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ABSTRACT 

In this paper, we present a novel technique for embedding 
digital "watermarks" into digital audio signals. Watermark-
ing is a technique used to label digital media by hiding copy-
right or other information into the underlying data. The 
watermark must be imperceptible or undetectable by the user 
and should be robust to attacks and other types of distortion. 
In our method, the watermark is generated by filtering a 
PN-sequence with a filter that approximates the frequency 
masking characteristics of the human auditory system. It 
is then weighted in the time domain to account for tem-
poral masking. We discuss the detection of the watermark 
and assess the robustness of our watermarking approach to 
attacks and various signal manipulations. 

1. INTRODUCTION 

In today's digital world, there is a great wealth of informa-
tion, which can be accessed in various forms: text, images, 
audio, and video. It is easy to ensure the security of "ana-
log documents" and protect the author (author will be used 
to also denote composer, artist, designer, etc.) from hav-
ing his work stolen or copied. For example, a painting is 
signed by the artist, books and albums have copyright la-
bels imprinted inside the cover. The question is haw do 
you copyright or label digital information and preserve its 
security without destroying or modifying the content of the 
information. 

One approach to data security is to use cryptographic 
techniques. In cryptology, the information is scrambled us-
ing an encryption transformation before it is sent and the 
information can be viewed after de-scrambling with the in-
verse transformation. A public-key cryptosystem can be 
used to implement an electronic mail system in which mes-
sages are kept private and can be signed (11. The security 
of the encryption algorithm is based on the fact that no 
one has discovered an algorithm which can factor compos-
ite numbers with two very large prime factors (on the order 
of 200 digits) in a reasonable amount of time Note that 
cryptosystems restrict access to the document and do not 
label or stamp them. Once the documents are decrypted, 
the "signature" is removed and there is no proof of owner-
ship such as a label, stamp, or watermark 121. Cryptology, 

'THIS WORK WAS PARTIALLY SUPPORTED BY AFOSR 
UNDER GRANT AF/F49620-94-1-0461 AND BY NSF UNDER 
GRANT NSF UNDER GRANT NSF/INT-9406954. 

as discussed in 131, may be used for digital TV broadcast-
ing to provide conditional access for pay TV, watermarking 
of images for copyright protection, and image signature for 
authentication. Note, that it is useful to consider the bi-
nary representation of these large numbers and their prime 
factors as codewords for the signatures. 

Data hiding, or steganography, refers to techniques for 
embedding watermarks, signatures, tamper protection, and 
captions in digital data. Captioning is an application which 
requires a large amount of data. However, it need not be 
invariant to removal because it contains extra non-critical 
information which may be of benefit to the author and the 
user. On the other hand, watermarking is an application 
which embeds the least amount of data, but requires the 
greatest robustness because the watermark is required for 
copyright protection [4]. Note that data biding does not re-
strict access to the original information as does encryption. 

A watermark, or an invisible stamp, could be used to pro-
vide proof of "authorship" of a signal. Similarly, a signature 
is used to provide proof of ownership and track illegal copies 
of the signal. The watermark must be embedded in the data 
such that it is imperceptible by the user 13, 4, 5]. Moreover, 
the watermark should: 

• be inaudible; the watermark should not affect the 
audio quality-of the original signal; 

• be statistically invisible a "pirate" should not be 
able to detect the watermark by comparing several sig-
nals belonging to the same author to prevent unautho-
rized detection and/or removal; 

• have similar compression characteristics as the 
original signal to survive compression/decompression 
operations ; 

• must be robust to deliberate attacks by "pi-
rates"; 

• must be robust to standard signal manipulation 
and processing operations on the host data, e.g., fil-
tering, resampling, compression, noise, cropping, AID-
D/A conversions, etc; 

• should be embedded directly in the data, not in 
a header to prevent removal; 

• must support multiple watermarkings for wider 
applicability; 

. 

• should be self-clocking for ease of detection in the 
presence of cropping and time-scale change operations. 

0-8186-7436-9/96 $6.00 CI 1996 IEEE 473 
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Observe that a 'pirate" can defeat a watermarking 
scheme in two ways. He may manipulate the audio signal to 
make the watermark undetectable. Alternatively, he may 
establish that the watermarking scheme is unreliable, e.g., 
that it produces too many false alarms by detecting a water-
marks where none is present. Both goals can be achieved 
by adding inaudible jamming signals to the audio piece, 
Therefore, the effectiveness of a watermarking scheme must 
be measured by its ability to detect a watermark when one 
is present (probability of detection) and the probability that 
it detects a watermark when none is present (probability of 
a false alarm) in the presence of jamming signals and signal 
manipulations. 

Several techniques for data hiding in images have been 
developed. Two methods for watermarking images are pro-
posed in (6]. The first approach embeds a PN-sequence on 
the least significant bit (LSB) of the data. This provides 
easy and rapid decoding of the watermark or signature. In 
the second approach, a PN-sequence (watermark) is added 
to the LSB of the data. This is more difficult to decode, 
providing more security. As with any approach which mod-
ifies the LSB of the data, however, these watermarks are 
highly sensitive to noise and are easily corrupted. 

In other coding schemes, the watermarks are made to 
appear as quantization noise as they are embedded into the 
images [7, 8]. The first method uses a predictive coding 
scheme to embed the watermark into the image. In the 
second method, the watermark is embedded into the image 
by dithering the image based on the statistical properties 
of the image. This scheme is not robust to attacks such as 
requantization and cropping. 

In [9], a watermark for an image is generated by modify-
ing the luminance values inside 8x8 blocks of pixels, adding 
one extra bit of information to each block. The choice of the 
modified block is secretly made by the encoder. In [10], a 
2-D signature is generated and is embedded into the image 
by modifying the intensity levels of the image, whose corre-
sponding signature pixels is one. A method using a JPEG 
model based, frequency hopped, randomly sequenced pulse 
position modulated code in [11] is robust to operations such 
as lossy data compression, lowpass filtering, and color space 
conversion. The watermarking problem is viewed as a prob-
lem in digital communications in [12]: a codeword is gener-
ated and used to modulate selected coefficients of the DCT 
or wavelet transform of a block in an image. 

Data may be hidden in images by exploiting the proper-
ties of the human visual system (HVS), such as sensitivity 
to contrast as a function of spatial frequency, the mask-
ing effect of edge✓, and sensitivity to changes in gray-scale 
[4]. In [4, 13], techniques for data hiding in images are 
discussed. The first, an LSB method called "Patchwork," 
is a statistical technique which randomly chooses n pairs 
(ai,bi) of points in an image and increases the brightness of 
of by one unit while simultaneously decreasing the bright-
n s  be The second, texture block coding, hides data by 
mapping a random texture pattern in an image to another 
region in the image with a similar texture pattern. This 
method is limited to images that possess large areas of ran-
dom texture. In [131, an encoding scheme is made resistant 
to affine transformations (scaling, translations, rotations) 

by embedding crosses in an image. Xerox DataGlyph tech-
nology [4, 14] adds a barcode to its images according to a 
predetermined set of geometric modifications. In [15] data 
is hidden in the chrominance signal of NTSC by exploit-
ing the HVS temporal over-sampling of color. Adelson [16] 
proposes a scheme that embeds digital data into analog TV 
signals. The method substitutes high-spatial frequency im-
age data for "hidden" data in a pyramid-encoded image. 

However, the scheme is particularly susceptible to filtering 
and resealing. 

A method similar to ours is proposed in [E], where the N 
largest frequency components of an image are modified by 
Gaussian noise. However, the scheme only modifies a sub-
set of the frequency components and does not take into ac-
count the HVS. The audio watermark we propose here em-
beds the maximum amount of information throughout the 
spectrum while still remaining perceptually inaudible. It is 
well-known that detection performance (i.e., the probabil-
ity of detection and the probability of false alarm) improves 
with the energy of the signal to be detected_ Therefore, we 
effectively improve the performance of the watermarking 
scheme by increasing the energy of the watermarked signal 
while keeping it inaudible. 

Data hiding techniques have also been applied to audio 
signals [4, 13]. In Direct Sequence Spread Spectrum Cod-
ing (DSSS), the signature, a binary codeword, is modulated 
by both a PN-sequence and the audio signal using bi-phase 
shift keying. It is then added to the original signal as ad-
ditive random noise. The perceivable noise added to the 
signal can be reduced by adaptive coding and redundant 
coding. In Phase Coding, binary information is embed-
ded in the audio signal by modifying the phases of each 
frequency component of the Discrete Short Time Fourier 
Transform of the signal. Because the human auditory sys-
tem (HAS) is not highly sensitive to phase distortion, the 
data produce no audible distortion. 

In this paper, we present a novel technique for embed-
ding digital watermarks into audio signals. The watermark 
is generated by filtering a PN-sequence with a filter that 
approximates the frequency masking characteristics of the 
HAS. It is then weighted in the time domain to account 
for temporal masking. Note that. our approach is similar to 
that of [4, 13] in that we shape the frequency characteristics 
of a PN-sequence. However, unlike [4, 13] we use perceptual 
masking models of the HAS to generate the watermark. In 
particular, our scheme for audio is the only one that uses 
the frequency masking models of the HAS along with the 
temporal masking models to hide the copyright information 
in the signal. 

We also provide a study of the detection performance 
of our watermarking scheme. Our results indicate that our 
scheme is robust to lossy coding/decoding, D/A - A/D con-
version, signal resampling, and filtering. We are currently 
studying its robustness to time-frequency changes. 

Finally, observe that the approach described here for wa-
termarking audio signals can also be used to watermark 
image and video data with appropriate modifications and 
extensions (c.f. [17], [18]). 
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2. BACKGROUND 

2.1. Masking 
Masking is the effect by which a faint but audible sound 
becomes inaudible in the presence of another louder au-
dible sound, masker [19). The masking effect depends on 
the both spectral and temporal characteristics of both the 
masked signal and the masker [19). nequency masking
refers to masking which occurs in the frequency domain. 
If two signals which occur simultaneously are close together 
in frequency, the stronger masking signal will make the 
weaker masked signal inaudible. The masking threshold 
of a masker depends on the frequency, sound pressure level 
(SPL), and tone-like or noise-like characteristics of both the 
masker and the masked signal [201. It is easier for a. broad-
band noise to mask a tonal, than for a tonal signal to mask 
out a broadband noise. Moreover, higher frequency signals 
are more easily masked. Temporal masking refers to both 
pre- and post-masking. Pre-masking effects render weaker 
signals inaudible before the stronger masker is turned on, 
and post-masking effects render weaker signals inaudible 
after the stronger masker is turned off. Pre-masking oc-
curs from 5-20 msec. before the masker is turned on while 
post-masking occurs from 50-200 msec. after the masker is 
turned off (20]. 

Using the frequency masking information of the HAS, 
we can shape the spectral characteristics of the watermark. 
Processing of impulsive signals such as castanets can cause 
audible pre-echoes. Similarly, we can use temporal masking 
information to eliminate these effects. 

2.2. Frequency Masking: MPEG-1 Psychoacoustic 
Model 

Audio signals consist of telephone quality speech, wideband 
speech, and wideband audio. The frequency ranges for these 
types of audio signals are 300-3400 Hz for telephone speech • 
signals, 50-7000 Hz for wideband speech, and 20-20000 Hz 
for high quality wideband audio. The human ear acts as a 
frequency analyzer and can detect sounds with frequencies 
which vary from 10 Hi to 20000 Hz. The HAS can be 
modeled by a set of 26 bandpass filters with bandwidths 
that increase with increasing frequency. The 26 bands are 
known as the critical bands. The critical bands are defined 
around a center frequency in which the noise bandwidth 
is increased until there is just noticeable difference in the 
tone at the center frequency. Thus if a faint tone lies in 
the critical band of a louder tone, the faint tone will not be 
perceptible. 

Frequency masking models have already been defined for 
the perceptual coding of audio signals because it is not nec-
essary to code perceptually irrelevant information. In this 
work, we use the masking model defined in MPEG Au-
dio Psychoacoustic Model 1, for layer I [21]. The masking 
method is summarized as follows for a 32 kHz sampling rate 
[21, 22]. The MPEG model also supports sampling rates of 
4-4.1 kHz and 48 kHz. 

• First Step: Cakulate the Spectrum 
Each 16 ms segment of the signal s(n), N=512 samples, 
is weighted with a Hann window, h(n): 

h(n) = 2 
j1 

5.  [1 cos(2s:A-r1 )1 (1) 

The power spectrum of the signal s(n) is calculated as 
follows: 

N-1 
nk S(k) = 10 • log", [-N-II E s(n)h(n)exp (-127r -N-)II2 I 

n-0 

(2) 

The maximum is normalized to a reference sound pres-
sure level of 96dB. 

• Second Step: Identify Tonal Components 
Tonal (sinusoidal) and non tonal (noisy) components 
are identified because their masking models are differ-
ent. 
A tonal component is a local maximum of the spectrum 
( S(k) > S(k + 1) et S(k) > S(k - 1) } satisfying: 

S(k) - S(k + j)> 7dB 
j E [--2, +2) if 2 < k < 63 

j E -2, +2, +3) if 63 < k < 127 
j E [-6, ..., -2, +2, ..., +61 if 127 < k < 250 

We add to its intensity those of the previous and follow-
ing component. Other tonal components in the same 
frequency band are no longer considered. 
Non-tonal components are made of the sum of the in-
tensities of the signal components remaining in each of 
the 24 critical bands between 0 and 15500 Hz. (The 
auditory system behaves as a bank of bandpass fil-
ters, with continuously overlapping center frequencies. 
These "auditory filters" can be approximated by rect-
angular filters with critical bandwidth increasing with 
frequency. In this model, the audible band is therefore 
divided into 24 non-regular critical bands.) 

• Third Step: Remove Masked Components 
Those components below the absolute hearing thresh-
old and tonal components separated by less than 0.5 
Barks. 

ICO 
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Figure 1. Second and Third step in generation of 
masking threshold 
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Fourth Step: Individual and Global Masking Thresh-
olds 
In this step, we account for the frequency masking 
effects of the HAS. We need to discretize the fre-
quency axis according to hearing sensitivity and ex-
press frequencies in Barks. Note that hearing sensitiv-
ity is higher at low frequencies. The resulting masking 
curves are almost linear and depend on a masking index 
different for tonal and non-tonal components. They are 
characterized by different lower and upper slopes de-
pending on the distance between the masked and the 
masking component. We use fl to denote the set of fre-
quencies present in the test signal. The global masking 
threshold for each frequency b takes into account the 
absolute hearing threshold S, and the masking curves 
P2 of the Nt tonal components and N„ non-tonal com-
ponents: N4 
s„,(h) = 10 * logio r1os.(I2)/10 E 

N 

E10p2(f2,fi.P1)/101
j=1, 

(3) 

The masking threshold is then the minimum of the lo-
cal masking threshOld and the absolute hearing thresh-
old in each of the 32 equal width subbands of the spec-
trum. Any signal which falls below the masking thresh-
old is inaudible. • 

103 

40 

0 

Flnid rrosktnra thnuhold 

200 2 4 0 8 10 
frequency (kHz) 

12 14 

Figure 2. Fourth step in generation of masking 
threshold 

2:3. PN-sequences 

PN-sequences form the basis of our watermarking scheme 
cause of their noise-like characteristics, resistance to in-

terference, and good auto-correlation properties, Urea 
pectrum communication leaw15 Ilo PN) se-
quences to modulate transmitted data into noise-like wide-

d into the-tack aiilcLJ1 23. Spread 
spectrum signals are resistant to interference such as unin-
tentional interference, channel noise, multiple users, multi-
path interference, or intentional jammers [231 

PN-sequences are periodic noise-like binary sequences 
generated by feedback shift register of fixed length m (24 
The feedback is linear, that is, it consists of only modulo-2 
adders. This prevents the zero state from occurring, which 
provides an output of only zeros. The maximum period of a 
PN-sequence is N = 2' —1 [23]. The feedback connections 
for maximal length PN-sequences with in varying from 1 to 
89 are provided in (24). 

16080 
Afts 

9 -

Figure 3. Shift register with m=9, N=511 

Maximum length PN-sequences, also called m-sequences, 
are used in our watermarking scheme because they pro-
vide an easy way to generate a unique code for an author's 
identification. Moreover, like random binary sequences, 
m-sequences have 0's and l's occur with equal probabili-
ties. Also, the number of l's is always one greater than 
the number of 0's. M-sequences also have good autocorre-
lation properties [23): the autocorrelation function (ACF) 
has period N and it is binary valued. The ACF has peaks 
equal to 1 at 0, N, 2N, etc. and is approximately 1/N else-
where. Because of these periodic peaks, the na-sequence is 
self-clocking. This allows the author to synchronize with the 
embedded watermark during the detection process. This is 
important if the signal is cropped and resampled. 

3. WATERMARK DESIGN 

Each audio signal is watermarked with a unique codeword. 
Our watermarking scheme is based on a repeated applica-
tion of a basic watermarking operations on processed ver-
sions of the audio signal. The basic method uses three steps 
to watermark an audio segment as shown in 4. The com-
plete watermarking scheme is shown in 5. Below we provide 
a detailed explanation of the basic watermarking step and 
the complete watermarking technique. 

sA42*.o Hamra 
Mods. FAT 

Ffarloract 

Luna 

0sardzsbee Or 

odig.g t iVai 

Figure 4. Watermark Generator: First stage for 
audio 

3.1. The basic watermarking step 
The basic watermarking step starts with a PN-sequence. 
To generate the watermark, we first calculate the masking 
threshold of the signal using the MPEG Audio Psychoa-
coustic Model 1, as described above. The masking threshold 
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Figure 5. Full Watermark Generator for audio 

is determined on consecutive audio segments of 512 sam-

ples. Each segment is weighted with a Haening window. 

Consecutive blocks overlap by 25%. 
The masking threshold is then approximated with a 10th

order all-pole filter, M(w), using a least squares criterion. 

The PN-sequence seq(u), is filtered with the approximate 

masking filter, M(e.)), in order to ensure that the spectrum 
of the watermark is below the masking threshold, as shown 

in Fig. 6. In this example, we used an m-sequence with 

m = 9. 
so 

20 

o

masidne ihractooll 

arOrcidatid• Stor 

  Mime PH -49 wires 

--- . --- 7 

2 4 
twenty off) 

12 14 18 

Figure 6. Filtered PN-sequen7 

Since the spectral content of the audio signal. than 
with time, watermarks added to different blocks will b in 
general different even if they are generated from the e 

starting PN-sequence. However, we still use different N-

sequences for different blocks to make the statistical • etec-

tion by an unauthorized user of the watermark 
cult. Note also that using long PN-se uence rr eddin 
long cryp is ' 'tal signatures also helps ~
spec 

Requency domain shaping is not enough to guarantee 
that the watermark will be inaudible. Frequency domain 
masking computations are based on a Fourier transform 

analysis. A fixed length Fourier transform does not provide 
good time localization for our application. In particular, a 

watermark computed using frequency domain masking will 

spread in time over the entire analysis block. If the signal 

energy is concentrated in a time interval that is shorter than 

the analysis block length, the watermark is not masked out-

side of that subinterval. This then leads to audible distor-

tion, e.g., pre-echoes. To address this problem, we weight 

the watermark in the time domain with the relative energy 

of the signal. Specifically, denote by s(n) the nth sample of 

the audio signal. We modify the watermark, w(n) as follows 

w(n) = w(n) 
a(n)2

Vag_1 
 .0( 

(4) 

The time domain weighting operation described above 

attenuates the energy of the computed -watermark. In par-

ticular, watermarks obtained as above have amplitudes that 

are typically smaller than the quantization step size. There-

fore, the watermark would be lost during the quantiza-

tion process. Note also that, as observed earlier, detection 

performance is directly proportional to the energy of the 

watermark. We have found that it is possible to prevent 

watermark loss during quantization and improve detection 

performance by amplifying the watermark by 40 dB before 

weighting it in the time domain with the relative energy of 

the signal. In most cases, this amplification does not affect 

the audibility of the watermark because of the attenuation 

effect of the time domain weighting operation. However, to 

guarantee inaudibility, we re-check that the final watermark 
falls below the masking threshold in the frequency domain. 

If the amplitude of the watermark at a given frequency ex-

ceeds the masking threshold at that frequency we simply 
reduce it to the maximum allowable level. 

3.2. The full watermarking scheme 

As mentioned above, the watermarking scheme must be ro-

bust to coding operations. Low bit rate audio coding al-

gorithms tend retain only the low frequency information in 

the signal. We therefore need to guarantee that most of the 
energy of the watermark lies in low frequencies. After exper-

imenting with many schemes, we have found that the best 
way to detect the low frequency watermarking information 

is to generate a low-frequency watermark as the difference 
between a low bit rate coded/decoded watermarked signal 
and the coded/decoded original signal at the same bit rate. 
Watermarking is done using the basic watermarking step 
described above. The low bit rate chosen to implement this 
operation is the minimal bit rate for Which near-transparent 
audio coding is known to be possible for signals sampled 
at the rate of the original signal. For signals sampled at 
44.1 kHz, the watermark is generated using a bit rate of 64 

kbits/sec. For signals sampled at 32 kHz, the watermark 

is generated using a bit rate of 48 kbits/sec. This scheme 

e more effective than other schemes that attempt to add 

Se watermark on a lowpass filtered version of the signal 
because the coding/decoding operation is not a linear and 
does not permute with the watermarking operation. 

Fig. 5 illustrates the above procedure for signals sampled 

at an arbitrary sampling rate. The law-frequency water-

marking signals is shown as wb,. in Fig. 5. It is given by 

Wbr = (water rnarkii.•c•tog.)b, — (ariginalsignetl)sr '(5) 

Here, the subscript br refers to the bit rate of the 

coder/decoder. 
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For best watermark detection performance at higher bit 

rates, we need to add watermarking information in the 

higher frequency bands. We do so by producing a water-

mark we., for the coding error signal that is the difference 

between the original audio signal and its low bit rate coded 

version: 

codingerror = (originalsignal) — (originalsignal)s, (6) 

The watermark w,, is computed using the basic water-

marking step described at the beginning of this section. 

The final watermark is the sum of the low-frequency wa-

termark and the coding en-or watermark: 

was = WErr we,.,.. (7) 

3.3. Experimental testing of the audibility of the 
watermarks 

We used segments of four different musical pieces as test 

signals throughout the experiment: the beginning of the 

third movement of the sonata in B flat major D e60 of 

Schubert, interpreted by Vladimir Ashkenazy, a castanet 

piece, a clarinet piece, and a segment of "Tom's Diner" an a 

capella song by Sueanne Vega (svega). The Schubert signal 

is sampled at 32 kHz. All other signals are sampled at 44.1 

kHz. Note that the castanets signal is one of the signals 

prone to pre-echoes. The signal svega is significant because 

it contains noticeable periods of silence. The watermark 

should not be audible during these silent periods. 

The quality of the watermarked signals was evaluated 

through informal listening tests. In the test, the listener 

was presented with the original signal and the watermarked 

signal and reported as to whether any differences could be 

detected between the two signal. Eight people of varying 

backgrounds, including the authors, were involved in the lis-

tening tests. One of the listeners has the ability to perceive 

absolute pitch and two of the listeners have some back-

ground in music. 
In all four test signals, the watermark introduced no au-

dible distortion. No pre-echoes were detected in the water-

marked castanet signal. The quiet portions of svega were 

similarly unaffected. 

4. DETECTION OF THE WATERMARK 

Let us now describe the watermark detection scheme and 

the detection results that we have obtained. In the exper-

imental work described below, we used shaped inaudible 

noise to simulate attacks by pirates and distortions due to 

coding. We also tested the effects of filtering, coding, D/A 

- A/D converting and re-sampling on the detection perfor-

mance of the proposed scheme. The detection results that 

we report below are based on processing 100 blocks of the 

observed signal of 512 samples. Note that this corresponds 

to 1.6 sec at the 32 kHz sampling rate and 1.16 sec at the 

44.1 kHz sampling rate. 
Our detection scheme assumes that the author has access 

to tlTe-T- )i signal an e IV-sequence that he used to 

si al. It also  assumes that the author hai 

-C,ompu  the approximate bit rate of the observed audio 

.siquence r(k). To decide whether the given signal r(k) has 

been watermarked or not, the author subtracts from r(k) 

a coded version se. of the original audio signal/s(k). The 

signal se, is produced by coding s(k) at the estimated bit 

rate of r(k) using the MPEG coding procedure. Note that 

r(k) itself may have been coded using a different coding 

algorithm. The difference between the output of the MPEG 

coding algorithm operating on the original signal at the 

estimated bit rate and that of the actual coding algorithm 

at the true bit rate will appear as an additive noise signal. 

Next, the author needs to solve the following hypothesis 

testing problem: 
• Ho : z(k) = r(k)— se.(k) = n(k) 
• Hi x(k) = r(k)— st,(k) = tv'(k)+ n(k). 

Here, n(k) denotes an additive noise process that includes 

errors due to different coding algorithms and signal manipu-

lations, intentional jamming signals and transmission noise. 

The signal, w'(k), is the modified watermark., Since the 

precise nature of n(k) is unknown, we solve the above hy-

pothesis testing problem by correlating x(k) with wi(k) and 

comparing the result with a threshold. Note that one needs 

to estimate time-scale modifications prior to correlations if 

such modifications have been performed on the signal. Fig. 

7 shows the result of correlating a watermark correspond-

ing to a segment of the Schubert audio piece with itself, the 

jammed watermark corrupted by frequency shaped noise of 

maximum masked intensity and shaped noise of maximum 

masked intensity alone. In all cases, the signal was not 

coded. The figure clearly indicates that reliable detection 

is eseeible. 
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Figure 7. Detection of the watermark in Schubert 
with additive noise 

4.1. Generation of the Additive Noise 

Noise which has the same spectral characteristics as the 

masking threshold provides an approximation of the worst 

possible additive distortion to the watermark. This type of 

distortion is a good worst case model for distortions due to 

intentional jamming with inaudible signals and mismatches 

between the actual and assumed coding algorithms. 

The noise that we have used in our experiments was gen-

erated in the same way as the watermark. Specifically, the 

masking threshold is first shifted +40dB and multiplied by 

the discrete Fourier transform of a Gaussian white noise 
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process. The resulting noise is then weighted in time by the 
relative energy of the signal. After quantization, we filter 
this shaped noise by the masking threshold and requantize 
it. The resulting noise is almost completely inaudible and 
is a good approximation of the maximum noise that we can 
add below the masking threshold, as shown in Fig. 8. 

120 

tO2 

116:41ft 

- - anuridrp throstald 
  rake *Amine to rho* sed Wald 

gral 

100 160 200 tso 3C0 

Figure 8. final noise after weighting in time, re-
quantization, filtering by the mask and last requan-
tization 

4.2. Summary of Detection Results 

Let us now summarize the detection results that we have 
obtained. Each group of results is meant to illustrate the 
robustness of our approach to a specific type of signal ma-
nipulation. 

Robustness to coding 
To test the robustness of our watermarking approach to 
coding, we added noise to several watermarked and non-
watermarked audio pieces and coded the result. The noise 
was almost inaudible and was generated using the technique 
described above. We then attempted to detect the presence 
of the watermark in the decoded signals. 

The coding/decoding was performed using a software im-
plementation of the ISO/MPEG-1 Audio Layer III coder 
[25] with several different bit rates (64 kbits/s, 128 kbit/s, 
160 kbit/s, 224 kbit/s and 320 kbit/s). 

Table 1 below gives the probabilities of detection and 
false alarm for the final watermark in the following signals: 
the Schubert signal, a castanet signal, and a clarinet signal. 
Note that the probability of detection of the waterra 

Pdetect> is 1 or nearly 1 in all cases. Equally i rtant, 
the probability of false alarm, Pf casealarrn early 0 in a" 
cases. 

Robustness to multiple tvaterma  - 
There are many instances where asst-zatir:
watermarks to a signal. For exam th multiple 
authors/composers for a piece of music, each with his/her 
own unique id.  When detecting a specific watermark, the_
other watermarks are considered to be noise. 

ria,374Ta7----nd 5 summarize watermark detection re-
sults in the presence of other watermarks. Several signals 
containing three watermarks were corrupted by the cod-

ing/decoding operation. The detection was performed us-

ing each of the three watermarks. Again, note that Pia ." 
is 1 or nearly 1 and that is 0 or nearly 0 in all 
cases. 

Robustness to resampling 
Our experiments also indicate that the proposed water-
marking scheme is robust to signal resampling. Specifically, 
the watermarked signal is resampled and then corrupted by 

the coding/decoding operation. For a threshold of 0.68, 

Pdatect is 1 and P aisealar-m is 0 at all 5 coder/decoder bit 
rates. 

We are currently assessing the robustness of our scheme 
to time-scale modifications of the signal. 

5. CONCLUSIONS 

Our method for the digital watermarking of audio signals 
extends the previous work on images. Our watermarking 

scheme consists of a maximal length PN-sequence filtered 
by the approximate masking characterFtKs 
we—rh in tune, our watermark is izn erce ibl 

into the audio signal and easy to detect by the author 
thanks to th-e—C-OsireIation ro ies of PN-se u Ou 

s w at our watermarking scheme is robust in the 
presence of additive noise, lossy coding/decoding, multiple 
watermarks, rceiampling, and time-scaling. 
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Table 5. Multiple watermark detection on svega 

Bit Rate Watermark Wat a T Wat 5 ' Wat c 
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64 Pdetect 1 1 1 

P f afseatorret 0 0 0
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160 Pdetect 1 1 1 

P f alsenierm 0 . 0 0 

224 Pdetect 1 1 1 
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1 Introduction 

We present two simple micropayment schemes, "PayWord" and "MicroMint," for making 
small purchases over the Internet. We were inspired to work on this problem by DEC's 
"Millicent" scheme[10]. Surveys of some electronic payment schemes can be found in Hallam-
Baker [6], Schneier[16], and Wayner[18]. 

Our main goal is to minimize the number of public-key operations required per payment, 
using hash operations instead whenever possible. As a rough guide, hash functions are about 
100 times faster than RSA signature verification, and about 10,000 times faster than RSA 
signature generation: on a typical workstation, one can sign two messages per second, verify 
200 signatures per second, and compute 20,000 hash function values per second. 

To support micropayments, exceptional efficiency is required, otherwise the cost of the 
mechanism will exceed the value of the payments. As a consequence, our micropayment 
schemes are light-weight compared to full macropayment schemes. We "don't sweat the 
small stuff": a user who loses a micropayment is similar to someone who loses a nickel in 
a candy machine. Similarly, candy machines aren't built with expensive mechanisms for 
detecting forged coins, and yet they work well in practice, and the overall level of abuse is 
low. Large-scale and/or persistent fraud must be detected and eliminated, but if the scheme 
delivers a volume of payments to the right parties that is roughly correct, we're happy. 

In our schemes the players are brokers, users, and vendors. Brokers authorize users 
to make micropayments to vendors, and redeem the payments collected by the vendors. 
While user-vendor relationships are transient, broker-user and broker-vendor relationships 
are long-term. In a typical transaction a vendor sells access to a World-Wide Web page for 
one cent. Since a user may access only a few pages before moving on, standard credit-card 
arrangements incur unacceptably high overheads. 

The first scheme, "PayWord," is a credit-based scheme, based on chains of "paywords" 
(hash values). Similar chains have been previously proposed for different purposes: by Lam-
port [9] and Haller (in S/Key) for access control [7], and by Winternitz [11] as a one-time 
signature scheme. The application of this idea for micropayments has also been indepen-
dently discovered by Anderson et al. [2] and by Pederson [14], as we learned after distributing 
the initial draft of this paper. We discuss these related proposals further in Section 5. The 
user authenticates a complete chain to the vendor with a single public-key signature, and 
then successively reveals each payword in the chain to the vendor to make micropayments. 
The incremental cost of a payment is thus one hash function computation per party. Pay-
Word is optimized for sequences of micropayments, but is secure and flexible enough to 
support larger variable-value payments as well. 

The second scheme, "MicroMint," was designed to eliminate public-key operations alto-
gether. It has lower security but higher speed. It introduces a new paradigm of representing 
coins by k-way hash-function collisions. Just as for a real mint, a broker's "economy of 
scale" allows him to produce large quantities of such coins at very low cost per coin, while 
small-scale forgery attempts can only produce coins at a cost exceeding their value. 
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2 Generalities and Notation 

We use public-key cryptography (e.g. RSA with a short public exponent). The public keys 
of the broker B, user U, and vendor V are denoted PKB, PKu, and PKv, respectively; 
their secret keys are denoted SKB, SKu, and SKv. A message M with its digital signature 
produced by secret key SK is denoted {M}SK. This signature can be verified using the 
corresponding public key PK. 

We let h denote a cryptographically strong hash function, such as MD5[15] or SHA[131. 
The output (nominally 128 or 160 bits) may be truncated to shorter lengths as described 
later. The important property of h is its one-wayness and collision-resistance; a very large 
search should be required to find a single input producing a given output, or to find two 
inputs producing the same output. The input length may, in some cases, be equal to the 
output length. 

3 PayWord 

PayWord is credit-based. The user establishes an account with a broker, who issues her 
a digitally-signed PayWord Certificate containing the broker's name, the user's name and 
IP-address, the user's public key, the expiration date, and other information. The certificate 
has to be renewed by the broker (e.g. monthly), who will do so if the user's account is in 
good standing.. This certificate authorizes the user to make Payword chains, and assures 
vendors that the user's paywords are redeemable by the broker. We assume in this paper 
that each payword is worth exactly one cent (this could be varied). 

In our typical application, when U clicks on a link to a vendor V's non-free web page, 
his browser determines whether this is the first request to V that day. For a first request, 
U computes and signs a "commitment" to a new user-specific and vendor-specific chain of 
paywords wi, w2, , wn. The user creates the payword chain in reverse order by picking 
the last payword w„ at random, and then computing 

wi = h(wi+i ) 

for i = n — 1, n — 2, ..., 0. Here wo is the root of the payword chain, and is not a payword 
itself. The commitment contains the root wo, but not any payword wi for i > 0. Then U 
provides this commitment and her certificate to V, who verifies their signatures. 

The i-th payment (for i = 1,2, .. .) from U to V consists of the pair (wi, i), which the 
vendor can verify using wi_1. Each such payment requires no calculations by U, and only a 
single hash operation by V. 

At the end of each day, V reports to B the last (highest-indexed) payment (w1,1) received 
from each user that day, together with each corresponding commitment. B charges U's 
account 1 cents and pays 1 cents into V's account. (The broker might also charge subscription 
and/or transaction fees, which we ignore here.) 

A fundamental design goal of PayWord is to minimize communication (particularly on-
line communication) with the broker. We imagine that there will be only a few nationwide 
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brokers; to prevent them from becoming a bottleneck, it is important that their computa-
tional burden be both reasonable and "off-line." PayWord is an "off-line" scheme: V does 
not need to interact with B when U first contacts V, nor does V need to interact• with B 
as each payment is made. Note that B does not even receive every payword spent, but only 
the last payword spent by each user each day at each vendor. 

PayWord is thus extremely efficient when a user makes repeated requests from the same 
vendor, but is quite effective in any case. The public-key operations required by V are only 
signature verifications, which are relatively efficient. We note that Shamir's probabilistic 
signature screening techniques[17] can be used here to reduce the computational load on the 
vendor even further. Another application where PayWord is well-suited is the purchase of 
pay-per-view movies; the user can pay a few cents for each minute of viewing time. 

This completes our overview; we now give some technical details. 

3.1 User-Broker relationship and certificates 

User U begins a relationship with broker B by requesting an account and a PayWord Cer-
tificate. She gives B over a secure authenticated channel: her credit-card number, her public 
key PKu, and her "delivery address" Au. Her aggregated PayWord charges will be charged 
to her credit-card account. Her delivery address is her Internet/email or her U.S. mail ad-
dress; her certificate will only authorize payments by U for purchases to be delivered to 
A. 

The user's certificate has an expiration date E. Certificates might expire monthly, for 
example. Users who don't pay their bills won't be issued new certificates. 

The broker may also give other (possibly user-specific) information Ij in the certificate, 
such as: a certificate serial number, credit limits to be applied per vendor, information on 
how to contact the broker, broker/vendor terms and conditions, etc. 

The user's certificate Cu thus has the form: 

Cu = {B, U, Au, PKU,E, iu)sKB . 

The PayWord certificate is a statement by B to any vendor that B will redeem authentic 
paywords produced by U turned in before the given expiration date (plus a day's grace). 

PayWord is not intended to provide user anonymity. Although certificates could contain 
user account numbers instead of user names, the inclusion of Au effectively destroys U's 
anonymity. However, some privacy is provided, since there is no record kept as to which 
documents were purchased. 

If U loses her secret key she should report it at once to B. Her liability should be limited 
in such cases, as it is for credit-card loss. However, if she does so repeatedly the broker may 
refuse her further service. The broker may also keep a "hot list" of certificates whose users 
have reported lost keys, or which are otherwise problematic. 

As an alternative to hot-lists, one can use hash-chains in a different manner as proposed 
by Micali [12) to provide daily authentication of the user's certificate. The user's certificate 
would additionally contain the root t4, of a hash chain of length 31. On day j — 1 of the 
month, the broker will send the user (e.g. via email) the value tdj if and only if the user's 
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account is still in good standing. Vendors will then demand of each user the appropriate w' 
value before accepting payment. 

3.2 User-Vendor relationships and payments 

User-vendor relationships are transient. A user may visit a web site, purchase ten pages, 
and then move on elsewhere. 

Commitments 

When U is about to contact a new vendor V, she computes a fresh payword chain w1, 
• • • , wn with root wo. Here n is chosen at the user's convenience; it could be ten or, ten 
thousand. She then computes her commitment for that chain: 

M= {V, Cu , wo, Alm}sicu • 

Here V identifies the vendor, Cu is U's certificate, WO is the root of the payword chain, D 
is the current date, and IM is any additional information that may be desired (such as the 
length n of the payword chain). M is signed by U and given to V. (Since this signature 
is necessarily "on-line," as it contains the vendor's name, the user might consider using an 
"on-line/off-line" signature scheme(5].) 

This commitment authorizes B to pay V for any of the paywords w1, , wi, that V 
redeems with B before date D (plus a day's grace). Note that paywords are vendor-specific 
and user-specific; they are of no value to another vendor. 

Note that U must sign a commitment for each vendor she pays. If she rapidly switches 
between vendors, the cost of doing so may become noticeable. However, this is PayWord's 
only significant computational requirement, and the security it provides makes PayWord 
usable even for larger "macropayments" (e.g. software selling at $19.99). 

The vendor verifies U's signature on M and the broker's signature on Cu (contained 
within M), and checks expiration dates. 

The vendor V should cache verified commitments until they expire at the end of the day. 
Otherwise, if he redeemed (and forgot) paywords received before the expiration date of the 
commitment, U could cheat V by replaying earlier commitments and paywords. (Actually, 
to defeat this attack, V need store only a short hash of each commitment he has reported 
to .B already today.) 

The user should preferably also cache her commitment until she believes that she is 
finished ordering information from V, or until the commitment expires. She can always 
generate a fresh commitment if she re-visits a vendor whose commitment she has deleted. 

Payments 
The user and vendor need to agree on the amount to be paid. In our exemplary applica-

tion, the price of a web page is typically one cent, but could be some other amount. A web 
page should presumably be free if the user has already purchased it that day, and is just 
requesting it again because it was flushed from his cache of pages. 

A payment P from U to V consists of a payword and its index: 

P = (wi,i) • 
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The payment is short: only twenty or thirty bytes long. (The first payment to V that 
day would normally accompany U's corresponding commitment; later payments are just the 
payword and its index, unless the previous chain is exhausted and a new chain must be 
committed to.) The payment is not signed by U, since it is self-authenticating (using the 
commitment). 

The user spends her paywords in order: w1 first, then w2, and so on. If each payword 
is worth one cent, and each web page costs one cent, then she discloses wi to V when she 
orders her i-th web page from V that day. 

This leads to the PayWord payment policy: for each commitment a vendor V is paid 1 
cents, where (WO) is the corresponding payment received with the largest index. This means 
that V needs to store only one payment from each user: the one with the highest index. 
Once a user spends wi, she can not spend wj for j < i. The broker can confirm the value to 
be paid for WI by determining how many applications of h are required to map Iv/ into wo. 

PayWord supports variable-size payments in a simple and natural manner. If U skips 
paywords, and gives w7 after giving w2, she is giving V a nickel instead of a penny. When 
U skips paywords, during verification V need only apply h a number of times proportional 
to the value of the payment made. 

A payment does not specify what item it is payment for. The vendor may cheat U by 
sending him nothing, or the wrong item, in return. The user bears the risk of losing the 
payment, just as if he had put a penny in the mail. Vendors who so cheat their customers 
will be shunned. This risk can be moved to V, if V specifies payment after the document 
has been delivered. If U doesn't pay, V can notify B and/or refuse U further service. For 
micropayments, users and vendors might find either approach workable. 

3.3 Vendor-Broker relationships and redemption 

A vendor V needn't have a prior relationship with B, but does need to obtain PKB in an 
authenticated manner, so he can authenticate certificates signed by B. He also needs to 
establish a way for B to pay V for paywords redeemed. (Brokers pay vendors by means 
outside the PayWord system.) 

At the end of each day (or other suitable period), V sends B a redemption message 
giving, for each of B's users who have paid V that day (1) the commitment Cu received 
from U, (2) the last payment P = (114,1) received from U. 

The broker then needs to (1) verify each commitment received (he only needs to verify 
user signatures, since he can recognize his own certificates), including checking of dates, etc., 
and (2) verify each payment (w/ ,1) (this requires 1 hash function applications). We assume 
that B normally honors all valid redemption requests. 

Since hash function computations are cheap, and signature verifications are only mod-
erately expensive, B's computational burden should be reasonable, particularly since it is 
more-or-less proportional to the payment volume he is supporting; B can charge transaction 
or subscription fees adequate to cover his computation costs. We also note that B never 
needs to respond in real-time; he can batch up his computations and perform them off-line 
overnight. 

5 

DISH-Blue Spike-246
Exhibit 1010, Page 0832



3.4 Efficiency 

We summarize PayWord's computational and storage requirements: 

• The broker needs to sign each user certificate, verify each user commitment, and per-
form one hash function application per payment. (All these computations are off-line.) 
The broker stores copies of user certificates and maintains accounts for users and ven-
dors. 

• The user needs to verify his certificates, sign each of his commitments, and perform one 
hash function application per payword committed to. (Only signing commitments is an 
on-line computation.) He needs to store his secret key SKu, his active commitments, 
the corresponding payword chains, and his current position in each chain. 

• The vendor verifies all certificates and commitments received, and performs one hash 
function application per payword received or skipped over. (All his computations are 
on-line.) The vendor needs to store all commitments and the last payment received 
per commitment each day. 

3.5 Variations and Extensions 

In one variation, h(•) is replaced by hg(•) = h(s, •), where s is a "salt" (random value) 
specified in the commitment. Salting may enable the use of faster hash functions or hash 
functions with a shorter output length (perhaps as short as 64-80 bits). 

The value of each payword might be fixed at one cent, or might be specified in Cu or M. 
In a variation, M might authenticate several chains, whose paywords have different values 
(for penny paywords, nickel paywords, etc.). 

The user name may also need to be specified in a payment if it is not clear from context. 
If U has more than one payword chain authorized for V, then the payment should specify 
which is relevant. 

Paywords could be sold on a debit basis, rather than a credit basis, but only if the user 
interacts with the broker to produce each commitment: the certificate could require that the 
broker, rather than the user, sign each commitment. The broker can automatically refund 
the user for unused paywords, once the vendor has redeemed the paywords given to him. 

In some cases, for macropayments, it might be useful to have the "commitment" act like 
an electronic credit card order or check without paywords being used at all. The commitment 
would specify the vendor and the amount to be paid. 

The broker may specify in user certificates other terms and conditions to limit his risk. 
For example, B may limit the amount that U can spend per day at any vendor. Or, B may 
refuse payment if U's name is on B's "hot list" at the beginning of the day. (Vendors can 
down-load B's hot-list each morning.) Or, B may refuse to pay if U's total expenditures 
over all vendors exceeds a specified limit per day. This protects B from extensive 'liability if 
SKu is stolen and abused. (Although again, since Cu only authorizes delivery to Au, risk 
is reduced.) In these cases vendors share the risk with B. 
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Instead of using payword chains, another method we considered for improving efficiency 
was to have V probabilistically select payments for redemption. We couldn't make this idea 
work out, and leave this approach as an open problem. 

4 MicroMint 

MicroMint is designed to provide reasonable security at very low cost, and is optimized for 
unrelated low-value payments. MicroMint uses no public-key operations at all. 

MicroMint "coins" are produced by a broker, who sells them to users. Users give these 
coins to vendors as payments. Vendors return coins to the broker in return for payment by 
other means. 

A coin is a bit-string whose validity can be easily checked by anyone, but which is hard 
to produce. This is similar to the requirements for a public-key signature, whose complexity 
makes it an overkill for a transaction whose value is one cent. (PayWord uses signatures, 
but not on every transaction.) 

MicroMint has the property that generating many coins is very much cheaper, per coin 
generated, than generating few coins. A large initial investment is required to generate the 
first coin, but then generating additional coins can be made progressively cheaper. This is 
similar to the economics for a regular mint, which invests in a lot of expensive machinery 
to make coins economically. (It makes no sense for a forger to produce coins in a way that 
costs more per coin produced than its value.) 

The broker will typically issue new coins at the beginning of each month; the validity of 
these coins will expire at the end of the month. Unused coins are returned to the broker at 
the end of each month, and new coins can be purchased at the beginning of each month. 
Vendors can return the coins they collect to the broker at their convenience (e.g. at the end 
of each day). 

We now describe the "basic" variant of MicroMint. Many extensions and variations are 
possible on this theme; we describe some of them in section 4.2. 

Hash Function Collisions 
MicroMint coins are represented by hash function collisions, for some specified one-way 

hash function h mapping m-bit strings x to n-bit strings y. We say that x is a pre-image 
of y if h(s) = y. A pair of distinct m-bit strings (xl, x2) is called a (2-way) collision if 
h(xi) = h(x2) = y, for some n-bit string y. 

If h acts "randomly," the only way to produce even one acceptable 2-way collision is to 
hash about .127' = 2n12 x-values and search for repeated outputs. This is essentially the 
"birthday paradox." (We ignore small constants in our analyses.) 

Hashing c times as many x-values as are needed to produce the first collision results in 
approximately c2 as many collisions, for 1 < c < 2n/2 , so producing collisions can be done 
increasingly efficiently, per coin generated, once the threshold for finding collisions has been 
passed. 

Coins as k-way collisions 

A problem with 2-way collisions is that choosing a value of n small enough to make the 
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broker's work feasible results in a situation where coins can be forged a bit too easily by an 
adversary. To raise the threshold further against would-be forgers, we propose using k-way 
collisions instead of 2-way collisions. 

A k-way collision is a set of k distinct x-values xi, x2, , rk that have the same hash 
value y. The number of x-values that must be examined before one expects to see the first 
k-way collision is then approximately 2"(")/ k. If one examines c times this many x-values, 
for 1 < c<rl k, one expects to see about ck k-way collisions. Choosing k > 2 has the dual 
effect of delaying the threshold where the first collision is seen, and also accelerating the rate 
of collision generation, once the threshold is passed. 

We thus let a k-way collision (xi , , 5k) represent a coin. The validity of this coin can 
be easily verified by anyone by checking that the xi's are distinct and that 

h(x1) = h(r2) = • • • = h(sic) = 

for some n-string y. 

Minting coins 
The process of computing h(x) = y is analogous to tossing a ball (x) at random into 

one of 2" bins; the bin that ball x ends up in is the one with index y. A coin is thus a 
set of k balls that have been tossed into the same bin. Getting k balls into the same bin 
requires tossing a substantial number of balls altogether, since balls can not be "aimed" at 
a particular bin. To mint coins, the broker will create 2" bins, toss approximately k2" balls, 
and create one coin from each bin that now contains at least k balls. With this choice of 
parameters each ball has a chance of roughly 1/2 of being part of a coin. 

Whenever one of the 2" bins has k or more balls in it, k of those balls can be extracted 
to form a coin. Note that if a bin has more than k balls in it, the broker can in principle 
extract k-subsets in multiple ways to produce several coins. However, an adversary who 
obtains two different coins from the same bin could combine them to produce multiple new 
coins. Therefore, we recommend that a MicroMint broker should produce at most one coin 
from each bin. Following this rule also simplifies the Broker's task of detecting multiply-
spent coins, since he needs to allocate a table of only 2" bits to indicate whether a coin with 
a particular n-bit hash value has already been redeemed. 

A small problem in this basic picture, however, is that computation is much cheaper than 
storage. The number of balls that can be tossed into bins in a month-long computation far 
exceeds both the number of balls that can be memorized on a reasonable number of hard 
disks and the number of coins that the broker might realistically need to mint. One could 
attempt to balance the computation and memory requirements by utilizing a very slow hash 
algorithm, such as DES iterated many times. Unfortunately, this approach also slows down 
the verification process. 

A better approach, which we adopt, is to make most balls unusable for the purpose of 
minting coins. To do so, we say that a ball is "good" if the high-order bits of the hash value 
y have a value z specified by the broker. More precisely, let n = t u for some specified 
nonnegative integers t and u. If the high-order t bits of y are equal to the specified value 
z then the value y is called "good, " and the low-order u bits of y determine the index of 
the bin into which the (good) ball x is tossed. (General x values are referred to merely as 
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"balls," and those that are not good can • be thought of as having been conceptually tossed 

into nonexistent virtual bins that are "out of range.") 

A proper choice of t enables us to balance the computational and storage requirements 

of the broker, without slowing down the verification process. It slows down the generation 

process by a factor of 2', while limiting the storage requirements of the broker to a small 

multiple of the number of coins to be generated. The broker thus tosses approximately k2n 

balls, memorizes about k2u good balls that he tosses into the 2" bins, and generates from 

them approximately (1/2) • 2" valid coins. 

Remark: We note that with standard hash functions, such as MD5 and DES, the number 

of ouput bits produced may exceed the number n of bits specified in the broker's parameters. 

A suitable hash function for the broker can be obtained by discarding all but the low-order 

n bits of the standard hash function output. This discarding of bits other than the low-order 

n bits is a different process than that of specifying a particular value for the high-order 

bits out of the n that was described above. 

A detailed scenario 

Here is a detailed sketch of how a typical broker might proceed• to choose parameters 

for his minting operating for a given month. The calculations are approximate (values are 

typically rounded to the nearest power of two), but instructive; they can be easily modified 

for other assumptions. 

The broker will invest in substantial hardware that gives him a computational advantage 

over would-be forgers, and run this hardware continuously for a month to compute coins 

valid for the next month. This hardware is likely to include many special-purpose chips for 
computing h efficiently. 

We suppose that the broker wishes to have a net profit of $1 million per month (approx-

imately 227 cents/month). He charges a brokerage fee of 10%. That is, for every coin worth 

one cent that he sells, he only gives the vendor 0.9 cents when it is redeemed. Thus, the 

broker needs to sell one billion coins per month (approximately 230 coins/month) to collect 

his $1M fee. If an average user buys 2500 ($25.00) coins per month, he will need to have a 

customer base of 500,000 customers. 

The broker chooses k = 4; a coin will be a good 4-way collision. 

To create 230 coins, the broker chooses u = 31, so that he creates an array of 231 •(ap-

proximately two billion) bins, each of which can hold up to 4 x-values that hash to an n-bit 

value that is the concantenation of a fixed t-bit pattern z and the u-bit index of the bin. 

The broker will toss an average of 4 balls into each bin. That is, the broker will generate 

4 • 231 = 233 (approximately eight billion) x-values that produce good y-values. When he 

does so, the probability that a bin then contains 4 or more x-values (and thus can yield a 

coin) is about 1/2. (Using a Poisson approxiination, it can be calculated that the correct 

value is approximately 0.56.) Since each of the 231 bins produces a coin with probability 

1/2, the number of coins produced is 230, as desired. 

In order to maximize his advantage over an adversary who wishes to forge coins, the 

broker invests in special-purpose hardware that allows him to compute hash values very 

quickly. This will allow him to choose a relatively large value of t, -so that good hash values 

are relatively rare. This increases the work factor for an adversary (and for the, broker) •by a 

9 

DISH-Blue Spike-246
Exhibit 1010, Page 0836



factor of 2t. The broker chooses his hash function h as the low-order n bits of the encryption 

of some fixed value vo with key x under the Data Encryption Standard (DES): 

h(x)= [DESE(v0)]1...n • 

The broker purchases a number of field-programmable gate array (FPGA) chips, each 

of which is capable of hashing approximately 225 (approximately 30 million) x-values per 

second. (See [3].) Each such chip costs about $200; we estimate that the broker's actual 

cost per chip might be closer to $400 per chip when engineering, support, and associated 

hardware are also considered. The broker purchases 28 (= 256) of these chips, which costs 

him about $100,000. These chips can collectively hash 233 (approximately 8.6 billion) values 

per second. Since there are roughly 221 (two million) seconds in a month, they can hash 

about 254 (approximately 18 million billion) values per month. 

Based on these estimates the broker chooses n = 52 and t = 21 and runs his minting 
operation for one month. Of the k2n = 254 hash values computed, only one in 221 will be 

good, so that approximately 233 good x-values are found, as necessary to produce 230 coins. 

Storing a good (x, h(x)) pair takes less than 16 bytes. The total storage required for 
all good pairs is less than 237 bytes (128 Gigabytes). Using standard magnetic hard disk 
technology costing approximately $300 per Gigabyte, the total cost for storage is less than 
$40,000. The total cost for the broker's hardware is thus less than $150,000, which is less 
than 15% of the first month's profit. 

Rather than actually writing each pair into a randomly-accessible bin, the broker can 
write the 233 good pairs sequentially to the disk array, and then sort them into increasing or-
der by y value, to determine which are in the same bin. With a reasonable sorting algorithm, 

the sorting time should be under one day. 

Selling coins 
Towards the end of each month, the broker begins selling coins to users for the next 

month. At the beginning of each month, B reveals the new validity criterion for coins to be 
used that month. Such sales can either be on a debit basis or a credit basis, since B will be 

able to recognize coins when they are returned to him for redemption. In a typical purchase, 
a user might buy $25.00 worth of coins (2500 coins), and -charge the purchase to his credit 

card. The broker keeps a record of which coins each user bought. Unused coins are returned 
to the broker at the end of each month. 

Making payments 

Each time a user purchases a web page, he gives the vendor a previously unspent coin 
(xi , x2, , xk). (This might be handled automatically by the user's web browser when the 
user clicks on a link that has a declared fee.) The vendor verifies that it is indeed a good 
k-way collision by computing h(xi) for 1 < i < k, and checking that the values are equal 
and good. Note that while the broker's minting process was intentionally slowed down by a 
factor of 2t, the vendor's task of verifying a coin remains extremely efficient, requiring only 

k hash computations and a few comparisons (in our proposed scenario, k = 4). 

Redemptions 

The vendor returns the coins he has 'collected to the broker at the end of each day. The 
broker checks each coin to see if it has been previously returned, and if not, pays the vendor 
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one cent (minus his brokerage fee) for each coin. We propose that if the broker receives a 
specific coin more than once, he does not pay more than once. Which vendor gets paid can 
be decided arbitrarily or randomly by the broker. This may penalize vendors, but eliminates 
any financial motivation a vendor might have had to cheat by redistributing coins he has 
collected to other vendors. 

4.1 Security Properties 

We distinguish between small-scale attacks and large-scale attacks. We believe that users 
and vendors will have little motivation to cheat in order to gain only a few cents; even if they 
do, the consequences are of no great concern. This is similar to the way ordinary change is 
handled: many people don't even bother to count their change following a purchase. Our 
security mechanisms are thus primarily designed to discourage large-scale attacks, such as 
massive forgery or persistent double-spending. 

Forgery 
Small-scale forgery is too expensive to be of interest to an adversary: with the recom-

mended choice of k = 4, n = 54, and u = 31, the generation of the first forged coin requires 
about 2' hash operations. Since a standard work-station can perform only 214 hash opera-
tions per second, a typical user will need 231 seconds (about 80 years) to generate just one 
forged coin on his workstation. 

Large-scale forgery can be detected and countered as follows: 

• All forged coins automatically become invalid at the end of the month. 

• Forged coins can not be generated until after the broker announces the new monthly 
coin validity criterion at the beginning of the month. 

• The use of hidden predicates (described below) gives a finer time resolution for rejecting 
forged coins without affecting the validity of legal coins already in circulation. 

• The broker can detect the presence of a forger by noting when he receives coins corre-
spondings to bins that he did not produce coins from. This works well in our scenario 
since only about half of the bins produce coins. To implement this the broker need 
only work with a bit-array having one bit per bin. 

• The broker can at any time declare the current period to be over, recall all coins for 
the current period, and issue new coins using a new validation procedure. 

• The broker can simultaneously generate coins for several future months in a longer 
computation, as described below; this makes it harder for a forger to catch up with 
the broker. 

Theft of coins 

If theft of coins is judged to be a problem during initial distribution to users or during 
redemption by vendors, it is easy to transmit coins in encrypted form during these operations. 
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User/broker and vendor/broker relationships are relatively stable, and long-term encryption 

keys can be arranged between them. 

To protect coins as they are being transferred over the Internet from user to vendor, one 

can of course use public-key techniques to provide secure communication. However, in keep-

ing with our desire to minimize or eliminate public-key operations, we propose below another 
mechanism, which makes coins user-specific. This does not require public-key cryptography, 

and makes it harder to re-use stolen coins. 

Another concern is that two vendors may collude so that both attempt to redeem the 

same coins. The recommended solution is that a broker redeem a coin at most once, as 

discussed earlier. Since this may penalize honest vendors who receive stolen coins, we can 

make coins vendor-specific as well as user-specific, as described below. 

Double-spending 

Since the MicroMint scheme is not anonymous, the broker can detect a doubly-spent coin, 

and can identify which vendors he received the two instances from. He also knows which 

user the coin was issued to. With the vendors' honest cooperation, he can also identify 

which users spent each instance of that coin. Based on all this information, the broker can 

keep track of how many doubly-spent coins are asssociated with each user and vendor. A 
large-scale cheater (either user or vendor) can be identified by the large number of duplicate 
coins associated with his purchases or redemptions; the broker can then drop a large-scale 
cheater from the system. A small-scale cheater may be hard to identify, but, due to the low 

value of individual coins, it is not so important if he escapes identification. 

MicroMint does not provide any mechanism for preventing purely malicious framing (with 
no financial benefit to the framer). We believe that the known mechanisms for protecting 
against such behavior are too cumbersome for a light-weight micropayment scheme. Since 
MicroMint does not use real digital signatures, it may be hard to legally prove who is guilty 
of duplicating coins. Thus, a broker will not be able to pursue a cheater in court, but can 
always drop a suspected cheater from the system. 

4.2 Variations 

User-specific coins 

We describe two proposals for making coins that are user-specific in a way that can be 
easily checked by vendors. Such coins, if stolen, are of no value to most other users. This 
greatly reduces the motivation for theft of coins. 

In the first proposal, the broker splits the users into "groups," and gives each user coins 
whose validity depends on the identity of the group. For example, the broker can .give user 

U coins that satisfy the additional condition h'(xi, x2, • • • , xk) = h'(U), where hash function 
h' produces short (e.g. 16-bit) output values that indicate U's group. A vendor can easily 

check this condition, and reject a coin that is not tendered by a member of the correct group. 

The problem with this approach is that if the groups are too large, then a thief can easily 
find users of the appropriate group who might be willing to buy stolen coins. On the other 
hand, if the groups are too small (e.g. by placing each user is in his own group), the broker 
may be forced to precompute a large excess of coins, just to ensure that he has a large enough 
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supply to satisfy each user's unpredictable needs. 

In the second proposal, we generalize the notion of a "collision" to more complicated 
combinatorial structures. Formally, a coin (x1, . .., xk) will be valid for a user U if the 
images yl = h(x1), Y2 = h(x2), • • • , Yk = h(xk) satisfy the condition 

yi+1 — yi = di (mod 2') 

for i = 1,2,. . ., k — 1, where 
(di , d2, dk_i ) = h'(U) 

for a suitable auxiliary hash function h'. (The original proposal for representing coins as 
collisions can be viewed as the special case where all the distances di's between the k bins 
are zero.) 

To mint coins of this form, the broker fills up most of his bins by randomly tossing balls 
into them, except that now it is not necessary to have more than one ball per bin. We 
emphasize that this pre-computation is not user-specific, and the broker does not need to 
have any prior knowledge of the number of coins that will be requested by each user, since 
each good ball can be used in a coin for any user. After this lengthy pre-computation, the 
broker can quickly create a coin for any user U by 

• Computing (d1, • • • dk-i) = h'(U). 

• Picking a random bin index yi. (This bin should have been previously unused as a yi 
for another coin, so that yi can be used as the "identity" of the coin when the broker 
uses a bit-array to determine which coins have already been redeemed.) 

• Computing yi+1 = yi + di (mod 2") for i = 1,2, . . . , k —1, 

• Taking a ball x1 out of bin yi, and taking a copy of one ball out of each bin y2, . . . , 
yk. (If any bin yi is empty, start over with a new yi .) Note that balls may be re-used 
in this scheme. 

• Producing the ordered k-tuple (x1, ... , xk) as the output coin. 

A convenient feature of this scheme is that it is easy to produce a large number of coins 
for a given user even when the broker's storage device is a magnetic disk with a relatively 
slow seek time. The idea is based on the observation that if the yi values for successive 
coins are consecutive, then so also will be the yi values for each i, 1 < i < k. Therefore, 
a request for 2500 new coins with k = 4 requires only four disk seeks, rather than 10,000 
seeks: at 10 milliseconds per seek, this reduces the total seek time from 100 seconds to only 
40 milliseconds. 

Note that in principle coins produced for different users could re-use the same ball xi. 
Conceivably, someone could forge a new coin by combining pieces of other coins he has seen. 
However, he is unlikely to achieve much success by this route unless he sees balls from a 
significant fraction of all the bins. For example, suppose that there are 231 bins, of which 
the forger has seen a fraction 2-1° (i.e., he has collected 221 balls from coins spent by other 
users). Then the expected number of coins he•can piece together from these balls that satisfy 
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the condition of being a good coin for himself is only 231(2-10)3 = 2. (Even if he had 1000 
customers for these coins, he would expect to make only 2000 coins total, or two coins per 
customer on the average.) Thus, we are not too concerned about this sort of "cut-and-paste" 
forgery. 
Vendor-specific coins 

To further reduce the likelihood that coins will be stolen, the user can give coins to vendors 

in such a way that each coin can be redeemed only by a small fraction of the vendors. This 
technique makes a stolen coin less desirable, since it is unlikely to be accepted by a vendor 
other than the one where it was originally spent. The additional check of validity can be 
carried out both by the vendor and by the broker. (Having vendor-specific coins is also a 
major feature of the Millicent [10] scheme.) 

The obvious difficulty is that neither the broker nor the user can predict ahead of time 
which vendors the user will patronize, and it is unreasonable to force the user to purchase 
in advance coins specific for each possible vendor. Millicent adopts the alternative strategy 
whereby the user must contact the broker in real-time whenever the user needs coins for 
a new vendor. (He also needs to contact the broker to return excess unused coins that 
are specific to that vendor.) We can overcome these problems with an extension of the 
user-specific scheme described above, in which the user purchases a block of "successive" 
MicroMint coins. 

Intuitively, the idea is the following. Choose a value v (e.g. 1024) less than u. Let a u-bit 
bin-index y be divided into a u — v-bit upper part y' and a v-bit lower part y". We consider 
that y' specifies a "superbin" index and that y" specifies a bin within that superbin. A user 
now purchases balls in bulk and makes his own coins. He purchases balls by the superbin, 
obtaining 2" balls per superbin with one ball in each bin of the superbin. He buy k superbins 
of balls for 2" cents. A coin from user U is valid for redemption by vendor V if: 

and 

where 

and 
h" (V) = ((.-111' , , 

The broker chooses the next available superbin as the first superbin to give the user; the 
other superbins are then uniquely determined by the differences {di} defined by the user's 
identity and the choice of the first superbin. Analogously, to make a coin for a particular 
vendor the user chooses a ball from the next bin from his first superbin, and must use balls 
from bins in the other superbins that are then uniquely determined by the differences {d'il 
defined by the vendor's identity and the choice of the first bin. Note that balls from the 
first superbin are used only once, to permit detection of double-spending, whereas balls from 
the other superbins may appear more than once (in coins paid to different vendors), or not 
at all. It may be difficult for a broker to create superbins that are perfectly full even if he 
throws more balls. He might sell superbins that are almost full, but then a user may have 

y:+1 = y: + cl: (mod 2"- ") for i = 1, , k —1, 

Y7-1-1 = + cri (mod 2v) for i = 1, , k — 1, 

(U) = (4, . . . , ctkL1) 
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difficulty producing some coins for some vendors. To compensate, the broker can reduce the 

price by one cent for each empty bin sold. 

Simultaneously generating balls for multiple months 

Our major line of defense against large-scale forgery is the fact that the broker can 

compute coins in advance, whereas a forgery attempt can only be started once the new 

validity condition for the current month is announced. We now describe a technique whereby 

computing the balls for a single month's coins takes eight months, but the broker doesn't 

fall behind because he can generate balls for eight future months concurrently. The forger 

will thus have the dual problems of starting late and being too slow, even if he uses the same 

computational resources as the real broker. 

In this method, the broker changes the monthly validity criterion, not by changing' the 

hash function h, but by announcing each month a new value z such that ball x is good when 

the high-order t bits of h(s) are equal to z. The broker randomly and secretly chooses in 

advance the values z that will be used for each of the next eight months. Tossing a ball still 

means performing one hash function computation, but the tossed ball is potentially "good" 

for any of the next eight months, and it is trivial for the broker to determine if this is the case. 

In contrast, the forger only knows the current value of z, and can not afford to memorize all 

the balls he tosses, since memory is relatively expensive and only a tiny•fraction (e.g., 2-21

in our running example) of the balls are considered "good" at any given month. 

We now describe a convenient way of carrying out this calculation. Assume that at the 

beginning of the month j, the broker has all of the balls needed for month j, 7/8 of the balls 

needed for month j + 1, 6/8 of the balls needed for month j + 2, ..., and 1/8 of the balls 

needed in for month j + 7. During month j, the broker tosses balls by randomly picking 

x values, calculating y = h(x), and checking whether the top-most t bits of y are equal to 

any of the z values to be used in months j + 1, , j + 8. To slow the rate at which he 

generates good balls for each upcoming month, he increases n and t each by three. After the 

month-long computation, we expect him to have all the coins he needs for month j +1, 7/8 

of the coins he needs for month j + 2, and so on; this is the desired "steady-state" situation. 

The broker needs four times as much storage to hold the balls generated for future months, 

but balls for future months can be temporarily stored on inexpensive magnetic tapes because 

he doesn't need to respond quickly to user requests for those coins yet. 

Hidden Predicates 

The "hidden predicate" technique for defeating forgers works as follows. We choose 

m > rt, and require each m-bit pre-image to satisfy a number of hidden predicates. The 

hidden predicates should be such that generating pre-images satisfying the predicates is easy 

(if you know the predicate). To generate an xi, one can pick its last n bits randomly, and 

define the j-th bit of xi, for j = m — n,.. . ,1, to be the j-th hidden predicate applied to bits 

j+1, , m of xi. The hidden predicates must be balanced and difficult to learn from random 

examples. Suggestions of hard-to-learn predicates exist in the learning-theory literature. 

For example the parity/majority functions of Blum et al.14] (which are the exclusive-or of 

some of the input bits together with the majority function on a disjoint set of input bits) 

are interesting, although slightly more complicated functions may be appropriate in this 

application when word lengths are short. With m n = 32, the broker can have one hidden 

predicate for each day of the month. He could reveal a new predicate each day, and ask 
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vendors to check that the coins they receive satisfy these predicates (otherwise the coins will 
not be accepted by the broker). This would not affect the validity of legitimate coins already 
in circulation, but makes forgery extremely difficult, since the would-be forger would have 
to discard much of his precomputation work as each new predicate is revealed. We feel that 
such techniques are strongly advisable in MicroMint. 
Other Extensions 

Peter Wayner (private communication) has suggested a variation on MicroMint in which 
coins of different values are distinguished by publicly-known predicates on the s -values. 

5 Relationship to Other Micropayment Schemes 

In this section we compare our proposals to the Millicent[1O], NetBill [1], NetCard {2], and 
Pederson [14] micropayment schemes. 

NetBill offers a number of advanced features (such as electronic purchase orders and 
encryption of purchased information), but it is relative expensive: digital signatures are 
heavily used and the NetBill server is involved in each payment. 

Millicent uses hash functions extensively, but the broker must be on-line whenever the 
user wishes to interact with a new vendor. The user buys vendor-specific scrip from the 
broker. For applications such as web browsing, where new user-vendor relationships are 
continually being created, Millicent can place a heavy real-time burden on the broker. Com-
pared to Millicent, both PayWord and MicroMint enable the user to generate vendor-specific 
"scrip" without any interaction with the broker, and without the overhead required in re-
turning unused vendor-specific scrip. Also, PayWord is a credit rather than debit scheme. 

Anderson, Manifavas, and Sutherland [2] have developed a micropayment system, "Net-
Card," which is very similar to PayWord in that it uses chains of hash values with a digitally 
signed root. (The way hash chains are created differs in a minor way.) However, in their 
proposal, it is the bank rather than the user who prepares the chain and signs the root, 
which adds to the overall burden of the bank. This approach prevents the user from creating 
new chains, although a NetCard user could spend a single chain many times. Compared to 
PayWord, NetCard is debit-based, rather than credit-based. We have heard that a patent 
has been applied for on the NetCard system. 

Torben Pedersen outlines a micropayment proposal[14] that is also based on hash chains. 
His motivating application was for incremental payment of telephone charges. His paper 
does not provide much detail on many points (e.g. whether the system is credit or debit-
based, how to handle exceptions, whether chains are vendor-specific, and other auxiliary 
security-related matters). The CAFE project has filed for a patent on what we believe is an 
elaboration of Pedersen's idea. (The details off the CAFE scheme are not available to us.) 

Similarly following Pedersen's exposition, the iKP developers Hauser, Steiner, and Waid-
ner have independently adopted a similar approach f81. 
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6 Conclusions and Discussion 

We have presented two new micropayment schemes which are exceptionally economical in 

terms of the number of public-key operations employed. Furthermore, both schemes are 

off-line from the broker's point of view. 
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User/broker and vendor/broker relationships are relatively stable, and long-term encryption 
keys can be arranged between them. 

To protect coins as they are being transferred over the Internet from user to vendor, one 
can of course use public-key techniques to provide secure communication. However, in keep-

ing with our desire to minimize or eliminate public-key operations, we propose below another 
mechanism, which makes coins user-specific. This does not require public-key cryptography, 

and makes it harder to re-use stolen coins. 
Another concern is that two vendors may collude so that both attempt to redeem the 

same coins. The recommended solution is that a broker redeem a coin at most once, as 
discussed earlier. Since this may penalize honest vendors who receive stolen coins, we can 
make coins vendor-specific as well as user-specific, as described below. 

Double-spending 

Since the MicroMint scheme is not anonymous, the broker can detect a doubly-spent coin, 
and can identify which vendors he received the two instances from. He also knows which 
user the coin was issued to. With the vendors' honest cooperation, he can also identify 
which users spent each instance of that coin. Based on all this information, the broker can 
keep track of how many doubly-spent coins are asssociated with each user and vendor. A 
large-scale cheater (either user or vendor) can be identified by the large number of duplicate 
coins associated with his purchases or redemptions; the broker can then drop a large-scale 
cheater from the system. A small-scale cheater may be hard to identify, but, due to the low 
value of individual coins, it is not so important if he escapes identification. 

MicroMint does not provide any mechanism for preventing purely malicious framing (with 

no financial benefit to the framer). We believe that the known mechanisms' for protecting 

against such behavior are too cumbersome for a light-weight micropayment scheme. Since 
MicroMint does not use real digital signatures, it may be hard to legally prove who is guilty 
of duplicating coins. Thus, a broker will not be able to pursue a cheater in court, but can 
always drop a suspected cheater from the system. 

4.2 Variations 

• User-specific coins 
We describe two proposals for making coins that are user-specific in a way that can be 

easily checked by vendors. Such coins, if stolen, are of no value to most other users. This 
greatly reduces the motivation for theft of coins. 

In the first proposal, the broker splits the users into "groups," and gives each user coins 
whose validity depends on the identity of the group. For example, the broker can give user 
U coins that satisfy the additional condition h'(xi, x2, .. , xk) = h'(U), where hash function 
h' produces short (e.g. 16-bit) output values that indicate U's group. A vendor can easily 
check this condition, and reject a coin that is not tendered by a member of the-correct group. 

The problem with this approach is that if the groups are too large, then a thief can easily 
find users of the appropriate group who might be willing to buy stolen coins. On the other 
hand, if the groups are too small (e.g. by placing each user is in his own group), the broker 
may be forced to precompute a large excess of coins, just to ensure that he has a large enough 
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supply to satisfy each user's unpredictable needs. 
In the second proposal, we generalize the notion of a "collision" to more complicated 

combinatorial structures. Formally, a coin (x1, , xk) will be valid for a user U if the 
images yi = h(xi), y2 = h(x2), • • • , yk = h(xk) satisfy the condition 

yi+i — yi = di (mod 2u) 

for i = 1,2, . . . , k — 1, where 
(di, d2, dk-i) = (U) 

for a suitable auxiliary hash function h'. (The original proposal for representing coins as 
collisions can be viewed as the special case where all the distances di's between the k bins 
are zero.) 

To mint coins of this form, the broker fills up most of his bins by randomly tossing balls 
into them, except that now it is not necessary to have more than one ball per bin. We 
emphasize that this pre-computation is not user-specific, and the broker does not need to 
have any prior knowledge of the number of coins that will be requested by each user, since 
each good ball can be used in a coin for any user. After this lengthy pre-computation, the 
broker can quickly create a coin for any user U by 

• Computing (db.— , dk-i) = h'(U). 

• Picking a random bin index y1. (This bin should have been previously unused as a yi
for another coin, so that yi can be used as the "identity" of the coin when the broker 
uses a bit-array to determine which coins have already been redeemed.) 

• Computing = yi + di (mod 2u) for i = 1,2, . .. , k — 1, 

• Taking a ball x1 out of bin yi, and taking a copy of one ball out of each bin y2, ... , 
yk. (If any bin yi is empty, start over with a new yi.) Note that balls may be re-used 
in this scheme. 

• Producing the ordered k-tuple (x1, , xk) as the output coin. 

A convenient feature of this scheme is that it is easy to produce a large number of coins 
for a given user even when the broker's storage device is a magnetic disk with a relatively 
slow seek time. The idea is based on the observation that if the yi values for successive 
coins are consecutive, then so also will be the yi values for each i, 1 < i < k. Therefore, 
a request for 2500 new coins with k = 4 requires only four disk seeks, rather than 10,000 
seeks: at 10 milliseconds per seek, this reduces the total-seek time from 100 seconds to only 
40 milliseconds. 

Note that in principle coins produced for different users could re-use the same ball xi. 
Conceivably, someone could forge a new coin by combining pieces of other coins he has seen. 
However, he is unlikely to achieve much success by this route unless he sees balls from a 
significant fraction of all the bins. For example, suppose that there are 231 bins, of which 
the forger has seen a fraction 2-10 (i.e., he has collected 221 balls from coins spent by other 
users). Then the expected number of coins he can piece together from these balls that satisfy 
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the condition of being a good coin for himself is only 231(2-10)3 = 2. (Even if he had 1000 

customers for these coins, he would expect to make only 2000 coins total, or two coins per 

customer on the average.) Thus, we are not too concerned about this sort of "cut-and-paste" 

forgery. 
Vendor-specific coins 

To further reduce the likelihood that coins will be stolen, the user can give coins to vendors 

in such a way that each coin can be redeemed only by a small fraction of the vendors. This 

technique makes a stolen coin less desirable, since it is unlikely to be accepted by a vendor 

other than the one where it was originally spent. The additional check of validity can be 

carried out both by the vendor and by the broker. (Having vendor-specific coins is also a 

major feature of the. Millicent [10] scheme.) 

The obvious difficulty is that neither the broker nor the user can predict ahead of time 

which vendors the user will patronize, and it is unreasonable to force the user to purchase 

in advance coins specific for each possible vendor. Millicent adopts the alternative strategy 

whereby the user must contact the broker in real-time whenever the user needs coins for 

a new vendor. (He also needs to contact the broker to return excess unused coins that 

are specific to that vendor.) We can overcome these problems with an extension of the 

user-specific scheme described above, in which the user purchases a block of "successive" 

MicroMint coins. 
Intuitively, the idea is the following. Choose a value v (e.g. 1024) less than u. Let a u-bit 

bin-index y be divided into a u — v-bit upper part y' and a v-bit lower part y". We consider 

that y' specifies a "superbin" index and that y" specifies a bin within that superbin. A user 

now purchases balls in bulk and makes his own coins. He purchases balls by the superbin, 

obtaining r balls per superbin with one ball in each bin of the superbin. He buy k superbins 

of balls for 2' cents. A coin from user U is valid for redemption by vendor V if: 

and 

where 

and 
h" (V) = . , 4_1)

The broker chooses the next available superbin as the first superbin to give the user; the 

other superbins are then uniquely determined by the differences Ida defined by the user's 

identity and the choice of the first superbin. Analogously, to make a coin for a particular 

vendor the user chooses a ball from the next bin from his first superbin, and must use balls 

from bins in the other superbins that are then uniquely determined by the differences {d7} 

defined by the vendor's identity and the choice of the first bin. Note that balls from the 

first superbin are used only once, to permit detection of double-spending, whereas balls from 

the other superbins may appear more than once (in coins paid to different vendors), or not 

at all. It may be difficult for a broker to create superbins that are perfectly full even if he 

+ di (mod 2') for i = 1, , k — 1, 

+ (mod 2y) for i = 1, , k — 1, 

(U) = , dk_i) 
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throws more balls. He might sell superbins that are almost full, but then a user may have 
difficulty producing some coins for some vendors. To compensate, the broker can reduce the 
price by one cent for each empty bin sold. 
Simultaneously generating balls for multiple months 

Our major line of defense against large-scale forgery is the fact that the broker can 

compute coins in advance, whereas a forgery attempt can only be started once the new 

validity condition for the current month is announced. We now describe a technique whereby 
computing the balls for a single month's coins takes eight months, but the broker doesn't 
fall behind because he can generate balls for eight future months concurrently. The forger 
will thus have the dual problems of starting late and being too slow, even if he uses the same 
computational resources as the real broker. 

In this method, the broker changes the monthly validity criterion, not by changing the 
hash function h, but by announcing each month a new value z such that ball x is good when 
the high-order t bits of h(x) are equal to z. The broker randomly and secretly chooses in 
advance the values z that will be used for each of the next eight months. Tossing a ball still 
means performing one hash function computation, but the tossed ball is potentially "good" 
for any of the next eight months, and it is trivial for the broker to determine if this is the case. 
In contrast, the forger only knows the current value of z, and can not afford to memorize all 
the balls he tosses, since memory is relatively expensive and only a tiny fraction (e.g., 2' 1
in our running example) of the balls are considered %ood" at any given month. 

We now describe a convenient way of carrying out this calculation. Assume that at the 
beginning of the month j, the broker has all of the balls needed for month j, 7/8 of the balls 
needed for month j + 1, 6/8 of the balls needed for month j + 2, ..., and 1/8 of the balls 
needed in for month j + 7. During month j, the broker tosses balls by randomly picking 
x values, calculating y = h(x), and checking whether the top-most t bits of y are equal to 
any of the z values to be used in months j +1, j + 8. To slow the rate at which he 
generates good balls for each upcoming month, he increases n and t each by three. After the 
month-long computation, we expect him to have all the coins he needs for month j +1, 7/8 
of the coins he needs for month j +2, and so on; this is the desired "steady-state" situation. 
The broker needs four times as much storage to hold the balls generated for future months, 
but balls for future months can be temporarily stored on inexpensive magnetic tapes because 
he doesn't need to respond quickly to user requests for those coins yet. 

Hidden Predicates 

The "hidden predicate" technique for defeating forgers works as follows. We choose 
m > n, and require each m-bit pre-image to satisfy a number of hidden predicates. The 
hidden predicates should be such that generating pre-images satisfying the predicates is easy 
(if you know the predicate). To generate an x1, one can pick its last n bits randomly, and 
define the j-th bit of xi, for j = in — n, ,1, to be the j-th hidden predicate applied to bits 
j+1,. . ., m of xi. The hidden predicates must be balanced and difficult to learn from random 
examples. Suggestions of hard-to-learn predicates exist in the learning-theory literature. 
For example the. parity/majority functions of Blum et al..14] (which are the exclusive-or of 
some of the input bits together with the majority function on a disjoint set of input bits) 
are interesting, although slightly more complicated functions may be appropriate in this 
application when word lengths are short. With m — n = 32, the broker can have one hidden 
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predicate for each day of the month. He could reveal a new predicate each day, and ask 
vendors to check that the coins they receive satisfy these predicates (otherwise the coins will 
not be accepted by the broker). This would not affect the validity of legitimate coins already 
in circulation, but makes forgery extremely difficult, since the would-be forger would have 
to discard much of his precomputation work as each new predicate is revealed. We feel that 
such techniques are strongly advisable in MicroMint. 
Other Extensions 

Peter Wayner (private communication) has suggested a variation on MicroMint in which 
coins of different values are distinguished by publicly-known predicates on the x-values. 

5 Relationship to Other Micropayment Schemes 

In this section we compare our proposals to the Millicent[10], NetBill [1], NetCard 42), and 
Pederson [14] micropayment schemes. 

NetBill offers a number of advanced features (such as electronic purchase orders and 
encryption of purchased information), but it is relative expensive: digital signatures are 
heavily used and the NetBill server is involved in each payment. 

Millicent uses hash functions extensively, but the broker must be on-line whenever the 
user wishes to interact with a new vendor. The user buys vendor-specific scrip from the 
broker. For applications such as web browsing, where new user-vendor relationships are 
continually being created, Millicent can place a heavy real-time burden on the broker. Com-
pared to Millicent, both PayWord and MicroMint enable the user to generate vendor-specific 
"scrip" without any interaction with the broker, and without the overhead required in re-
turning unused vendor-specific scrip. Also, PayWord is a credit rather than debit scheme. 

Anderson, Manifavas, and Sutherland [2] have developed a micropayment system, "Net-
Card," which is very similar to PayWord in that it uses chains of hash values with a digitally 
signed root. (The way hash chains are created differs in a minor way.) However, in their 
proposal, it is the bank rather than the user who prepares the chain and signs the root, 
which adds to the overall burden of the bank. This approach prevents the user from creating 
new chains, although a NetCard user could spend a single chain many times. Compared to 
PayWord, NetCard is debit-based, rather than credit-based. We have heard that a patent 
has been applied for on the NetCard system. 

Torben Pedersen outlines a micropayment proposal[14] that is also based on hash chains. 
His motivating application was for incremental payment of telephone charges. His paper 
does not provide much detail on many points (e.g. whether the system is credit or debit-
based, how to handle exceptions, whether chains are vendor-specific, and other auxiliary 
security-related matters). The CAFE project has filed for a patent on what we believe is an 
elaboration of Pedersen's idea. (The details off the CAFE scheme are not available to us.) 

Similarly following Pedersen's exposition, the iKP developers Hauser, Steiner, and Waid-
ner have independently adopted a similar approach [8]. 
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6 Conclusions and Discussion 

We have presented two new micropayment schemes which are exceptionally economical in 
terms of the number of public-key operations employed. Furthermore, both schemes are 
off-line from the broker's point of view. 
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Techniques for data 
hiding 

.•. 

by W. Bender 
D. Gruhl 
N. Morimoto 
A. Lu 

Data hiding, a form of steganography, embeds 
data into digital media for the purpose of 

entificati n, annotation, and copyright. Several 
ffect this process: the quantity of 

da idden, the.r _diarinvariance of these 
eEa rLittriccortditior =-signsg 
su 

• aniTiri•degree to which thedata-must-be_iriaerne 
• • to interception, modification, or removal by a third 

party. We explore both traditional and novel 
techniques for addressing the data-hiding process 
and evaluate these techniques in light of three 
applications: copyright protection, tamper-
proofing, and augmentation data embedding. 

Digital representation of media facilitates access 
and potentially improves the portability, effi-

ciency, and accuracy of the information presented. 
Undesirable effects of facile data access include an 
increased opportunity for violation of copyright and 
tampering with or modification of content. The moti-
vation for this work includes the provision of protec-
tion of intellectual property rights, an indication of 
content manipulation, and a means of annotation. 

LData hiding represents a class of processes used to 
embed data, such as copyright information, into vari-
ous forms of media such as image, audio, or text with 
n r,-,ini:?.:11) P ,.r._unt cfp.:Nteiv:::.‘le degradation to tt;c. 
-1.:c,:.......- .:.idi l; :., l::.2. ...;.;;I::•.!....!,. .:.: c : : s.:..)uld 1-.,.....• in.. i:.- 
ible and inaudible to a human observer. Note that data 
hiding, while similar to co 

. 
m 

encryption. Its 
to the_host iit s'ute= ern-Fe ed 
da m 
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Two important uses of data hiding in digital media are 
to provide proof of the copyright, and assurance of 
content integrity. Therefore, the data should stay hid-
den in a host signal, even if that signal is subjected to 
manipulation as degrading as filtering, resampling, 
cropping, or lossy data compression. Other applica-
tions of data hiding, such as the inclusion of augmen-
tation data, need not be invariant to detection or 
removal, since these data are there for the benefit of 
both the author and the content consumer. Thus, the 
techniques used for data hiding vary depending on the 
quantity of data being hidden and the required invari-
ance of those data to manipulation. Since no one 
method is capable of achieving all these goals, a class 
of processes is needed to span the range of possible 
applications. 

The technical challenges of data hiding are formida-
ble. Any "holes" to fill with data in a host signal, 
either statistical or perceptual, are likely targets for 
removal by lossy signal compression. The key to suc-
cessful data hiding is the finding of holes that are not 
suitable for exploitation by compression algorithms. 
A further challenge is to fill these holes with data in .a 
way that remains invariant to a large class of host sig-
nal transformations. 
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Features d applications 

Data-
din 
do 

g tee es stupid be ca ble of emb 
ta in a ost signal/with the foll wing ri tric-

s and f ures: 

fro 
r m. 

ai' le imperceiva e, and zsible 
that an s does not n the..

data, seK they a.,e percepti 
2. The embe  rtirec trK(fed

to the e in m  _rather than into a Hailer or wrap-
per, so that the data rern-li ii ct across varying 

FT. The embedded data should be immune to modifi-
cations ranging from intentional and intelligent 
attempts at removal to anticipated manipulations, 
e.g., channel noise, filtering, resampling, cropping, 
encoding, lossy compressing, printing and scan-
ning, digital-to-analog (D/A) conversion, and ana-
log-to-digital (AiD) conversion, etc. 

4. Asymmetrical coding of the embedded data is 
desirable, since the purpose of data hiding is to 
keep the data in the host signal, but not necessarily 
to make the data difficult to access. 

5. Error correction coding' should be used to ensure 
data integrity. It is inevitable that there will be 
some degradation to the embedded data when the 
host signal is modified. 
The embedded data should be self-clocking or 
arbitrarily re-entrant. This ensures that the embed-
ded data can be recovered when only fragments of 
the host signal are available, e.g., if a sound bite is 
extracted from an interview, data embedded in the 
audio segment can be recovered. This feature also 
facilitates automatic decoding of the hidden data, 
since there is no need to refer to the original host 
signal. 

nail 
Id 

to 

6.

0 t.1 1 e goal is r 
am hidden. As any magician 11 1 yo , it 

ssible for some ing to be i en le it 
in plain sigh ou el cep e 

1 king it We will the ords dden, 
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sence of the 

Applications. Trade-offs exist between the quantity 
of dala and degree of inimu2ity to !•••• •...,. 

• Ey the c'..,4,rree 
host signal degradation, a data-hiding method can 
operate with either high embedded data rate, or high 
resistance to modification, but not both. As one 
increases, the other must decrease. While this can be 
shown mathematically for some data-hiding systems 

such as a spread spectrum, it seems to hold true for all 
data-hiding systems. In any system, you can trade 
bandwidth for robustness by exploiting redundancy. 
The quantity of embedded data and the degree of host 
signal modification vary from application to applica-
tion. Consequently, different techniques are employed 
for different applications. Several prospective applica-
tions of data hiding are discussed in this section. 

An application that requires a minimal amoun 
embedded is the pl,cement of a i gitaL.w_ale:
mark 'A he embedded data are used to place an indica-

ownership in the host signal, serving the same 
purpose as an author's signature or a company logo. 

.•. . . . . . . .'.• .. • . . . . • 

Trade-offs exist between 
the quantity of data and 

the immunity to 
modification. 

Since the information is of a critical nature and the 
signal may face intelligent and intentional attempts to 
destroy or remove it, the coding techniques used must 
be immune to a wide variety of possible modifica-
tions. 

A second application for data hiding is tamper-proof-
ing. It is used to indicate that the host signal has been 
modified from its authored state. Modification to the 
embedded data indicates that the host signal has been 
changed in some way. 

A third application, feature location, requires more 
data to be embedded. In this application, the embed-
ded data are hidden in specific locations within an 
image. It enables one to identify individual content 
features, e.g., the name of the person on the left versus 
the right side of an image. Typically, feature location 

arc not subject to intentional removal. However, 
is ic, has: signal subject..f. 
to a certain degree of modification, e.g., images are 
routinely modified by scaling, cropping, and tone-
scale enhancement. As a result, feature location data-
hiding techniques must be immune to geometrical and 
nongeometrical modifications of a host signal. 
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Image and audio captions (or annotations) may 
require a large amount of data. Annotations often 
travel separately from the host signal, thus requiring 
additional channels and storage. Annotations stored in 
fi le headers or resource sections are often lost if the 
file format is changed, e.g., the annotations created in 
a Tagged Image File Format (TIFF) may not be present 
when the image is transformed to a Graphic Inter-
change Format (G1F). These problems are resolved by 
embedding annotations directly into the data structure 
or a host signal. 

Prior work. Adelson' describes a method of data hid-
ing that exploits the human visual system's varying 
sensitivity to contrast versus spatial frequency. Adel-
son substitutes high-spatial frequency image data for 
hidden data in a pyramid-encoded still image. While 
he is able to encode a large amount of data efficiently, 
there is no provision to make the data immune to 
detection or removal by typical manipulations such as 
filtering and resealing. Stego,' one of several widely 
available software packages, simply encodes data in 
the least-significant bit of the host signal. This tech-
nique suffers from all of the same problems as Adel-
son's method but creates an additional problem of 
degrading image or audio quality. Bender' modifies 
Adelson's technique by using chaos as a means to 
encrypt the embedded data, deterring detection, but 
providing no improvement to immunity to host signal 
manipulation. Lippman, hides data in the chromi-
nance channel of the National Television Standards 
Committee (NTSC) television signal by exploiting the 
temporal over-sampling of color in such signals. Typi-
cal of Enhanced Definition Television Systems, this 
method encodes a large amount of data, but the data 
are lost to most recording, compression, and transcod-
ing processes. Other techniques, such as Hecht's 
Data-Glyph,`` which adds a bar code to images, arc 
engineered in light of a predetermined set of geomet-
ric modifications.' Spread-spectrum,'" a promising 
technology for data hiding, is difficult to intercept and 
remove but often introduces perceivable distortion 
into the host slpg:

Problem space. Each application of data hiding 
requires a different level of resistance to modification 

••!ifferent embedded data rate. These form the 
:; • C , r.rol:lc..r.; space •(sce 1). 
There is an inherent trade-off between bandwidth and 
"robustness," or the degree to which the data are 
immune to attack or transformations that occur to the 
host signal through normal usage, e.g., compression, 
resampling, etc. The more data to be hidden, e.g., a 

Figure 1 Conceptual data-hiding problem space 

• 

b' 

• co• 

ROBUSTNESS 

 EXTENT.OF:CURRENT TECHNIQUES 
. . . . . . . . . 

caption for a photograph, the less secure the encoding. 
The less data to be hidden, e.g., a watermark, the more 
secure the encoding. 

Data hiding in still images 

Data hiding in still images presents a variety of chal-
lenges that arise due to the way the human visual sys-
tem (tws) works and the typical modifications that 
images undergo. Additionally, still images provide a 
relatively small host signal in which to hide data. A 
fairly typical 8-bit picture of 200 x 200 pixels pro-
vides approximately 40 kilobytes (kB) of data space 
in which to work. This is equivalent to only around 5 
seconds of telephone-quality audio or less than a sin-
gle frame of yrsc television. Also, it is reasonable to 
expect that still images will be subject to operations 
ranging from simple affine transforms to nonlinear 
transforms such as cropping, blurring, fi ltering, and 
lossy compression. Practical data-hiding techniques 
need to be resistant to as many of these transforma-
tions as possible. 

Despite these challenges, still images are likely candi-
dates for data hiding. There are many attributes of the 
HVS that are potential candidates for exploitation in a 
data-hiding system, including our varying sensitivity 
to contrast as a function of spatial frequency and the 
masking effect of edges (both in luminance and 
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Figure 2 A single Iteration In the Patchwork method 
(photograph courtesy of Webb Chapel) 
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chrominance). The HVS has low sensitivity to small 
changes in luminance, being able to perceive changes 
of no less than one part in 30 for random patterns. 
However, in uniform regions of an image, the HVS 
is more sensitive to the change of the luminance, 
approximately one part in 240. A typical CRT (cathode 
ray tube) display or printer has a limited dynamic 
range. In an image representation of one part in 256, 
e.g., 8-bit gray levels, there is potentially room to hide 
data as pseudorandom changes to picture brightness. 
Another tois "hole" is our relative insensitivity to 
very low spatial frequencies such as continuous 
changes in brightness across an image, i.e., vignett-
ing. An additional advantage of working with still 
images is that they are noncausal. Data-hiding tech-
niques can have access to any pixel or block of pixels 
at random. 

Using these observations, we have developed a variety 
of techniques for placing data in still images. Some 
techniques are more suited to dealing with small 
amounts of data, while others to large amounts. Some 
techniques are highly resistant to geometric modifica-
tions, while others are more resistant to nongeometric 
modifications, e.g., filtering. We present methods that 
explore both of these areas, as well as their combina-
tion. 

Low t. 

With low bit-rate encoding, we expect a high level of 
robustness in return for low bandwidth. The emphasis 
is on resistance to attempts of data removal by a third 
party. Both a statistical and a perceptual technique are 
discussed in the next sections on Patchwork, texture, 
and applications. 

Patchwork: A statistical approach 

The statistical approach, which we refer to as Patch-
work, is based on a pseudorandom, statistical process. 
Patchwork invisibly embeds in a host image a specific 
statistic, one that has a Gaussian distribution. Figure 2 
shows a single iteration in the Patchwork method. 
Two patches are chosen pseudorandornly, the first A, 
the second B. The image data in patch A are lightened 
while the data in patch B are darkened (exaggerated 
for purposes of this illustration). This unique statistic 
indicates the presence or absence of a signature. 
Patchwork is independent of the contents of the host 
image. It shows reasonably high resistance to most 
nongeometric image modifications. 

For the following analysis, we make the following 
simplifying assumptions (these assumptions are not 
limiting, as is shown later): We are operating in a 256 
level, linearly quantized system starting at 0; all 
brightness levels are equally likely; all samples are 
independent of all other samples. 

The Patchwork algorithm proceeds as follows: take 
any two points, A and B, chosen at random in an 
image. Let a equal the brightness at point A and b the 
brightness at point B. Now, let 

S = a - b (1) 

The expected value of S is 0, i.e., the average value of 
S after repeating this procedure a large number of 
times is expected to be 0. 
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Although the expected value is 0, this does not tell us 
much about what S will be for a specific case. This is 
because the variance is quite high for this procedure. 
The variance of S, a, is a measure of how tightly sam-
ples of S will cluster around the expected value of O. 
To compute this, we make the following observation: 
Since S = a - b and a and b are assumed independent, 
as can be computed as follows (this, and all other 
probability equations are from Drake'2): 

where a‘,2 for a uniform S is: 

0,,2 = 5418 

(2) 

(3) 

Now, a„2 = al, since a and b are samples from the 
same set, taken with replacement Thus: 

as - - 2 x (255 2 
0)2_10836 2 - 2xa„ 

1
(4) 

which yields a standard deviation a, = 104. This 
means that more than half the time, S will be greater 
than 43 or less than - 43. Assuming a Gaussian clus-
tering, a single iteration does not tell us much. How-
ever, this is not the case if we perform the procedure 
many times. 

Let us repeat this procedure n times, letting a, and b, 
be the values a and b take on during the ith iteration, 
S. Now let S„ be defined as: 

S„= ES, = E a,- b, 
1- - 

The expected value of S, is: 

(5) 

S, = nxS = nx0 = 0 (6) 

This makes intuitive sense, since the number of times 
a, is greater than b, should be offset by the number of 
times the reverse is true. Now the variance is: 

= n (.3;' 

And the standard deviation is: 

as  = 104 
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(7) 

(8) 

Table 1 Degree of certainty of encoding given deviation 
from that expected In a Gaussian distribution 
(S.= 2) 

Standard   Certainty  
Deviations 

• Away 

50.00%  0 
 84.13% 679 

  2 97.8'7% 270  ' 
3   99.s75'  6;34 

. . 

Now, we can compute S,0 for a picture, and if it var-
ies by more than a few standard deviations, we can be 
fairly certain that this did not happen by chance. In 
fact, since as we will show later for large n has a 
Gaussian distribution, a deviation of even a few ass 
indicates to a high degree of certainty the presence of 
encoding (see Table 1). 

The Patchwork method artificially modifies S for a 
given picture, such that S'„ is many deviations away 
from expected. To encode a picture, we: 

1. Use a specific key for a known pseudorandom 
number generator to choose (a, b1). This is impor-
tant, because the encoder needs to visit the same 
points during decoding. 

2. Raise the brightness in the patch a, by an amount 8, 
typically in the range of 1 to 5 parts in 256. 

3. Lower the brightness in b, by this same amount 8 
(the amounts do not have to be the same, as long as 
they are in opposite directions). 

4. Repeat this for n steps (n typically -10 000). 

Now, when decoded, S'„ will be: 

S„ = i(a i 4 - 8)- (b, - 8) 

or: 

= 28n + E (a,- b,) 

(9) 

( 1 0) 

So each step of the way we accumulate an expectation 
of 2 x 8. Thus after n repetitions, we expect S. to be: 
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28n 
-= 0.0288Sz Figure 3 As 5 or n increases, the distribution of S",, (11) 

shifts further to the right. 

ri'W.Tclr 

As n or 8 increases, the distribution of S% shifts over 
to the right (Figure 3 and Table 1). In Figure 3, as 8 or 
n increases, the distribution of S shifts further to the 
right. If we shift it far enough, any point that is likely 
to fali into one distribution is highly unlikely to be 

-near the center of the other diste..-m/e.r. 
0 4 TO 8 STANDARD DEVIATIONS . . . . . . . . . 

. . . . . . . . . . . . . . . 
' "". . . . . . . . . . . . . . . . . . . . - . . . . . . . . . . . 

While this basic method works well by itself, we have 
made a number of modifications to improve perfor-

Figure 4 The contour of a patch largely determines mance including: 
which frequencies will be modified by the 
application of Patchwork 1. Treating patches of several points rather than sin-

gle points. This has the effect of shifting the noise 
introduced by Patchwork into the lower spatial fre-

MODIFIED 
 PATCH  

. . . . . . . . FREQUENCIES quencies, where it is less likely to be removed by 
lossy compression and typical Finite Impulse 
Response (FIR) filters. 

2. Making Patchwork more robust by using a con- i 

•.•.•.".•. . 
nation with either affine coding (described later) or 

. . . . . . . . . . . . . . . . . . , . . . . . . . some heuristic based upon feature recognition • • 

(A)  (e.g., alignment using the interocular line of a 
face). Patchwork decoding is sensitive to affinc 
transformations of the host image. If the points in 
the picture visited during encoding are offset by 
translation, rotation, or scaling before decoding, 
the code is lost. 

0 It 
(B)  

.. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. ..

3. Taking advantage of the fact that Patchwork is 
fairly resistant to cropping. By disregarding points 
outside of the known picture area, Patchwork 

: : . . . . . degrades in accuracy approximately as the log of 
. . .

. . . .

. . 

• the picture size. Patchwork is also resistant to 
gamma and tone scale correction since values of 
comparable luminance move roughly the same 
way under such modifications. (C) . 

0 

Patch shape. The shape of the patches deserves some 
comment. Figure 4 shows three one-dimen-possible 

Figure 5 Patch placement affects patch visibility. sional patch shapes, and next to them a very approxi-
mate spectrum of what a line with these patches 

a£ tRECTILINEAR . ' • HEXAGONAL 
. . . . . . . . . . 

* * * *-* . . . . . . 
. . . . 

dropped onto it pseudorandomly would look like. In 
Figure 4A, the patch is very small, with sharp edges. 
This results in the majority of the energy of the patch 

0. • 
. . . 

being concentrated in the high frequency portion of 
the image spectrum. This makes the distortion hard to 
see, but also makes it a likely candidate for removal 
by lossy compressors. If one goes to the other 

 (A)  (B) 

• . . . . . . 

IC) extreme, as in Figure 4B, the majority of the informa-
tion is contained in the low-frequency spectrum. The 
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last choice, Figure 4C shows a wide, sharp-edged 
patch; which tends to distribute the energy around the 
entire frequency spectrum. 

The optimal choice of patch shape is dependent upon 
the expected image modifications. If JPEG (Joint Pho-
tographic Experts Group) encoding is likely, then a 
patch that places its energy in the low frequencies is 
preferable. If contrast enhancement is to be done, 
placing energy in higher frequencies would be better. 
If . the potential -image modifictions are unknown, 
then spreading the patch energy across the spectrum 
would make sense. 

The arrangement of patches has an impact on patch 
visibility. For illustration, three possibilities are con-
sidered (Figure 5). The simplest method is shown in 
Figure 5A, a simple rectilinear lattice. While simple, 
this arrangement is often a poor choice if a high n is to 
be used. As the grid is filled in, continuous edges of 
gradient are formed. The INS is very sensitive to such 
edges. A second choice, Figure 5B breaks this sym-
metry by using hexagons for the patch shape. A pre-
ferred solution, shown in Figure 5C, is a completely 
random placement of patches. An intelligent selection 
of patch shape in both the horizontal and vertical 
dimensions will enhance the effectiveness of patch-
work for a given picture. 

Uniformity. A simplifying assumption of a uniform 
luminance histogram was made above, but this is not 
a requirement of Patchwork. The only assumption 
Patchwork makes is that the expected value of S, = a, -
b, is zero. 

It can be shown that this condition is always met 
through the following argument: 

I. Let a, be the time reversed series of a. 
2. A, = A' by definition (A' is the complex conjugate 

of A). 
3. F(asa,)=--- AA' (F is the Fourier transform). 
4. AA' is everywhere real by definition of the com-

plex conjugate. 
5. F i(AA') is even by definition. 
6. Even sequences are symmetric around zero by def-

inition. 

An image histogram (Figure 6, top) is a somewhat 
random distribution. The result of taking the complex 
conjugate (Figure 6, bottom) is symmetric around 
zero. 
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Figure 6 A histogram of Figure 2 and its autocorrelation 
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Figure 7 A histogram of the variance of the luminance 
of 365 Associated Press photos from 
March 1996 
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Figure 8 Histograms of pictures with minimum (A) and 
maximum (B) variance 
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Variance. When searching through a large number of 
images with data embedded using the Patchwork 
method, such as when a robot is looking for copyright 
violations on the Internet World Wide Wcb (www), 
the use of a generic estimation of variance is desir-
able. This avoids the necessity of calculating the vari-
ance of every image. Suspect images can then be 
examined thoroughly. 

When, in the analysis above, the number of points 
needed in Equation 3 was computed, the variance of 
the luminance was assumed to be 5418. This assump-
tion turns out to be higher than the average observed 
values (sec Figure 7). The question is, then, what 
value should be used. 

An examination of the variance of 365 Associated 
Press photos from March 1996 yielded an average 
value of 3877.4 and a distribution that can be seen in 
Figure 7. While some pictures do have variances as 
high as two-thirds of the maximum, most are clus-
tered around the lower variance values. Thus, 5418, 
the estimate derived from the uniformity assumption, 
is a conservative but reasonable value to use for a 
generic picture. 

A minimum yak:. is that fc; 2 solid color picture (Fig-
ure 8A). This has a variance of 0, a standard deviation 
of 0, and thus works very well for Patchwork, since 
any modification is evident. The other extreme is that 
of a two-color, black and white picture. For these, the 
variance is: 

(0 — 127)2 + (255 — 127.5)2
16256 

2 2 
(12) 

These two values, 0 and 16256, define the extre nes of 
the variance to consider when calculating the likeli-
hood that a picture is encoded. What is the correct 
assumption to use for a given picture? The actual vari-
ance of the picture being examined is a sensible 
choice, since in most cases Patchwork will increase 
the variance only slightly. (This depends on the size 
and depth of the patch, the number of patches, and the 
histogram of the original image.) However, if a large 
number of pictures are to examined, a generic value is 
a practical choice. 

Summary. There are several limitations inherent to 
the Patchwork technique. The first is the extremely 
low embedded data rate it yields, usually a one-bit 
signature per image. This limits its usefulness to low 
bit-rate applications such as the digital watermark. 
Second, it is necessary to register where the pixels in 
the image lie. While a number of methods have been 
investigated, it is still r.omewhat difficult to decode the 
image in the presence of severe affine transforma-
tions. These disadvantages aside, without the key for 
the pseudorandom number generator, it is extremely 
difficult •to remove the Patchwork coding without 
degrading the picture beyond recognition. 

The Patchwork method is subject to cryptographic 
attack if it is used to encode a large number of identi-
cally sized images using the same key. If the images 
are averaged together, the patches will show up as 
lighter or darker than average regions. This weakness 
is a common one in cryptography, and points to the 
truism that for a static key, as the amount of traffic 
increases, it becomes easier to "crack" the encryption. 
One solution is to use multiple pseudorandom pat-
terns for the patches. Even the use of just two keys, 
while increasing decoding time, will make Patchwork 
much more robust to attack. Another solution is to use 
the same pattern, but to reverse the polarity of the 
patches. Both solutions deter cryptographic attack by 
averaging. 

Texture Block Coding: A visual approach 

A second method for low bit-rate data hiding in 
images is Texture Block Coding. This method hides 
data within the continuous random texture patterns of 
a picture. The Texture Block Coding technique is 
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Figure 9 Texture Block Coding example (photograph courtesy of Webb Chapel) 
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implemented by copying a region from a random tex-
ture pattern found in a picture to an area that has simi-
lar texture. This results in a pair of identically textured 
regions in the image (see Figure 9). 

These regions can be detected as follows: 

1. Autocorrelate the image with itself. This will pro-
duce peaks at every point in the autocorrelation 
where identical regions of the image overlap. If 
large enough areas of an image are copied, this 
will produce an additional large autocorrclation 
peak at the correct alignment for decoding. 
Shift image as inie::ted by the peaks in Step 1. 
Now subtract the image from its shifted copy, pad-
ding the edges with zeros as needed. 

3. Square the result and threshold it to recover only 
those values quite close to zero. The copied region 
will be visible as these values. 

Since the two regions are identical, they are modified 
in the same way if the picture is uniformly trans-
formed. By making the regions reasonably large, the 
inner part of the block changes identically under most 
nongeometric transformations. In our experiments, 
coded 16 x 16 pixel blocks can be decoded when the 
picture is subjected to a combination of filtering, com-
pression, and rotation. 

Texture Block Coding is not without its disadvan-
tages. Currently it requires a human operator to 
choose the source and destination regions, and to eval-
uate the visual impact of the modifications on the 
image. It should be possible to automate this process 
by allowing a computer to identify possible texture 
regions in the image to copy from and paste to. How-
ever, this technique will not work on images that lack 
moderately large areas of continuous texture from 
which to draw. 
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Figure 10 Characterizing the difference between 
tamper-proofing and other data-hiding 
techniques 
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Future research in this area includes the possibility of 
cutting and pasting blocks from only part of the image 
frequency spectrum (this would allow less noticeable 
blocks to be moved around, and a final encoding that 
is considerably more robust to various image com-
pression algorithms) along with automatic texture 
region selection and analysis of perceivability of the 
final result. 

High bit-rate coding 

High bit-rate methods can be designed to have mini-
mal impact upon the perception of the host signal, but 
they do not tend to be immune to image modifica-
tions. In return, there is an expectation that a relatively 
large amount of data are able to be encoded. The most 
common form of high bit-rate encoding is the replace-
ment of the least significant luminance bit of image 
data with the embedded data. Other techniques 
include the introduction of high-frequency, low-
amplitude noise and the use of direct sequence spread 
spectrum coding. All high bit-rate methods can be 
made more robust through the use of error-correction 
coding, at the expense of data rate. High bit-rate codes 
are only appropriate where it is reasonable to expect 
that a great deal of cc, :::. th•r. 

images. 

Individually, none of the known techniques for data 
hiding arc resistant to all possible transforms or com-
binations of transforms. In combination, often one 

technique can supplement another. Supplementary 
techniques are particularly important for recovery 
from geometric modifications such as affine transfor-
mations, and maintaining synchronization for spread-
spectrum encoding. 

Affirm coding. Some of the data-hiding techniques, 
such as Patchwork, are vulnerable to affine trans-
forms. It makes sense to develop methods that can be 
used to facilitate the recovery of embedded data after 
affin'' application. Affine codins is one such method: 
I. predefined reference pattern is embedded into a 
host image using any of the high bit-rate coding tech-
niques. Estimation of geometric transformation of the 
image is achieved by comparing the original shape, 
size, and orientation of the reference pattern to that 
found in the transformed image. Since affine trans-
forms are linear, the inverse transform can be applied 
to recover the original image. Once this is done, the 
image is ready for further extraction of embedded 
data. 

Applications 

Placing data in images is useful in a variety of appli-
cations. We highlight below four applications that dif-
fer in the quantity of data to be embedded and the type 
of transforms to which the data are likely to be sub-
jected. 

Digital watermark. The objective of a digital water-
mark is to place an indelible mark on an image. Usu-
ally, this means encoding only a handful of bits, 
sometimes as few as one. This "signature" could be 
used as a means of tracing the distribution of images 
for an on-line news service and for photographers 
who are selling their work for digital publication. One 
could build a digital camera that places a watermark 
on every photograph it takes. Theoretically, this 
would allow photographers to employ a "web-search-
ing agent" to locate sites where their photographs 
appear. 

It can be expected that if information about legal own-
ership is to be included in an image, it is likely that 
someone might want to remove it. A requirement of a 
digital watermark is that it must be difficult to remove. 
Loth OK! Patchwork and Textu:::: Pleat Coi!i: • 
niques show promise as digits' v,atcrmarks. Patch-
work, being the more secure of the two, a:tswitts 
question "Is this my picture?" Texture Block Coding, 
which can be made readily accessible to the public, 
answers the question "Whose picture is this?" 
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Tamper-proofing. The objective of tamper-proofing 
is to answer the question, "Has this image been modi-
fied?" Tamper-proofing techniques are related, but 
distinct from the other data-hiding technologies. What 
differentiates them is the degree to which information 
is secured from the host signal. In Figure 10, the dif-
ference between tamper-proofing and other data-hid-
ing techniques is characterized. Figure 10A illustrates 
that data hiding requires a deep information well that 
is resilient to large displacements. Figure 10B illus-
trates .that tamper-proofing requires. a shallow well 
that is only resilient to small displacements, but is 
triggered by large displacements. Most data-hiding 
techniques attempt to secure data in the face of all 
modifications. Tamper-proofing techniques must be 
resilient to small modifications (e.g., cropping, tone-
scale or gamma correction for images or balance or 
equalization for sounds) but not to large modifications 
(e.g., removing or inserting people from an image or 
taking words out of context in an audio recording). 

There are several ways to implement tamper-proofing. 
The easiest way is to encode a check-sum of the 
image within the image. However, this method is trig-
gered by small changes in the image. This suggests an 
approach involving a pattern overlaid on the image. 
The key to a successful overlay is to find a pattern 
resilient to simple modifications such as filtering and 
gamma correction, yet is not easily removed. The 
search for such patterns and other methods of detect-
ing tampering remains an active area of research. 

Feature tagging. Another application of data hiding 
is tagging the location of features within an image. 
Using data hiding it is possible for an editor (or 
machine) to encode descriptive information, such as 
the location and identification of features of interest, 
directly into specific regions of an image. This 
enables retrieval of the descriptive information wher-
ever the image goes. Since the embedded information 
is spatially located in the image, it is not removed 
unless the feature of interest is removed. It also trans-
lates, scales, and rotates exactly as the feature of inter-
est does. 

This application does not have the same requirements 
for robustness as the digital watermark. It can be 

i.ed that. since feasure lo.7ation is providing 
it is u,- ;;L.e!y sotncone will ina.lici usly t;-• 

;-.:nlove the for••aaticn. 

Embedded captions. Typical news photograph cap-
tions contain one kB of data. Thus embedded captions 

is a relatively high bit-rate application for data hiding. 
As with feature tagging, caption data are usually not 
subject to malicious removal. 

While captions are useful by themselves, they become 
even more useful when combined with feature loca-
tion. It is then possible for portions of the caption to 
directly reference items in the picture. Captions can 
become self-editing once this is done. If an item refer-
enced in the caption is cropped out of the picture, then 

rzferenee to that item in the caption _can be 
removed automatically. 

Data hiding in audio 

Data hiding in audio signals is especially challenging, 
because the human auditory system (HAS) operates 
over a wide dynamic range. The HAS perceives over a 
range of power greater than one billion to one and a 
range of frequencies greater than one thousand to one. 
Sensitivity to additive random noise is also acute. The 
perturbations in a sound file can be detected as low as 
one part in ten million (80 dB below ambient level). 
However, there are some "holes" available. While the 
HAS has a large dynamic range, it has a fairly small 
differential range. As a result, loud sounds tend to 
mask out quiet sounds. Additionally, the HAS is 

unable to perceive absolute phase, only relative phase. 
Finally, there are some environmental distortions so 
common as to be ignored by the listener in most 
cases. 

We exploit many of these traits in the methods we dis-
cuss next, while being careful to bear in mind the 
extreme sensitivities of the HAS. 

Audio environments 

When developing a data-hiding method for audio, one 
of the first considerations is the likely environments 
the sound signal will travel between encoding and 
decoding. There are two main areas of modification 
which we will consider. First, the storage environ-
ment, or digital representation of the signal that will 
be used, and second the transmission pathway the sig-
nal might travel. 

;.c7;f.o! representation. To•Nre are two critical. .param-
el,tts to most digital aw.L) representations: sample 
quantization method and te;.....poral sampling rate. 

The most popular format for representing samples of 
high-quality digital audio is a 16-bit linear quantiza-
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Figure 11 Transmission environments 
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tion, e.g., Windows Audio-Visual (wAv) and Audio 
Interchange File Format (AIFF). Another popular for-
mat for lower quality audio is the logarithmically 
scaled 8-bit g-law. These quantization methods intro-
duce some signal distortion, somewhat more evident 
in the case of 8-bit 1.1-law. 

Popular temporal sampling rates for audio include 
8 kHz (kilohertz), 9.6 kHz, 10 kHz, 12 kHz, 16 kHz, 
22.05 kHz, and 44.1 kHz. Sampling rate impacts data 
hiding in that it puts an upper bound on the usable 
portion of the frequency spectrum (if a signal is sam-
pled at -8 kHz, you cannot introduce modifications 
that have frequency components above -4 kHz). For 
most data-hiding techniques we have developed, 
usable data space increases at least linearly with 

s ,-n, tinp rate. 

A last to „,!nsider is that produced by 
lossy, perceptual compression algorithms, such as the 
International Standards Organization Motion Pictures 
Expert Group—Audio (ISO MPEG-AUDIO) perceptual 

encoding standard. These representations drastically 
change the statistics of the signal; they preserve only 
the characteristics that a listener perceives (i.e., it will 
sound similar to the original, even if the signal is com-
pletely different in a least squares sense). 

Transmission environment. There are many differ-
ent transmission environments that a signal might 
experience on its way from encoder to decoder. We 
consider four general classes for illustrative purposes 

.(see Figure 1). The first is the digital end-to-end 
environment (Figure I IA). This is the environment of 
a sound file that is copied from machine to machine, 
but never modified in any way. As a result, the sam-
pling is exactly the same at the encoder and decoder. 
This class puts the least constraints on data-hiding 
methods. 

The next consideration is when a signal is resampled 
to a higher or lower sampling rate, but remains digital 
throughout (Figure 11B). This transform preserves the 
absolute magnitude and phase of most of the signal, 
but changes the temporal characteristics of the signal. 

The third case is when a signal is "played" into an 
analog state, transmitted on a reasonably clean analog 
line and resampled (Figure IIC). Absolute signal 
magnitude, sample quantization, and temporal sam-
pling rate are not preserved. In general, phase will be 
preserved. 

The last case is when the signal is "played into the 
air" and "resampled with a microphone" (Figure 
11D). The signal will be subjected to possibly 
unknown nonlinear modifications resulting in phase 
changes, amplitude changes, drift of different fre-
quency components, echoes, etc. 

Signal representation and transmission pathway must 
be considered when choosing a data-hiding method. 
Data rate is very dependent on the sampling rate and 
the type of sound being encoded. A typical value is 
16 bps, but the number can range from 2 bps to 
128 bps. 

Low-bit coding 

1.t.sw-bit codin7 is the simplest way to embed datr, 
other datz suuctures. By rep!, eing the least significant 
bit of each sampling point by a coded binary string, 
we can encode a large amount of data in an audio sig-
nal. Ideally, the channel capacity is 1 kb per second 
(kbps) per 1 kilohertz (kHz), e.g., in a noiseless cban-
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nel, the bit rate will be 8 kbps in an 8 kHz sampled 
sequence and 44 kbps in a 44 kHz sampled sequence. 
In return for this large channel capacity, audible noise 
is introduced. The impact of this noise is a direct 
function of the content of the host signal, e.g., crowd 
noise during a live sports event would mask low-bit 
encoding noise that would be audible in a string quar-
tet performance. Adaptive data attenuation has been 
used to compensate this variation. 

The maj,,r disadvantage of this method is its poor 
immunity to manipulation. Encoded information can 
be destroyed by channel noise, resampling, etc., 
unless it is encoded using redundancy techniques. In 
order to be robust, these techniques reduce the data 
rate, often by one to two orders of magnitude. In prac-
tice, this method is useful only in closed, digital-to-
digital environments. 

Phase coding 

The phase coding method works by substituting the 
phase of an initial audio segment with a reference 
phase that represents the data. The phase of subse-
quent segments is adjusted in order to preserve the 
relative phase between segments. 

Phase coding, when it can be used, is one of the most 
effective coding methods in terms of the signal-to-
perceived noise ratio. When the phase relation 
between each frequency component is dramatically 
changed, a noticeable phase dispersion will occur. 
However, as long as the modification of the phase is 
sufficiently small (sufficiently small depends on the 
observer; professionals in broadcast radio can detect 
modifications that are imperceivable to an average 
observer), an inaudible coding can be achieved. 

Procedure. The procedure for phase coding is as fol-
lows: 

1. Break the sound sequence ski, (0 5 i 5 /— 1), into a 
series of N short segments, .c,,[I] where (0 5 n 5 N —
1) (Figure 12A, 12B). 

2. Apply a K-points discrete Fourier transform 
(Dr7)13 to n-th segment, s„[i], where (K = UN), and 
create a matrix of the phase, 0,,(o.4), and magni-

. r 1) 
Stoic the phase difference between each a:ijacent 
segmen: for (0 _ N— 1) (Figure 121)): 

6,4n ' 1(o-4) = 0„, i(col) — C,((o) (13) 

Figure 12 Phase coding schematic 
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Figure 13 Sharp verses smooth transition 
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4. A binary set of data is represented as a (1),„o = rt/2 
or —7112 representing 0 or 1 (Figure 12E): 

40 = (14) 

5. Re-create phase matrixes for n > 0 by using the 
phase difference (Figure 12F): 

(4)",(03k) = 4o(tL)+001(0.4)) 
• . • 

(C,(tok) = 4);,-1(wA)+A(1)„(0)A)) 

(4;,(60,0 =0"tv_1(e)+A0,(00) (15) 

6. Use the modified phase matrix 4'„(oh) and the orig-
inal magnitude matrix A„(a),) to reconstruct the 
sound signal by applying the inverse DM" (Figure 
12G, 12H). 

For the decoding process, the synchronization of the 
sequence is done before the decoding. The length of 
the segment, the DFT points, and the data interval must 
be known at the receiver. The value of the underlying 
phase of the first segment is detected as a 0 or 1, 
which represents the coded binary string. 

Since 4'0(o)) is modified, the absolute phases of the 
following segments arc modified respectively. How-
ever, the relative r , e.:ficrence of each adjacent 

puase Liait Se1151..i: 

Evaluation. Phase dispersion is a distortion caused by 
a break in the relationship of the phases between each 
of the frequency components. Minimizing phase dis-

persion constrains the data rate of phase coding. One 
cause of phase dispersion is the substitution of phase 
0'0(6.0 with the binary code. The magnitude of the 
phase modifier needs to be close to the original value 
in order to minimize distortion. The difference 
between phase modifier states should be maximized 
in order to minimize the susceptibility of the encoding 
to noise. In our modified phase representation, a 0-bit 
is — rt/2 and a 1 -bit is +71/2. 

Another source of distortion is the ;ate of charge of 
the phase modifier. If distortion is applied to every bin 
of the DFT it is likely to break the phase relationship of 
the adjacent frequency components, resulting in a beat 
pattern. By changing the phase more slowly and tran-
sitioning between phase changes, the audible distor-
tion is greatly reduced. In Figure 13, a sharp versus 
smooth transition is illustrated. In Figure 13A, the 
edges of the phase transitions arc sharp, causing 
noticeable distortion. In Figure 13B, they are smooth, 
reducing this. Note that in each case, the data points 
appear in the same place. This smooth variation has 
the disadvantage of causing a reduction in bandwidth, 
as space has to be left between each data point to 
allow for smooth transition. 

Results. In our experiments, the phase coding channel 
capacity typically varied from 8 bps to 32 bps, 
depending on the sound context. A channel capacity 
of —8 bps can be achieved by allocating 128 frequency 
slots per bit under conditions of little background 
noise. Capacities of 16 bps to 32 bps can be achieved 
by allocating 32 to 64 frequency slots per slot when 
there is a noisy background. 

Spread spectrum 

In a normal communication channel, it is often desir-
able to concentrate the information in as narrow a 
region of the frequency spectrum as possible in order 
to conserve available bandwidth and to reduce power. 
The basic spread spectrum technique, on the other 
hand, is designed to encode a stream of information 
by spreading the encoded data across as much of the 
frequency spectrum as possible. This allows the signal 
reception, even if there is interference on some fro-
cpicneie. 

...1:.1c that; aie ntaliy ‘,iiations on spre.4:; 
communication, we concentrated on Direct Sequence 
Spread Spectrum encoding (DSss). The DSSS method 
spreads the signal by multiplying it by a chip, a maxi-
mal length pseudorandom sequence modulated at a 
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known rate. Since the host signals are in discrete-time 
format, we can use the sampling rate as the chip rate 
for coding. The result is that the most difficult prob-
lem in DSSS receiving, that of establishing the correct 
start and end of the chip quanta for phase locking pur-
poses, is taken care of by the discrete nature of the 
signal. Consequently, a much higher chip rate, and 
therefore a higher associated data rate, is possible. 
Without this, a variety of signal locking algorithms 
may be used, but these are computationally expensive. 

Procedure. In DSSS, a key is needed to encode the 
information and the same key is needed to decode it. 
The key is pseudorandom noise that ideally has flat 
frequency response over the frequency range, i.e., 
white noise. The key is applied to the coded informa-
tion to modulate the sequence into a spread spectrum 
sequence. 

The DSSS method is as follows: ,9 The code is multi-
plied by the carrier wave and the pseudorandom noise 
sequence, which has a wide frequency spectrum. As a 
consequence, the spectrum of the data is spread over 
the available band. Then, the spread data sequence is 
attenuated and added to the original file as additive 
random noise (see Figure 14). DSSS employs bi-phase 
shift keying since the phase of the signal alternates 
each time the modulated code alternates (see Figure 
15). For decoding, phase values (Po and 4 + it are 
interpreted as a "0" or a "I," which is a coded binary 
string. 

In the decoding stage, the following is assumed: 

I. The pseudorandom key is maximal (it has as many 
combinations as possible and does not repeat for as 
long as possible). Consequently it has a relatively 
flat frequency spectrum. 

2. The key stream for the encoding is known by the 
receiver. Signal synchronization is done, and the 
start/stop point of the spread data arc known. 

3. The following parameters are known by the 
receiver: chip rate, data rate, and carrier frequency. 

Results. Unlike phase coding, DSSS introduces addi-
tive random noise to the sound. To keep the noise 
level low and inaudible, thf: sprcnrt code is arit'.r.un:,:e 

v 1:•••-, • • r• • • -. ..•
dynuiyik ;•!, ' 
tion of simple repetition technique a:.si error correc-
tion coding ensure the integrity of the code. A short 
segment of the binary code string is concatenated and 
added to the host signal so that transient noise can be 

Figure 14 Spread spectrum encoding 
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Figure 15 Synthesized spread spectrum information 
encoded by the direct sequence method 
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reduced by averaging over the segment in the decod-
ing stage. The resulting data rate of the DSSS experi-
ments is 4 bps. 

Echo data hiding embeds data into a host audio signal 
by introducing an echo. The data are hidden by vary-
ing three parameters of the echo: initial amplitude, 
decay rate, and offset (see Figure 16). As the offset (or 
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Figure 16 Adjustable parameters 
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Figure 17 Discrete time exponential 
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Figure 18 Echo kernels 
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delay) between the original and the echo decreases, 
the two signals blend. At a certain point, the human 
ear cannot distinguish between the two signals. The 
echo is perceived as added resonance. (This point is 
hard to determine exactly. It depends on the quality of 
the original recording, the type of sound being ech-
oed, and the listener. In general, we find that this 
fusion occurs around 1/1000 of a second for most 
sounds and most listeners.) 

The coder uses two delay times, one to repmant a 
binary one (offset) and another to represent a binary 
zero (offset + delta). Both delay times are below the 
threshold at which the human ear can resolve the 
echo. In addition to decreasing the delay time, we can 
also ensure that the information is not perceivable by 
setting the initial amplitude and the decay rate below 
the audible threshold of the human ear. 

Encoding. The encoding process can be represented 
as a system that has one of two possible system func-
tions. In the time domain, the system functions are 
discrete time exponentials (see Figure 17) differing 
only in the delay between impulses. 

For simplicity, we chose an example with only two 
impulses (one to copy the original signal and one to 
create an echo). Increasing the number of impulses is 
what increases the number of echoes. 

We let the kernel shown in Figure 18A represent the 
system function for encoding a binary one and we use 
the system function defined in Figure 18B to encode a 
zero. Processing a signal through either Figures 18A 
or 18B will result in an encoded signal (see Figure 
19). 

The delay (SO between the original signal and the 
echo is dependent on which kernel or system function 
we use in Figure 19. The "one" kernel (Figure 18A) is 
created with a delay of (6) seconds while the "zero" 
kernel (Figure 18B) has a (80) second delay. 

In order to encode more than one bit, the original -sig-
nal is divided into smaller portions. Each individual 
portion can then be echoed with the desired bit ,:• -
coasidcring each as an independ,..71. signal. The I. -

(.efr.11:,:ning Sever'' is re;; 
• .i...:ndeply . 

In Figur,.:. 20, the example signal hcci, 
seven equal portions labeled a, b, c, d, e, f, and g. 
want portions a, c, d, and g to contain a one. The;
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fore, we use the "one" kernel (Figure 18A) as the sys-
tem function for each of these portions. Each portion 
is individually convolved with the system function. 
The zeros encoded into sections b, e, and f are 
encoded in a similar manner using the "zero" kernel 
(Figure 1813). Once each section has been individually 
convolved with the appropriate system function, the 
results are recombined. To achieve a less noticeable 
mix, we create a "one" echo signal by echoing the 
original signal using the "one" kernel. The "zero" ker-
nel is used •to . create _the ."ze..-4-." .ectw .signal. 'De 
resulting signals are shown in Figure 21. 

The "one" echo signal and the "zero" echo signal con-
tain only ones and zeros, respectively. In order to 
combine the two signals, two mixer signals (see Fig-
ure 22) are created. The mixer signals are either one 
or zero depending on the bit we would like to hide in 
that portion of the original signal. 

The "one" mixer signal is multiplied by the "one" 
echo signal while the "zero" mixer signal is multi-
plied by "zero" echo signal. In other words, the echo 
signals are scaled by either 1 or t) throughout the sip.-
nal depending on what bit any particular portion is 
supposed to contain. Then the two results arc added. 
Note that the "zero" mixer signal is the complement 
of the "one" mixer signal and that the transitions 
within each signal are ramps. The sum of the two 
mixer signals is always one. This gives us a smooth 
transition between portions encoded with different 
bits and prevents abrupt changes in the resonance of 
the final (mixed) signal. 

A block diagram representing the entire encoding pro-
cess is illustrated in Figure 23. 

Decoding. Information is embedded into a signal by 
echoing the original signal with one of two delay ker-
nels. A binary one is represented by an echo kernel 
with a (8,) second delay. A binary zero is represented 
by a (45,,) second delay. Extraction of the embedded 
information involves the detection of spacing between 
the echoes. In order to do this, we examine the magni-
tude (at two locations) of the autocorrelation of the 
encoded signal's cepstrum:" 

The following procedure is a example of the decod-
ing process. We begin with a sample signal that is a 
series of impulses such that the impulses are separated 
by a set interval and have exponentially decaying 
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Figure 23 Encoding process 
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amplitudes. The signal is zero elsewhere (see Figure 
24). 

The next step is to find the cepstrum" of the echoed 
version. The result of taking the cepstrum makes the 
spacing between the echo and the original signal a lit-
tle clearer. 

Unfortunately, the result of the cepstrum also dupli-
cates the echo every (8) seconds. In Figure 25, this is 
illustrated by the impulse train in the output. Further-
more, the magnitude of the impulses representing the 
echoes are small relative to the original signal. As 
such, they are difficult to detect. The solution to this 
problem is to take the autocorrelation of the cepstrum. 

Figure 25' Cepstrum of the echo-encoded signal 
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We echo the signal once with delay (6) using the ker-
nel depicted in Figure 26. The result is illustrated in 
Figure 27. 

Only the first impulse is significantly amplified as it is 
reinforced by subsequent impulses. Therefore, we get 
a spike in the position of the first impulse. Like the 
first impulse, the spike is either (8,) or (80) seconds 
after the original signal. The remainder of the 
impulses approach zero. Conveniently, random noise 
suffers the same fate as all the impulses after the first. 

The rule for deciding on a one or a zero is based on 
the time delay between the original signal and the 
delay (8) before the spike in the autocorrelation. 
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Recall that a one was encoded by placing an echo (8,) 
seconds after the original and a zero was placed (8o) 
seconds after the original. When decoding, we assign 
a one if the magnitude of the autocorrelation function 
is greater at (80 seconds than it is at (80) seconds. A 
zero is assigned if the reverse is true. This is the same 
as deciding which kernel we used utilizing the fact 
that the "one" and "zero" kernel differ only in the 
delay before the echo (Figure 18). 

Results. Using the methods described, it -indezc: 
possible to encode and decode information in the 
form of binary digits into a media stream with mini-
mal alteration to the original signal at approximately 
16 bps (see Figure 28). By minimal alteration, we 
mean that the output of the encoding process is 
changed in such a way so that the average human can-
not hear any significant difference between the altered 
and the original signal. There is little, if any, degrada-
tion of the original signal. Instead, the addition of res-
onance simply gives the signal a slightly richer sound. 
While the addition of resonance may be problematic 
in some music applications, studio engineers may be 
able IP 1r' -tune the echo nararneters during 
the mastering process, enabling its use. 

Supplemental techniques 

Three supplemental techniques arc discussed next. 

Adaptive data attenuation. The optimum attenua-
tion factor varies as the noise level of the host sound 
changes. By adapting the attenuation to the short-term 
changes of the sound or noise level, we can keep the 
coded noise extremely low during the silent segments 
and increase the coded noise during the noisy seg-
ments. In our experiments, the quantized magnitude 
envelope of the host sound wave is used as a reference 
value for the adaptive attenuation; and the maximum 
noise level is set to 2 percent of the dynamic range of 
the host signal. 

Redundancy and error correction coding. In order 
to compensate for errors due to channel noise and host 
signal modification, it is useful to apply error-correc-
tion coding (ECC)' to the data to be embedded. While 
there exist some efficient methods of ECC, its applica-
tion always results: t^ r. trade-ofT between robustr.ess 
and data rate. 

Sound context analysis. The detectability of white 
noise inserted into a host audio signal is linearly 
dependent upon the original noise level of the host 

Figure 26 Echo kernel used in example 

Figure 27 Echoed version of the example signal 
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Table 2 Audio noise level analysis 

 bad  Quality 

. . . . 

<0.005  Studio 
0:01   Crowd noise • • 

• • 

signal. To maximize the quantity of embedded data, 
while ensuring the data are unnoticed, it is useful to 
express the noise level quantitatively. The noise level 
is characterized by computing the magnitude of 
change in adjacent samples of the host signal: 

6r «r = x - x [s(n + 1)- s(n)1 
2 (17) 

2 1 1 
N -1 

N „-
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Figure 28 Result of autocepstrum and autocorrelation for (A) "zero" and (B) "one" bits 
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where N is the number of sample points in the 
sequence and S„,,, is the maximum magnitude in the 
sequence. We use this measure to categorize host 
audio signals by noise level (see Table 2). 

Data hiding in text 

Soft-copy text is in many ways the most difficult place 
to hide data. (Hard-copy text can be treated as a 
highly structured image and is readily amenable to a 
variety of techniques such as slight variations in letter 
forms, kerning, baseline, etc.) This is due largely to 
the relative lack of redundant information in a text fi le 
as compared with a picture or a sound bite. While it is 
often possible to make imperceptible modifications to 

a picture, even an extra letter or period in text may be 
noticed by a casual reader. Data hiding in text is an 
exercise in the discovery of modifications that are not 
noticed by readers. We considered three major meth-
ods of encoding data: open space methods that encode 
through manipulation of white space (unused space 
on the printed page), syntactic methods that utilize 
punctuation, and semantic methods that encode using 

manipulation of the words themselves. 

Open space methods. There are two reasons why the 
manipulation of white space in particular yields useful 
results. First, changing the number of trailing spaces 
has little chance of changing the meaning of a phrase 
or sentence. Second, a casual reader is unlikely to take 
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Figure 29 Example of data hidden using white space 
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notice of slight modifications to white space. We 
describe three methods of using white space to encode 
data. The methods exploit inter-sentence spacing, 
end-of-line spaces, and inter-word spacing in justified 
text. 

The first method encodes a binary message into a text 
by placing either one or two spaces after each termi-
nating character, e.g., a period for English prose, a 
semicolon for C-code, etc. A single space encodes a 
"0," while two spaces encode a "1." This method has a 
number of inherent problems. It is inefficient., requir-
ing a great deal of text to encode a very few bits. (One 
bit per sentence equates to a data rate of approxi-
mately one bit per 160 bytes assuming sentences are 
on average two 80-character lines of text.) Its ability 
to encode depends on the structure of the text. (Some 
text, such as free-verse poetry, lacks consistent or 
well-defined termination characters.) Many word pro-
cessors automatically set the number of spaces after 
periods to one or two characters. Finally, inconsistent 
use of white space is not transparent. 

A second method of exploiting white space to encode 
data is to insert spaces at the end of lines. The data are 
encoded allowing for a predetermined number of 
spaces at the end of each line (see Figure 29). Two 
spaces encode one bit per line, four encode two, eight 
encode three, etc., dramatically increasing the amount 
of information we can encode over the previous 
method. In Figure 29, the text has been selectively 
justified, and has then had spaces added to the end of 
lines to encode more data. Rules have been added to 
reveal the white space at the end of lines. Additional 
advantages of this method arc that it can be done with 
any text, and it will go unnoticed by readers, since this 
additional white space is peripheral to the text. As 
with the previous method, some programs, e,g., 
"sendmail," may inadvertently remove the extra space 
characters. A problem unique to this method is that 
the hidden data cannot be retrieved from hard copy. 

A third method of using white space to encode data 
involves right justification of text. Data are encoded 
by controlling where the extra spaces are placed. One 
space between words is interpreted as a "0." Two 
spaces arc interpreted as a "1." This method results in 
several bits encoded on each line (see Figure 30). 
Because of constraints upon justification, not every 
inter-word space can be used as data. In order to 
determine which of the inter-word spaces represent 
hidden data bits and which are part of the original 
text, we have employed a Manchester-like encoding 
method. Manchester encoding groups bits in sets of 
two, interpreting "01" as a "1" and "10" as a "O." The 
bit strings "00" and "11" are null. For example, the 
encoded message "1000101101" is reduced to "001," 
while "110011" is a null string. 

Open space methods are useful as long as the text 
remains in an Ascii (American Standard Character 
Interchange) format. As mentioned above, some data 
may be lost when the text is printed. Printed docu-
ments present opportunities for data hiding far beyond 
the capability of an ASCII text file. Data hiding in bard 
copy is accomplished by making slight variations in 
word and letter spacing, changes to the baseline posi-
tion of letters or punctuation, changes to the letter 
forms themselves, etc. Also, image data-hiding tech-
niques such as those used by Patchwork can be modi-
fied to work with printed text. 

Syntactic methods. That white space is considered 
arbitrary is both its strength and its weakness where 
data hiding is concerned. While the reader may not 
notice its manipulation, a word processor may inad-
vertently change the number of spaces, destroying the 
hidden data. Robustness, in light of document refor-
matting, is one reason to look for other methods of 
data hiding in text. In addition, the use of syntactic 
and semantic methods generally does not interfere 
with the open space methods. These methods can be 
applied in parallel. 
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Figure 30 Data hidden through justification (text from A Connecticut Yankee in King Arthur's Court by Mark Twain) 
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Table 3 Synonymous pairs 
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• • tittle 

• • ctever 
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• . • 

• • . 

There arc many circumstances where punctuation is 
ambiguous or when mispunctuation has low impact 
on the meaning of the text. For example, the phrases 
"bread, butter, and milk" and "bread, butter and milk" 
are both considered correct usage of commas in a list. 
We can exploit the fact that the choice of form is arbi-
trary. Alternation between forms can represent binary 
data, e.g., anytime the first phrase structure (charac-
terized by a comma appearing before the "and") 
occurs, a "1" is inferred, and anytime the second 
phrase structure is found, a "0" is inferred. Other 
examples include the controlled use of contractions 
and abbreviations. While written English affords 
numerous cases for the application of syntactic data 
hiding, these situations occur infrequently in typical 
prose. The expected data rate of these methods is on 
the order of only several bits per kilobyte of text. 

Although many of the rules of punctuation are ambig-
couy or redundant, inconsistent use of punctuation is 
noticeable to even casual readers. Finally, there are 
cases where changing the punctuation will impact the 
clarity, or even meaning, of the text considerably. This 
method should be used with caution. 

Syntactic methods include changing the diction and 
structure of text without significantly altering mean-

ing or tone. For example, the sentence "Before the 
night is over, I will have finished" could be stated "I 
will have finished before the night is over." These 
methods are more transparent than the punctuation 
methods, but the opportunity to exploit them is lim-
ited. 

Semantic methods. A final category of data hiding in 
text involves changing the words themselves. Seman-
tic methods are similar to the syntactic method. 
Rather than encoding binary data by exploiting ambi-
guity of form, these methods assign two synonyms 
primary or secondary value. For example, the word 
"big" could be considered primary and "large" sec-
ondary. Whether a word has primary or secondary 
value bears no relevance to how often it will be used, 
but, when decoding, primary words will be read as 
ones, secondary words as zeros (sec Table 3). 

Word webs such as WordNet can be used to automati-
cally generate synonym tables. Where there are many 
synonyms, more than one bit can be encoded per sub-
stitution. (The choice between "propensity," "predi-
lection," "penchant," and "proclivity" represents two 
bits of data.) Problems occur when the nuances of 
meaning interfere with the desire to encode data. For 
example, there is a problem with choice of the syn-
onym pair "cool" and "chilly." Calling someone 
"cool" has very different connotations than calling 
them "chilly." The sentence "The students in line for 
registration are spaced-out" is also ambiguous. 

Applic*lions 

Data hidden in text has a variety of applications, 
including copyright verification, authentication, and 
annotation. Making copyright information inf.cparablc 
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from the text is one way for publishers to protect their 
products in an era of increasing electronic distribu-

. t tion. Annotation can be used for tamper protection. 
For example, if a cryptographic hash of the paper is 

; 1.! encoded into the paper, it is a simple matter to deter-
. !mine whether or not the fi le has been changed. Verifi-

cation is among the tasks that could easily be 
!jj performed by a server which, in this case, would 

return the judgment "authentic" or "unauthentic" as 
appropriate. 

\Other uses of data hiding in text involve embedding 
instructions for an autonomous program in a text For 
example, a mail server can be programmed to check 
for hidden messages when transmitting an electronic 
message. The message is rejected or approved 
depending on whether or not any hidden data are 
found. In this way a company running its own mail 
server can keep confidential documents from being 
inadvertently exported. 

Conclusion 

In this paper, several techniques are discussed as pos-
sible methods for embedding data in host text, image, 
and audio signals. While we have had some degree of 
success, all of the proposed methods have limitations. 
The goal of achieving protection of large amounts of 
embedded data against intentional attempts at removal 
may be unobtainable. 

Automatic detection of geometric and nongeometric 
modifications applied to the host signal after data hid-
ing is a key data-hiding technology. The optimum 
trade-offs between bit rate, robustness, and perceiv-
ability need to be defined experimentally. The interac-
tion between various data-hiding technologies needs 
to be better understood. 

While compression of image and audio content con-
tinues to reduce the necessary bandwidth associated 
with image and audio content, the need for a better 
contextual description of that content is increasing. 
Despite its current shortcomings, data-hiding technol-
ogy is important as a carrier of these descriptions. 
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Editor. Nevenka Dimitrova 
Philips Research 

Bandwidth as Currency 

Scott Moskowitz 
Blue Spike While cash and its equivalents let us objec-

tify commercial transactions, money, a 
medium of exchange, is simply information) 
Provisioning bandwidth in an actuarially consis-
tent manner has many far-reaching implications 
reminiscent of the commercial rationalization of 
railways in the 1870s—in that period's path to 
profitability. Mapping packet flow to willingness 
to pay, as rail cargo content was matched to the 
cost of carry, will better utilize bandwidth, 
enhancing network value consistent with the 
information being exchanged. The notion of a 
packet watermark can enable bandwidth as cur-
rency. Payment facilities are generally treated as 
separate, independent data flows from the actu-
al data being transacted. Packet watermarks map 
payment facilities to the fidelity, discreteness, or 
functionality of the data demanded, representing 
a consistent means of determining a willingness 
to pay. This mapping acts as a receipt for data 
commerce. Uniquely identifying the exchange of 
objects representing abstractions of value2
enhances a transparent, liquid information econ-
omy.3,4 

The basic framework of areas that would 
enable this bandwidth provisioning includes 

I efficient packet provisioning on a network 
using a packet watermark, 

I unique identification of bandwidth availabil-
ity and flow, 

I bandwidth credentials creation to enhance 
liquidity and derivative pricing for future esti-
mated use of bandwidth, and 

I cryptographic protocol-based rules that let 
market mechanisms objectively bill and 
subsequently resolve disputes.5

Current information commerce of media or 

functionally rich data objects typically lacks any 
assessment of responsibility for the parties and 
intermediaries handling data objects. Applying 
cryptographic uniqueness to the packets and tra-
ditional cryptographic key-based watermarking 
to the data objects would uniquely identify the 
object and monitor the information exchange!' 

Packet watermarks differ from traditional digital 
watermarks. Whereas digital watermarks act on the 
application-layer data object intrinsically related to type 
and use of the data,za packet watermarks relate to the 
actual transmission. Packet watermarks assist with the 
authenticated provisioning of packet flows between 
users, can bleak the actual transmission into parts, rese-
quence the parts, and introduce additional communi-
cation-related information—which can later be 
associated with each other. Preferably, the packet 
watermarked data won't interfere with the traditional 
digital watermarks, which establish responsibility for 
the objects being transacted. 

As with other transmissions, end users don't 
care about the nature of the packets. However, 
they can benefit from using the best paths for 
getting information. Vendors offering informa-
tion could use packet-watermarking applications 
to objectively assess responsibility for data—for 
legal or economic reasons. This could also avoid 
double payments of bandwidth, where vendors 
handle the sending and receiving costs, instead 
of an optimized path between a sender and a 
receiver. These applications could enhance trust 
in entities (that is, devices and people) that are 
increasingly associated with some intangible, yet 
recognizable information associated with the 
transaction itself. Trusted computing might result 
from these approaches. 

Tragedy of the network commons 
Bandwidth suffers from the tragedy of the 

commons, that is, everyone wants to increase 
their quota, even if it's detrimental.to the global 
system. We need transparent, liquid, and secure 
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protocols to accurately assess and provision 
bandwidth in a manner consistent with respon-
sible information commerce. Some refer to this 
issue from a public policy perspective as spectrum 
management, others as the future of Ideas.° 

Addressing the optimized allocation of band-
width has largely been the domain of quality of 
service (QoS) approaches, competitively offered 
in tandem with traditional peering arrangements 
between large carriers. Early work resulted in 
caching technologies, which push higher 
demand data closer to the access points for 
which the data is demanded. QoS attempts to 
make decisions about bandwidth accessibility 
based on a user's ability to access information 
within some predetermined time frame. For 
instance, if X number of users can access Y 
amount of bandwidth over some fixed period of 
time T, we can estimate bandwidth as a function 
of satisfying users X, or some percentage of X, for 
each increment of Y divided by T. 

Traditional telephone billing systems provide 
a somewhat accurate measure of bandwidth use, 
measured as discrete instants of time, and the 
general, or hybridized, path by which users are 
connected. However, present information com-
merce of media or functionally rich data objects 
typically lack any assessment of responsibility for 
the parties and intermediaries handling these 
objects.") Blue Spike has developed a number of 
novel concepts based on 10 years of research and 
development in intellectual property rights man-
agement and cryptographic payment systems. 

While priority of transmission paths helps 
alleviate bottlenecks within a given network, 
mapping demand for bandwidth has become 
increasingly difficult. This might result from 
user's assigning a high priority to their data. It 
also could be a result of competing interests with-
in the Internet service provider space. 

Several technological approaches to the bot-
tleneck issues attempt to minimize computa-
tional overhead. Data compression schemes for 
media-rich content that support streaming or 
sharing an audio or video signal—for example 
MPEG-4—reduce the total number of bits trans-
mitted over the communication channel. In the 
functional data space, optimized languages 
attempt to reduce computational overhead for a 
variety of applications, including multimedia 

messaging services or Java midlets. The reality is, 
not all data in a particular format or market seg-
ment carries equal commercial value. The mar-
ket's participants have a deficit of time to offer 

and enter into commercial transactions, placing 
a premium on accessibility and satisfaction of 
good or service demands close to real time. Net-
works should let market mechanisms assist in 
providing and pricing data that's consistent with 
the bandwidth requirements and the rights of 
content or software creators while not interfering 
with the consumer's experience in transacting 
data." 

Internet protocol (IP) provides each net-
worked device with an IP address. IP version 4 
(IPv4) incorporates option fields that can be 
exploited at any place in the transmission chain 
for writing/embedding and detecting/recovering 
a specialized type of digital watermark that's suit-
ed for provisioning and pricing schemes, band-
width prioritization, management systems, and 
dispute resolution and clearinghouse functions. 
Because of the sequential nature of TCP/IP, net- - 
work researchers have suggested assigning high-
er priority to the perceptibly significant data in a 
data object. 

Nonsequential transport for bandwidth 
provisioning 

One way to optimize data transmission speed 
is based on Reed-Solomon error-correction cod-
ing. TCP/IP packets represent predetermined 
packets of data, that is, they have a specific size 
without regard to the data object being rendered. 
Therefore, coarser estimates of the data objects' 
aesthetics or signal characteristics let mathemat-
ical values he assigned to a larger portion or sub-
set of the data object. A simple linear equation 
can define the independently derived values rep-
resenting the data object. These mathematical 
values represent groupings of packets that aren't 
sequentially ordered but fitted to the characteris-
tics of the data object being broken down for 
transmission. Additionally, systems or devices 
related to sending and receiving data can handle 
these values to speed data transmission. 

Data chunks aren't sequential with error-cor-
rection coding, as it is with TCP, but are generat-
ed with variations on the Reed-Solomon code. As 
a result, receivers of the data get transmission 
chunks that can be reconstructed nonsequen-
tially, but efficiently, so long as they receive 
assigned data values. The chunks may also over-
lap the packets that would typically represent the 
object. On the receiving end of the transmission, 
some applications first reconstruct those data sig-
nal features deemed perceptibly significant. Med-
ical data, which might be time sensitive, can fo
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benefit from this form of transmission. This 
approach speeds the routing of data over a net-
work in a manner consistent with the percepti-
ble value of the data, but it still lacks an. effective 
way of attributing responsibility over data trans-
missions. 

Tiered bandwidth quality with 
traditional digital watermarks 

A wholly different approach combines tradi-
tional digital watermarks embedded in a full-band-
width signal. These signals might have distortions 
or quality levels intentionally introduced that have 
differential pricing levels associated with predeter-
mined keys for formulating a subset of the original 
signal's quality level and a rough estimate of over-
all signal quality demand (via the exchange of 
authentication information carried by embedded 
signals in the streamed data objects).'2 Each client 
would still receive a full-bandwidth signal at some 
level of quality up to full, and a yield in time mea-
sured via the verification of the embedded hits 
reported back to the server.'3

Using transfer functions—which weigh the 
input to output of data—introduces degraded 
quality levels as a form of chaffing or scrambling. 
An approach that has a relationship with the sig-
nal's characteristics would not require separately 
handling and encrypting each quality level of a 
given signal served on a per request basis. Here, I 
discuss higher bandwidth granularity in observ-
ing the link between information, quality, and 
demand. 

Business side of bandwidth provisioning 
IPv6 includes proposals for additional opti-

mizations. In contrast with current IPv4 systems 
optimized to handle end-to-end data transmis-

sion without regard for the data's content, IPv6 
will enable traffic prioritization, low-level 

authentication with encryption, and better han-

dling of audio and video streams. The labeling 
scheme discussed in this article enables better 
granularity in handling data packets with a label-
ing scheme over network Infrastructures. The 
approach's authentication protocol prevents 
labeling fraud to reduce freeloading on paid 
bandwidth flows. The method uses packet flow 

watermarks differently than traditional digital 

watermarking. It prioritizes data traffic and 

defines the transmitted data so that it's consis-

tent with the rights of the content or the data's 
functionality. The method also includes provi-

sions for clearinghouse facilities and certification 

of traffic. Further, it offers secondary or deriva-
tive markets for assisting in efficient pricing of 
future bandwidth. From these novel techniques, 
I anticipate appropriate digital credentials for 
bandwidth pricing and use—called a bandwidth 
credential or bandwidth digital certificate as per tra-
ditional cryptological terminology._ 

We can now address market-based pricing of 
data in a manner that provides bandwidth effi-
ciently. When a steganographic cipher or crypto-
graphic-key based method watermarks a single 
data object, aesthetic or functional, it can be made 
unique."0  Uniquely watermarking flows of pack-
ets, postage for packets {bandwidth provisioning) 
represents a natural extension for mapping gran-
ular commercial value of demanded packets ver-
sus other packets. By associating identifying and 
authenticating information of the watermark 

flows of packets, networks can more-efficiently 
apportion bandwidth to meet market demands. 
The steps of identification, authentication, verifi-
cation, and authorization are like negotiable lev-
els of information exchange required by either 
party to a transaction. Certain types of transac-
tions will require more or less information 

exchange than others, including higher security 

protocol demands to flexibly handle as many 

potential transactions as possible and bit commit-
ments—as with zero knowledge signature 

schemes—by one of more of the parties for any 
additional assurance. More specifically, demand 

for information over networks and a better abili-

ty to identify the packets people are willing to pay 

for can be enabled in a highly efficient, cost-effec-
tive manner when demand is mapped to packets 

and their paths. 
What also results is a better accounting system 

that provides billing packets to the appropriate 

parties and resolves disputes more objectively 

because cryptographic protocols assure a higher 

level of confidence in how provisioning is han-

dled. Similarly, packet watermarking makes it 

possible to charge for bandwidth so that it resem-
bles traditional telephone billing systems, albeit 

based on the value of data objects and the 

demands for the underlying packets in terms of 

time, quality, or functionality. The difference is 

that telephone billing systems don't consider the 

contents or paths of packets, nor do traditional 

telephone systems assist in creating a means for 

competitively evaluating bandwidth based on 

consumer demand for data. This demand can be 
compared to a more consistent media or in func-

tional terms (type of media, associated rights, 
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authenticity of the data, quality level of the 
media based on a differential price, optimized 
functions, code or algorithms, and so on) and 
not solely on data size terms. 

A network, thus enabled, can check and verify 
efficient bandwidth delivery on a packet level 
and can store information concerning better 
paths between senders and receivers. For certain 
economic or business models, further features 
can be added to make Internet handling of data 
similar to how billing works for traditional 
telecommunications companies. Such companies 
buy bandwidth resources in bulk. and don't nec-
essarily have any underlying understanding of 
what the bandwidth is used for, why it's being 
demanded, nor how to encourage higher value-
added for any given bit for each bit per time cal-
culation. The following describes one framework 
for measuring bandwidth: 

I The intrinsic value V, = X x (mino- mint), is the 
money saved in telecommunications costs by 
using a higher bandwidth. The intrinsic value 
can be negative, implying a compensating pre-
mium placed on the time saved by using a more 
expensive transport. Note that mint, mint . 

I The percentage chance of failure represents the 
chance a user can't exercise rights (immediate 
purchase or sale of bandwidth) or option 
(where the option is the right, but not obliga-
tion to purchase the underlying asset) for band-
width. If the probability of failure is Pp where 
0 5Pr5 1, and the value of the right is V0, in the 
absence of failure, then 1/ 1 . (1- P?Vo. 

I The convenience premium might apply to the 
particular or uniquely identifiable data 
objects, whether the data object is streamed, 
date or time schedules, geographic locations 
of either the provider or user, the hardware or 
software underlying the network, or some 
other unique circumstances including live 
performances. The more demand in excess of 
supply, the higher convenience C, will rise. VG. 
is then a function of supply and demand. 
Thus, Vw d = ad + Vc . 

The time value is a function of the exercise 
period of a bandwidth right. It's proportional 
to Pp since more time allows for transfer of 
recovery from an individual failure. There are 
two components of time: over what period a 
transfer can be initiated, and for how long the 

transfer can last once initiated. Thus, overall, 
V = (1 - Pr) (V,+ Vr + Vc) = (1 - Pr) [(X(mina -
min,)) + VT + Vc)] (Convenience premium Vc
should be independent of all other values, 
except V.) 

The pricing model also incorporates classic 
Black-Scholcs options pricing, or derivations of 
this model, to price future value for bandwidth.16
The following properties describe Black-Scholes: 
The standard deviation of the asset's value (in this 
case, bandwidth, or that which is optioned) mul-
tiplied by the square root of the time of the 
option's expiration. Essentially a ratio of the asset 
value to the present value of the option's strike 
price represents the underlying property of future 
price. The strike price is the price at which the 
option is offered and later exercised. To purchase 
or to sell is the difference in the right of the option 
and is called a call or a put (a put is the right, but 
not obligation to sell; a call is the right but not 
obligation to buy the underlying asset). More gen-
erally, the Black-Scholes equation is as follows: 

Co e So 21(c11) - X e-r" N(d2) 
Where 
So the price of the underlying 

asset (a predetermined value) 
N(d1) - the cumulative normal 

probability of unit normal 
variable di

N(80 the cumulative normal 
probability of unit normal 
variable dr, 

X the exercise price 
T. the time to expiration or 

maturity of the option 
rf - the risk free rate (a value 

that can be predetermined at 
the time of pricing the option) 

e the base of natural 
logarithms, constant 2.7128-

• 1(1n (3 / X) + r s T) / 

(S y. 2)) + 11/(2 S T)] 
d, -d1- S + T 

Because the denominator (time) is fixed at any 
discrete moment, thus maximizing the econom-
ic value for the numerator (the bit) given a mar-
ket for information goods and services, a higher 
economic value can be attributed to a given net-
work that implement the features I describe here. 
While no one can know in advance the demand 
for a given data object, parties can agree to the 
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cost of bandwidth for a given business activity 

(such as streaming a live concert or handling 

bandwidth-based transactions tied to a subscrip-

tion with a bandwidth device such as a cell 

phone). Streaming, to date, isn't economically 

viable because vendors haven't taken a packet 

level view of the flow of data to people demand-

ing a stream. Nor have vendors tied payment or 

willingness to pay to the packets in a consistent 

manner with the data being consumed. 

Ultimately, the notions presented in this arti-

cle emphasize the different needs of providers 

and consumers of content and the multivalent 

nature of trust. So long as some preexisting pay-

ment or credit facility exists, decisions or policies 

regarding the level and detail of security or cre-

dentials should be made as flexible as possible 

regarding data and computational resources. 

Some transactions might only require a check 

sum not a more secure, independently verifiable 

cryptographic digital credential such as a digital 

signature with an ITU-T X.509 digital certificate. 

Combining verifiable identification inherent to 

digital certificates with bandwidth provisioning 

results in a bandwidth digital credential. For net-

worked devices, payment facilities can easily be 

enabled and tightly integrated, especially if such 

devices have IP addresses or some similar unique-

ly attributable ID. 
We can enhance tangible products with the 

unique information and transaction processing 

as a basis for serializing the actual article of man-

ufacture. A major thesis of the techniques 

described here is that commerce must balance 

privacy with concerns about piracy. Further, 

commerce is about uniqueness or the receipts for 

copies sold, not originals, for which uniqueness 

may be nonverifiable. Recognition, not physical 

location, begets the commercial need for estab-

lishing responsibility over copies, whether aes-

thetic or functional data. 

Packet watermarking 
When a receiver requests a data object from a 

sender, the sender creates a packet flow with the 

receiver's address and sends it to the Internet. 

The packets might make many hops in the cloud 

before arriving at the receiver's IP address. At 

each node, a router examines the address and 

chooses a route to the next node. Often, there are 

many possible routes from each node to the final 

destination. These routes might he ranked by a 

number of criteria, including current load, his-

torical load and reliability, and current and his-

torical latency. All these factors could help route 

individual packets by more or less optimal 

paths—assuming that the router could discrimi-

nate between different flows. The packet water-

mark becomes the method by which the router 

identifies streams and creates differential QoS. 

A packet watermark is cryptographically asso-

ciated with the contents of the packet itself. An 

important issue is that the packets might con-

tain functional data as opposed to aesthetic 

data. Mapping demand via cryptographic pro-

tocols to aesthetic data—in perceptibly signifi-

cant portions of a signal—is only slightly 

different from mapping functionally significant 

data such as source, object, or executable code. 

For example, a traditional digital watermark 

might depend on the signal characteristics of 

the signal being watermarked. If watermarking 

occurs within a key-based system, a crypto-

graphic association between the key and the sig-

nal or function via the watermark might exist. 

Besides the noise or signal characteristics in the 

signal, the key can be seeded by independent, 

random information to make it more difficult to 

decode, even if a potential pirate found the 

watermark in the signal. 
Benefits from key-based watermarks are mul-

tifold. Key-based watermarks verify a data sig-

nal or object to establish responsibility for the 

signal or alert users of unauthorized copies. 

Similarly, a packet watermark sniffer could 

detect unauthorized use of a particular routing 

priority. The sniffer samples a fraction of the 

overall traffic to detect, and deter, abuse of the 

system. It reads the watermark on the packet, 

checks the authentication, and signals invalid 

packets. If necessary, the flow can then be 

rerouted or halted, depending on the terms of 

the commercial contract. Additional benefits 

can assist in a workable exchange that might 

further alert participants of particular users or 

unauthorized parties. This can prevent denial 

of service attacks and similar misuse of network 

traffic. Conversely, the exchange might main-

tain histories of the effectiveness of particular 

routes or particular parties that command a pre-

mium price or similar consideration for its 

recognition or reputation. For these reasons, an 

open form of rights and responsibility manage-

ment—as opposed to traditional notions of 

access restriction-based digital rights manage-

ment, are enabled for data—aesthetic, or func-

tional content owned by other parties or for 

which rights need to be cleared. 
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Bandwidth provisioning 

The packet watermark can help classify a data 

stream for a particular QoS. The data stream 

might be organized into a number of packets, 

and the sender can add a watermark to each 

packet's header. The size of the watermark can 

vary, but for illustration, a 32-bit watermark is 

stored, in say, the stream ID option field (that is, 

in the header) in the IPv4 packets. Preferably, the 

same 32-bit watermark would be placed in each 

and every packet in the flow. Additionally, for 

this example, the watermark's four most signifi-

cant bits (MSBs) could help identify the QoS 

level, yielding 16 available levels, and the 

remaining 28 bits of the watermark could then 

uniquely identify the flow. One possible imple-

mentation for the remaining 28 bits is to store a 

unique identifier associated with a watermark 

packet key. 
For example, the sender could create an array 

of the flow's secure hashes (for instance, SHA-1 

or any hashing protocol deemed secure by the 

party or parties) using the watermark packet key. 

The watermark packet key, the watermark, and a 

portion of the flow make up the input to a hash 

function. The flow associated with one, two, or 

even more data packets could make up the por-

tion of the flow used as input to the hash func-

tion. For this discussion, I consider the flow 

associated with one packet (that is, the portion 

of the flow inserted into one TCP/IPv4 packet). 

The hash's output might have a predetermined 

number of bytes. The array is the set of all hash 

outputs generated using successive portions of 

the flow until the complete flow has been 

processed. The outputs of the hash, the water-

mark packet key, and watermark are combined to 

create the watermark identification (WID). 

Accordingly, the watermark can be matched 

to a corresponding WID. The component parts 

of the WID then help check the flow's authen-

ticity. Moreover, if a portion of the watermark 

helps identify a particular QoS level, then we can 

evaluate the data for compliance for a particular 

path (such as for transmission by a compliant 

router). For higher security requirements, we can 

easily implement additional security protocols or 

tiered verification. This example uses four MSBs 

to identify a QoS level. This is simply a suggest-

ed format. Any predetermined bits can be used. 

It's preferable, however, that the same watermark 

he used within each packet of the stream. The 

watermark might not contain a QoS Indicator, in 

which case, all bits allocated for the watermark 

Content 
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Routing 
device 

3 Routing 
device 

s‘..2
A 8 

Watermark 
verification 

station 

might be used for a unique identifier, such as that 

associated with a particular watermark packet 

key. Figure 1 shows a schematic of how the sys-

tem routes packets. 
The WID holds all the dependent data. 

There's only one 32-hit watermark assigned for 

each stream and one WID created. The water-

mark packet key may be reused. So the WID 

might contain a 

1 32-bit watermark, inclusive of any QoS indi-

cator, 

I watermark packet key, 

1 hash output from the first block of the flow of 

data steam, 

1 hash output from the second block of the 

flow, 

1 hash output from the third block of the flow, 

and 

1 a series that is bounded by the last block (the 

flow has a variable length depending on what 

the data represents). 

1 hash output from the last block of the flow. 

Fach router along the flow's path can read the 

watermark and determine its QoS by using those 

bits associated with the QoS indicator. Each 

router can then take appropriate action for pri-

oritizing or deprioritizing each packet. These 

actions might include choosing a path based on 

load, reliability, or latency or buffering lower pri-

ority packets for later delivery. 
The router configuration might enable check-

ing each packet's authenticity. Preferably, the 

router configuration indicates checking a subset 

of the packets for authenticity and scaling up to 

additional cryptographic protocols thereby main-
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Figure 1. System 
schematic. 
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taining overhead or reducing computational 
requirements by adjusting security policy consis-
tent with the authentic packet flow. For example, 
copies of a predetermined, small percentage of 
watermarked packets might be diverted to a snif-
fer. Preferably, the sniffer has received the WIDs 
for all authorized flows either before receiving 
the flows or in the same time frame. The sniffer 
compares the watermark of the copied packet to 
its WID table to find the appropriate LCD. If the 
sniffer doesn't identify a corresponding water-
marking key, it deems the packets unauthorized 
and instructs the router to deprioritize or, prefer-
ably, block the flow of the nonauthentic data. If 
the sniffer finds a corresponding WID, it calcu-
lates a hash output for the packet and attempts 
to match it to the corresponding hash in the 
WID. If the hash values match, the sniffer 
instructs the router to permit the flow to contin-
ue on its path. If the hash values don't match, 
the sniffer deems the packets nonauthenticated 
and notifies the router. Further rules might be 
associated with any number of scenarios as to 
why the router has deemed the flow nonauthen-
tic, including notification and reference of the 
action to a database. 

Ideally, the watermark generator software 
maintains a specific list of sniffers to receive the 
WED. For each of these, the WED should be sent 
encrypted and signed, using a public key tech-
nology such as PKIX certificates or Open PGP 
keys. One possible arrangement is having the 
watermark generator deliver the WID to trading 
partners who have established a prior business 
arrangement. The trading partners would pass 
the WED along to additional devices, eliminating 
scaling problems on the sender side. These might 
comprise, moreover, functions handled by the 
exchange and clearinghouse features. 

Generally, it's advantageous for a sniffer to 
collect twice the original number of bytes to 
guarantee enough data to calculate a hash, given 
that the sniffer doesn't know a priori the original 
number of bytes. For large flows, 100:1 ratios 
might create unacceptably large WIDs. Howev-
er, as the ratio decreases, the WID delivery chan-
nel gets larger. As the ratio increases, the amount 
of original content necessary to the sniffer 
increases, as does the amount of the flow that 
can pass before completion of an authorization 
check. Making the ratio sensitive to data type 
and size, or some predetermined policy parame-
ters, dynamically optimizes the system to meet 
the needs of a particular market. Given this flex-

ibility, overhead will more than likely remain 
small, compared to more granular accounting 
and its associated cost savings. Essentially, deci-
sions concerning how much security should be 
mapped to the flow (for instance, applying a dig-
ital signature instead of a hash) are likely to mir-
ror the business models of the markets for which 
packet watermarking is directed. To more fully 
extend the benefits of this example, later work 
will consider additional novel features concern-
ing data management, pricing mechanisms, 
clearinghouse and dispute resolution methods, 
and systems. 

COndusions 
For electronic networks, any number of data 

files can occupy bandwidth at some discrete 
instance of time. The purpose of packet water-
marking is twofold. First, it lets bandwidth-con- • 
trol devices recognize traffic that should move 
through the public Internet on specific paths, 
with either higher-than-normal or lower-than-
normal priority. Second, the watermarking lets a 
bandwidth delivery service monitor its traffic to 
identify specific content sources. This is for pur-
poses of revenue generation, content or data 
license management, bandwidth as payment or 
currency, or any other application where a spe-
cific data source needs identification. Watermark 
sampling requires two pieces of information, or 
the WID: the watermark key and the labeling 
information that associates the specific content 
with a hash array. The distribution of this infor-
mation requires a secure mechanism because it 
contains cryptographic material (that is, the 
watermark key). 

Security, like insurance, is a process for man-
aging risk. Cryptographically identifying users 
demanding packets and subsequently provision-
ing a particular authenticated path (flow) 
between users is a basis for enabling bandwidth 
as currency. Heuristics might be applied as the 
system learns the best paths for packets to effec-
tively determine subsequent use. Taken to anoth-
er level, the packets can be further analyzed 
based on the data's nature, if such identification 
is available. Packet watermarks and data object 
watermarks establish responsibility 'for data's 
objects or functions (for algorithmic data, such 
as source, object and executable code). Such 
responsibility and accountability lie at the heart 

of a commercially acceptable platform for infor-
mation commerce. MM 
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Introduction Digital 

Rights Management 

Scott Moskowitz 

1.1 PROPERTY AND VALUE 

Real property is familiar to most people. We live in houses, work in offices, 

shop at retailers, and enjoy ball games at stadiums. In contrast with "personality," 

which includes personal effects and intellectual property, real estate derives from 

realty—historically, land and all things permanently attached. Rights, whether for 

real property or intellectual property, have communal roots. Security, however, is 

a term with very subjective meaning. Simply "feeling secure" is not necessarily 

equivalent with the expectations or actual protections provided. Securing real 

property can mean locking a door or, for the significantly more paranoid, deploy-

ing tanks on one's lawn. Although it can be argued that intellectual property 

is related to real property, there are inherent and significant differences—the 

obvious one being that intellectual property is not physical property. The most 

controversial aspect of intellectual property is the ease at which it can be and is 

shared. Divergent viewpoints on this issue exist. At the extremes, "information 

is free," while others assert theft. We will leave the ability to define "piracy" to 

economists, lobbyists, policymakers, and even jurists with such interests. Clearly, 

we need to consider the law and the cost of copy protection when making techni-

cal decisions about designing the appropriate system. A particular set of problems 

will need definitions in order for agreement .on any "secure" solutions. For this 

reason, any resource on "Digital Rights Management" (DRM) should include 

appropriate context. While other chapters of this book focus on technology topics 

and the development of the burgeoning market for DRM products and services, 
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4 Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

this chapter covers a number of topics identifying the importance of rights 

management technologies. 

1.2 "ORIGINAL WORK" 

It is prudent to provide a cursory outline of copyrights, not in the interests of 

providing any form of legal advice, but to delineate the impact of how copyright 

protection has evolved with respect to U.S. copyright law.' Copyright is estab-

lished in the U.S. Constitution. The single occurrence of the word "right" in the 

Constitution appears in Article 1, Section 8, Clause 8: "[t]o promote the Progress 

of Science and useful Arts, by securing for limited times to authors and inventors 

the exclusive right to their respective writings and discoveries." As with all U.S. 

laws, the U.S. Congress first enacts legislation, while the courts provide judi-

cial oversight and interpretation of law. Over time, legislation has been adopted 

making copyright more consistent with advances in the technology landscape. 

Lobbying efforts by a variety of stakeholders have provided additional impetus 

for change for economic reasons. Litigating "copyright infringements" represent 

additional efforts at defining copyright and its associated protections. However, 

when one has a copyright, what exactly does that mean? Essentially, a copyright 

is a form of contract between the creator of the original work and the public. 

While based on the recognition of property rights, in general, the creator agrees to 

make his work publicly available in consideration of legal recognition under the 

law. The Constitution promulgated copyright in the interests of promoting science 

and the arts for the benefit of society. Subsequent changes, challenges, and con-

text have become arguably more public with the huge success of the Internet and 

networking technologies in general. 

To be a bit more specific, a "work," the copyrighted value to be protected, 

is "created" when it is fixed in a copy or phonorecord for the first time: where 

a work has been prepared over a period of time, the portion of it that has been 

fixed at any particular time constitutes the work as of that time, and where the 

work has been prepared in different versions, each version constitutes a separate 

work. A "derivative work" is a work based upon one or more pre-existing works, 

such as a translation, musical arrangement, dramatization, fictionalization, motion 

picture version, sound recording, art reproduction, abridgment, condensation, or 

any other form in which a work may be recast, transformed, or adapted. A work 

consisting of editorial revisions, annotations, elaborations, or other modifications 

which, as a whole, represent an original work of authorship is a derivative work. 

As electronics and digital editing software become the inexpensive tools of the 

IFor international copyright issues, one helpful resource is http://caselaw.lp.findlaw.com/data/ 

constitution/article01/39.html. 
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Section 1.3: LOOKING BACK AT THE COPYRIGHT ACT OF 1976 5 

Information Age, copyright is thought to need additional protections. We do not 

argue the merits of such a belief, but provide the following milestones as to how 

we got here from there. 

1.3 LOOKING BACK AT THE COPYRIGHT ACT OF 1976 

Including a list of burgeoning "copyright protection" software companies, the 

National Information Infrastructure Copyright Act of 1995 made recommenda-

tions to the Copyright Act of 1976 and addressed the potential problems with open 

networks such as the "Internet." It is a fairly interesting point to start a historical 

timeline from which rights management technologies have evolved as several of 

the companies listed in that report made subsequent impacts in the field. For our 

purposes, it is not necessary to interpret the large body of legal arguments, but 

it is helpful to provide what limits have been argued and how far the perception 

of technology impacts DRM. After all, the copyright holder is not the only party 

with legal rights. While copyright previously concerned "sweat of the brow," what 

is referred to as "Feist," a modicum of creativity has become the more stringent 

standard for establishing copyright. An early case, Lotus Corporation v. Borland is 

somewhat emblematic of the early fights over copyright protection of intellectual 

property.. 

In Feist (Feist Publications, Inc. v. Rural Telephone Serv. Co., 499 U.S. 340 (1991)j, 

the court explained: 

The primary objective of copyright is not to reward the labor of authors, but to pro-

mote the Progress of Science and useful Arts. To this end, copyright assures authors 

the right to their original expression, but encourages others to build freely upon the 

ideas and information conveyed by a work. 

Feist, 499 U.S. at 349-50. We do not think that the court's statement that "copyright 

assures authors the right to their original expression" indicates that all expression 

is necessarily copyrightable. While original expression is necessary for copyright 

protection, we do not think that it is alone sufficient. Courts must still inquire whether 

original expression falls within one of the categories foreclosed from copyright 

protection by 102(b) (1 J. 

Section 107 of the Copyright Act of 1976 provides additional guidance for 

the wide range of stakeholders who may need to access or manipulate copyrighted 

works. Perhaps inevitably, reverse engineering and related attempts at circumvent-

ing "security" increase the perception that copies of the original work may require 

layered security and additional legal protections. The least understood aspect of 

copyright and its place "to promote the Progress of Science and useful Arts" regards 

"fair use." Bounded by several factors, the relative weights are not provided by 

the Copyright Act of 1976, and fair use may indeed be the one legal issue that 

presents the most difficult challenges in engineering solutions to piracy. 
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Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

Four factors must be considered: (1) the purpose and character of the use, including 
whether such use is of a commercial nature or is for non-profit educational purposes; 
(2) the nature of the work; (3) the amount and the substantiality of the portion used 
in relation to the copyrighted work as a whole; and (4) the effect of the use on the 
market value of the copied work [2]. 

The one case at the heart of the most extreme debates in copyright circles may 
be Sony Corporation v. Universal City Studios (1984), concerning the sale of 
videocassette recorders (VCRs). The U.S. Supreme Court ruled that "(bJecause 
recorders were 'widely used for legitimate, unobjectionable purposes,' the record-
ing did not constitute direct infringement of the studio's copyrights .. .. Absent 
such direct infringement, there could be no contributory infringement by Sony 
[3]." The key factor being that there was value in personal recording. While citing 
the concept of fair use, which protects consumers from some forms of copyright 
infringement, the debate did not end with this ruling. Indeed, the concept of 
fair use has been extended to areas not previously anticipated, including reverse 
engineering of copyrighted software. 

Additionally, the Copyright Act of 1976 laid several other "foundations," though 
they are still unsettled in the minds of the stakeholders involved. Besides extending 
the length of copyright protection, library photocopying was changed to make 
possible preservation and inter-library loans without permission. Section 107 is 
at the heart of the types of issues for evaluation of DRM system design, even if 
less than all stakeholders' rights are considered. Fair use is a doctrine that permits 
courts to avoid rigid application of the copyright statute when to do otherwise 
would stifle the very creativity that copyright law is designed to foster. One author 
addresses this notion of relativity in the early days of the Internet Age. 

The doctrine of fair use recognizes that the exclusive rights inherent in a copy-
right are not absolute, and that non-holders of the copyright are entitled to make 
use of a copyrighted work that technically would otherwise infringe upon one or 
more of the exclusive rights. Although fair use originated 'for purposes such as 
criticism, comment, news reporting, teaching, ... scholarship, or research,' it also 
applies in other areas, as some of the examples below illustrate. However, courts 
seem more willing to accept an assertion of fair use when the use falls into one 
of the above categories. Perhaps more than any other area of copyright, fair use is 
a highly fact-specific determination. Copyright Office document FL102 puts it this 
way: 'The distinction between "fair use" and infringement may be unclear and not 
easily defined. There is no specific number of words, lines, or notes that may safely 
be taken without permission. Acknowledging the source of the copyrighted material 
does not substitute for obtaining permission! The document then quotes from the 1961 
Report of the Register of Copyrights on the General Revision of the U.S. Copyright 
Law, providing the following examples of activities that courts have held to be fair 
use:—Quotation of excerpts in a review or criticism for purposes of illustration or 
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comment;—Quotation of short passages in a scholarly or technical work for illus-

tration or clarification of the author's observations;—Use in a parody of some of the 

content of the work parodied;—Summary of an address or article with brief quotations, 

in a news report;—Reproduction by a library of a portion of a work to replace part of 

a damaged copy;—Reproduction by a teacher or student of a small part of a work to 

illustrate a lesson;—Reproduction of a work in legislative or judicial proceedings or 

reports;—Incidental and fortuitous reproduction in a newsreel or broadcast, of a work 

located in the scene of an event being reported [4). 

Several other more recent legal and legislative actions should be mentioned to 

provide a broader consideration of what the fuss is really all about. 

Digital Millennium Copyright Act, the "DMCA" (1998). Key among its impact 

is the provision, known as Section 1201, of a prohibition on circumven-

tion of access restriction controls or technological protections put in place by 

the copyright owner. If a copyright owner puts an access restriction scheme 

in place to protect a copyright, unauthorized access is essentially illegal. 

However, it is still unclear how to define "access restriction" if such mea-

sures can be circumvented by holding the shift key at start-up of a personal 

computer, as in the case of one access restriction workaround or any consumer 

action that is inherent to the use of general computing devices. The Librar-

ian of Congress conducted a proceeding in late 2000 to provide guidance to 

Congress. 

Digital Theft Deterrence and Copyright Damages Improvement Act (1999). 

Congress increased damages that can be assessed on copyright infringements 

from that of $500 to $750 to $20,000 to $30,000. Willful infringement increased 

from $100,000 to $150,000. 

Librarian of Congress Issues Exemptions to the DMCA (2000). Librarian 

of Congress issues exemptions to the DMCA, Section 1201(a)(1), the Anti-

Circumvention Provision, for "classes of works" that adhere to fair use. These 

two exemptions include: "Compilations consisting of lists of websites blocked 

by filtering software applications; and Literary works, including computer 

programs and databases, protected by access control mechanisms that fail to 

permit access because of malfunction, damage, or obsoleteness." The full rec- 

ommendation can be found at http://www.loc.govicopyright/1201/anticirc.hunl. 

Dmitri Skylyarov Arrested under DMCA Provisions (2001). The Russian pro-

grammer for ElcomSoft was accused of circumventing Adobe Systems' eBook 

Reader DRM. Although Adobe later reversed course, government attorneys con-

tinued with the prosecution of the case, presumably to test the interpretation of 

the DMCA. As'one of the first criminal cases brought under the DMCA, many 

observers viewed this as a test case for how far allegations under the DMCA 

could be pushed into actual indictments. A federal jury returned a verdict of 

"not guilty.'!in late 2002. 
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8 Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

U.S. Supreme Court Hears Challenge to Sonny Bono Copyright Term Exten-
sion Act, the "CTEA" (2002). In copyright debates Lawrence Lessig, a well-
known constitutional scholar, has been active in promulgating such mechanisms 
as the "Creative Commons." His representation of the plaintiffs in Eric Eldred v. 
John Ashcroft extended his experience in the copyright debate. Ultimately, the 
Supreme Court ruled against the plaintiffs, affirming the constitutionality of the 
CTEA and affirming Congress's role in intellectual property. Retrospectively, 
the CTEA extended existing copyrights by 20 years—to 70. years from the life 
of an author, from 50 years. As well, adding 20 years of protection to future 
works. Protection was extended from 75 to 95 years for "works made for hire," 
a common contractual framework used by many corporations. 

MGM v. Grokster (2005). It is unclear how many rounds of dispute resolution 
between technology innovators and content owners will go before the courts 
or Congress. For this reason, it may take some time "to understand fully the 
impact of the MGM v. Grokster decision. The most widely quoted aspect of the 
ruling, thus far, concerns who should determine when a device is "promoted" 
to infringe copyright. The Supreme Court essentially decided: 

For the same reasons that Sony took the staple-article doctrine of patent law as a 
model for its copyright safe-harbor rule, the inducement rule, too, is a sensible one 
for copyright. We adopt it here, holding that one who distributes a device with the 
object of promoting its use to infringe copyright, as shown by clear expression or 
other affirmative steps taken to foster infringement, is liable for the resulting acts of 
infringement by third parties. We are, of course, mindful of the need to keep from 
trenching on regular commerce or discouraging the development of technologies with 
lawful and unlawful potential. Accordingly, just as Sony did not find intentional 
inducement despite the knowledge of the VCR manufacturer that its device could 
be used to infringe, 464 U.S., at 439, n. 19, mere knowledge of infringing potential 
or of actual infringing uses would not be enough here to subject a distributor to 
liability. Nor would ordinary acts incident to product distribution, such as offering 
customers technical support or product updates, support liability in themselves. The 
inducement rule, instead, premises liability on purposeful, culpable expression and 
conduct, and thus does nothing to compromise legitimate commerce or discourage 
innovation having a lawful promise [51. 

In the world of physical media distribution, there are many channels avail-
able, both for broadcast and for physical carriers. Specialized retailers compete 
for consumer sales by differentiating their efforts from other more generalized 
retailers. Written content and imagery attracts consumers to publications such as 
magazines; and spoken content and music selection attracts consumers to radio. 
The number of possible combinations of content and editorial material provides 
for rich broadcast opportunities, which have the effect of attracting advertising 
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dollars to the broadcasters. The parallels with online streaming or pay-per-click-

type schemes are not a coincidence. Total spending on advertising has continued 

to grow over time, although the ability to reach a profitable, aggregated group of 

consumers has grown more difficult. The ability to reach paying audiences is the 

obvious aim of advertising. 

The argument that there is too much entertainment vying for consumers' dollars 

is beginning to meet the more complicated issue of how to measure actual time 

for said consumption, while deploying efforts at protecting copyrighted material. 

Supply meets demand whether measured in units of time (e.g., minutes on a cel-

lular phone), bandwidth (e.g., amount of data per unit of time), or copyrighted 

CDs, books, and DVDs. Some agreement on the unit of measurement obviously 

needs consideration. When supply is controlled, as with generalized DRM, the 

ability to measure demand may become distorted. Though the conclusions are 

contentious, the arguments can be made from a variety of viewpoints. 'Simply, 

can technical controls for accessing copyrighted material cost less than the cost of 

implementation and maintenance of these same controls? How are new devices 

and services handled given legacy control systems or even open systems? Is there 

value in securing copyrights with DRM? What rights of revocation exist, and 

who should determine the scope and form of revocation? How much open access 

should be provided to consumers? Is there value in providing copyrighted works 

for free? What constitutes a consumer's property in contrast with a content 

provider's property? 

1.4 COMMUNICATION THEORY—WHO SCREAMS LOUDEST? 

When considering the security of multimedia data, several issues pose challenges. 

First, multimedia data is compressible and easily transferable. Second, advances in 

digital signal processing-have made the ability to digitize analog waveforms both 

economic and more commercially viable. Third, ownership and responsibility 

for any copies made of digitized content are typically a double-edged sword. 

Manufacturing has been made inexpensive to the owners and licensors, increasing 

profit margins, but content has increasingly been copied without regard to the 

interests of those rights holders. More on these issues will be discussed below. 

1.4.1 Shannon's Gift 

Before delving into technical aspects of DRM, attention must be paid to com-

munications and cryptography. Cryptography has impacted history at several 

points. World War II was emblematic of the tight relationship between codes, 

militaries, governments, and politics—before the first microprocessors, but at a 

time of great technical innovation. The work in cracking the codes of that war was 
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10 Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

supplemented later by a growing interest in the underlying nature of communi-
cations. Largely unknown to the public, the seminal work of Claude E. Shannon 
in The Mathematical Theory of Communication and Communication Theory of 
Secrecy Systems provides helpful analysis in what can be expected theoretically. 
Developments based on communication theory, including cryptographic systems, 
are pervasive in modem society. The impact on our daily lives is incalculable. 
Telephones, financial markets, and even privacy itself have changed in dramatic, 
often unpredictable, ways. The demand for codes to assist with the secure trans-
port of sensitive data was matched by the increasing importance of computerized 
networks for dispersal and distribution of such data. 

At some point, confidentiality, one of several primitives designed into data 
security systems, was met by increasing calls for restrictions on the deployment 
of cryptographic protocols. Separately, but just as important, authentication, data 
integrity, and non-repudiation—additional primitives of cryptography—assisted 
in the growth of business over electronic networks. Public key cryptography pro-
vides all four of these primitives, in a manner making distribution of codes and 
ciphers economically feasible for all persons wishing to secure their communi-
cations. The landmark failure of the U.S. government's Clipper chip [6] in 1993 
was only the beginning of an increased public interest in cryptography. With the 
proliferation of more bandwidth and anonymity, in many cases based on so-called 
strong encryption, commercial concerns were also heightened. Here, we deal 
specifically with copyrighted works such as images, audio, video, and multimedia 
in general. A basic notion that should be considered in understanding DRM may 
well be how to balance privacy with notions of piracy. Ironically, the emphasis on 
protecting privacy has been trumped in many ways by the goal of securing against 
piracy. Should personal secrets be shared to satisfy the demands of copyright 
holders? Put another way, is a social security number used to secure a purchase 
for a song download a fair exchange of value asserted by the copyright holder? 

Shannon's conceptualization of communication theory provides a fitting 
background to copy protection techniques to be explored in this book. Actual per-
formance of real-world systems should be matched against theory to encourage 
appropriate expectations. Communication theory at its most basic level is about the 
transmission of information between a sender and a receiver. The information typ-
ically has meaning or context. Obviously, there are limitations to communication 
systems as explored by Shannon and others. The channel and destination of the 
information being transmitted provide additional parameters to a communication 
system. Here, we eliminate the simplified arrangements for a noiseless communi-
cation channel where the inputs and outputs are equivalent. By noiseless we mean 
no "chance variables" occur, and thus no redundancy or other error correction is 
needed to communicate messages. 

The ratio of the actual rate of information transmission to capacity in a given 
channel is called the efficiency of the coding scheme. Efficiency to both the sender 
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Section 1.4: COMMUNICATION THEORY—WHO SCREAMS LOUDEST? 11 

and the receiver can have subjective measurements as well. When a more real-

istic scheme is analyzed, namely efficient transmission in the presence of noise, 

it is proven that there are still a finite number of errors (perceptibly "noise") or 

sets of errors (which can be mathematically generalized to create noise filters). 

Because binary data is either a "1" or a "0" in a given channel, we can say that 

each bit of data in the abstract may be completely random by flipping a coin, 

with 1 or 0 being the limited choices. That is not to say that entropy of any of the 

elements of the coin flip can be ignored. However, in order to ensure effective com-

munication, the entropy of any chance variables, .the entropy of the information 

source, the entropy of the channel, etc. must be taken into account. Error detec-

tion, correction, and concealment form a large body of work in dealing specifically 

with the context of the information, the channel and nature of the transmission, 

and the entropy of the source impacts the channel capacity. That information 

may be successfully reproduced and can be expressed mathematically is, in large 

part, Shannon's legacy. This applies to cell phones and DVDs. Here, we con-

cern ourselves with how a perceptible signal can be digitized, or "sampled," to 

approximate the original analog waveform. However, as is well known in signal 

processing and in a philosophical sense, the digitized signal can never be a perfect 

replica, but is an exact facsimile of an otherwise analog and infinitely approxi-

mated waveform. The natural limit is quantization itself; however, the limit of the 

value of the coding scheme in terms of practical use is human perception and the 

economics of deployment. 

In a discrete channel, entropy measures in an exact way the randomness of 

a "chance variable," which itself may be random. The development of very 

precise digitization systems representing an "ensemble of functions" used to 

communicate information has been reduced into a multitude of software or 

hardware systems. As we delve into cryptography, here, we quickly note that 

senders and receivers can exchange secrets, or "keys," associated with an ensemble 

of functions that facilitate agreement over the integrity of the data to be transmit-

ted. Similarly, the ensemble of functions assures. transmission of the message in 

the presence of noise in the channel. Keys may be mistaken as noise by other 

observers. So long as the sender and receivercan agree to the key, the "secret," the 

associated message can be authenticated. The key is ciphered (i.e., processed 

by a cryptographic algorithm) in a manner to mimic randomness not compu-

tationally easy to discover even if the other observers are in possession of the 

cipher. 
The key is thus a state or index of an ensemble of functions from which the 

receiver can be assured that the sender of the message did indeed transmit the mes-

sage. The data transmission's discrete rate may not exceed the capacity of the 

communication channel. Finally, relating back to sampled signals, the quantiza-

tion error (e.g., what is related to data conversion between analog to digital) must 

be small relative-to the information transmitted in order to-establish sufficiently 
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12 Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

small probabilities that the received signal is the communication intended by the 

sender. Statistically isolating "perturbing noise" from other errors and bound-

ing upper and lower limits of capacity in a communication channel are presently 

computationally easy. 
The introduction of digital CDs resulted from agreements over trade-offs of the 

general technologies so far described. As a medium for music, it is fitting to 

observe this medium for rich discussions on DRM. The CD is itself a discrete 

communication channel. The reflective material sandwiched between transpar-

ent plastic, which can be read by a CD player, is converted into a series of 

binary data (1s and Os) as physical pits on the reflective material substrate. This 

data stream has pre-determined sampling rates and quantization values (16 bits, 

44.1 kHz per second, for a Red Book Specification Audio Compact Disc). Again, 

data bits which have pre-determined locations or modality on the physical CD, are 

fed through an ensemble of functions which filter the digitized sample information 

stream into analog audio signal data. This data, of course, may be compressed for 

more economic use of bandwidth. We hear a song, the binary information sent 

out to an amplifier to be transduced, but, there is no "perceptually obvious" rela-

tionship with the music rendered. The data are presented according to the Red 

Book standard. We hear the music with our psychoacoustic abilities, our ears, and 

ultimately, our brains process the music and may associate the music information 

with some other independent or unrelated information. 
Any such "associated information" may be different for every listening expe-

rience, every time for every individual listener. We would call this associated 

information "value added" or "rich" because it can be associated, with other 

independent information that may have no relationship with the primary com-

municated information which is the same for all listeners. The "hits" are hits for 

each individual in different ways that are aggregated in such a manner that they 

can be called hits—the memorable song for a high school prom, the one played 

when waking up, or any number of events associated with the copyrighted work 

in unintended ways, impacting the value attributed to such a work. Money is one 

obvious measure of success. Acting out a song may reflect the meaning intended 

by its creator or it may not. What matters with regards to DRM are the decisions 

made by creators and consumers of copyrighted works to create, seek, and con-

sume with a fixed and limited amount of time and money determined by the harsh 

realities of the marketplace. Recognizable and potentially valuable multimedia 

can be rendered by general computing devices. Multimedia having many differ-

ent interpretations depending on what stake the party has in the work. After all, 

creators, too, may give their work away for free. 

We have generalized that it is computationally feasible to reproduce infor-

mation, allowing senders and receivers to share the gestalt of information that 

may be transmitted. We ignore the specifics of digital filters and error cor-

rection to stress .the point _that, conceptually, data can be communicated and 
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Section 1.4: COMMUNICATION THEORY—WHO SCREAMS LOUDEST? 13 

communicated securely. If the communication channel is too expensive, based 

on bandwidth or overall available transmission capacity or, as is central to this 

book, the cost of protection, it ceases to play a role in enabling security of 

data. Additionally, if the bandwidth requirements for reproduction are sufficiently 

high, certain other types of data are not computationally feasible to economically 

transmit over communication channels. As more information is digitized and, 

by extension, digitally copied, even if there are imperceptible differences with the 

original analog waveform, the limit to data transmission becomes closely linked to 

bandwidth [7). 

Interestingly enough, Shannon does address "intelligibility criterion" of infor-

mation transmissions in providing "fidelity evaluation functions." Because sys-

tems must be economically practical, and information is ultimately deemed 

authentic or genuine by the creator or source of the information (assuming the 

source is trusted or the information can be verified), human perception does 

play a role in establishing a close enough proximity of replicated data infor-

mation, when "exact recovery" is infeasible, given the presence of noise in 

communications channels. The five examples Shannon provides for measuring 

acceptable fidelity of a proposed information channel include root mean square 

(i.e., "RMS," to assist in determining coordinate information of the data), fre-

quency weighted root mean square (essentially weighting different frequency 

components prior to RMS, which is similar to passing the distance between 

data through a shaping filter and calculating the average power of data out-

put), absolute error criterion (over the period of zero to a discrete time), human 

perception (which cannot be defined explicitly, though we can observe how noise 

is received by our senses and our brain, sufficiently subjective parameters), and the 

discrete case (differencing input from output and dividing by the total amount of 

input data). 

1.4.2 Kerckhoffs' Limits 

In cryptography, the content or bits comprising the message must not be changed 

in order -to provide acceptable levels of confidence in a secure system. However, 

systems themselves cannot guarantee security. A human can compromise a sySteM 

by providing passwords or systems may generate weak pseudo-random numbers, 

making the most seemingly strong "cryptographic algorithm" ("cipher") unsecure. 

A "keyed" algorithm defines an ensemble of functions with the specific member 

of the ensemble identified by a unique key. With respect to encryption, the set 

of all keys defines a plurality of encryption functions. Each element is instanti-

ated by a specific key. Though there may be randomness ("entropy") within the 

input; the use of the randomness only.relates to the manner in which the function 

operates as a Turing machine (e.g., a general computing device). The random 
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14 Chapter 1: INTRODUCTION—DIGITAL RIGHTS MANAGEMENT 

choice of a key to specify the element in the plurality of encryption functions is 
essential. 

As Shannon stressed, communications is concerned with "operations on ensem-
bles of functions," not with "operations on particular functions." Cryptography, 
too, is about ensembles of functions. The basic difference with coding (i.e., com-
munications) is the exchange of the key. The ensemble of functions occupies a 
finite set, so that the input and output can be secured by associating the data to 
be transmitted with a randomly generated key that is pre-determined by both par-
ties by some mutually agreed to means—the cryptographic algorithm or cipher. 
Kerckhoffs' law is the foundation by which such determinations are made; it 
is assumed that the adversary possesses the cipher, and thus the security must 
rest in the key. Auguste Kerckhoffs provided five additional principles, including 
(1) system indecipherability, (2) the key must be changeable, (3) the system should 
be compatible with the means of communication, (4) portability and compactness 
of the system is essential, and (5) ease of use. Of these principles, ease of use and 
whether security rests with the key have historically made for difficult engineer-
ing challenges within DRM. In cases where DRM systems must come in contact 
with other DRM systems, these challenges are heightened. Some have argued 
that it is not possible to tamperproof cryptographic systems to sufficiently prevent 
hacks [8]. This has obvious impacts on DRM. 

1.5 CRYPTOGRAPHY—MUCH TO DO 

With a basic understanding of communications theory and its relationship with 
cryptography, we can describe two conventional techniques for 'providing key-
based confidentiality and authentication currently in use: symmetric and asym-
metric encryption. Both systems use non-secret algorithms to provide encryption 
and decryption and keys that are used by the algorithm. This is the basis for 
Kerckhoffs' law: all security should reside in the key, as it is assumed the adver-
sary will have access to the cryptographic algorithm. In symmetric systems, such 
as AES, the decryption key is derivable from the encryption key without compro-
mising the security of the message. To assure confidentiality and authenticity, the 
key should be known only to the sending and receiving entities and is tradition-
ally provided to the systems by secure physical communication, such as human 
courier. Other systems where a common key may be developed by the sender and 
receiver using non-secure communications are widely deployed. In such systems, 
each party to a communication generates a numerical sequence, operates on the 
sequence, and transfers the result to the other party. By further operation using 
the transferred result and the locally generated sequence, each party can develop 
the identical encryption key, which cannot be obtained from the transferred results 
alone. As implemented for use over the Internet, common encryption systems are 

I 

5 

Section 1.6: DIG 

those denoted by 
protocols. 

In asymmetric 
a numerical sequ 
ferent encryptini 
to a second part 
encrypting key (. 
message that car 
party. The key ge 
not be derived fi 
using non-recipr 
digital signature --
signature functic 
manner parallel's 
key can be used 
has been digital] 
the originating p 
origination of thu 
key. So, how dc 
est to establish c 
DRM system, n; 
dentiality. Howe 
political.constrai 
or more general] 
not possible to t; 
communications 
practicality can 
and "embedding 

1.6 DIGITAL 
AND EMI 

It is not prudent t 
may not always 
Rights are typic; 
stakeholders ME 

extensions -gene 
related to encryi 
is evident in ana 
previously, scra 
the encryption 
must be decrypt 

DISH-Blue Spike-246
Exhibit 1010, Page 0899



r. 

Section 1.6: DIGITAL RIGHTS MANAGEMENT—WRAPPING AND EMBEDDING IS 

A 

a 

I 

those denoted by the Secure Socket Layer (SSL) and IP Security Protocol (IPSEC) 

protocols. 
In asymmetric encryption systems, a first party to a communication generates 

a numerical sequence and uses that sequence to generate non-reciprocal and dif-

ferent encrypting and decrypting keys.. The encrypting key is then .transferred 

to a second party in a non-secure communication. The second party uses the 

encrypting key (called a public key becatise it is no longer secure) to encrypt a 

message that can only be decrypted by the decrypting key retained by the first 

party. The key generation algorithm is arranged such that the decrypting key can-

not be derived from the public encrypting key. Similar methods are known for 

using non-reciprocal keys for authentication of a transmission. There are also 

digital signature algorithms. In some cases, as with RSA, encryption and digital 

signature functionality are properties incorporated by the same algorithm. In a 

manner parallel with the real-world handwritten signatures, the non-secure public 

key can be used to tamperproof a message (i.e., providing nonrepudiation) that 

has been digitally signed using a secure "private" or secret key known only to 

the originating party—the signer. Thus, the receiving party has assurance that the 

origination of the message is the party who has supplied the "public" decrypting 

key. So, how does this relate to DRM? We have devised several areas of inter-

est to establish commonality of the elements typically considered in designing a 

DRM system, namely authentication, data integrity, non-repudiation, and confi-

dentiality. However, DRM is inherently constrained from legal, economic, and 

political constraints, as well as consumer expectations—not strictly cryptography 

or more generally communication theory. Mentioned previously, some argue it is 

not possible to tamperproof software programs given the inherent foundations of 

communications. Within the DRM product and service space, terminology and 

'practicality can vary widely. Here, we generalize DRM by discussing "wrapping" 

and "embedding," so-called "digital watermark," technology. 

L6 DIGITAL RIGHTS MANAGEMENT—WRAPPING 

• AND EMBEDDING 

It is not prudent to limit our discussion solely on word choice. Essentially, the terms 

may not always reflect the utility or functionality of the protections being described. 

Rights are typically matched by responsibilities. DRM offers up examples of how 

stakeholders may not share common interests (9). Copy protection and content 

extensions generally apply to digitized content, while "scrambling," a scheme 

related to encryption, may be applied to an analog signal. Such analog scrambling 

is evident in analog cable and analog cell phone systems. Encryption, as discussed 

previously, scrambles content; but the number of Is and Os may be different after 

the encryption process. In some scenarios, prior to enabling access to content it 

must be decrypted, with the point being that once the content has been encrypted, 
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it cannot be used until it is decrypted. Encrypted audio content itself might sound 

like incomprehensible screeching, while an encrypted image or video might appear 

as random noise when viewed. The encryption acts as a transmission security 

measure—access control. One approach has commonly been called "conditional 

access" when someone or something has the right to access the media. In many 

scenarios, identifying information or authentication of that party must first be 

completed prior to decryption of the content or description of the intended scope 

of use. There may be layered access restrictions within the same scheme. In either 

case, the transmission protection ends when the content is to be observed. 

Encryption is poorly applied in at least two specific areas with respect to copy 

protection of content. First, so-called "pirates" have historically found ways to 

crack the protection as it is applied to content. The effect is essentially equiva-

lent to obtaining the decryption key without paying for it. One such technique 

is "differencing," where an unencrypted version of the content is compared with 

an encrypted version of the same to discover the encryption key or other protec-

tions. Differencing is also a weakness in many digital watermark systems. In some 

watermark systems, the requirement to maintain original unwatermarked material 

for comparing and recovering embedded code from a suspect copy of content 

introduces other problematic issues such as additional data storage requirements 

at the detection side. Why store watermarked content for protection purposes when 

unwatermarked content may exist at the same site for decoding said watermarks?.

Second, and perhaps more complicated to address, is that once a single legitimate 

copy of content has been decrypted, a pirate is now free to make unlimited copies 

of the decrypted copy. In effect, in order to make, sell, or distribute an unlimited 

quantity of content, the pirates could simply buy one copy, which they are autho-

rized to decrypt, and make as many copies as desired. These issues were historically 

referred to as the "digital copy problem"; others prefer "digital piracy." 

Copy protection also includes various methods by which an engineer can write 

software in a clever manner to determine if it has been copied and, if so, to deacti-

vate the software. The same engineer may be a "rogue engineer" who essentially 

has the backdoor key to deactivate the copy protection. This is typically the result of 

a poorly chosen encryption algorithm or means for obtaining a key. Alio included 

are undocumented changes to the storage format of the content. Copy protection 

was generally abandoned by the software industry, since pirates were generally 

just as clever as the software engineers and figured out ways to modify their soft-

ware and deactivate the protection. The cost of developing such protection was 

also not justified considering the level of piracy that occurred despite the copy 

protection. That being said, the expansion of software product activation keys, 

online registration schemes, and registered version upgrades indicates increased 

interest and benefit in securing even software programs. Software watermarking 

schemes, including those using "steganographic ciphers," have correspondingly 

increased over the past few years [ 1O]. 
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Content extension refers to any system attaching some extra information indi-

cating whether a copy of the original content can be made or some other logic 

with regards to the use and accessibility of the content. A software or hardware 

system must be specifically built around this scheme to recognize the additional 

information and interpret it in an appropriate manner. An early example of such a 

system is the Serial Copyright Management System (SCMS) included in Digital 

Audio Tape (DAT) hardware. Under this system, additional information is stored 

on the track immediately preceding each sound recording indicating whether or not 

it can be copied. The hardware reads this information and uses it accordingly. By 

wrapping content, we are generally referring to "content extensions." We further 

formalize concepts below. 

When we discuss watermarks, we are addressing steganography, or hiding 

information in plain view, in combination with cryptographic techniques. 

They need not be mutually exclusive and in many cases complement each other. 

Watermarks [I l ] are a unique technology that embed and protect a "code" by 

placing "transactional information" intrinsically within the electronic work. The 

transaction information can specify time, date, recipient, and supplementary infor-

mation known by the transmitter at the time of the transfer to the recipient. Review 

of the electronic copy of the media at a later instance reveals the historical record 

of the electronic copy. Safeguarding from manipulation or deletion, unauthorized 

modification of the transactional information results in degradation of the per-

ceptual quality of the work. Tampering with watermarked media is, thus, quickly 

identifiable. More advanced schemes include watermark code which itself interacts 

with the system. This code, with or without interaction with a key, can upgrade 

content security systems and can be characterized by a variety of interactions 

between the protection scheme, associated keys, watermark information, and con-

tent to be protected. Before delving into finer detail, we note that it is unclear that 

any wrapped, embedded, or generally "DRM'd" content has remained wrapped 

or inaccessible. In parallel, we have not observed clear examples where copyright 

hollers have, yet to eschew traditional distribution channels to achieve economic 

success solely through DRM distribution schemes. 

. 1.6.1. Who Is in Control---Active and Reactive Controls 

Protection of copyrighted works may be a proactive control that reduces the poten-

tial of loss at the time of an event, while a reactive control provides an audit trail 

after the fact to conclude what happened and by whom. The two types of con-

trols are complementary and, in many cases, can and should be used concurrently. 

Such consideration as the time value of the content, that period in which the content 

is worth most for protection, is subjective and varies among media types, distri-

bution channels, and market forces. Yesterday's newspaper arguably suffers far 

greater reduction of economic value than long-running hits on Broadway during 
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the time it takes a new edition of the newspaper to appear (changes in critiques of 
the Broadway work, notwithstanding). Uniqueness over data or data copies assists 
in establishing responsibility for the data. Similar to the physical world use of 
receipts for transactions over the "same" material, watermarks act as a control for 
receipts of digitized data. However, time also plays a significant role in value. 

Active controls provide a first line of defense in times of a breach in security. 
With regard to data security risks, there are several types of commonly established 
information security controls, generally categorized as physical; procedural, and 
logical controls. Physical controls are 'generally building access and alarm sys-
tems. Procedural controls include policies, operating procedures, training, and 
audits. Logical controls are placed at the computer system level and include 
application and operating system-level access controls, lists, and perimeter 
protection with firewalls, router security, and intrusion detection systems. With 
respect to the copying of copyrighted media, the most common type of active con-
trols is "security wrappers," often called ("active") DRM [12]. A wrapper wraps 
the digital media around a digital structure to prevent extraction of the media from 
the stored data object. Generally, the wrapper includes encryption of the media, 
"meta-data" about the media, and may include other logic, encrypted or not. 
A simplistic explanation follows here. 

First, content is encoded with associated meta-data, followed by encryption of 
the meta-data and media, and any additional non-encrypted data may be placed. 
Finally, additional information, oftentimes a software wrapper, that must be run to 
extract the media is added. The data object is stored directly within the software 
wrapper. That is, the media is blanketed with multiple layers of controls. To obtain 
the media in a perceptually similar form, the wrappers 'must be removed. Hence, 
this is an active control. However, to be useful, the wrapper must be removed, 
making the media extremely vulnerable at the time of use (viewing, playback, 
etc., when the media is "in the clear" and susceptible to unauthorized use). The 
software wrapper may also require active coordination by a third party during the 
unwrapping process. For instance, the software wrapper may require interaction 
with the content provider to obtain keys to decrypt the content. This communication 
requirement adds additional complexity to the process and, if reqUired, places 
additional constraints when the active DRM-protected media is part of a larger 
workflow. Watermarks need not be incorporated in the previous example. Instead, 
meta-data are placed external to the content for operational requirements, and 
both the meta-data and the media are encrypted. The meta-data, for instance, 
may provide cryptographic authentication of the media or may provide keys for an 
external cryptographic operation that must be performed again including upgrades 
to the system in parts or in its entirety. The placement of watermarks as an additional 
reactive control provides complementary benefits. 

Reactive controls do not actively prevent misappropriation or data transfer from 
happening. However, the benefits of reactive controls are multifold. To support 
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recovery of losses, so-called "tracing traitors" or "identifying pirates," reactive 
controls provide an audit trail for actuarial or forensic analysis. As an ancillary 
benefit to their forensic capability, reactive controls act as a deterrent. Knowing 

that a copy can be traced back to a pirate is common in traditional commerce. 
Reactive controls may also assist with authentication or indicate tampering. 
Furthermore, valuable actuarial information may be obtained through reactive con-

trols, providing marketing information intrinsic to the data objects or distribution 
channels being utilized. Reactive controls are complementary to active controls 

and may be used concurrently. 
Watermarks are a "reactive" DRM control technique. Unlike wrappers, 

watermarks are maintained throughout the data workflow. As watermarks are 
intrinsically embedded into the content, they cannot be removed during processing 

of the copy of the digital media. Ideally, attempts at removal result in degrada-

tion of the content and a corresponding devaluation of the content's economic 
worth. As the copy of the media is moved through its expected and unexpected 
workflow, there are no stages requiring removal of the watermark as the media 
retains its same perceptual qualities. As watermarks do not modify the copy to a 

new format via wrapping or encryption, processing and workflow used prior to 

the incorporation of watermarks in the media do not require modification. Previ-

ous processes continue to stay the same without the incorporation of new steps 

or technology. Moreover, the watermark is retained in each step of the workflow 

rather than being stripped off as is required in many security controls employing 
encryption or wrappers. Once the wrappers are stripped off, they are ineffective, 

and the only protection mechanism remaining is the reactive controls. Watermarks 

can be designed to survive format and data transformations between digital and 
analog domains for varying degrees of persistence. This persistence assists with 
analysis of data that exists in different formats or channels. 

1.6.2 Traceability and Active Controls 

Watermarks, being a part of the media rather than external to it, are not susceptible 

to problems with wrappers. Moreover, when used in conjunction with an active 

control, watermarks are not removed during the unwrapping process. By indelibly 
mapping transaction information to the charicteristics of the media, watermarks, 

are presently deployed in several active control environments to manage authenti-

cation of the media and enable such features as copy management and even system 
upgradeability. In a manner parallel to physical money, active controls are compa-

rable to copy protection features, including ink type, paper stock, fiber, angles of 
artwork that distort in photocopier machines, inserted magnetic strips, and com-
posite art. When all of these security features are reduced to digital data, active 

and reactive controls can be similarly compared. These controls are intended to 
make money difficultto reproduce, while-the serial nuMber is intended to enable 
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• 

audits of specific transactions. Responsibility over individual media copies via 

watermarks can be used to enable policies regarding use limitations, first and third 

party transfers, and any number of active controls. 

Though active controls provide a first line of defense, they have many inherent 

deficiencies. By the very nature of a wrapper, it must be unwrapped to use. Sim-

ilar to a crab moving out of its shell, at the point of unwrapping the media has 

no effective protection mechanism. In practice, several technologies have been 

used to actively protect the media, including physical protection. However, these 

additional controls have limited effectiveness given the sophistication of hackers, 

complexity of the wrapper, and inconveniences presented to users. Once hacks 

have been successfully made, it is relatively easy for less sophisticated users 

to deploy the same hack with little effort. Wrappers increase overall processing 

requirements depending on operating systems or file formats limiting persistent 

protection. Inconvenience is the most significant problem for the users of the 

media. Unless each step of the workflow is able to unwrap "securely," the 

process leaves exposed media vulnerable. Active controls limit the movement 

of information, as each process requires the unwrapping technology associated 

with it. 

1.6.3 Binding Transactions, Not Just a Handshake 

The placement of transactional information directly into media works has many 

benefits. First and foremost, it creates an audit trail embedded directly into the 

work. This information can include time, place, and the identities of the trans-

ferring party and the transferee of the electronic media. Whereas system logs on 

computers can state prior actions that have taken place on a server, these logs 

cannot be used to analyze two copies of the same media and state the past history 

of the works. Yet today, it is not uncommon that multiple copies of the same media 

are transferred to multiple parties, including internal and external parties. System 

logs are insufficient to determine cause during a forensic analysis of media dis-

covered at an unauthorized location unless each copy is serialized. System logs 

also make analysis of first and third party responsibility an unsupported process, 

if applied alone. In practice, a unique serial or transaction number, rather than the 

actual, copyable information, is placed as a search index to map back to additional 

transaction information (e.g., name, date, time, distribution channel, transaction 

id, etc.) stored in a database. Such hierarchy, or layering of "unique digitized 

data," is beneficial for workflow separation (13] and assigning responsibility over 

data as it moves within and beyond an organization's electronic systems. 

As a single work (or otherelectronic media) may be digitally copied into multiple 

digital works at little or no marginal cost, digital watermarks ensure that each digital 

work is uniquely serialized. Similar to physical money with serial numbers, each 

unit is unequivocg 
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S 

a 

unit is unequivocally different and perceptually equivalent from other copies of 

the same source. Properly deployed, digital .watermarks enable inherent audit 

trails of digital data in any number of electronic transactions or workflows. For 

instance, Person A has a copyrighted work with their identity embedded as the 

watermark "Ar. In transferring a copy of the digital work to Person B, Person A 

imprints a watermark with identity "B" into a new copy of the wbrk. This process 

can be repeated from Person B to Person C and so forth. Similarly, additional 

transactional information or a unique serial or transaction number may be placed 

into the work via a watermark. In the process, each electronic copy is digitally 

unique yet perceptually the same. Hence, each copy incorporates an internally 

embedded audit trail of its transactional history. The same work may also have 

been transferred by the same person to two different entities. In this scenario, 

a work sent to "B" is uniquely different, but perceptually equivalent to a work 

sent to "C." As the data is digital rather than physical, a recipient may create 

exact copies. Because of the watermark, each new copy must contain the previous 

embedded audit trail relating to its past history. Each work, independent of what 

the watermark contains and the number of watermarks incorporated into the copy, 

is perceptually the same. From an auditing and forensic point of view, these are 

unique. A copy with watermark "A, B" relates to a work that was last authorized 

for transfer from Person A to Person B and was not obtained directly from "C" or 

from "A." 

1.7 NOW, THE FUTURE 

Looking backward at the progress of technology, as with any hindsight, is much 

simpler than projecting forward. The concepts discussed here do not represent the 

definitive "last word," but an introduction to an important aspect of the technol-

ogy landscape. DRM is a subject with so many competing stakeholders that new 

. paradigms or business models do not necessarily appear obvious [14], and the 

viewpoints are not mutually exclusive. However, business is primarily an exercise 

in seeking profits. Measuring profitability or even accountability are invaluable 

starting points, but by no means is money the only perspective nor should it be, 

especially with regards to copyright. It is not just copyrighted multimedia that 

is impacted by advances and debates over DRM. Arguably, all intellectual prop-

erty will be subjected to similar pressures. A valuable and fungible asset in the 

economy, besides time, is trust. Trust itself shapes many of the compromises that 

are needed in further commercializing networks [15]. An important aside:. if we 

knew what the "blockbusters" would be, we would forgo the agents, promotion, 

distribution channels, specialty retailers, and all other middlemen and offer the 

valuable works from the back of our cars. Caveat emptor. 
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Abstract. The advent of the Web, electronic commerce and the creation of elec-

tronic distribution channels for content have brought new challenges regarding 

the protection of intellectual property. As it has become increasingly difficult 

to protect the distribution medium against copying, techniques for asserting the 

copyright on information have gained in importance. A particularly promising 

method is the use of digital watermarking to embed additional copyright informa-

tion within data. However, central servers or certification authorities are required 

by most current watermarking protocols, thus limiting the wide-spread applica-

tion of watermarking in electronic commerce applications. 
We propose a secure, distributed watermarking scheme using trusted, tamper-

proof hardware. The protocols presented provide support for copyright protection 

and fingerprinting in a de-centralized fashion. F.xtensive use of a public-key in-

frastructure permits the secure exchange of secret keys between trusted devices. 

The unencrypted, private keys never leave the hardware, rendering them unre-

coverable. If adopted, this allows for the establishment of a ubiquitous digital 

watermarking infrastructure to support and foster e-commerce applications. 

1 Introduction 

With the increasing availability and distribution of media in a digital form, the protec-

tion of intellectual property faces new challenges. The possibility to easily and cheaply 

reproduce content without a loss of quality is undermining the film, music and enter-

tainment industries. As a consequence, the question of how to effectively protect the 

copyright holder's interests are critical to a wide-spread acceptance of e-commerce in 

these application domains. 
Two fundamentally different approaches exist to counteract the increased risk of 

copyright infringements: 

— Copy protection attempts to find ways which limit the access to copyrighted ma-

terial and/or inhibit the copy process itself. Examples include encrypted digital 

TV broadcast, access controls to copyrighted software through the use of license 

servers and technical copy protection mechanisms on the media. However, copy 

protection is very difficult to achieve in open systems, as recent developments for 

DVD 12, 1 I I show. 
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— Copyright protection uses embedded information to encode the copyright owner's 

identity within the content. Whenever the copyright of a digital document is dis-

puted, this copyright information can be extracted to identify the rightful owner. It 

is also possible to fi ngerprint digital content with the identity of its buyer to provide 

for the tracing of any authorized copies. The most prominent way of embedding in-

formation in digital media is the use of digital watermarking 171. 

Basically a watermarking scheme consists of two algorithms, one embedding and one 

extraction algorithm. The embedding algorithm inserts a watermark into digital media 

using a secret key, thereby generating the watermarked media Depending on the nature 

of the extraction algorithm, two types of watermarking schemes can be identified. The 
extraction process of private watermarking systems takes the watermarked media, the 

original media, the watermark and the secret key and outputs TRUE if the watermark 

is actually present in. In the case of blind watermarking systems, the extractor extracts 

the watermark given only the watermarked media and the key. Watermark extraction 

should also be possible in the (ncP small modifications have been applied to the marked 

media, i.e. the embedding process should be robust. Such modifications can be the re-

sult of intentional attacks in order to remove the mark or the result of coding schemes 

(e.g. lossy compression) and errors during the transmission [71. Whereas secure copy 

protection mechanisms in open systems seems to be difficult to achieve, copyright pro-

tection systems based on watermarks and strong cryptography are feasible. As a result, 

considerable interest in digital watermaking exists for electronic commerce applica-

tions. However, watermarking protocols are yet to experience wide-spread use. Most 

approaches proposed so far, either make use of a central server to ensure the unique-
ness of watermarks 111, require the generation of disjunct keys for every transaction or 

require the publication of private keys during the dispute resolution 161. 
We propose a secure, distributed watermarking scheme using trusted, tamper-proof 

hardware; however, we this protocol does not attempt to restrict the use of copyrighted 

material and leaves this to higher level solutions. The protocols presented provide sup-
port for copyright protection and fi ngerprinting in a de-centralized fashion. Extensive 

use of a public-key infrastructure permits the secure exchange of secret keys between 

trusted devices. Trust is established using public-key certification and verification. The 

unencrypted, private keys never leave the hardware, rendering them unrecoverable. 
Such a distributed solution appears favorable to one based on the availability of a cen-

tral server, as it is immune to denial-of-service attacks, offers far superior scalahility 

and no-one except for the owner ever has access to the original, unmarked work. 
The remainder of this paper is organized as follows: Section 2 discusses the basic 

requirements and problems of watermarking for copyright protection. The properties of 

tamper-proof hardware are summarized in section 3 and a protocol using such hardware 

is given in section 4. An extension to fingerprinting is presented in section 5. Some 

conclusions are given in section 6. 

2 Considerations for successful watermarking protocols 

Many researchers see watermarks as a cure-all solution to copyright protection prob-

lems. However, this protocol is seriously flawed and susceptible to different attacks as 
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depicted in the following scenarios featuring three imaginary person Alice, Bob and 

Carol, where Alice is the rightful copyright owner, Bob commits an infringement and 

Carol act as judge or arbitrator 

— Invertibility. Bob could try to insert his own watermark in the copy he received and 

claim the ownership of the newly marked object. One could argue that such an at-

tack has to fail, since Mice's original contained only her watermark whereas Bob's 

fake original contains both Alice's and Bob's mark, thereby clearly establishing an 

order of watermark insertion. However, Craver et al. [41 showed that it is—under 

specific circumstances—possible by an attacker to insert a second watermark in the 

already marked object in a way that his new mark seems to be present in the copy 

Alice locked away (although the attacker has no knowledge of the unmarked data). 

In such "invertibility attacks", Bob "subtracts" (rather than adds) his own water-

mark from the watermarked data, and claims the result to be the original work. The 

watermark detector will now detect Bob's watermark in the original object There 

is no way to resolve copyright ownership in this case, as it becomes impossible to 

determine which object is the original. 
In order to prevent such an attack, one has to use noninvertible marking schemes, 

based on hash functions. Another possibility would be the use of a central time-

stamping device. 
— Public versus private information. When Alice is asked to prove the ownership 

of her works in front of a judge, she has to reveal her private key. Since in most 

watermarking schemes the key is coupled with the location of the watermark in the 

digital media, it is then possible to remove the mark once the key is public. Thus, 

once Alice is asked to prove the ownership of a work, all other marks generated by 

the same key are removable. 
Thus, an asymmetric watermarking system (similar to asymmetric cryptography) 

would be preferable, where a mark is inserted by a private key but can be checked 

by a public key. Unfortunately, such schemes do not exist yet. Recently Craver [61 

proposed the use of zero-knowledge proofs in watermarking. 

— Buyer/Seller conflict. Suppose the digital work is not sold by Alice directly, but 

by a distributor named Carol. Bob can always claim that it was actually Carol who 

circulates illegal copies containing watermarks identifying Bob as the customer and 

that he is actually innocent (91. There is no way for Carol to prove the opposite. 

— Copy attack. Recently Kutter et al. (81 showed that in some systems a third party 

is able to copy a watermark from a marked image to another (unmarked) image. 

For these reasons a simple watermarking protocol in this section cannot solve the prob-

lem of copyright protection. However, a number of general requirements for practical 

copyright protection protocols can be established. 

Secrecy Criterion: Watermark verification must be possible without revealing the se-

cret key of the owner. 
Rightful Ownership Criterion: A watermark should uniquely identify the owner of 

a digital document; thus, it should not be possible to forge watermarks <or copy 

watermarks between images). 
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Noninvertibility Criterion: it must at least be feasible to reconstruct a strict order of 

watermark insertion. Thus, if marks , are found in the document, it 

must be possible to determine which mark was the fi rst one (thereby preventing 

"invertibility attacks"). 
Decentralization Criterion: The copyright protocol should not rely on central infras-

tructure, but rather on the existing public-key infrastructure. 

3 Tamper-proof hardware 

Software executing within the main memory of a computer is always susceptible to ma-

nipulation of observation, weakening the secrecy criterion. An intruder may be able to 

retrieve secret key information from main memory during the execution of an encryp-

tion algorithm. Dedicated hardware may provide a far better protection against attackers 

by limiting the number of access points. In combination with audited protocols and cer-

tified software, attackers can be locked out of the system. During the last few years a 

number of tamper-proof hardware devices have been developed and deployed, the most 

popular being smart cards used for identification purposes and financial transactions. 

The physical security of information stored in tamper-proof hardware usually starts 

with the combination of computer memory and processor in a single package with a pro-

tective enclosure. Given the outer enclosure sufficiently protects such a device against 

unauthorized access the the chip, it is extremely difficult to examine the contents of 

the memory cells within the chip. It is also difficult to to intercept the electrical signals 

passing between the processor and memory. Ail access to the hardware is carried out us-

ing dedicated acePss points and protocols. The hardware runs a tiny operating system, 

which implements the communication protocol and provides security. The access to 

state information of processes running within the tamper-proof hardware thus requires 

fairly expensive equipment and unhampered access to the hardware under attack. 

In order to ensure that the software executing within the tamper-proof hardware 

is trustworthy, only manual inspection and certification is possible. However, using a 

read-only memory to store the program code, the hardware remains trustworthy for its 

entire lifetime. If the distribution of secret information is limited to certified devices, 

no danger of a public disclosure exists. If a public-key infrastructure is to be built on 

such devices, the public keys may be signed by a well-known certification authority 

(e.g. an international standardization organization). Although seemingly centralized, 

the central authority is only needed prior to the deployment of the hardware—the op-

eration does not require access to any central site or service. Since software updates 

will likely be necessary, appropriate mechanisms to ensure the integrity and trustwor-

thiness of the new software packages have to be added to updateable hardware. Such a 

software update infrastructure can be built using public-key cryptography and one-way 

hash functions. 

4 Copyright protection protocol based on tamper-proof hardware 

We present a copyright protection protocol which is based on tamper-proof hardware 

and a traditional public-key infrastructure. It is assumed that every user has access to 
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tamper-proof hardware which contains the public key EcA of a certification authority 

and a certified public/private key pair EHA/DHA. It is assumed, that every user has 

a key pair EA/DA as part of an infrastructure for legally binding digital signatures. 

The protocols presented are assumed to be implemented in tamper-proof hardware. 

Copyright protection is based on four protocols: watermark key generation, watermark 

insertion, watermark extraction and a dispute resolution protocol. 

4.1 Watermark key generation 

The purpose of this protocol is to generate a "watermark key envelope", which is used in 

the following protocols. Basically, a watermark key envelope consists of an encrypted 

random watermark and a string describing the identity of a user, signed by the certifica-

tion authority. 

1. Alice requests the signed public key of the hardware and verifies whether it is 

signed by an agreed authority which ensures a conforming software within the 

trusted hardware. 
2. Alice sends an encrypted request to her hardware; this request contains the public 

key EA of Alice along with a string of her identity Id, signed with her private key 

(we denote this by DA(Id)). Furthermore Alice sends a certificate of her public key 

DCA(EA, Id), i.e. her public key and her identify string signed by a certification 

authority. 
3. The hardware generates a random watermark key K and encrypts K with its public 

key EHA, yielding EHA(K) and constructs the watermarking key envelope, con-

sisting of the encrypted watermark EHA(K), the signed user identification D A(Id) 

and the certificate DcA(EA, Id) received: 

WK = EirA (K),DcA (EA ,14 DA(Id)) . 

The hardware signs the envelope and returns it to the user. 

4. Alice checks the signature on WK to ensure unmodified transmission and stores 

WK for future use. 

The watermark key envelope provides a secure transfer and storage medium for the se-

cret watermark key and related information identifying the key holder. This ensures the 

secrecy criterion, because the unencrypted key never leaves the hardware. Even the key 

holder cannot access or manipulate the information contained without using the trusted 

hardware. This guarantees that only valid operations can be performed. The contained 

user identification allows the watermark verification process to uniquely identify the 

key holder (a prerequisite for the rightful-ownership criterion) within the limits of cur-

rent digital signature standards. Signing the key envelope with the secret hardware key 

ensures that an intruder cannot insert a pre-fabricated watermark envelope, as no direct 

verification of the envelope's content is possible for the user. 

It should be noted that one user can have multiple watermark keys. Furthermore, 

one user can also have more than one piece of hardware; one hardware device can also 

be shared between different people. 
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4.2 Watermark insertion 

This protocol inserts a watermark in a digital object 0, thereby using a noninvertible 

watermarking scheme. We assume a method similar to Craver et al. [5] or Qiao and 

Nahrstedt [10]. A noninvertible scheme is based on a hash of the original data. Suppose 

the watermark consists of n watermark bits too,— , wn and the fi rst n bits of a hash of 

0 are bo, , bn. Depending on the value of bi, the watermarking algorithm chooses 

among two possible ways of inserting the watermark bit tui. Assuming a "perfect" hash 

function H (i.e. a hash function which hashes even perceptually similar images to com-

pletely different bit-strings), it is believed that such watermarking schemes are not sus-

ceptible to inversion attacks: suppose an attacker wants to "subtract" a fake watermark 

W' from an already watermarked data 0', thereby creating the fake original 0". Since 

in noninvertible marking schemes the location of W' depends of the fake original 0" 

which is not yet known, the attacker has to guess a bit-string , 14, and a mark 

W' in a way that when W' is subtracted from 0', the result hashes to bi, , bn. This 

should not be possible when using a one-way hash. 

I. Alice requests the hardware public key and verifies it. 

2. Alice sends the original data 0, a string Desc describing 0 and a previously gen-

erated watermarking key WK back to the hardware. All data must be encrypted 

using the hardware public key to fend off any attackers intercepting transfers to the 

trusted hardware. 
3. The hardware extracts the encrypted random watermark EKA (K) out of WK, de-

crypts it to obtain the watermarking key K. It then watermarks 0 using a noninvert-

ible scheme and watermark key K; the watermark itself should consist of a string 

describing Alice's identity. 
4. The hardware sends the watermarked image back to Alice, along with verification 

token consisting of all information necessary to verify the watermark. This includes 

the description, the hardware public key, the watermarking key envelope and a one-

way hash of the original object used by the non-invertible marking scheme: 

Ref = (Desc,EHA,WK,H(0)). 

The hardware signs Ref, returns it to Alice and clears its memory. 

5. Alice retrieves the marked data and stores Ref for use in a watermark verification 

protocol or a dispute resolution protocol. 

Using a non-invertible watermarking scheme ensures the satisfaction of the non-

invertibility criterion. During the process, a verification token is generated, which en-

capsulates all the information necessary in the verification and dispute resolution proto-

cols. The verification token returned to the user, contains a watermarking envelope with 

an encrypted key which can only be decrypted by the original watermarking hardware. 

In order to use it with a different hardware device, it needs to be decrypted by the orig-

inal hardware and encrypted for the new hardware device. This is necessary to uphold 

the secrecy criterion. 

43 Watermark verification 

The watermark verification protocol is straightforward to implement. The same hard-

ware that was originally used to watermark the data is given a marked media and the 
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verification token. It then verifies the presence of the watermark in the media, using 

information from the verification token. 

1. Alice requests the public key from the hardware and checks whether the hardware 

is trustworthy. 
2. Alice transfers the marked object 0 and the associated verification token Ref into 

the hardware. The transferred data is encrypted using the hardware public key in 

order to prevent attackers from inserting fake data 
3. The hardware checks the signature of the verification token, extracts the hash value 

H(0) and decrypts the random watermark key K contained in the watermark key 
envelope WK. After this process, the hardware checks whether Alice's watermark 

is contained in 0, thereby using the watermark key K and the hash H(0), and 

returns the answer TRUE or FALSE. It then clears its memory. 
4. If the answer of the hardware was TRUE, it supports Alice's claim that bob infringes 

her copyright. 

Note that there is no need for the hardware to check the identity of its user, which 

conforms with the decentralization criterion as no central directory is necessary. If this 

identity is in question, authentication will be performed during a dispute resolution 

protocol. Bob may now confess that he was actually illegally distributing Alice's media 

Otherwise, Alice will start a dispute resolution protocol in front of an arbitrator. This 
arbitrator will again verify the watermark and query the certification authority for the 

validity of Alice's public keys. The secrecy criterion holds for watermark key, as it 
never leaves the hardware unencrypted. 

4.4 Dispute resolution protocol 

Probably the most difficult protocol is the dispute resolution protocol. This protocol 

involves three parties: Alice, Bob and an arbitrator/judge Carol. Basically, Carol will 

verify the watermark in her hardware, thereby preventing possible allegations by Bob 

that Alice is actually cheating in the verification process. For this purpose, the judge 

asks Alice's hardware to provide a verification token that is suitable for her hardware 

(i.e. re-encrypt the verification token). Carol's hardware can now verify the validity of 

the mark and cheek the identity of Alice. 
In fact, the dispute resolution protocol does not attempt to determine the actual 

holder of the copyright, but rather establishes an strict precedence order on the claims, 
similar in spirit to the ordering system used for patent rights. The actual copyright 

holder can only be determined, if he/she participates in the protocol. 

I. Alice transmits the public key of her hardware to Carol. 
2. Carol verifies that Alice's hardware is trustworthy. 
3. Carol then asks Alice's hardware to recode the verification token for her hardware 

and provides her hardware public key to Alice. 
4. Alice verifies Carol's hardware key to determine whether the hardware is trustwor-

thy. If this succeeds, both parties have established that their hardware may commu-

nicate using the provided keys. 
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5. Carol's hardware now receives the verification token, recoded and encrypted to 

her hardware. The recoding process involves the decryption and re-encryption of 

the secret watermarking key (contained in the watermarking key envelope). The 

second layer of encryption ensures that the data can not be manipulated during the 

transmission. Additionally, the sending hardware signs the token with its private 

key to uniquely establish the originator. 
In more detail, Alice's hardware receives Ref, extracts and decrypts the contained 

information and returns the token 

(Desc, EHA , 11(0), EHo(K), DCA(EA, DA(Id)) 

where EH, denotes the public key of Carol's hardware. Desc is a string describing 

the digital data, EHA is the public key of Alice's hardware, Efic(K) is the random 

watermark encrypted with Carol's public hardware key, DcA(EA, Id) is a certifi-

cate of Alice's public key and D A(Id) is Alice's signed identity. The entire token 

is signed by Alice's hardware using the secret hardware key DHA • 
6. Carol's device checks the signature on the token received, extracts the necessary 

information. Then, the device decrypts the random watermark key contained in the 

watermarking key envelope and verifies the presence of the watermark using the 

hash. Once the watermark is aeP-epted as genuine, it remains to control the identity 

of Alice to detect the man-in-the-middle: Carol's hardware checks the signature on 

the certificate Dc A(E A, Id) using the public key of the certification authority and 

uses the private key EA to verify the signature DA(Id). However, it remains to 

verify whether the person identified by Id is actually the communication partner 

expected. Existing infrastructure for legally binding digital signatures can be used 

in this phase. 
7. If all tests passed and Alice's watermark is indeed present, Carol's hardware outputs 

TRUE. 

In a simple case, Bob may now confess that he has actually stolen Alice's data. How-

ever, Bob could also claim that he is the rightful owner and that Alice has actually stolen 

his image and inserted her watermark into it. Carol has to resolve this case by checking 

the presence of watermarks in the digital data Alice and Bob claim to be the originals. 

We can distinguish four cases: 

— Bob's original contains Alice's mark but Alice's original does not contain Bob's 

mark: in this caw, Bob clearly inserted his mark after Alice. The court may con-

clude that Alice is the rightful owner. 
— Alice's original contains Bob's mark but Bob's original does not contain Alice's 

mark: this race is similar to the last one; clearly, Alice inserted her mark after Bob 

and so the court may conclude that Bob is the rightful owner. 
— Both Alice's and Bob's original contain no detectable watermarks: in this env, 

no conclusion can be drawn; either Bob or Alice got an unmarked version of the 

image owned by the other one or both Alice and Bob independently inserted their 

own watermarks into an image actually owned by a third person. This third person 

may have watermarked the image or not. 
— Both Alice's and Bob's original contain both watermarks: this is the classical dead-

lock situation produced by inversion attacks. A y: in, no conclusion can be drawn. 
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In the first two cases, it was possible to resolve the copyright situation; in the last two 

cases a final conclusion cannot be drawn and the dispute must be settled in a traditional 

court case. 
Even the first two eases are more problematic than they may seem: since the dispute 

resolution protocol is only a three-party protocol, there might by the possibility that 
both Alice and Bob have actually stolen the image from another party which does not 
participate in the protocol. In this case, the claimed originals might contain other wa-
termarks. Since the watermark key of this unknown party would be required to verify 

that assumption, Carol is not able to exclude this possibility until she has checked all 
watermark keys from all possible parties, which is obviously not feasible. 

Obviously the third and fourth cases are most problematic. One could argue that 
the fourth situation does not happen when using noninvertible watermarking systems. 
The third case should never happen in reality either, as it always results from neither 
party having inserted a watermark or from uncontrolled access to the unmarked original, 
which is then copied by the infringer. 

5 Fingerprinting protocol 

The protocols presented in the last section do not allow the tracing of users selling illegal 
copies of digital data. In addition to the normal watermarking functionality, it is required 
that a mark should identify the buyer of the digital object uniquely. No customer shOuld 
be able to falsely deny that he distributed illegal copies. The fingerprinted media should 
only be known to the customer to avoid false claims of infringement. 

It is straightforward to add such functionalities. However, the marking algorithm 
has to be modified to avoid collusion attacks; assume that several copies of one digital 
object are sold and that an attacker has access to n such copies. By comparing the 
copies, he can find least some of the modifications applied during the marking process 
and try to remove them. To elude this attack, the watermark is encoded prior to the 
embedding process in such a way that several watermarks have a common intersection 
which cannot be found by comparison. Boney and Shaw presented an encoding for 
this purpose in 131. In order to avoid a buyer/seller conflict, the marked data must not 
be known to the merchant. This can be provided for in two ways: the sold data can 
either be marked in the buyer's media or the marked media must leave the merchant's 
hardware encrypted. The watermark insertion protocol can be modified accordingly. 

6 Conclusions and future research 

We argue that watermarking alone is not sufficient to resolve rightful ownership of dig-
ital data; a protocol relying on the existing public-key infrastructure '(which is also used 
for digital signatures) is necessary. It seems that the primary vulnerability of the pre-
sented protocol is the watermarking algorithm itself; most known watermarking sys-
tems are sensitive to intentional distortions of the digital data and do not merge the 
digital data and the watermark completely, as copy attacks show. For these reasons, the 
software used for watermarking will have to be updated regularly. A secure distribution 
protocol will become necessary to support these updates. Additionally, the presented 
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solution poses open problems, if hardware is rendered inaccessible as the hardware's 

secret keys are otherwise compromised. 
The protocol presented in the previous sections eliminates the problem of revealing 

the private key in front of a judgc when verifying a watermark. A distributed solution 

overcomes the main disadvantages of a central solution: limited scalability, a single 

point of failure and the dependence on the trustworthiness of the service provider. Fur-

thermore, extensive use of public key cryptography assures the secure exchange of keys 

and renders man-in-the-middle attacks very difficult; trusted tamper-proof hardware is 

used to conceal the actual watermarking operation. It is easy to imagine that a spe-

cialized microchip—which could integrate other functionality used to support secure 

e-commerce, such as secure electronic transactions and public-key cryptography—can 

be cheaply produced, given the number of potential customers. When a robust and non-

invertible watermarking system is used as a building block for the proposed protocol, 

we believe that this protocol allows the establishment of a sufficiently secure digital 

watermarking infrastructure to support and foster e-commerce applications. 

References 

1. A. Adelsbach, B. Pfitzmann, A.-R. Sadeghi, "Proving Ownership of Digital Content" in 
Proc. of the Third Intl. Workshop on Information Hiding, LNCS 1768,2000, pp. 117-133. 

2. J. A. Bloom, 1.1 Cox, et. al., "Copy Protection for DVD Video", in Proc. of the IEEE, vol. 

87, no. 7, July 1999, pp. 1267-1276. 
3. D. Boneh, J. Shaw, "Collusion-Secure Fingerprinting for Digital Data", in Proc. of the 

CRYPTO'95, LNCS 963, 1995, pp. 452-465. 
4. S. Craver, N. Memon, B. L. Yco, M. M. Yeung, "Can invisible watermarks resolve right-

ful ownership?", in Proc. of the SPIE 3022, Storage and Retrie►al for Image and Video 

Iloahases, 1997, pp. 310-321. 
5. S. Craver, N. Memon, B. L Yeo, M. M. Yeung, "Resolving Rightful Ownerships with In-

visible Watermarking Techniques: Limitations, Attacks and Implications", in IEEE Journal 

on Selected Areas in Communications, vol. 16. no. 4, 1998, pp. 573-586. 

6. S. Craver, "Zen) Knowledge Watermark Detection", in Proc. of the Third International 

Workshop on Information Hiding, LNCS 1768,2000,pp. 101-116. 

7. S. Katzenbeisser,F.A.P. Pr titcolas (eds.), Information Hiding Techniques for Steganography 

and Digital Watermarking, Boston, London: Artech House, 2000. 

8. M. Kutter, S. Voloshynovskiy, A. Herrigel, - The Watermark Copy Attack" in Proc. of the 

SPIE 3971, Security and Watermarking of Multimedia Contents II, 2000. 

9. N. Memon, P. W. Wong, "Buyer-seller watermarking protocol based on amplitude mod-

ulation and the BI Gams! Public Key Crypto System", in Proceedings of the SPIE 3657, 
Security and Watermarking of Multimedia Contents, 1999, pp. 289-294. 

10. L Qiao, K. Nahrstedt, Watermarking Schemes and Protocols For Protecting Rightful Own-

erships and Customer's Rights, Research report, Dept of Computer Science, University of 

Illinois at Urbana-Champaign, 1997. 

I1. B. Schneier, DVD Encryption Broken, Crypto-Gram Newsletter 11/1999, available at 

http: / /www. counterpane . com/crypto-gram--9911 . hunl. 

DISH-Blue Spike-246
Exhibit 1010, Page 0918



What is Acceptable Quality in the Application 

of Digital Watermarking: Trade-offs of Security, Robustness and 

Quality 

Scott Moskowitz, 

Blue Spike, Inc. 16711 Collins Avenue No. 2505, Miami Beach, Florida 33160 

scott@bluespike.com 

Abstract 

Quality is subjective. Quality can be objectified by the 

industry standards process represented by such consumer 

items as compact disc ("CD') and digital versatile disc 

("DVD'). What is lacking is a means for not only 

associating the creation of valued intangible assets and 

extensions of recognition but establishing responsibility 

for copies that may be digitized or pass through a digital 

domain. Digital watermarking exists at a convergence 

point between piracy and privacy. Watermarks serve as a 

receipt for information commerce. There is not likely to 

be a single digital watermark encoding scheme that best 

handles the trade-offs between security, robustness, and 

quality but several architectures to handle various 

concerns. The most commercially useful watermarking 

schemes are key-based combining cryptographic features 

with models of perception. Most importantly, in audio 

watermarking there currently exists mature technologies 

which have been proven to be statistically inaudible. 

1. Introduction 

The efficacy of copyright management systems will 

depend largely on keeping "security" out of view from 

consumers while enabling clear responsibility to be 

attributed to the media content being traded. Consumers 

have repeatedly rejected access restriction and registration 

protocols as currently deployed in favor of open peer-to-

peer systems. Meanwhile, the digital watermark research 

literature is littered with assertions concerning "quality" 

which have been made without comprehensive "golden 

ears" listening tests, such as those conducted for the 

Secure Digital Music Initiative's ("SDMI") Phase 2 

standards process or similar tests that have been 

conducted in the visual applications field. Security and 

quality are complex and subjective. 

Complicating matters is the inherent difficulty with 

implementations of digital rights management ("DRM") 

systems on consumer PCs that typically lack realistic 

provisions for authenticating digital objects. Ignoring 

historical precedent and legal province of "fair use" and 

the "first sale doctrine" serves to obscure the economic 

value attributed to content. In an ideal digital 

watermarking system, maintenance of the intended 

perceptible quality must be weighed against the technical 

reality of trade-offs with security and robustness against 

attack. Determining tampering or attributing responsibility 

for copies are inherent features of economic activity. 

Successful commercialization requires a focus on the 

perception of value; the file format must be relegated to 

convenience [ I ]. 

Without an audit trail, or the creation of receipts for 
content, a means of settling responsibility for particular 

digital objects will prevent successful commerce in an 

information economy. The general need for commercial 
deployment of workable digital watermarking schemes is 

best represented by the widespread acceptance of 

NapsterTm, and its progeny, including, Music Citym, 

KaZaATm, et al. 

The presence of a content identification watermark is the 

hook to facilitate commercial markets surrounding the use 

of music, and other media, by consumers. Some of these 

uses include: monitoring of broadcast playback by 

performing rights organizations ("PROs"), premium 

services for peer-to-peer music distribution networks (a 

commercial Napster), and consumer content identification 

services (like Gracenote"4/CDDB for individual tracks). 

The cost on a computational resource basis is lower than 

competing identification systems using so-called "signal 

fingerprinting" and onerous application of DRMs that 

obscure any a priori willingness of general consumers to 

pay for content [2]. Furthermore, the cost is borne by -each 

client in a distributed manner, avoiding processing and 

bandwidth bottlenecks, similar to the way that Napster 

distributed storage. 

In this paper, a description of several of the decoding 

system applications, and why watermarks are a necessary 

feature of any workable market for the commercial 
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exchange of content will be highlighted. Included is a 

comparable statistical measure of the actual maturity of 

audio digital watermarking having been proven to meet 

the most stringent, if not subjective, standards of sonic 

quality. 

2. Broadcast Monitoring 

At present, a variety of technologies are used to monitor 

the playback of sound recordings on broadcast outlets. 

Digital watermarking is a better alternative to all of the 

deployed technologies because it couples automated 

detection with extremely high reliability. A single PC-

based monitoring station can continuously monitor up to 

16 channels of audio broadcasts 24 hours a day with no 

human interaction. The results of the monitoring are 

assembled at a central server and made available to 

interested licensees, such as the PROs, for a fee 

equivalent to the price they currently pay for monitoring 

data. Unlike currently deployed systems, there is an 

extremely low statistical chance of misdetection. 

Additionally, the system can distinguish between 

otherwise identical versions of a song, which are 

watermarked for different distribution channels, further 

improving the quality of the reported data. 

Deployment of such a system requires two things: a 

monitoring infrastructure and the watermarks to be 

present in the content. Leading monitoring companies 

have developed and deployed extensive infrastructures 

that have been designed to identify certain encoded audio 

and video signals as they are distributed. Watermarking 

music or video is planned by all major entertainment 

companies, those who possess closed networks, as well as, 

those involved in advertising. 

3. Peer-to-Peer File Sharing 

The immense popularity of peer-to-peer file sharing 

("P2P"), in combination with recent legal rulings, presents 

a challenge: how to commercialize a file-sharing network. 

Watermark-based content identification is the solution. 

Each track is to be identified by the client's computer 

using a watermark detector. Ideally, the detector may be 

upgraded or replaced by a plurality of watermarking 

algorithms, if said algorithms are generated in 

combination with an upgradeable cryptographic key for 

such use. A so-called "steganographic cipher key" 

performs identification and authentication functions 

without revealing the unwatermarked original media 

content. The identity or authenticity of the track is then 
used to filter the server search engine, so that each 

subscription level only provides access to "allowed" 

content. Signal fingerprints or web trawlers cannot 

independently establish responsibility for any given 

digital object at comparable measures of computational 

overhead as embedded watermarks but can be used to 

reduce forensic searches for particular fi les. 

As there are many embedding techniques and 

compression algorithms; so there should be support for 

many types of watermarking embedders and detectors. 

That a key-based watermark process essentially maps or 

concatenates a cryptographic signature in such a manner 

as to mimic the perceptibility of any given media object, 

emphasis on authenticity of digital objects is likely to 

assist in accurately determining what consumers are 

willing to pay for. These keys may also be used to 

watermark portions of specific areas of a signal or even 

save signal characteristics to the key to assist in detection 

or decoding watermark message data. Collectively, the 

ability to tamperproof or restore a suspect digital object 

with a watermark key is invaluable to maintain authorized 

information-based markets. Here is how it works in 

action: 

3.1. Encoding 

Encoding happens at the mastering level of each sound 

recording, as currently contemplated by the major label 

music companies as well as the major studios for video. 

Downstream, "transactional" watermarks are also 

considered. Each song is assigned a unique ID from the 

identifier database, and that ID is encoded in the sound 

recording after all other mastering processes are 

completed, but prior to the song being prepared for a 

specific distribution channel. To enhance imperceptible 

encoding of those few audio or video recordings that 

require special processing, human-assisted watermark key 

generation is readily available. 

3.2. Decoding 

Decoding happens each time a new song is made 

available on a P2P user's computer. A highly efficient 

background process decodes each sound recording, and 

queries P2P's main server as to the status of the selected 

track. The server would respond that the sound recording 

falls into one of the following categories: 

Uncontrolled: The sound recording either does not 

contain a watermark, or the copyright owner has chosen to 

make the song freely available to all users. In this 

example, the sound recording will be freely available to 

pass through the P2P server. 
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Premium: The sound recording is part of a subscription 
package and is made available only to the premium 
subscriber of that subscription package. 

Restricted: The sound recording is not authorized to be 
shared on the main server and will not be available for file 
sharing purposes. 

4. A Real World Example 

Alice is a Napster user. She has a hard drive directory of 
audio files which her Napster application monitors. She 
rips a new CD into that folder and starts the Napster 

application. The application reads the watermark on each 
track to identify those tracks. The new tracks, like all on 
her computer, are available for her own, unlimited, use. 

When Alice connects to the server, her computer 

broadcasts the identity of all of the sound recordings in 

her shared folder. These, are a mix of uncontrolled, 

premium, and restricted content, as determined by the 

server at that time. For the new tracks that were recently 

added to her folder, the server identifies that one song is 

premium, and the others are uncontrolled. 

Bob is a Napster user, and is looking for music. He is a 

premium subscriber. The Napster server makes the 

uncontrolled and premium music on Alice's computer 

available to Bob. 

Carl is another Napster user, but not yet a subscriber. He 
sees only the uncontrolled music when he logs on to the 
Napster server. 

This system provides minimum impact on consumers, 

while maintaining the safeguards necessary for the sharing 

of copyrighted material. Each user is not prevented from 

using restricted songs on their own computer, since in 

most cases they will have purchased them legally, for 

instance on CD or by subscription. Those songs are 

simply not available to others against the wishes of the 

copyright owner. No other approach to the rampant 

problem of unfettered file sharing is technically 

reasonable. When combined with technologies such as a 

content-specific cipher, which encrypts data in such a 

manner as to retain perceptibility but distort the media 

content in a tiered fashion (a predetermined key or key 

pair combined with a transfer function), copyright owners 

can estimate the highest optimized mix of quality 

thresholds demanded by consumers over a network in real 

time. 

Users, in this scenario, purchase individualized keys 

(essentially tied to their public key or some equivalent 

digital credential for purchase options) based on 
observable music, video, or images, with reasonably open 
access that improve the quality of the music, or other 
media, as consumers "click through" to higher quality 

thresholds. A reduction in server overhead and cost, as 

well as maintenance of recognizable but secure media 
files, combined with digital watermarking, represent the 

state of the art in addressing file sharing. This also allows 

for multiple subscription levels based on content types 

and quality settings. The need to store multiple versions, 

both compressed and uncompressed, as per requirements 

for typical DRM systems, in an encrypted state is likewise 
reduced. Commercially, owners or aggregators of content 

will be able to estimate payment and bandwidth resources 

in real time. A natural extension is to provision paths of 

packets, that comprise media content, demanded between 
users, to efficiently provision bandwidth at the highest 

market price. 
In the event that the sound recordings are not available 

with watermarking, application of signal recognition 

(fingerprinting) offers additional coverage. A unique 

abstract of the selected sound recording is taken and its 

signal characteristics are compared to an associated 

database. This comparison will identify the name of the 

performance if the sound recording is included in the 

database. Simple hashes or checksums of the audio file 

are ineffective given the range of reasonable alterations 

conceivable. Predetermination of the types or amount of 

signal manipulations expected on the audio file can be 

used to create a better, more robust "signal abstract" 

(which may be stored publicly, privately, or at a 

certification authority to point out authorized versions of 

the recording) than currently available signal 

fingerprinting applications. Application to other forms of 

media is obvious. 

The signal recognition application is primarily useful for 

legacy, unwatermarked, material. This specifically limits 

the scope of the signal fingerprint database, which is 

crucial to maintaining the feasibility of fingerprinting. At 

present, no entity has demonstrated fingerprint technology 

that can economically scale to cover the daily increase in 

available media content. Nor can it be expected that 

"versioning" of the content in question will decrease in 

the future. With versioning of media content, more 

personalized exchange of any particular digital object is 

likely to require a means to independently authenticate 

objects without requiring predetermination of all possible 

manipulations of the media object in question. 

5. Consumer Song Identification 

Gracenote (formerly CDDB) offers a hugely successful 

system to identify physical CD's based on their Table of 
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Contents. The hole in the system is that it is useless for 
content that arrives as an individual digital track. An MP3 
found on a peer-to-peer system can arrive without any 
linkage to the distributor or artist. Watermarking can fix 
this, allowing an anonymous track to be reassociated with 
its creator, and facilitating sales by all of the members of 
the value chain. 

An inexpensive watermark detector would be added as a 
feature or plug-in to all popular music players, just as the 
present Gracenote software is included. Any incoming 
track could be detected and then decoded, and a resulting 
query could be made to a server which not only identifies 
the track, but places it in a sales context for the up-sell of 
all manner of associated items, from other tracks by the 
same artist, to concert tickets and merchandise. 

Best of all, the consumer's identification act also provides 
critical data on the use and popularity of each track. Here 
the watermark is crucial, because it can distinguish 
between identical tracks obtained from different sources, 
thus informing the viability and market potential of 
different modes or even channels of distribution. Finally, 
if the distribution channel is correctly identified, the 
consumer can be up-sold the appropriate items. For 
example, if they recorded the song from an Internet 
broadcast, sell them the CD. 

6. "Audio Quality" by Statistics: SDMI 

Much has been ignored or misunderstood in the research 
literature concerning acceptable quality parameters for 
digital watermarking systems. Given the generally higher 
sensitivity to distortion in the human auditory system, and 
its relevance to any psychoacoustic modeling, this paper 
offers opinions based on the most extensive audibility 
testing endured over the past six (6) years. This testing 
has been conducted on a number of different encoding 
schemes: least significant bit (LSB), adaptive 
quantization, amplitude masking, and several variations of 
mature psychoacoustic masking has yielded statistical 
proof that at least one audio watermarking technical is 
"inaudible" and technically mature. Most of this audibility 
testing has been conducted under confidentiality 
agreements with little if any provision for publicly 
benchmarked results. Moreover, automated watermarking 
systems, not the far more flexible application of key-based 
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systems, have been exclusively emphasized for unknown 
reasons. The exception was the lengthy, heavily 
publicized, and comprehensive SDMI Phase 2 listening 
tests. The results presented herein were prepared by an 
independent doctoral statistician hired by the SDMI 
organization. 

Figure 1. Values above 0.05 indicate 
agreement with a random model. A digital 
watermark was less likely to have been 
detected. Values under 0.05 indicate 
disagreement with a random model. A digital 
watermark was more likely to have been 
detected [3]. 

While it might be obvious that most commercially 
valuable music is loud and compressed enough to make 
any watermarking system acceptable from a sonic quality 
perspective, all of the significant commercial tests which 
have been conducted have been focused almost 
exclusively on classical pieces with very little data hiding 
space. Unfortunately, most testing has also focused on 
robustness without provisioning for key-based systems 
that can authenticate audio files and carry enough data in 
the key to assist in determining the original recording's 
scale or other signal features, without requiring the 
original unwatermarked file. Watermarking is a mature, 
flexible analog to its real world counterpart: that 
significant feature of commerce— the receipt. Without 
provably secure watermarks, or receipts, it is not likely 
any technology will satisfy the expectations of rights 
owners, consumer electronics manufacturers, information 
technology vendors and the public at large. 

7. Conclusion 

Consumers have created and embraced particular usage 
models for music, which includes CD copying, file-
swapping, and format indifference. They expect to be able 
to play music on any of a number of device platforms, 
from stereos to computers to cell phones. Any system of 
music distribution that ignores or significantly impedes 
these models will meet with limited success. 

More pointedly, the economics of DRM are questionable 
at best [4, 5]. The cost of recognition, promoting or 
otherwise creating demand for information content is 
separate from responsibility once that information content 
has been transacted. Access restriction threatens the 
viability of the historic reality that a few copyrights 
account for a lion's share of revenues. In 1999, for 
instance, only 0.03% of compact discs accounted for over 
a quarter of all revenues [6]. In 2000, 0.35% of all albums 
released accounted for over half of all revenues: 88 

000 = I\ 
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releases represented slightly over 25% of revenue [7]. 
Similar market realities apply to all forms of 
entertainment, including video, limiting any supposition 
that we can predetermine the success of any given media 
content release [8]. 

Arguments that "superdistribution" will replace market 
realities lack any real world examples; in fact, financial 
success generally boasts models seeking monopolistic or 
oligopolistic control of profitable intellectual property. As 
with physical media distribution emphasis is better placed 
on enabling differentiations between authorized and 
pirated versions of a given media content fi le copy or 
stream. Concatenating a digital signature to a media file, a 
key-based digital watermark, is the most appropriate 
means to enable markets for the open, accessible 
exchange of media content. Ultimately, key-based digital 
watermarks enable a balance to be struck between privacy 
and piracy. Moreover, they assist in providing 
transparency to replace statistical models currently relied 
upon by market participants. Essentially enabling receipts 
for information commerce. It is the conduit through which 
the business of music, and media in general, will be 
conducted, now and in the future. 
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Abstract. Secure watermark embedding allows to securely embed a wa-
termark into a piece of content at an untrusted user device without 
compromising the security of the watermark key, the watermark or the 
original. In this paper, we show how secure embedding can be achieved 
by using traditional watermarking schemes in conjunction with partial 
encryption techniques, which were primarily developed to farilitate fast 
encryption of media content. Based on this concept, we develop two new 
efficient secure embedding mechanisms, one for the MASK watermark-
ing scheme operating on baseband audio and one for a spread spectrum 
watermarking scheme operating on MPEG-2 encoded video streams. 

1 Introduction 

In the past few years we have experienced a clear shift from classic content distri-
bution channels, such as CDs or DVDs, towards electronic content distributiou 
(ECD). Even though electronic distribution offers new business possibilities for 
content providers, the risk of un-authorized mass re-distribution largely limited 
the widespread adoption of digital distribution channels. Digital Rights Man-
agement (DRM) systems try to minimize the risk of copyright infringements by 
using cryptographic techniques to securely distribute content to client devices 
and enforce proper usage. Encryption, however, can only offer a partial solution 
to the problem of unauthorized distribution. Eventually, the content has to be 
decrypted and presented to the user in (analogue) clear-text form, from which 
copies can easily he made and re-distributed. 

Forensic tracking watermarks [131—which may be used in place of or in 
conjunction with traditional DRM/encryption methods—allow to enforce us-
age rights beyond the digital domain. In a forensic tracking system, eackcQpy 
of the distributed content is watermarked with a unique transaction tag, which 
links that copy either to a particular user or to a specific device. When an unau-
thorized copy is found, the embedded watermark (carrying the transaction tag) 
uniquely identifies the source of the copy, and allows to trace the user who has re-
distributed the content. Even though forensic tracking in itself does not prevent 
unauthorized re-distribution, the risk of being caught acts as a strong deterrent. 

DISH-Blue Spike-246
Exhibit 1010, Page 0924



In current forensic tracking systems, forensic watermarks are embedded into 

the content directly by a trusted distribution server before the content is released 

onto u. distribution network. This model, however, severely limits the applicabil-

ity of forensic watermarks in forthcoming content distribution models: 

— Integrating forensic tracking watermarks into large-scale ECD systems brings 

challenges with regard to security, system complexity, and bandwidth usage. 

As the ECD server needs to embed a unique watermark into each copy 

of the content, both the server load and the bandwidth requirements for 

content transmission scale linearly with the number of users. In large-scale 

content distribution applications, the watermark embedder at the server side 

turns out to be a major performance bottleneck. In addition, as the content 

is personalized for each user, distribution requires a point-to-point channel 

between the ECD server and the client, prohibiting the use of broadcasting, 

multicasting and caching, which significantly reduce the bandwidth usage 

for content transmission. 
— In addition to the above-mentioned performance problems, server-side water-

mark embedding is unsuitable in forthcoming content distribution systems 

which employ a clear separation between content providers and license bro-

kers. For example, in the OMA DRM model Pi, content is allowed to float 

in a network freely in encrypted form. Once a party wishes to access the 

content, it purchases a license from a clearance center and obtains a de-

cryption key. Due to the absence of a central distribution server, server-side 

watermark embedding is not applicable in this scenario. 

These limitations could be circumvented if the untrusted client devices them-

selves perform watermark embedding. The major obstacle to be solved is that 

watermark embedders require knowledge of a secret watermarking key, which, 

once exposed to an attacker, allows to effectively remove watermarks. Thus, wa-

termark embedding at the client must be done in a way which does not compro-

mise the security of the keys; in addition, neither the watermark nor the original 

content should be available for the client. In the sequel, we will call client-side 

watermark embedding systems achieving these security properties secure water-

mark embedding. The use of secure client-side embedding can overcome both 

above mentioned limitations: it shifts the computational burden of watermark 

embedding to the client, allows to use broadcasting techniques to distribute en-

crypted content, and facilitates distribution models where no central server is 

involved in the actual purchase phase. 
Secure watermark embedding transmits to the client an encrypted version of 

the original content together with some helper data, which implicitly encodes 

the watermark to be embedded. The client can use this personalized helper data 

to decrypt a watermarked version of the content that was sent to him. Still, the 

client cannot extract the watermark out of the helper data or obtain the original 

content in the clear. 
In this paper, we show how secure watermark embedding can be realized by 

utilizing concepts of partial encryption {14 which have primarily been developed 
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Fig. 1. Electronic Content Distribution utilizing secure watermark embedding. 

in the past in order to speed up the encryption process of media files by selectively 

encrypting only the perceptually most relevant parts. To use partial encryption 

for secure watermark embedding, we encrypt the perceptually most relevant 

parts of a piece of content and give the client helper data which allows him to 

decrypt the content in a slightly different way; the differences induced by the 

changed decryption process represent the watermark. In this paper, we show 

how this general methodology can be applied to baseband audio and MPEG-2 

compressed video streams. 
The rest of the paper is organized as follows. In Section 2 we discuss in 

greater detail the concept of and the requirements for practical secure water-

mark embedding; Section 3 reviews existing client-side watermark embedding 

solutions with regard to the requirements. In Section 4 we outline our general 

methodology for secure embedding, while Sections 5 and 6 discuss two concrete 

implementations of the methodology for baseband audio and MPEG-2 encoded 

video streams. Finally, Section 7 concludes the work. 

2 Secure Client-Side Watermark Embedding 

Figure 1 illustrates the concept of secure watermark embedding in the context of 

electronic content distribution in greater detail. When a client wants to retrieve 

a piece of content c, he contacts a distribution server, who ships an encrypted 

version E(c). At a later state, some party (not necessarily the same server) gen-

erates a watermark representing the identity of the user and computes helper 

information h, implicitly coding the personalized watermark. This helper infor-

mation is subsequently shipped to the client, who can use h to decrypt a copy of 

the content which is watermarked by w (denoted by c+w in the figure); however, 

the helper information h does not allow him to infer either c- or the watermark 

directly. 
We can identify the following requirements for practical secure watermark 

embedding techniques: 
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— Low bandwidth overhead. The transmission overhead induced by the secure 
watermark embedding mechanism should be 13: I small as possible. In partic-
ular: 

• The employed encryption algorithm should operate in a space efficient 
manner, i.e., the size of E(c) should be similar to the size of c. This is 
especially relevant as content is usually transmitted in (lossy) compressed 
form. The chosen encryption algorithm E should thus Ideally operate 
directly on compressed content. 

• The bandwidth required for the transmission of the helper data h should 
be considerably smaller than the one required for transmitting E(c). 

— Security. Transmitting E(c) and the helper data h must not compromise the 
security of either c or w. In particular, h must not reveal to the client more 
information about the original and the watermark than it is already leaked 
by the watermarked work itself. 

— Content independence. Ideally, h should be independent of the content c. 

This enables the use of secure watermark embedding in flexible distribu-
tion models that split the content distribution from the license acquisition 
process. Furthermore, it allows to pre-compute helper data for a particular 

set of clients (which may allow to implement live video broadcasting solutions 
in which the computationally intensive process of helper data generation can 

be done offline). 

3 Related Work 

Secure watermark embedding has only recently gained attention in the scien-

tific community. With current technology, client-side watermark embedding is 

typically performed in a dedicated piece of hardware within consumer electronic 

devices (see [11,10] for a framework). However, this solution has the apparent 

drawback that it requires a dedicated hardware installed base, cannot be eas-

ily integrated in legacy applications and is not easily updatable. Thus software 

solutions are clearly preferable. 
In broadcast environments, Crowcroft et al. [4] and Parviainen et al. [9] 

proposed a client-side watermark insertion technique based on stream switching. 

In their method, they chop the content stream into small chunks and broadcast 

two version of the stream, watermarked with different watermarks. Each chunk 

is encrypted by a different key. Clients are given a different set of decryption keys 

that allow them to selectively decrypt chunks of the two broadcast streams such 

that each client obtains the full stream. The way the full stream is composed 

out of the two broadcast versions encodes the watermark. However, this solution 

does not meet the bandwidth requirements stated above, as the amount of data 

needed to be broadcast to the clients is twice as large as the content itself. 

Emmanuel et. al. [5] proposed a client-side embedding method in which a 

pseudorandom mask is blended over each frame of a video; each client is given a 

different mask, which, when subtracted from the masked broadcast video, leaves 

an additive watermark in the content. The scheme has security problems, as 
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Fig. 2. Secure watermark embedding using partial encryption. 

a constant mask is used for all frames of a video, which can be estimated by 

averaging attacks. Subsequently the estimated mask can be subtracted from the 

encrypted video in order to obtain a perceptually acceptable and watermark-free 

version of the content. 
Anderson et. al. [3] designed a special stream cipher, called Chameleon, 

which allows, by appropriate design of encryption keys, to decrypt Chameleon-

encrypted content in slightly different ways. Thus, the special design of the cipher 

allows to leave a key-dependent trace in the decrypted data stream. Kundur and 

Karthik [6] were the first to use techniques from partial encryption together with 

Chameleon in order to fingerprint digital images. Their method is based on en-

crypting the signs of DCT coefficients in an image; during decryption some signs 

are left unchanged, which leaves a detectable fingerprint in the image. As the 

sign bits of DCT coefficients are perceptually significant, the partially encrypted 

version of the content is heavily distorted. However, as some DCT coefficients 

are left scrambled during decryption, the watermark can be visible; visibility of 

the watermark must be traded in for optimal detection. 
Recent work by Adelsbach et. al. [1] showed how to generalize the Chameleon 

cipher in order to be able to embed spread spectrum watermarks. However, the 

work still only considers uncompressed baseband signals. 

4 Secure Embedding ThrAgh Partial Encryption 

In this section, we show how secure watermark embedding can be realized 

through partial encryption. As mentioned above, we choose a partial encryp-

tion scheme and encrypt perceptually important parts of the content, while pre-

serving the content file format. Finally, we provide the client with helper data, 
which allows him to access a personalized, slightly modified version of the con-
tent. The remaining unique signature (difference between the original and the 
reconstructed version) can later be used as a forensic watermark to trace back 

the origin of the content. The concept is schematically depicted in Figure 2. 

DISH-Blue Spike-246
Exhibit 1010, Page 0928



Note that in our approach we only perform partial encryption of the content 

c (for example, as opposed to (1]). Typically, in DRM applications partial en-

cryption of the content is sufficient, as the content itself is not confidential (it 

can be accessed by every legitimate user). For the security analysis of a forensic 

tracking watermarking architecture one has to assume that an attacker posesses 

at least the same information as a legitimate user. Thus, the applied encryption 

scheme only needs to protect those parts of the content that potentially help an 

attacker to derive an un-watermarked copy. In addition, partial encryption has 

the advantage that the encrypted files can be viewed or listened on a normal 

playback device. Even though the content is severely distorted, the user gets a 

first impression on how the decrypted content will look like. Thus, the partially 

encrypted content can serve as a low-quality preview. 

In greater detail, the proposed system works as follows: 

Server: The server performs the following operations: 

1. The server reads an input content c, 

2. chooses perceptually significant features of c, 

3. and encrypts those features using a format compliant partial encryption 

scheme; this process yields to a perceptually unacceptable distorted con-

tent E(c), which can be safely released into the public. The features are 

chosen in such a way that it is hard to reconstruct, using techniques 

of signal processing, a perceptually acceptable estimate of c out of the 

encryption E(c). 

4. For each user i, the server generates a watermark ws and chooses helper 

information 11,1, which can be applied to E(c) in order to undo the dis-

tortions of the encryption process and to leave a detectable watermark 

The helper information hi is constructed in such a way that knowl-

edge of hi does not allow the client to infer the watermark. In addition, 

knowledge of hi does not facilitate obtaining an un-watermarked copy of 

the content. 
5. Finally, the server sends hi to the client. 

— Client: The client performs the following operations: 

1. The client acquires the content E(c) from the public domain and 

2. receives the helper information hi from the server via a one-to-one link. 

3. Finally, the client applies hi to the distorted content E(c) in order to ob-

tain his personalized copy of the content yi. This process produces a per-

ceptually acceptable, but watermarked output signal, yi = hi(E(c)) = 

C 

In the following sections, we show how this general concept can be applied to 

baseband audio and MPEC-2 encoded video streams by discussing two proof-

of-concept implementations. 
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Fig. 3. MASK watermarking system based secure watermarking scheme. 

5 Baseband audio 

In this section, we show how the MASK [7] audio watermark embedder can be 

implemented safely -at an untrusted client device. To facilitate our discussion, 

we first present a brief summary of the MASK watermarking system, and subse-

quently show how this system is implemented in the context of secure watermark 

embedding. 

The MASK watermarking system. In MASK, a watermark is embedded by mod-

ifying the envelope of the host signal. More specifically, given the host signal c[n] 

and the watermark signal wt [n], the watermarked content yi[n] is given by 

Vi[n] = c[n] + (1) 

where the watermark signal wi[n] is chosen in such a way that it predominantly 

modifies the short time envelope of the signal, and the gain function a[n] is 

controlled by a psychoacoustic model of the human auditory system. The MASK 

system has been extensively tested and has proven to combine good audibility 

quality with high robustness. For more details on the implementation and on 

the robustness tests, we refer to [7]. 

Joint decryption and watermarking. Figure 3 shows the secure embedding frame--

work for MASK. Encryption of the original content is achieved by modulating 

the host signal with a piece wise stationary random sequence R[k] such that 

the resulting audio is perceptually annoying to listen to. Let T be the interval 

(frame) over which Rik] remains constant and let ck[nl, 0 < n < T —1, represent 

the k-th frame of the content signal. We encrypt the k-th -frame by 

E(ckinD =-- (1 + filkiR{kl)ck (2) 

where the weighting coefficient t3[k] is chosen in such a way that the condition 

1 + a[k]R[k] 0 0 is always satisfied. 
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For one client i, the server first generates the MASK watermark signal wi[k] 

that is linked to the identity of the client (for the process of payload encoding 

we refer to [7]). The watermark signal tui[k] is made to vary gracefully in order 

to minimize audible artifacts in the watermarked content. The typical waveform 

of wi tki is shown in the upper part of Figure 4. Finally the server computes a 

helper signal hi for user i, which is given by 

1+ a[k]tut (kl ,
hi fk] = 1 

+
otkiRtki (3) 

and distributes this signal to client i. 

On the client side, joint decryption and watermarking is achieved by taking 

the product between the helper data hi[k] and the encrypted frame content 

E(ck). More specifically, for each frame k, the client computes the watermarked 

frame signal yi,k[n] by 

yi,k(n] = hi [k]E(ck [71]). (4) 

Substituting the values of hi[k] and E(ck[n]) from (3) and {2), respectively, we 

obtain 
Yi.k in) = (1 + er[n]wifkl)ckinj. (5) 

From the last equation we see that the client is left with a MASK-watermarked 

version of the content. The MASK watermarking system is extensively studied 
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in different papers (8, 7, 14) and has been shown to combine excellent audibil-
ity/robustness tradeoff. Thus, in this paper, we do not consider such details, 
interested readers are advised to visit the above references. 

Effect of the spreading factor on Robustness and Security. Note that in the above, 

we have assumed that the random number R[k] remains constant for a period 

of T samples. If we let q represent the number of audio channels, this means 

that a single random number is provided for every T x q audio samples. This 

in turn implies that the size overhead introduced by the helper data is linearly 

related to the "spreading" factor T. In MASK system (crf. [7]), T represents the 

so-called watermark symbol period. It reflects the granularity of the watermark 

symbol repetition. If the audio clip is long-enough the symbol period does not 

affect the robustness significantly because the total number of samples per a 

single watermark symbol remains unchanged. To be more specific, let T1 and 

T2 be two spreading factors, 1,,„ be the length of the watermark sequence and 

L„, x max(T2, Ti) be the length of the audio clip. Then, in the audio, the 

watermark sequence will be repeated ri = L81(L,„,*T1) times for the case of 

and r2 = Lo,/(Lt, *T2) times for the case of T2. The repetition of each watermark 

symbol is given by T1 x r1 for the first case and by T2 x r2 for the second case. 

After substituting the values of r1 and 7'2, both of the above products simplify 

to L„/L,„. This shows that if L,, is large enough, the level of averaging used to 

extract each symbol is independent of the spreading factor and thus robustness 

is not significantly affected. However, the spreading factor T introduces tradeoff 

between security and size overhead. That is, repeating Mk) over several samples 

leaks information. We differ the security analysis for a future work. 

Experimental results. We have tested the system depicted in Figure 3 using 

different stereo audio streams sampled at 44.1 kHz. For the test, we have chosen 

T = 64 samples, fi[k] = /3 = 0.9 and a[k] = a = 0.15. The encrypted audio 

E(c), though still recognizable, is graded as extremely annoying to listen to, 

whereas the watermarked output signal yi is perceptually indistinguishable from 

the original one. In the implementation, the helper data was coded in 8 bits 

float, thus for the transmission of the helper data a side channel with capacity 

of at least 
8 *44100 

CC: tf = 7 bps 

is required. For T = 64, this equals to 5.5 kbps. Compared to a bitrate of a 

typical compressed audio stream (about 128 kbps), this amounts to an overhead 

of approximately 6%. 

6 MPEG-2 compressed video 

In this section, we show how. .tiLe general methodology of joint watermarking 

and decryption can be applied to MPEG-2 compressed streams. Again, we first 

describe the employed watermarking scheme and subsequently detail how it is 

used in conjunction with a partial encryption scheme. 
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Watermarking scheme. We use an additive spread spectrum watermark which 

modulates the luminance DC values of all I-frames present in the MPEG-2 

stream. Recall that in MPEG-2, each frame is divided into N x M macroblocks, 

each having 16 x 16 pixels; a macroblock is further subdivided into four 8 x 8 lu-

minance blocks. Let ck[x, y], 1 < x < 2N and 1 < y < 2M, denote the luminance 

DC values of all image blocks of the k-th I-frame. As a carrier for the watermark, 

a pseudorandom bit pattern of size N x M, where each value is either +1 or 

—1, is created. To encode a payload, the pattern is shifted circularly both in the 

horizontal and the vertical direction to obtain a. watermark wi of size N x M. 

From wi, we obtain a 2N x 2M matrix wL by 

ws—wi® 

(1 
o) 

\ 

where 0 denotes the Kronecker product. The watermark 14 is used to modulate 

the luminance values ck[x, y] to obtain the watermarked content 

yk ix, yj = ck [x, y] awl [x, y], 

where a controls the watermark embedding strength. This embedding method 

has the effect that the upper two DC values in a macroblock will be modulated 

with the watermark, whereas the lower two values are left unchanged (and will 

be used in the detection process to minimize the influence of the host signal on 

the watermark detection result). 
For watermark detection, the stream is decompressed and a constant number 

of consecutive frames is averaged; a blockwise DCT transform is applied to this 

averaged frame. In each macroblock, the upper two (watermarked) luminance 

DC coefficients are added, from which the lower two (unchanged) coefficients 

are subtracted. This way, the averaged frame is condensed to an N x M matrix, 

which is finally correlated with circular shifts of the watermark pattern w,. If 

sufficient correlation exists, the watermark is assumed to be present; the shift 

with which the highest correlation has been achieved codes the payload. Note 

that for simplicity of explanation, we have used a constant watermark for all 

I-frames. However, the system can be easily changed to support embedding of 

different watermarks in subsequent I-frames. 

Joint decryption and watermarking. To encrypt an MPEG-2 stream, we produce 

for each I-frame a random 2N x 2M matrix ri,k with entries in the range of 

(-21, 21) and add its elements to the luminance DC coefficients 

E(ck fx, = ck ix, + ri,k [x, y]. 

Depending on the value of 1, this results in more or less severe visible artifacts 

in the stream; the visual effect of this partial encryption method is illustrated in 

Figure 5. Part (a) of the figure shows a frame of the video, while (b) illustrates 

the effect of the chosen partial encryption: due to the noise in DC values, severe 

blocking artifacts are introduced. 
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Fig. 5. Illustration of the proposed combined watermarking and decryption system: 

(a) an original frame of a MPEG-2 compressed movie, (b) the corresponding encrypted 

frame, (c) the reconstructed watermarked frame and (d) the watermark detection re-

sult. 

For secure watermark embedding, the client is given the encrypted version of 

the stream as well as (for each I-frame) the 2N x 2M matrix hi ,k = ri,k — crw! 

as helper information, which he subtracts from the DC luminance coefficients to 

obtain the watermarked content: 

Vick) = E(ck [w, YD 

= ck + yi. 

Figure 5(c) shows that using equation (6), the visual artifacts can be completely 

removed in the joint decryption and watermarking step. Still, the watermark can 

be reliably detected by a correlation detector, see part (d) of the figure. 

(6) 

Experimental results. We have tested the system on several MPEG-2 compressed 

movies; results for four different clips are summarized in Table 1. First, we can 

note that embedding the watermark only marginally increases the size of the 

compressed content (about 0.05%). The encryption step has a noticeably effect 

on the size of the content, as it is adding uniformly distributed noise. Depending 

on the strength of the noise (i.e., the value /) we can observe an increase in the 

content size of about 0.5 — 0.8%. The size of the helper data which needs to 

be sent to the client in addition to the content scales linearly with the content 

BEST AVAILABLE COPY 
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clip original size 
(bytes) 

watermark 
overhead 

overhead for I = 3 overhead for I = 3.5 

encryption helper data encryption helper data 

A 13,651,344 0.05% 0,53% 1.11% 0.77% 1.30% 

B 14,998,551 0.03% 0.45% 1.10% 0.70% 1.29% 

C 12,808,526 0.03% 0.48% 1.10% 0.73% 1.28% 

D 15,007,249 0.02% 0.25% 1.12%  0.45% 1.30% 

Table 1. Performance of the combined watermarking and decryption system. 

size: for each luminance DC value of the content, one 1-bit value needs to be 

transmitted. For 1 = 3, this amounts to a helper data size of about 1.1% of the 

content, whereas for 1= 3.5, we obtain an overhead of about 1.3%. 

7 Conclusions and Future Work 

In this paper, we considered secure watermark embedding algorithms, which 

allow to securely insert a watermark at an untrusted client device without com-

promising the security of the watermark key, the watermark or the original 

content. To implement the functionality, we perform a partial encryption of the 

content and give the client helper information, which allows to decrypt a slightly 

different version of the content; the differences between the original and the re-

constructed version constitute a forensic watermark. In particular, we discussed 

two proof-of-concept implementations, one for the MASK watermarking scheme 

operating on baseband audio and one for a simple additive spread spectrum 

watermark operating on MPEG-2 compressed video streams. We showed that 

partial encryption can overcome the major current obstacle of secure watermark 

embedding, namely limit the size of the helper data needed to be transmitted 

between the server and the client. In the current paper, we have mainly con-

centrated on efficiency aspects of secure watermark embedding and have not 

thoroughly addressed security issues of the employed partial encryption (i.e., 

the exact relation between the difficulty of a successful cryptanalysis and the 

complexity of watermark removal). We leave this, as well as the investigation of 

different partial encryption methods, for future work. 
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EXECUTIVE SUMMARY 

Introduction 

Despite the high public profile of piracy as a 
threat to intellectual property owners, surprisingly little 

useful research has been done to understand the range 
of technical solutions that are feasible. This paper 
presents results from a study sponsored by 
Cryptography Research, Inc. to determine how 
cryptographic systems can provide the most effective 
long-term deterrent to the piracy of digital video and 
other content distributed on optical media. 

Although numerous products and technologies 
have been advertised as solutions to the problem of 
piracy, most commercial security systems fail 
catastrophically once an implementation is 
compromised. These designs can work in limited 
deployments, but any technology deployed as part of a 
major standard will inevital7Ay attract extremely 

determined attacks — and some implementations will get 
broken. The long lifespan of media formats, diversity of 

player implementations, complexity of securitylusage 
models, and constantly-changing risk scenarios provide 
attackers with numerous avenues of attack and the time 
and resources to explore them. As a result, effective 
content protection systems must be able to survive 
compromises and adapt to new threats. 

Risk Managing an "Unsolvable Problem" 

Risk management approaches often provide the 
only way to manage security Ntcsblems in situations 
where unbreakable solutions are unavailable or 

impractical. For example, the major credit card 

networks are based on fundarne.ntally insecure magnetic 
stripe technology, yet risk management efforts have held 
fraud rates below 0.1 percent. Similarly, computer 

security flaws are discovered frequently, hut users can 

manage (though not eliminate) their risk by applying 

software updates and by using anti-virus programs. 

Without risk management tools, neither credit/debit 

networks nor the Internet could survive. 

Piracy, like credit card fraud and computer 
security, is a problem that cannot he solved c-ortipletely. 

Our research identified technical systems tNit give 

content owners the ability to control their risk. The 

most practical and effective of these combine 
programmable code with encrypted digital content. This 

code would be distributed as part of the content, execute 

dynamically during playback, and enforce each title's 

security policies. Publishers could then control security 

for their own content. 

Programmable Security: Smart Content 

Programmable security approaches give 

publishers the freedom to add new countermeasures and 
improve security after a standard has been widely 

Example; of correctable problem; with existing content 

protection systems: 

P. After players are sold, security is static and cannot evolve 

as new attacks and new threats appear. 

► Compromises beyond the decoder (digital output devices, 

software device drivers, etc.) are not recoverable. 

11. Product vendors do not receive dear benefits for 

investing in security. 

lib Copies cannot be traced to decoders for revoking
equipment, reducing pirate-le ;anonymity, or helping with 

prosecution. 

11•111rwo. 
4111111m.r, 

4111101.•••••••• 

(17110GIAPFIT Rtsato 
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adopted. Players would include a simple virtual machine 
with APIs that provide data about the playback 
environment, such as player information, software 
versions, output device types, and user commands. The 
content-specific code would analyze this data and 
control whether and how decoding would proceed. The 
code can also use player APIs to authenticate output 
devices, support player-specific security features, validate 
user actions (e.g., copy vs. play), check whether media is 
consumer-recordable, and implement locale-specific 
requirements. Content being decoded by software-based 
PC players could even check for malicious software or 
device drivers. Playback can be prevented if the 
environment is unacceptable. 

The Chess Game: Avoiding Checkmate 

• The security flaws in the system used to protect 
FWD video cannot he fixed without abandoning 
compatibility with the installed base of DVD players. 
Programmable protection systems have a unique ability 
to avoid this category of problem by shifting 
responsibility for security from ipla.yers to the content 
itself. While compromises will still occur, new titles can 
carry security code that corrects for past vulnerabilities. 
As a result, each attack has an effective response. 
Content owners will be able to constantly upgrade 
security over time — even to correct for risks that were 
not known when the original system was designed. 

Although risk management can control 
problems, no security technology can eliminate piracy. 
Some attacks, such as copying from analog outputs 
(speakers, displays, etc.) using general-purpose recording 
devices, are impossible to prevent completely and will 
always remain a threat. Similarly, no player or media 
technology can eliminate piracy using Internet-based file 
sharing networks. When problems do occur, self-
protecting content can be used to correct security 
weaknesses and to identify/revoke pirates' equipment, 
although responses to the most determined pirates will 
continue to require law enforcement. 

Economics of Security 

Today, product manufacturers generally bear the 
costs of providing security, but do not receive the 
benefits. As a result, vendors lack incentives for making 
significant- investments in controlling piracy. Placing 

security code on the media helps correct this economic 
imbalance by giving content owners responsibility for 
the security software used by their own content. This 
also gives manufacturers incentives to become active 

participants in security because only well-designed 
players will be trusted by publishers with their most 
compelling content. Publishers can use their control 
over each title's security to manage their risk and 
maximize profits. 

Forensic Marking: Uncovering Pirates 

Effective risk management requires the ability to 

detect and to respond to problems. While media-based 

security code makes it possible for new content to resist 

known attacks, publishers must also be able to gather 
information from past compromises. Watermarks have 

been proposed for carrying security-related information. 
Unfortunately, it appears to be infeasible to make a 
watermark that is secure against removal by adversaries 

who have reverse engineered the mark detector More 

generally, we do not believe that conventional ("public") 
watermarks will prove effective as a robust way to block 
copying in widely-deployed standards. 

Fortunately, a new class of steganographic 
marks provides an attractive alternative to conventional 
watermarks for risk management purposes. These 

"forensic marks" are embedded dynamically and can 
carry derailed information about the decoding process. 
Unlike conventional watermarks, forensic marks can he 

provably secure, efficient to embed, imperceptible, and 
extremely robust. 

Publishers can analyze mark contents to 

determine the specific equipment and methods used to 
make each pirated copy. This data is essential for rights 

holders to be able to revoke devices used for piracy, 
improve the security of future content, and prosecute 
pirates. Because forensic marks embed identifying 
information in decoded (analog) output, they have the 
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psychological benefit of reducing the perceived 

anonymity and safety of piracy without affecting the 

privacy of legitimate users. 

Need for Leadership 

Investments in security have been inadequate 

relative to the major economic threat posed by piracy. 

After successfully lobbying for the Digital Millennium 
Copyright Act, publishers have failed to present a 
coherent long-term technical strategy. 

Efforts to improve security will require strong 
technical leadership. Without clear objectives, standards 

efforts tend to degenerate into unwieldy and ineffective 
committees with short-term focus. Leadership is also 

needed to verify that security needs are met before 

products ship and to help secure designs succeed in the 

marketplace. We conclude that only rights holders can 

provide this leadership; no other participants have the 

motivation, expertise, or resources to ensure the 

deployment of effective anti-piracy technologies. 

Cryptography Research, Inc. provides consulting services and technology to solve complex security problems. In addition to security 

evaluation and applied engineering work, CRT is actively involved in long-term research in areas including tamper resistance, content protection, 

network security, and financial services. This year, security systems designed by Cryptography Research engineers will protect more than $50 

billion of commerce for wireless, telecommunications, financial, digital television, and Internet industries. For additional information or to 

arrange a consultation with a member of our technical staff, please contact Jennifer Craft at 415-397-0329 or visit www.cryptography.com. 

Paul Kocher is President and Chief Scientist of Cryptography Research. His work includes designing numerous cryptographic applications and 

protoads, including &SI . v3.0, the world's most widely used seeruity protocol. In addition to leading die team at CRT that discovered (1111cm:filial 

power analysis and designed the record-breaking DVS key search machine "Deep Crack", he is also credited with discovering timing attack 

cryptanalysis and co-founding ValiCert, Inc. (N ASDAQ:VLCT). His work has been reported in fonnns ranging from technical journals and 

Scientific American to CNN and the front page of the New York Times. Paul can be contacted via e-mail at paul@cryptography.com. 

Josh Jaffe is a Security Architect at Cryptography Research, Inc who specializes in signal processing applications, cryptographic 

implementations. He holds B.S. degrees in computer science and physics/astronomy from Brandeis University. Josh can be reached via e-mail 

at josh@cryptography.coin or at 415-397-0324. 

Beniamin Jun is Vice President of Cryptography Research arid is responsible for consulting services and content protection efforts. 1-fe has 

developed and evaluated numerous systems for the protection of financial transactions, audio content, and pay television. Prior to Cryptography 

Research, Ben worked at IDF.O Product Development on Secure Content Distribution Systems. He has also held positions at Bain & Company, 

the National Institute of Standards and Technology, and the institute for Defense Analysis. Ben holds B.S. and M.S. degrees in Electrical 

Engineering from Stanford University, where he is an NSF Graduate Fellow and a Mayfield Fellow. Ben can be contacted at (415) 397-032.3 or 

at ben@cryptography.com. 

Carter Laren is a System Architect at CRI with a background in electrical engineering and extensive experience designing and implementing 

hardware and software cryptographic ckamponents. Prior to joining Cryptography Research, Carter worked at L-3 Communications where he 

designed secure communication systems for both government and commercial applications. He also held the position of Weapon Systems 

Engineer at Lockheed Martin, where he designed and tested portions of the AEGIS Combat System. Carter is a Chancellor's Scholar at the 

University of Pittsburgh, whom he received a B.S. degree in Electrical Engineering. Carter can be contacted at (415) 957-2667 or at 

carter@cryptography.com. 

Nate Lawson is a Senior Security Engineer at Cryptography Research, Inc. with a background in systems engineering and network security. 

Prior to joining Cryptography Research, Nate designed and implemented network devices, intrusion detection systems, SAN appliances, and 

media distribution networks for companies inchiding155, Deem, and Nifty Devices. He also co-founded Elite. Networking (http://elite.net). 

Nate can he contacted at (415) 397-8662 or nate@cryptography.com. 

The Content Security Research Initiative is an ongoing effort funded by Cryptography Research, Inc. to solve security problems for the 

content distribution industry. This effort has yielded significant advances in securing pay television broadcasts, Internet downloads, and optical 

media. Results from the study (including approaches in this paper) are protected by U.S. patents #6,298,442 #6,327,661, #6,304,658, 

#6,188,766, #6,289,455, #6,381,699, and/or #6,278,783; other U.S. and international patents are pending, including U.S. patent application 

20020141582 and II.S. provisional application 60/279,323 (which specifically cover programmable self-protecting content technologies). Please 

contact Cryptography Research for more information about the initiative, other research results, or technology/patent licensing, 

3 

DISH-Blue Spike-246
Exhibit 1010, Page 0939



CRYPTOGRAPHY RESEARCH, INC. SELF-PROTECTING DIGITAL. CONTENT 

I. INTRODUCTION 

If hard drive densities continue to double 
annually, a drive costing $250 in 2012 will be able to 
store 160 terabytes — enough for over 10,000 full-length 
high-definition movies plus 100,000 uncompressed 
Cl)s.1 Similar. improvements in communication 
technology will provide users with the bandwidth 
required to utilize this storage capacity. These advances 
are presenting increasingly complex risks and challenges 
for those wishing to limit piracy and profit from their 
intellectual property. 

Some have argued that the pirates will prevail, 
because all content will eventually he available as 
"unprotected bits" that can be copied easily and 
anonymously. For example, one cryptographer has 
argued that, "All digital copy protection schemes can be 
broken, and once they are, the breaks will he 
distributed... Average users will he able to download 
these tools from Web sites that the laws have no 
jurisdiction over."2

Our research challengs these dire predictions 
and examines the question of how security technologies 
can most effectively control piracy in the long-term 
while satisfying the needs of consumers and device 
manufacturers. Although our results support the view 
that the total elimination of piracy is not a realistic 
objective, we believe that properly-designed technical 
systems can provide an effective deterrent and prevent 
piracy from destroying the value of digital content. 

Cryptography developed from the need to keep 
information private. In many ways the field is very 
advanced — the best modem cryptographic algorithms 
are flexible, efficient, reliable, and virtually unbreakable. 
Even an attacker with the entire world's computing 
power, access to virtually unlimited amounts of 
encrypted data, and the best known attack methods 
cannot break a sing)e strongly-encrypted message. 

Strong algorithms do not necessarily make 
systems secure. Weaknesses in the protocols and 
products that manage keys and decrypted content make 
it unnecessary for attackers to break the underlying 
cryptographic algorithms. Unfortunately for content 

1 (10,000 movies x 9 gigabytcs) + (100,000 CDs x 650 megabytes) = 
155 terabytes. A 160 gigabyte drive cost $250 in July 2002. A 
similarly-priced drive in 2012 is expected to hold 160 terabytes. 
2 Schneier, Bruce, "The Futility of Digital' Copy Prevention," 
Cryptogram, May 15,2001. 

distribution systems, implementation weaknesses are so 
common that compromises are virtually inevitable. 

The primary technical challenge is therefore to 
design architectures that maintain their effectiveness 
even after individual devices or implementations have 
been compromised. Protection measures that fail 
catastrophically when attacked arc clearly not acceptable 
as long term solutions. In contrast, even relatively easy-
to-break approaches may be useful if they provide a 
lasting deterrent to low-budget or casual piracy and limit 

the problem to professional operations that can he 
targeted by investigative and legal efforts. 

This paper presents results from a study 
sponsored by Cryptography Research, Inc. to determine 
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whether technical systems can provide 
a meaningful long-term deterrent to 
piracy. The examples in this paper 
focus primarily on the problem of 
securing video distributed on 
conventional (passive) optical media, 
although our results are also applicable 
to broadcast/Internet distribution and 
other content types. We do not 
address philosophical questions such as 
whether artists should be able to apply 
copy protection to their work. 

2. CSS ob OTHER CONVENTIONAL 
ARCHITECTURES 

n 

Conbant PlayerfDecodstj 

rreflawdcatitest

Figure 3: Architecture of a conventional content player. 

The Content Scramble Systems (CSS) used for 
DVD video is noteworthy because of its widespread use 
and poor design. CSS is implemented in the player and 
provides a simple, fixed security policy for all content: 
any device with valid keys can decrypt all media valid in 
its region. 

Figure 3 shows the architecture of a typical 

player implementing a conventional content encryption 

scheme such as CSS. The content is compressed, 

encrypted, then distributed on read-only media. To 
allow off-line playback, every player is pre-loaded with 
all keys required to decrypt all media it will ever decode. 
The security scheme is defined in the player, typically as 
software, and enforces a set of fixed security rules. After 
decryption, the content is sent to an output interface, 
which is typically unprotected or has protection features 
that arc independent of the protection used on thc 
media. 

CSS failed to meet even its limited security 
objectives. Although CSS contains many deSign flaws, 
the most catastrophic was the use of proprietary 
cryptographic algorithms which proved trivial to break. 
After a player compromise, CSS was supposed to allow 
new DVDs to be mastered so that they could not be 
decoded by players with revoked manufacturer keys. 
Poor use of cryptography allowed attackers to 
circumvent this capability. Today, circumvention 
software is widely available, but CSS cannot be repaired 
without making the entire installed base of DVD players 
obsolete. In practice, CSS would probably have failed 
even without the obvious cryptographic weaknesses, as 

'The official specifications for CSS (also called Content Scrambling 
System) are confidential and are licensed by the DVD Copy Grmtrol 
Association (http://www.dvdcca.otg). 

consumers would not have tolerated the revocation of a 

major manufacturer. Other limitations of CSS include 
its inability to revoke individual decoders, adapt security 

policies to new threats, secure/revoke digital output 
formats, or trace pirated content back to a compromised 

device. 

The security problems in CSS can be traced 

back to the design process. CSS was developed by 
product companies without major exposure to piracy or 

adequate experience designing secure systems. The 

Copy Protection Technical Working Group (CP.1 VG), 

which was supposed to ensure the security of DVD, was 

politically divided and lacked leadership or active 

participation by experienced cryptographers or security 
engineers. As a result, the CSS specification failed to 

provide adequate assurance of its own security, yet 
unrealistically assumed bug-free implementations. 

Because CSS failed to give implementers clear 

incentives to ensure security, implementation quality 

became an increasingly major problem after the success 
of the DVD format was assured.4 Some vendors even 
appear to have intentionally produced insecure products 
to help users circumvent the CSS region coding. For 

example, the region coding on many players can be 
defeated by pressing a "secret" sequence of buttons.5

The source of the problem is that manufacturers profit 

from sales to people who circumvent the region coding, 

but do not incur losses when their products are broken. 

4 Cryptography Research ultimately discontinued auditing CSS 

implementations because vendors wanted documentation that their 

products were not the "least secure" on the market, and were not 

interested in identifying and correcting security problems. 
Numerous web sites speviiilize in cic.custutstiii% theme em,roa-"ce.. 

See, for example, http://www.regionfreedvd.net and 

http://regionbacks.datatadab.com. 
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3. DESIGN CHALLENGES 

Content protection systems must address 
many technical challenges. Although a complete 
requirements analysis is beyond the scope of this 
paper, Figure 4 lists several of the major security 
and design requirements reflected in our analysis. 
The feasibility of meeting these requirements will 

be reviewed in detail at the conclusion of this 
paper (Section 10). 

4. RISK MANAGEMENT FUNDAMENTALS 

Although cryptographic algorithms and 
some other elements used in copy control systems can 

he extremely secure, other components are much more 

difficult to protect. For example, determined adversaries 

will find ways to copy media, modify players, and 

redistribute data. As a result, we have little optimism 

that any complete copy protection system will survive 

unbroken throughout the life of a successful media 
format.. The lack of perfect security does not necessarily 

support claims that rights holders need to adopt new 
business models because "copy protection efforts are 
doomed"6 and rampant piracy is inevitable. 

Risk management approaches have the potential 
to provide a long-term deterrent without perfect 

security. Instead of trying to anticipate and prevent 
every possible attack, risk management systems are 
designed to respond to dynamic threats and recover 
from compromises. 

Other industries depend on risk management to 

control security problems that cannot be solved 
completely. For example, software vendors have 

largely failed to produce defect-free programs, hut 
provide users with patches to address security risks 
as they are discovered. Similarly, anti-virus 
programs require frequent • updates in order to 
detect newly-discovered viruses. Although reactive 
approaches will never eliminate security risks, 
attacks can be prevented from getting out of 

control. Without security updates, the Internet as 
we know it could not exist because each new flaw 
or virus would he catastrophic. 

Financial institutions also rely on risk 
management techniques. . Although credit card 
networks are based 013 fundamentally insecure 

Renewability 
Playability 
End-to-End Security 
Cost 
Openness 
Player Diversity 
NS?? t, ation Path 
Assurance 
Incentives for Security 
Forensic Reporting 

Figure 4: Design challenges for 
content protection systems. 

magnetic stripe technology, risk 
management tools have been 
able to hold credit card fraud 
rates below 0.1% of transaction 
volume? In practice, even 
lower fraud rates could be 
achieved by adjusting credit 
scoring and transaction risk 
management parameters, but 
doing so would tend to 
decrease profits by denying 
more valid transactions and 
increasing costs. 

Riik management systems are only 'effective if 

they provide the ability to detect attacks and to respond. 

For example, software companies actively seek out 

information about new viruses and security flaws, then 

respond by issuing updates. Similarly, ..credit card 

companies detect fraud by using neural networks and 

other risk assessment tools to analyze data collected 

from point-of-sale terminals. When a high-risk 

transaction is identified, actions are taken to mitigate the 

risk, such as declining the transaction, obtaining 

additional cardholder verification, or suspending the 

account. Because responses incur costs <such as the loss 

of customers whose transactions were declined), risk 

management approaches try to maintain a steady state 

that balances risks and mitigation costs (see Figure 5). 

Content protection systems have several 

important advantages over credit card security systems. 

For example, fraud rates considerably higher than 0.1% 

Target Steady State 

Risks maintained 
at economically 
optimal level. 

Risk less than 
mitigation cost? 

Decrease Response • 

Decrease Cost 

Risk exceeds 
mitigation cost? 

Increase Response 

Increase Cost 

Figure 5: Using risk management to approach an optimal steady state. 

6 Chmielewski, Dawn, "Andreessen: Copy protection efforts am 
doomed," The Mercury News Apr. 9, 2002. (Available on-line from 

http:/ / wa.rw.silieonvalley.com) 
7 "Fraud Rates Decline with Visa's innovative, End-to-End 

Solutions", Visa USA media release,'September 2001. 
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Requested Player Media Output User 

Actions Information Information Information Information 

Play Model/version Format Type Name 

Copy Form factor Recordable Manufacturer E-mail address 

Record . Memory contents Pre-recorded Quality/bit rate Telephone # 

Export/Convert Revision status Capacity Version Payment card # 

Eject Playback history Manufacturer Device keys/cents Registration # 

Delete Serial number Serial number Serial number IP address 

• 
Figure fit Examples of pilayet information on which risk management decisions can be made. 

are generally tolerable (though undesirable) because 
piracy represents lost opportunity instead of lost 
money.8 Similarly, while stolen credit cards can be used 
to buy goods that can be fenced, more effort is required 

to convert stolen intellectual property into cash. 

Despite these advantages, content protection 

technologies must be able to operate without on-line 
notification and authentication when content is 
rendered. As a result, risk management systems must be 
specially designed to enable content owners to detect 

problems and to respond effectively. 

5. PROGRAMMABLE SECURITY 

Threats against anti-piracy systems are dynamic 
and unpredictable. Although some existing systems can 

detect or respond to specific types of attack, approaches 

that address a limited aspect of the problem (such as 

decoder compromises) are of little use if attackers can 
simply target other parts of the system (such as digital 
outputs). To be effective, content protection systems 
must have the ability respond effectively to an extremely 
broad range of threats — including attacks that were not 
anticipated when the system was originally designed. 

Existing anti-piracy systems generally use static 
decoding processes that are defined as part of the media 

format and implemented in every player. Of these 
schemes, some newer ones (such as CPPM9 used for 

DVD-Audio) support the revocation of individual 

players, although it is unclear how compromised devices 

would be identified. Static systems also generally lack 
the flexibility required to address security risks beyond 

8 For an interesting economic analysis, see: Liebowitz, Stan, "Policing 

Pirates in the Networked Age," Policy Analysis No. 43R Cato 

Institute, May 15, 2002. 
9 "Ccmtent Protecticm for Pterecolded Media Specificatirm", Ira sti‘thlm 

from the 4C Entity, June 25, 2000. 

the decoder itself, such as compromises of digital output 

devices or software device drivers. If a static system is 

widely broken, as occurred with DVD-CSS, the problem 

cannot be remedied without replacing the installed base 

of players. 

We believe that future formats must be able to 

mitigate unexpected risks. Instead of implementing the 

security system solely in the player, much of the 

content's protection system and decoding software can 

be distributed as part of the content itself Having each 

title carry its own security logic, policies, and 

countermeasures makes it no longer necessary to 

.anticipate and prevent all possible attacks when the 

media format is designed. Deferring security decisions 

until the content is mastered (or, in some cases, 

decoded) allows security 
problems to be corrected 
without changes to the 
media format or the 
installed base of players. 

Under this type of 
security architecture, the 
player provides an execution environment for the 

security code that is distributed with the content. The 

player component would typically be implemented as an 

interpreter or virtual machine (as used by languages such 

as Java' or BASIC). The player would also provide the 

content's code with access to cryptographic primitives 

and detailed data about the playback environment, such 

as the information in Figure 6. 

Although the player provides raw information, 

the content's code controls how this information is used. 

For example, if a player has marginal security or if the 

user is making a copy, the content might decide to play 
at standard quality. ITigh-definition playback could be 

reserved for players with superior security. If a player is 

The content's protection 
system and decoding 

software can be distributed 

as part of the content itself. 

7 

DISH-Blue Spike-246
Exhibit 1010, Page 0943



CRYPTOGRAPHY RESEARCH, INC. SELF-PROTECTING DIGITAL CONTENT 

known to be compromised or 
cannot be trusted to provide 
correct information, the 
content could refuse to play, 
at least until the player's 
security is upgraded. Of 
course, for titles where piracy 
is not a concern, code could 
allow unrestricted playback on 
all players. 

The flexibility gained 
by separating the player design 
from the security code can 
improve both security and the 
user experience. For example, 
existing systems often allow 
only system-wide, irreversible, 
all-or-nothing choices about 
whether to revoke players with 

Turing-complete 
Interpreter 

Crypt° 
Oracles 

Code with 
security policies 

 . ------ A--

, 
t- ,   . Processor 
:E. CrYPto running 4a12. % le ',Oracles ...   Virtual 
r 
1 vim, l a i Machine 
i Oto:11Ass  

Wield** 
04,N) 

la 
Irittsface  

Content Reader 

11_2terface,.__F 

°Er 

Enayptsil commit 
pocript& 

r — 
I ; = Differences from legacy media players 

Figure 7: Architecture of a programmable content player. 

marginal security. In 
contrast, programmable systems allow flexible responses 
such as allowing playback at reduced quality, adding user 
verification steps, or displaying customized warning 
messages. 

Programmable systems can also solve 
unexpected problems. For example, even though this 
capability was not planned, a publisher could prevent 
discs in multi-disc sets from being sold or rented 
separately by checking for the first disc of the set in the 
player's history. Greater flexibility can also help with 
antitrust issues by allowing participants to make their 
own security decisions. Altho* this paper focuses on 
security issues, programmability can also he used for 
non-security purposes.10 For example, content-based 
code can be used to overcome format limitations or 
provide user interactivity. 

6. IMPLEMENTATION 

Figure 7 outlines the general architecture of a 
typical programmable content player. The player ROM 
contains code for an interpreter (virtual machine) instead 
of the static security policies used by legacy systems. As 
described previously, the interpreter would also provide 
the content's code with information about the playback 
environment as well as cryptographic support. If 
desired, some keys could be placed- on a removable 
security module, such as a smart card. 

10 Note that adding simple programmability to a platform is not 
sufficient for security purposes. For example, existing video game 
players lack security-related AT'ls and 'key management capabilities 
necessary to enable secure device revocation and forensic marking. 

The content's code needs to have access to 
cryptographic functions that use the player's keys, but 
the code should not have access to the keys themselves. 
Architectures that do not provide this separation arc 
vulnerable to compromise by poorly or maliciously 
designed content. Hardware-based players should ideally 
separate player keys in a separate EEPROM memory 
that is accessible only by the player's cryptographic 
module. Software-only decoders would typically store 
keys in obfuscated form. Drives for use in general-
purpose PCs could also include cryptographic keys and 
support in the drive itself. 

Prior to deployment, the playback process needs 
to be standardized. This effort would include defining 
the interpreter, the programming interfaces (APIs) that 
provide the content code with information about the 
playback environment, and the key management system. 
Considerable technical expertise is required to produce 
good specifications, particularly for highly-constrained 
and complex systems. Although often neglected, careful 
testing and verification are also necessary to provide 
high assurance in a design's security." 

Compared to legacy designs, hardware-based 
decoders will tend to use slightly more silicon area. 
Software-based decoders are likely to incur a modest 
performance overhead and use slightly more RAM. 
These differences should he minor, however, when 

11 Careful evaluations reduce the chance of unexpected failures and 
help relying parties understand their risks. Cryptography Research 
encourages third-party evaluations of all security designs, including 

our own. For critical systems, testing can exceed the design effort by 
a factor of 10 or more. 
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compared to the advances predicted by Moore's Lay.7.12

The additional storage space required for security code 
should he negligible given the storage capacities available 
on modem optical media. 

For basic security capabilities, an interpreter 

capable of 1 MIPS with 128 kilobytes of memory would 

be minimal but adequate. As with non-programmable 

systems, a small nonvolatile memory for storing keys and 

a higher-speed cryptographic module would also be 

needed. The nonvolatile memory should also include 

room for carrying software updates, player information, 

cryptographic certificates, identifiers of revoked 

devices/media, and historical 'information about 

previous media and attached devices. In theory, a basic 

design should not add more than a few cents to the 

incremental manufacturing cost of a high-volume 

hardware-based player," and nothing for a software-only 

player. Other costs for product vendors include product 

design and technology licensin& although these are 

partially offset by transferring responsibility for security 

policy implementations to rights holders. 

More expensive designs could offer better 

performance, security, and features. For example, 

players that store and manage their keys and historical 

data in separate dedicated hattlwase can offer better 

tamper resistance. Players with Internet or telephone 

connectivity could support on-line security verification, 

downloadable security updates, and alternative business 

models such as pay-per-view. Secure internal clocks 

could also enable subscription-based pricing models. 

Higher-performance systems with video displays could 

even support general-purpose computing applications 

such as web browsers, interactive content, or video 

games." 

These features, and virtually all others, could he 

optional. Manufacturers could add extensions or 

features to their products and offer them to publishers. 
Te content's code would determine what capabilities 

are supported and decide whether and how to use them. 

Even security itself can he optional, since rights holders 

12 — Tivery 18 months, the number of transistors per square millimeter 

is predicted to double, and the cost pee transistor will fall by half. 
t3 As ofjuly 2002, retail DRAM costs are below 0.03 cents/kilobyte, 

flash memory prices are below 0.04 cents/kilobyte, and CPU prices 

are below 10 cents/MHz. Actual costs could be higher if a new chip 

was required, or lower if the necessary hsr4ware was already 

available. 
14 It is important to note that programmability is necessary but not 

sufficient for decoders to support self-protecting content. For 

example, conventional computers or tam) game machines woulti to 

least require additional software. 

could control whether products such as unsecured open-

source software decoders or disc copiers could decode 

their content. In practice, coordination between product 

vendors and rights holders is also important to ensure a 
consistent and positive customer experience. 

While publishers would be responsible for 

mastering their own content, we expect a market to 

develop for third-party tools. These tools could range 

from simple protection systems to full-featured digital 

rights management systems (DRMs).'5 Vendors would 

compete to provide publishers with the best features, 

security, and cost. 

Although the content would control its own 

security, some key management processes should be 

centralized to help ensure compatibility. This service 

would provide product manufacturers with certificates 

describing their products' capabilities, and would 

provide publishers with information about players. It 

would also supply keys to enable new products to 

decode older content (subject to the content's security 

policies). It would also provide data to publishers so 

that their content could be decoded by players issued in 

the future (again, subject to the content's security 

policies). If desired to stimulate competition, multiple 

key management services could exist in parallel. 

7. POINT-TO-POINT VS. END-TO-END SECURITY 

The models pursued by the SDMI committee 

and most other anti-piracy standardization efforts are 

based on providing point-to-point security. Content is 

encrypted when it is stored on media or communicated 

between devices. Each device decrypts the input it 

receives, decompresses the data, and (for digital outputs) 

re-encrypts it for the next component. Additional 

devices decrypt, process, and re-encrypt the content until 

it is ultimately sent to an analog output. Figure 8 shows 

an example of a point-to-point system with three 

devices. 

Point-to-point systems are only secure if all 

supported devices and protocols are secure. For 

example, if the keys from one device's input are cracked 

and published on the Internet, other devices will 

continue to output content encrypted using these keys. 

Even if content owners are aware of the attack, nothing 

15 The DRM industry is currently struggling due to the difficulty of 

simultaneously and ubiquitously deploying .;ornpatible players and 

content. Programmable systems can help by eliminating the need for 

explicit player support for each DRM. 
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Player / 
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El = Encrypted 
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Figure 8: Point-to-point content protection system. 

can he done to address the problem without losing 
compatibility with all fielded devices. 

Although some existing schemes allow the 

revocation of individual player devices, player revocation 

is generally not effective against downstream attacks. 
For example, if the output device in Figure 8 is 

compromised, the content cannot prevent intermediate 
devices from using the compromised keys. In fact, the 
player device is unaware of how, the content will 
ultimately be used. Player revocation features are also of 
limited use unless there is a practical way to detect 

compromises and respond to situations where a large 
number of devices share a security flaw. 

Systems providing end-to-end validation can 

provide much better risk management capabilities than 
those with only point-to-point security. Figure 9 

diagrams the operation of a sample system with end-to-
end security using the program-based approaches 

described previously. 
Although links between 
devices are still encrypted 
individually, the initial 
decoder device validates how 
the content will be used 
downstream. 

End-to-end validation 
can he implemented by having 
the player/decoder provide an 
interface through which the 
content's security code can 

identify and query 
downstream objects. The 
code can use this information 
to control whether and how 

playback would proceed and 
to deliver security parameters 
or even security code to 
downstream devices. 

In Figure 9, the 
plaintext (decrypted) content 
does not leave the validated 
environment until the final 
analog-to-digital conversion. 
Compromises prior to the 
analog conversion can be 
handled using the content-
controlled programmable 
risk management' approaches 
described in Section 5, while 
forensic marking techniques 

(see Sections 8 and 9) can help prevent piracy from 

analog outputs. 

In general, we believe that point-to-point 

designs are unlikely to provide a long-term deterrent in 

major deployments due to their lack of risk management 

capabilities. End-to-end systems are not necessarily any 

less likely to be broken, but are likely to prove much 

more effective over the long-term because recovery is 

possible from a much broader array of compromises. 

8. PUBLIC (CONVENTIONAL) WATERMARKING 

Watermarks have been proposed as a way to 

detect and control copying. For example, the SDNIT 

committee planned to use an audio watermark to convey 

a "do not copy" signal to recording devices. This design 

implies a "public" watermarking system, consisting of a 

mark embedding algorithm (which can be public or 

private) and a public detection algorithm. The detection 

Encrypted 
(with code 
to decrypt) 

P4ayer I Digital Output 
decoder Mixer Device 

__C__ __1_ ..1— JL.

--7 - 7 -  -\--

., i 0 1 
It la 

W 
m 

Code on media  
Security v&idetlon 

0 Validate payback 
0 Apply watermark 
0 Control decryption ❑ r= Encrypted 
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Figure 9: End-to-end content protection system. 
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algorithm is assumed to be 
public (known to attackers) 
because it must be standardized 
and deployed in large numbers 
of recording devices, some of 
which will eventually be reverse 
enginecred.16

Although secure public 
watermarking systems would be 
enormously useful in combating 
piracy, there are convincing 
arguments that they are 
impossible to construct for 
audio, video, images, and other 
normal content. The basic 
challenge is that knowledge of 
the detector allows attackers to 
determine when the mark has 
been removed. For example, a 
simple automated attack that will 
break all schemes we know 
about is to use successive 
approximation (also called sensitivity analysis) to 
construct unwatermarked versions of marked content by 
repeatedly making tiny changes until the mark is no 
longer detected (see Figure 10)." 

In addition to security concerns, current 
watermarking proposals are computationally complex, 
making them expensive to embed and to detect. Other 
common problems include distracting artifacts and the 
inability to survive common transformations such as 

cropping and compression. Although some progress is 

being made at improving robustness and efficiency, we 
are not optimistic that a practical and secure public 
watermarking scheme is possible. 

9. FORENSIC MARKING 

For effective risk management, publishers must 
be able to respond to attacks. Although programmable 

security capabilities can provide a flexible response 
mechanism, appropriate responses require knowledge 

about the specific equipment and processes used to 
make pirated copies. Methods used to convey this 

16 In practice, many systems can often be broken without even 
reverse engineering the detector. For example, see: Craver, Scott et 
al., "Reading Between the Lines: Lessons from the SDMI Challenge", 

Procecdinps of 10th USENIX Security Symposium August 2001. 
17 For more information about this attack and several others, see 
Cox, T., Miller, M., and Bloom, J., Digitaj_Waxcmarlstag, Morgan 
Kaufmann Publishers, 2002, pages 307-317. 

HIM MUM 

stn.. 

WOWS 

*WWII 
WM WW. 
ww ORO 

IS WW 
ORWO a... 

II 
me 
n. 
w 

son 
AI 

WOW% 
nsmo 
Meta 
wwfs, 
moon 
MOOR 

WOW ME IMMO 
&USW 

OW 
UM OM 

U. MX 
a 

U. es OWO 
Na 

Working image Reference image 
(Current state) (Watermarked) 

I Not 

Check for 
watermark 

Found 
Immomufp. Compare working & 

reference images 

Indistinguishable 

Detected 

Randomly 
modify image 

; dffferont 

Make working image 
more like reference 

WOOS 

Worn 
e
NW 'WOO 

POWS 

::::::": 

1!1 viii 
I: :III 

OM MO WWII OWES 
WO .•••• 

W 
sue WIVIISW 

Unmarked imago 

Figure 10: Successive approximation (sensitivity analysis) attack against a public watermark. 

information need to be secure, efficient, and respect 

users' privacy. 

Because players must be able to operate off-line, 
the only practical and effective channel for reporting 

information is the output content itself. Although 

conventional watermarks could theoretically be adapted 
for this purpose, forensic marks provide a practical and 

provably secure alternative. Forensic marks embed 
identifying and diagnostic information in outputs, but do 

not use a fixed detector. As a result, they are able to 

avoid the security problems with conventional 

watermarks, but cannot be used in systems such as 

SDMI where the detection algorithm must be 

standardized and deployed widely. 

To embed each hit of a typical forensic mark, 

the player device decrypts and outputs one of two (or 

more) versions for a portion of the content (see Figure 

11). From even a heavily-degraded analog recording, the 

embedded data can he recovered by determining which 

of the versions is present. Because the detection process 

is not fixed, each mark hit can he represented by 

virtually any difference in the output. If the decoding 

process is controlled by content-specific security code, 

this code can choose what to output and can also 

generate decryption keys to secure the selection. The 

actual information that is encoded in the forensic marks 

could include any data available during playback, such as 

the parameters listed in Figure 6 (page 7). 
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In a simple example 

using video, the media might 

carry two versions (polymorphs) 

for a small portion of each of 

500 video frames. During 

playback, the content's security 

code first obtains data identifying 

the player device and any output 

devices. The code uses this data 

to select which version of each 

polymorphic frame to decrypt. 

Given a recording of the 

decoded content, the publisher 

can determine which version of 

each marked frame is present, 

and use the recovered data to 

identify the devices used to make 

the copy. 

Media encodes 
multiple 

polymorphic 
regions 

0 :

Mastering 

Polymorphs generated based 

on subjective & security 
issues. (rhey can differ 

radically or imperceptidfy.) 

Content's 

Security Program 

FAMED of 

SELECT 
Eitezo-1) 

Watermark payload is 
encoded by the sequence of 

polymorph versions in the 
decrypted output. 

Polymorph selection is done 

at playback by content code, 

Security can be programmatic 

and/or cryptographic. 

Watermarked 
Output 

Attackers cannot 
determine other 
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4.  
Mark Detection 

86 Recovery 

(Title-specific) 

Figure 11: Content-controlled embedding of a forensic mark. 

Forensic Tracks can be 

both provably secure and provably robust. Because no 

constraints arc placed on the variations (polymorphisms) 

in the content, knowledge of one does not enable 

The plaintext content is divided into portions Pi..Pn. A 

randomly-selected portion P, S ss,wilified to create an 

alternate version P,' such that the change cannot. be identified 

from the context (1.)1..R.1 and P+ 1...P„). Portions Pj..P,, and P,' 

are encrypted with random keys K1..1c., and K1' then stored on 

the media in random order. A first decoding program Di is 

constructed that includes keys and indexes for locating 

the encrypted P,..P„ on the media. A second decoding program 

1)2 is constructed with K1..K.1, K', Kir t..K, and indexes to 

Programs DI and D2 are encrypted with program keys Kis and 

Kp›, respectively, and stored on the media. Finally, the values of 

Kp, and Kp2 are placed on the media encrypted so that the set of 

players that should embed the hit '0' in the mark can determine 

Kpi (and only Km), while all other valid players (which embed 

'1') can only recover Kp2. 

A player decrypts either 1), or D2 using Kp1 or Kp2. Because Di

decrypts the content with Pi while 1)2 decrypts with Pi', the value 

of the marked bit can be recovered by analyzing the output. 

An attacker with either DI or 'or their outputs) ciumor 

determine which portion has multiple versions or what the 

differences are. Asa result, the adversary cannot reliably destroy 

the mark without also destroying the content so extensively that 

all possible changes become tin?tetectab)e completely 

obliterating the work). An adversary with both D, and D2 can 

produce an output containing both Pi and Pi' or that omits P, and 

P,', but this reveals even more information to the. publisher, 

notably that the copy was made by combining outputs from at 

least one device in each group. 

Figure 12: Example of a provably-secure, provably-robust 

forensic mark. 

attackers to determine others. The polymorphs are 

stored on the media or generated on-the-fly by the 

content's code, and can be protected using conventional 

cryptographic or programmatic security measures. The 

locations of variations can also be concealed securely by 

encrypting portions of the decoding software. Without 

knowledge of what variations are present or where they 

are located, attackers cannot reliably remove forensic 

marks without destroying the content. (Sec Figure 12 

for an example.) 

Because content-specific code can control the 

decryption process, publishers can choose during the 

mastering process what data will he encoded in each 

mark, where marks will he placed, and how marks arc 

encoded. For example, variations can he chosen to 

accommodate artistic or subjective requirements. 

Marking can also be disabled if piracy is not a concern. 

When a pirated copy is recovered, mark data can 

he extracted and used to master future content so that it 

cannot be played or decrypted using the same 

compromised or misused devices. Copies produced by 

combining multiple outputs can even he traced (see 

Figure 13).18 This detection and revocation capability 

forces pirates to put their equipment at risk and can 

provide evidence for prosecution. Finally, because 

people are more likely to misbehave in situations where 

they feel anonymous, simply making users aware that 

15 For a detailed analysis, ace: Bondi, D., and Shaw,l, "Collusion-

Secure Fingerprinting for Digital Data", IEEE Transactions on 

Information Theory, Vol 44, No. 5, 1998, pp. 1897-1905. 
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copies are traceable is 
expected to reduce 
piracy. At the same 
time, forensic marks 
avoid the privacy 
concerns associated 

"Absolute anonymity breeds 
absolute irresponsibility." 

— Scott McNealy, 
Chairman &CEO, 
Sun Microsystems 

with other data collect on approaches because no 
information is revealed about users who do not 
redistribute copies. 

General information gathered from forensic 
marks can also help publishers make appropriate risk 
management decisions. For example, if piracy using a 
particular software decoder becomes widespread, a 
content owner might prevent it from decoding future 
content at high resolution until users install a security 
upgrade. 

10. REVIEW OF DESIGN OBJECTIVES AND 
REQUIREMENTS 

Figure 4 in Section 3 lists major requirements 
and objectives for content protection systems. This 
section reviews these issues and the feasibility of 
addressing them using self-protecting content with 
forensic marks. 

0. Renewability - Security must he reestablished after 
individual devices are compromised or flaws are found in 
product designs. 

No limitations are imposed on number of compromises 
or attacks that can be survived. Many compromises can 
he repaired using code updates. Unaffected products are 
not impacted. 

If k out of At decoders collude to cry to remove a forensic mark, 

there are (1.1 possible sets of colluders. A set of colluders can be 
excluded if no set members could decode the observed version 
of a polymorph. If each version of each polymorph can be 
decrypted by an independent random 50% of decoders, each 
polymorph in the output exdudes (1/2)k = 24 of the collusion 
sets. If a total of p polyrnotphs are present, the expected 

number of non-excluded collusion snarlsb-2-1(2). 

For example, a 90-minute movie at 30 frames/second has 
162,000 frames. For 1% of the frames (p=1620), two 
polymorphs are included. Even if an adversary produces a 
pirate copy by combining outputs from 4 decoders (le=4) chosen 
from a population of 1 billion decoders (N=109), the content 
owner can identify all of the compromised devices with 
probability >99.9999999%, since the expected number of 
ambiguous collusion sets is 

(1_2-4)6.,(1?:)<(iir2o(1.1=d6200.105 00<e-21.6<4x10-m• 
Figure 13: Simple traitor tracing (en atsin a detection) example, 

► Playability - All valid players must be able to play all valid 
content, subject to security policies. 

Operation is fully configurable by publisher, but security 
would normally be hidden and automatic. Flexibility 
allows publishers to block unauthorized actions while 
minimizing any impact on legitimate users. 

► End-to-End Security - Content should be protected 
through the entire distribution and playback process. 

Security code can validate all information available 
during the playback sequence, including decoder types, 
media types, software device drivers, devices connected 
to digital outputs, etc. Forensic marks deter copying 
from analog and other outputs. 

0. Cost - Cost should he minimized. 

Modest impact on player complexity; manufacturing cost 
today should be less than costs for CSS when DVD was 
introduced. Effort to develop/procure security code 
would increase content mastering costs. Fixed costs 
include administration, technology licensing, player 
engineering, and standards development. 

0. Openness - Because implementations will eventually be 
reverse engineered, security must not rely on the secrecy of 
the system's design. 

All system design documents could he made public; only 
players' production keys need to be secret. 

0. Player Diversity - Security must be provided across a 
broad range of decoding devices. 

Support for all player types is practical, including those 
that are software-based, portable, and off-line. Future 
player types and security features can be supported in 
future content Because publishers/artists can decide 
where their content will be played, content code can 
range widely in features and security policies. 

0. Migration Path - Transitions from one format to another 
should be as smooth as possible. 

To support migration from insecure designs, players can 
support both legacy and self-protecting content formats. 
Legacy standards can he implemented in updateable 
code running on the player's interpreter. Upgrades and 
transitions from programmable formats can be done by 
adding appropriate code to content. 

► Assurance - System-level designs must provide high 
assurance of security, while assuming that individual 
implementations may be insecure.19

System design assurance is only limited by the standards 
process, quality of documentation, and third party 

19 Security products arc uniquely difficult to evaluate because security 
flaws arc invisible during normal operation and vendor claims arc 
notoriously unreliable. Careful due diligence of all security claims 
(including our own) is strongly encouraged. 
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evaluations. Cryptographic components and forensic 
marking can be provably secure. Security flaws in 
content code do not affect other titles. Player flaws can 
affect older content, but can he. avoided or repaired in 
new content 

► Incentives for Security — Vendors must have tangible 
market-based incentives to ensure security, even after a 
format has been adopted. 

Programmable designs give manufacturers an ongoing 
incentive to invest in security, since publishers will trust 
products with better security with their most 
compelling, highest-quality, and newest content 

► Forensic Reporting — Jt should he passible to identify the 
specific devices and methods used by pirates. 

Forensic marks allow content to embed arbitrary 
information about the decoding process in the output. 
Publishers can recover this data from even a degraded 
analog copy and use it to revoke pirates' equipment, 
improve the security of new content, and prosecute 
pirates. 

In addition to these design issues above, some 
attacks cannot be prevented completely by any player or 
media technology. Although these will always remain 
sources of piracy, risk management approaches can 
provide useful responses: 

► Media doning — No technology can distinguish between 
original media and a perfect copy. 

Although players can detect user-recordable media and 
reject media with revoked IDs, law enforcement efforts 
will he required to stop professional pirates who obtain 
access to equipment for making exact copies to non-

consumer-recordable media. (Proprietary media features 
may help in the short term, but will eventually be reverse 
engineered or circumvented by professional pirates.) 

► Analog Recording — No technology can eliminate 
recording from analog or unprotected outputs. 

Although general-purpose recording devices will always 

be able to record from analog outputs, forensic madcs 

can trace copies back to specific devices, which can then 

be revoked. 

► File Sharing — No technology can eliminate copying of 

content that has had its protection removed. 

Once content has been converted to a format that lacks 
security features, it can be redistributed, c.g em 

computer networks. Although player security features 

and forensic marking may help deter this piracy or trace 
its source, we do not suggest that improvements in 

player security alone will solve the problem of piracy 

over Internet file sharing networks. 

11. CONCLUSIONS 

It is impossible to predict the specific attacks 

and threats that anti-piracy systems will face. 
Conventional static security approaches are ineffective 

because they lack the flexibility required to respond to 

unexpected problems. In contrast, programmable 
systems eliminate the need to anticipate all future threats 

by separating 
critical security 
design choices 
from the media 
format and player 

design. When failures occur, as we expect they 
inevitably will, publishers can mitigate their risk by 
revising security systems and policies without losing 
compatibility with the installed base of players. 

Programmable systems can adapt and evolve as 
technical advances yield new threats and opportunities. 
This provides content owners with the ability to respond 
and to recover from attacks that would have otherwise 
been catastrophic. The intended result is a chess game 

of pirate attacks and publisher countermeasures. Newer 

content will benefit from newer security measures, while 

older content is more likely to be pirated. Piracy will not 

be eliminated, but programmatic responses such as 

forensic marking, equipment revocation, and code 
upgrades can provide an ongoing deterrent by increasing 

the risk, cost, and effort of piracy. 

Publishers have been effective at lobbying, but 

have not presented a long-term technical strategy. While 

new anti-piracy systems could be far more effective than 

any in use today, investments in security have been 

inadequate relative to the major economic threat posed 

by piracy. 

Efforts to improve security will require strong 

technical leadership. Otherwise, standards efforts will 

tend to degenerate into unwieldy and ineffective 

committees with short-term focus. leadership is also 

needed to prevent ineffective proposals from wasting 

time and momentum, to verify that security needs are 

met before products ship, and to help secure designs 

succeed in the marketplace. We conclude that only 

rights holders can provide this leadership; no other 

participants have the motivation, expertise, or resources 

to ensure the deployment of effective anti-piracy 

technologies. 

"Failure is only the opportunity to 
begin again more intelligently." 

— Henry Ford 
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Multimedia Watermarking Techniques 

FRANK HARTUNG, STUDENT MEMBER, IEEE, AND MARTIN KUTTER 

Invited Paper 

Multimedia watermarking technology has evolved very quickly 
during the last few years. A digital watermark is information 
that is imperceptibly and robustly embedded in the host data 
such that it cannot be removed. A watermark typically contains 
information about the origin, status, or recipient of the host 
data. In this tutorial paper, the requirements and applications 
for watermarking are reviewed. Applications include copyright 
protection, data monitoring, and data tracking. The basic concepts 
of watermarking systems are outlined and illustrated with proposed 
watermarking methods for images, video, audio, text documents, 
and other media. Robustness and security aspects are discussed in 
detail. Finally, a few remarks are made about the state of the art 
and possible future developments in watermarking technology. 

/Keywords—Audio, image, multimedia, review, video, water-
marking. 

I. INTRODUCTION 

Multimedia production and distribution, as we see it 
today, is all digital, from the authoring tools of con-
tent providers to the receivers. The advantages of digital 
processing and distribution, like noise-free transmission, 
software instead of hardware processing, and improved 
reconfigurability of systems, are all well known and ob-
vious. Not so obvious are the disadvantages of digital 
media distribution. For example, from the viewpoint of 
media producers and content providers, the possibility for 
unlimited copying of digital data without loss of fidelity 
is undesirable because it may cause considerable financial 
loss. Digital copy protection or copy prevention mecha-
nisms are only of limited value because access to cleartext 
versions of protected data must at least be granted to 
paying recipients which can then produce and distribute 
illegal copies. Technical attempts to prevent copying have 
in reality always been circumvented. 

One remaining method for the protection of intellectual 
property rights (IPR) is the embedding of digital water-
marks into multimedia data. The watermark is a digital code 
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unremovably, robustly, and imperceptibly embedded in the 
host data and typically contains information about origin, 
status, and/or destination of the data. Although not directly 
used for copy protection, it can at least help identifying 
source and destination of multimedia data and, as a "last 
line of defense," enable appropriate follow-up actions in 
case of suspected copyright violations. 

While copyright protection is the most prominent appli-
cation of watermarking techniques, others exist, including 
data authentication by means of fragile watermarks which 
are impaired or destroyed by manipulations, embedded 
transmission of value added services within multimedia 
data, and embedded data labeling for other purposes than 
copyright protection, such as data monitoring and tracking. 
An example for a data-monitoring system is the automatic 
registration and monitoring of broadcasted radio programs 
such that royalties are automatically paid to the IPR owners 
of the broadcast data. 

The development of watermarking methods involves 
several design tradeoffs. Watermarks should be robust 
against standard data manipulations, including digital-to-
analog conversion and digital format conversion. Security 
is a special concern, and watermarks should resist even 
attempted attacks by knowledgeable individuals. On the 
other hand, watermarks should be imperceptible and convey 
as much information as possible. In general, watermark 
embedding .and retrieval should have low complexity 
because for various applications, real-time watermarking is 
desirable. All of these (partly contradicting) requirements 
and the resulting design constraints will be discussed in 
more detail throughout the paper. 

The paper is organized as follows. Section II gives an 
introductory explanation of the terms used, as well as a 
few remarks about the historical aspects of watennarking. 
In Section 111, common design requirements and principles 
are explained that apply to all watermarking techniques, in-
dependent of the actual application. Sections IV—VII review 
various watennarking techniques that have been proposed 
for formatted text • data, images, video, and audio, re-
spectively. Watermarking of other media, including three 
dimensional (3-D) data and 3-D animation parameters, is 
discussed in Section VIII. Section IX gives detailed insight 
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into security issues. namely attacks against watermarks, and 
shows the relations between watermarking and cryptology. 

.1n Section X. we extrapolate the recent development of 
watermarking technology and watermarking applications 
and try to forecast future trends. Section XI summarizes 
and concludes this paper on multimedia watermarking 
techniques. 

IL STEGANOGRAPHY AND WATERMARKING—HISTORY 
AND TERMINOLOGY 

A. History • 
• • The idea to communicate secretly is as old as communi-

cation itself. First stories, which can be interpreted as early 
records of covert communication. appear in the old Greek 
literature, for example, in Homer's Iliad,- or in tales by 
Herodotus. The word "steganography," which is still in use 
today, derives from the Greek language and means•covert 
communication. Kobayashi [67] and Petitcolas et al. [99] 
have investigated the history of covert communication in 
great detail, including the broad use of techniques for secret 
and covert communication before and during the two World 
Wars, and steganographic methods for analog signals. Al-
though the historical background is very interesting, we do 
not cover it here in detail. Please refer to (671 and [991 for 
an in-depth investigation of historic aspects. 

Paper watermarks appeared in the art of handmade pa-
permaking nearly 700 years. ago. The oldest watermarked 
paper found in archives dates back to 1292 and has its 
origin in Fabriano. Italy. which is considered the birthplace 
of watermarks. At the end of the thirteenth century, about 40 
paper mills were sharing the paper marked in Fabriano and producing' paper with different format, quality, and price. 
They produced raw. coarse paper which was smoothed 
and postprocessed by artisans anil sold by merchants. 
Competition not only among the paper mills but also among 

• the artisans and merchants. was very high, and it was 
difficult to keep track of paper provenance and thus format 
and quality identification. The introduction of watermarks 
helped avoiding any possibility of confusion. After their 
invention, watermarks quickly spread over-Italy and then 
over Europe, and although originally used to. indicate the 
paper brand or papei mill, they later served as indication for 
paper format. quality, and strength and were also used to 
date and authenticate paper. A nice example illustrating the 
legal power of watennarks is a case in 1887 in France called 
-Des DeCorations" 1411. The watermarks of two letters. 
presented as pieces or evidence, proved that the litters 
had been predated and resulted in considerable sensation 
and: in the• end, in the resignation of President GrivY. For 
more information on paper watermarks. watermark history, 
and related legal issues. please refer to 11441. an extensive 
listing of over 500 references. • 

The analogy between paper watermarks. steganography, 
and digital watermarking is obvious, and in fact, paper 
watermarks in money bills or stamps 11351 actually inspired 
the first use of the term watermarking in the context of 
digital data. 

The idea of digital image watermarking arose indepen-dently in 1990 11311. 11321 and around 1993 1201, 11361. Tirkel el al. )1361 coined the word "water mark" which became "watermark" later on. It took a few more. years until 1995/1996 before watermarking received remarkable attention. Since then. digital watermarking has gained a lot of attention and has evolved very quickly, and while there are a lot of topics open for further. research, practical . 
working methods and systems have been developed. In this paper. we introduce the concepts and illustrate them with some of the work that has been published. While attempting 
to be as complete as possible, we can still only give a rough 
overview. 

B. Tertnipology • 
Today, we are of course concerned withdigital communi-cation. AS in classical analog communication, also in digital 

communication there is interest for methods' that allow the transmission of information hidden or embedded in other data. While such techniques often share similar principles and basic ideals, there are also important distinguishing fea-tures, mainly in terms of robustness against attacks. Several names have been coined for such techniques. However, the 
terms are often confused. and therefore it, is. necessary to clarify the differences. 

S'teganagraphy stands for techniques in general that allow 
secret communication, usually by embedding or hiding 
the secret information in other. unsuspected data. St4..gano-
graphic methods generally do rely on the assumption that 
the existence of the covert communication is unknown to third parties and are mainly used in secret point-to-
point communication between trusting parties. As a result, steganographic methods are in general not robust; i.e.. the hidden information cannot be recovered after data manipulation. . . 

Watermarking. as opposed lg steganography. has the additional notion of robustness against attacks. Even if the existence of the hidden information is knOwn it is
difficuli—ideallyimpossible—for an attacker to destroy the embedded watermark, even if the algorithmic principle of..the watermarking method is public. In cryptography, this is • kiniwit as Kerkltaffr law: a cryptosystem should be secure. even if an attacker knows the cryptographic principles and 
methods used but does not have the appropriate key 11171. A practical implication of the robustness requirement is that watermarking, methods can typically embed much less . information into host data than steganographic methods; Steganography and watermarking are thus' more comple-
mentary than competitive approaches. In the remainder of this paper, we locus on watermarking methods and not 
on steganographic methods. in general. For an overview of 
steganographic methods the reader is referred to (671, (991. and [124]. 

Data hiding and data enthedding are used in varying 
contexts, but they do typically denote either steganography 
or appliCations "between" steganography and watermark-
ing. which means applications where the existence of the embedded data are publicly known, but there is tic) mid 
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to protect it. This is typically the case for the embedded 
transmissioa of auxiliary intbrination or services 11251 
that are publicly available and do not relate to copyright 
protection or conditional access functiunalities. 

• Fingerprinting and labeling are terms that denote special 
applications of watermarking. They relate to copyright 
protection applications where informant at about originator 
and recipient of digital data is embedded as watermarks. 
The individual watermarks. which are unique codes out of 
a series of codes, are called "fingerprints" or "labels." 

bill-stream watermffking is sometimes used for data 
hiding or watermarking of compressed data, for example. 
compressed video. • 

The term embedded signatures has been used instead of 
"watermarking" in early publications. Because it potentially 
leads to confusion with cryptographic .digital signatures 
11171. it is usually not used anymore. Cryptographic sig-
natures serve for authentication purposes. They are used to 
.letect alterations of the signed data and to authenticate the 
sender. Watermarks. however, are only in special applica-
tions used for authentication and are usually designed to 
resist alterations and. modifications. . . 

Visible watermarks, as the name says, are visual patterns, • 
like logos. which are inserted into or overlaid on images (or 
video), very similar to visible paper watermarks. However, 
the, name is confusing since visible watermarks are not 
watermarks in the sense of this paper. Visible watermarks 
are mainly applied to images, for example. to visibly mark 
preview images available in image databases. or on the 
World Wide Web in order to prevent people from commer-
cial use of such images. A visible watermarking methtxl 
devised by Braudaway et al. 1161 combines the watermark 
image with the original image by modifying the brightness 
of the original image as a -function of the watermark and 
a secret key. The secret key determines pseudbrandom 
scaling values used for the brightness modification in order 
to make it difficult for attackers to remove the visible mark. 

• • 
Ill. DIGITAL WATERMARKING 

A. Requirements 

• The basic requirements -in watermarking apply to all 
media and are very intuitive. 

I Y A watermark shall convey as much information as 
possible. which means the watermark data rate should 
be high. 

2) A watermark should in general be secret and should 
only be accessible by authorized parties. This require-
ment is referred to as security of the watermark and 
is usually achieved by the use of cryptographic keys. 

3) A watermark should stay in the host data regardless 
of whatever happens to the host data, including all 
possible signal processing that may occur, and includ-
ing all hostile attacks that unauthorized parties may 
attempt. This requirement is referred to as robustness 
of the watermark. It is a key requirement for copy-
right protection or conditional access applications, but 
less important for applications where the watermarks 

ate not required to be cryptographically 'secure, for 
example. for applications where watermarks. convey 
public information. 

4) A watermark should. though being unremovable, be 
imperceptible. 

Depending on the media to he watermarked and the appli-
cation. this basic set of requirements may be supplemented 
by additional requirements. 

) Watermark recovery may or may not be allowed to 
use the original, unwatermarked host data. 

2) Depending on the application, watermark embed-
ding may be required in real time. e.g.. for video 
fingerprinting. Real-time embedding again may, for 
complexity reasons, require compressed-domain em-
bedding methods. 

3) Depending on the application, the watermark may be 
required to be able to convey arbitrary information. 
For other applications, only a few predefined water-
marks may have to be embedded, and for the decoder 
it may be sufficient to check for the presence of one 
of the predefined watermarks (hypothesis testing). 

In the following, a few of the mentioned requirements and 
the resulting design issues are highlighted in more detail. • 

• 1) iliner-mrk Security and Keys: If security, i.e., secrecy 
of the embedded information, is required, one or several.
secret and cryptographically secure keys have to be used 
for die embedding and extraction process. For example, 
in many schemes, pseudorandom signals are embedded as 
watermarks. In this case, the description and the seed of the 
pseudorandom number generator may be used as key. There 
are two levels of secrecy. In the first level, an unauthorized 
user can neither read or decode an embedded watermark nor 
can he detect if a given set of data contains a watermark. 
The second level permits_ -unauthorized users to detect if 
data are watermarked. however, the embedded information 
cannot be read without having the secret key. Such schemes 
can, for example, embed two watermarks. one with a 
public key and the other with a secret key. Alternatively, a 
scheme has been proposed which combines one or several 
public keys with a private key and embeds one combined 
public/private watermark, rather than several watermarks 
101. When designing an overall copyright protection sys-
tem. issues like secret key generation. distribution, and . 
management (possibly by trusted third panics). as well as 
other system integration aspects have to be considered. 

2) Robustness: in the design of any watermarking 
scheme. watermark robustness is typically one of the main 
issues. since robustness against data distortions introduced 
through standard data processing and attacks is a major 
requirement. Standard data processing includes all data 
manipulation and modification that the data might undergo 
in the usual distribution chain. such as data editing, printing. 
enhancement. and format conversion. "Attack"•denotes data 
manipulation with.the purpose of impairing, destroying, or 
removing the embedded watermarks. Section I X-B below 
revisits attacks and gives remedies that help to make 
watermarks attack resistent. 
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Although it is possible to design robust watermarking 
techniques, it should be noted. that a watermark is only 
robust as long as it is not public, which means as long 
as it cannot be read by everyone: If watennark detector 
principle and key are public, and even if only a "black-box" 
watermark detector is public, the watermark is vulnerable to 
attacks [28], [64]. Hence, public watermarks, as sometimes 
proposed in the literature, are not robust unless every 
receiver uses a different key. This however is difficult in 
practice and gives rise to collusion attacks. 

3) Imperceptibility: One of the main requirements for 
watermarking is the perceptual transparency. The data 
embedding process should not introduce any perceptible ar-
tifacts into the host data. On the other hand, for high robust-
ness, it is desirable that the watermark amplitude is as high 
as possible. Thus, the design of a watermarking method 
always involves a tradeoff between imperceptibility and 
robustness. It would be optimal to embed a watermark just 
below the threshold of perception. However, this threshold 
is difficult to determine for real-world image, video and 
audio signals. Several measures to determine objectively 
perceived distortion and the threshold of perception have 
been proposed for the mentioned media [75]. However, 
most of them are still not perfect enough to replace human 
viewers or listeners who judge the visual or audio fidelity 
through blind tests. Thus, in the design of watermarking 
systems, it is usually necessary to do some testing with 
volunteers. The second problem occurs in combination with 
post watermarking processing, which might result in an 
amplification of the embedded watennark and make it per-
ceptible. An example is zooming of watermarked images, 
which often makes the embedded watermarks visible, or 
contrast enhancement, which may amplify highly frequent 
watermark patterns that are otherwise invisible. 

4) Watermark Recovery With or Without the Original Data: 
Watermark recovery is usually more robust if the original, 
unwatermarked data are available. Further, availability of 
the original data set in the recovery process allows the 
detection and inversion of distortions which change the data 
geometry. This helps, for example, if a watermarked image 
has been rotated by an attacker. However, access to the orig-
inal data is not possible in all cases, for example, in applica-
tions such as data monitoring or tracking. For other applica-
tions, like video waterrnarking, it may be impractical to use 
the original data because of the large data volume, even if it 
is available. It is, however, possible to design watermarking 
techniques that do not need the original for watermark ex-
traction. Most watermarking techniques perform some kind 
of modulation in which the original data set is considered a 
distortion. If this distortion is known or can be modeled 
in the recovery process, explicitly designed techniques 
allow its suppression without knowledge of the original. 
In fact, most recent methods do not require the original for 
watermark recovery. In some publications, such techniques 
are called "blind" watermarking techniques (2]. [1]. 

5) Watermark Extraction or Verification of Presence for a 
Given Watermark: In the literature, two different types of 
watermarking systems can be found: systems that embed 
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a specific information or pattern and check the existence 
of the (known) information later on in the watermark re-
covery—usually using some sort of hypothesis testing—and 
systems that embed arbitrary information into the host data. 

The first type, verification of the presence of a known 
watermark, is sufficient for most copyright-protection ap-
plications. 

The second type, embedding of arbitrary information, is, 
for example, useful for image tracking on the Internet with 
intelligent agents where it might not only be of interest to 
discover images, but also to classify them. In such cases, the 
embedded watermark can serve as an image identification 
number. Another example where arbitrary information has 
to be embedded are applications for video distribution 
where, e.g., the serial number of the receiver has to be 
embedded. 

Although most presented methods or systems are. de-
signed for either watermark extraction or verification of 
presence for a given watermark, it should be noted that in 
fact both approaches are inherently equivalent. A scheme 
that allows watermark verification can be considered as 
a 1-bit watermark recovery scheme, which can easily be 
extended to any number of bits by embedding several 
consecutive "1-bit watermarks." The inverse is• also true: 
a watermark recovery scheme can be considered as a 
watermark verification scheme assuming the embedded 
information is known. 

B. Basic Watermarking Principles 
The basic idea in watermarking is to add a watermark 

signal to the host data to be watermarked such that the 
watermark signal is unobtrusive and secure in the signal 
mixture but can partly or fully be recovered from the signal 
mixture later on if the correct cryptographically secure key 
needed for recovery is used. 

To ensure imperceptibility of the modification caused by 
watermark embedding, a perceptibility criterion of some 
sort is used. This can be implicit or explicit, host data 
adaptive or fixed, but it is necessary. As a consequence of 
the required imperceptibility, the individual samples (e.g., 
pixels or transform coefficients) that are, used for watermark 
embedding can only be modified by an amount relatively 
small to their average amplitude. 

To ensure robustness despite the small allowed changes, 
the watermark information is usually redundantly dis-
tributed over many samples (e.g., pixels) of the host data, 
thus providing a "holographic" robustness, whiCh means 
that the watermark can usually be recovered from a small 
fraction of the watermarked data, but the recovery is more 
robust if more of the watermarked data are available for 
recovery. 

As said before, watermark systems do in general use one 
or more cryptographically secure keys to ensure- security 
against manipulation and erasure of the watermark. 

There are three main issues in the design of a water-
marking system. 
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Fig. I. Generic digital watermarking scheme. 
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Fig. 2. Generic watermark recovery scheme. 
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1) Design of the watermark signal W to be added to the 
host signal. Typically, the watermark signal depends 
on a key K. and watermark information I 

W = (1) 

Possibly, it may also depend on the host data X into 
which it is embedded 

W = , X). (2) 

2) Design of the embedding method itself that incorpo-
rates the watermark signal W into the host data X 
yielding watermarked data Y 

Y = fi(X, W). (3) 

3) Design of the corresponding extraction method that 
recovers the watermark information from the signal 
mixture using the key and with help of the original 

I = g(X ,Y , IC) 

or without the original 

I = g(Y , 

(4) 

(5) 

The fi rst two issues, watermark signal design and water-
mark signal embedding, are often regarded as one, specif-
ically for methods were the embedded watermark is host 
signal adaptive. 

Figs. 1 and 2 illustrate the concept. • Fig. 1 shows the 
generic watermarking scheme for the embedding process. 
The input to the scheme is the watermark, the host data, and 
an optional public or secret key. The host data may, depend-
ing on the application, be uncompressed or compressed, 
however, most proposed methods work on uncompressed 
data. The watermark can be of any nature, such as a number, 
text, or an image. The secret or public key is used to enforce 
security. if the watermark is not to be read by unauthorized 
parties, a key can he used to protect the watermark. In 
combination with a secret or a public key, the watermarking 
techniques are usually referred to as secret and public 
watermarking techniques, respectively. The output of the 
watermarking, scheme are the modified. i.e., watermarked, 

data. The generic watermark recovery process is depicted 
in Fig. 2. Inputs to the scheme .arc the watermarked data, 
the secret or public key, and, depending on the method, 
the original data and the original watermark. The output 
of the watermark recovery process is either the recovered 
watermark or some kind of confidence measure indicating 
how likely it is for the given watermark at the input to be 
present in the data under inspection. 

Many proposed watermarking schemes use ideas 
borrowed from spread-spectrum radio communications 
(25], [43], [101]. They embed a watermark by adding 
a pseudonoise (PN) signal with low amplitude to the host 
data. This specific PN signal can later on be detected using 
a correlation receiver or matched fi lter. If the parameters 
like amplitude and the number of samples of the added PN 
signal are chosen appropriately, the probabilities of false-
positive or false-negative detections are very low. The PN 
signal has the function of a secret key. The scheme can be 
extended if the PN signal is either added or subtracted from 
the host signal. In this case, the correlation receiver will 
calculate either a high-positive or high-negative correlation 
in the detection. Thus, 1 bit of information can be conveyed. 
If several  such watermarks are embedded consecutively, 
arbitrary information can be conveyed. 

IV. TEXT DOCUMENT WATERMARKING 

Methods for embedding information into text documents 
have been used for a long time by secret services. 

For text watermarking, we have to distinguish between 
methods‘ that hide information in the semantics, which 
means in the meaning and ordering of the words, and • 
methods that hide information in the format, which means 
in the layout and the appearance. 

The first class designs a text around the message to be 
.hidden. In that sense, the information is not really embedded 
in existing information, but rather covered by misleading 
information. This class of techniques is outside the scope of 
this paper and will not be considered here. In the f011owing, 
we concentrate on the latter type of information-embedding 
methods which use an existing text doeument into which 
data are embedded. 

Formatted text is probably the medium where watermark-
ing methods can be defeated most easily. If the watermark 
is in the format, then it can obviously be removed by 
"retyping" the whole text using a new character font and 
a new format where "retyping" can be either manual or 
automated using optical character recognition (OCR). OCR.
systems are still not perfect for many applications today 
and often need human supervision. Thus, removal of water-
marks either yields bad results (single characters are wrong, 
due to OCR) or is expensive. The goal is to make watermark 
removal more expensive than obtaining the, right to copy 
from the copyright owner. If this goal is achieved, text 
watermarking makeS sense, though it can be defeated [14]. 

Text watermarking has applications wherever copyrighted 
electronic documents' are- distributed. Important examples 
are virtual digital libraries where users may download 

HARTUNG AND KUTTER: MULTIMEDIA WATERMARKING TECHNIQUES 1083 

DISH-Blue Spike-246
Exhibit 1010, Page 0956



• this is an example for word-shift coding 
this is an vmmple for word-shift coding 

Fig. 3. Example for word-shift coding. 

copies of documents, for example, books, but are not al-
lowed to further distribute them or to store them longer than 
for a certain predefined period. In this type of application, 
a requested document is watermarked with a requester 
specific watermark before releasing it for download. If later 
on illegal copies are discovered, the embedded watermark 
can be used to determine the source. 

Brassil et al. [14], [15], [84], [85], [91) have extensively 
worked on text watermarking. They propose three different 
methods for information embedding into text documents: 
line shift coding; word-shift coding; and feature coding. 
In line-shift coding, single lines of the document are 
shifted upwards or downwards by very small amounts. The 
information to be hidden is encoded in the way the lines are 
shifted. Similarly, words are shifted horizontally in order 
to modify the spaces between consecutive words in word-
shift coding. An example for word-shift coding is shown in 
Fig. 3. Both methods are applicable to the format fi le of a 
document or to the bitmap of a page image. While line-shift 
coding can rely on the assumption that lines are uniformly 
spaced, and thus does not necessarily need the original for 
watermark extraction, the original is required for extraction 
in word-shift coding, since the spaces between words are 
usually variable. The third method, feature coding, slightly 
modifies features such as the length of the end lines in 
characters like b, d, It, etc. Among the three presented 
methods, line-shift coding is the most robust in the presence 
of noise but also most easily defeated. The authors again 
argue that although the described methods can theoretically 
be defeated, it requires interactive human intervention and 

• is expensive in practice. The presented methods are robust 
enough to resist printing, consecutive photocopying up to 
ten generations, and rescanning [85]. 

V. IMAGE WATERMARKING 

Most watermarking research and publications are focused 
on images. The reason might be that there is a large demand 
for image watermarking products. due to the fact that there 
are so many images available at no cost on the World Wide 
Web which need to be protected. 

Meanwhile, the number of image watermarking pub-
lications is too large to give a complete survey over, 
all proposed techniques. However, most techniques share 
common principles. Thus, we try to point out the common 
ideas first, before we explain some selected methods in 
more detail to illustrate how the principles are applied in 
practice. 

The watermark signal is typically a pseudorandom signal 
with low amplitude; compared to the image amplitude., and 
usually with spatial distribution of one information (i.e., 
watermark) hit over many pixels. A lot of watermarking • 
methods are in fact very similar and differ only in parts or 
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single aspects of the three topics:•signal design; embedding; 
and recovery. 

The information that is embedded is usually not important 
for the watermarking itself. However, there are methods that 
are designed to embed and extract one out of a codebook of 
codes, and thus cannot accommodate arbitrary information 
[27], [72]. Other proposed schemes modulate the codes 
available in the codebook with arbitrary information bits 
and can thus accommodate arbitrary messages. Although 
some authors distinguish strictly between the two types, 
they are in fact conceptually very close. 

The watermark signal is often designed as a white [136], 
[139] or colored pseudorandom signal with, e.g., Gaussian 
[27], uniform, or bipolar [33), [72], [76], (93], [136), prob-
ability density function (pdf). In order to avoid visibility 
of the embedded watermark, an implicit or explicit spatial 
[7], [66], [126], [146] or spectral [66], [105), [106], [136], 
[130], [146] shaping is often applied with the goal to atten-
uate the watermark in areas of the image where it would 
otherwise become visible. The resulting watermark signal is 
sometimes sparse and leaves image pixels unchanged [33], 
[74], but mostly it is dense and alters all pixels of the image 
to be watermarked. The watermark signal is often designed 
in the spatial domain, but sometimes also in a transform 
domain like the full-image discrete cosine transform (DCT) 
domain [27] or block-wise DCT domain [69). 

The signal embedding is done by addition [78], [93], 
[139] or signal-adaptive (i.e., scaled) addition [2], mostly 
to the luminance channel alone, but sometimes also to 
color channels, or only to color channels [73]. The addition 
can take place in the spatial domain, or in transform 
domains such as the discrete Fourier transform (DFT) 
domain [113], the full-image DCI' domain (3], [27], [105], 
the block-wise DCT domain [7], [471, [69], [78], (106], 
[151], the wavelet domain [71], [72), [143], the fractal 
domain [34], [96), [109]. the Hadamard domain (59], 11 11 J. 
the Fourier-Mellin domain [114], [115], or the Radon 
domain [150]. It is often claimed that embedding in the 
transform (mostly DCT or wavelet) domain .is advantageous 
in terms of visibility and security [3]. However, while some. 
authors argue that the watermarks should be embedded into.
low frequencies [27], [114], other argue that they should 
rather be embedded into the medium [3], [36], 156] or high 
frequencies. In fact, it has been shown [122], [123] that 
for maximum robustness watermarks should be embedded 
signal adaptively into the same spectral components that 
the host data already populate. For images and video;  these 
are typically the low frequencies. 

As said before, watermark signal generation and 'wa-
termark embedding are often treated jointly. For some 
proposed methods, they cannot be regarded separately, 
especially if the watermark is signal adaptive [3], [22], 
[23], [78], [148]. 

The watermark recovery is usually done by some sort 
of correlation method, like a correlation receiver or a 
matched fi lter. Since the watermark signal is often designed 
without knowledge of the host signal, crosstalk between 
watermark signal and host data is a con-in- on problem in 
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watermarking. In order to suppress the crosstalk, many 
proposed schemes require the original, unwatermarked data 
in order to subtract it before watermark extraction. Other 
proposed methods apply a prefilter [38], [73], [82], 1139] 
instead of subtracting the original. Yet other methods do not 
suppress the crosstalk [105]. Some researchers propose to 
use more sophisticated detectors than just simple correlation 
detectors, e.g., maximum a-posteriori (MAP) detectors [3]. 
Like for embedding, several domains have been proposed 
for watermark extraction, often corresponding to the do-
main that is proposed for embedding or for signal design. 
There are fewer publications where watermark embedding 
and extraction are proposed in different domains. 

Before we look at some specific watermarking techniques 
in the different domains, we give a brief chronological 
overview of early watermarking methods. 

The year 1993 can be considered the beginning of the 
digital image watermarking era, although other publications 
from the early 1990's, such as Tanaka et al. [131], [132], 
already introduced the idea of tagging images to secretly 
hide information and assure ownership rights. Caronni [20], 
[21] describes an overall system to track unauthorized 
image distribution. He proposes to mark images using 
spatial signal modulation and calls the process tagging. 
A tag is a square of size N * N. In a first step, all 
possible locations in an image where a tag could possibly 
be placed are identified by calculating the local region 
variance of size N * N in the image and comparing 
it to empirically identified upper and lower limits. Only 
locations with minimal variance are used for tagging. A 
tag is a square with a constant value proportional to the 
maximum image brightness within the square and decaying 
outside the border. A selected image area is tagged by 
adding or subtracting the tag and a random, zero mean, 
noise pattern. Both the tag location and the noise sequence 
are key dependent. One selected tag location hides 1 hit and 
is only tagged if the bit to embed is set to one. To recover an 
embedded bit, the difference between the original and the 
tagged image is computed. Then the mean of a supposedly 
tagged location is compared to the neighboring mean to 
determine the bit value. In addition to the marking process, 
Caronni also suggests to use the correlation coefficient 
between the original and the tagged image as a measure 
for the image degradation due to the tagging process. 
A correlation coefficient of one indicates that the two 
images are identical, whereas for distorted images the value • 
decreases toward zero. 

In the same year, approaches and ideas for digital image 
watermarking were proposed by Tirkel et al. [136] in 
their 1993 publication entitled Electronic Water Mark. In 
this early publication on digital watermarking. the authors 
already recognized the importance of digital watermarking 
and proposed possible applications for image tagging, copy-
right enforcement, counterfeit protection, and controlled 
access to image data. Two methods were proposed for 
grayscale images. In the first approach, the watermark in 
form of an in-sequence-derived PN code is embedded in 
the least significant bit (LSB) plane of the image data. To 

Table 1 
Sample Cipher Key Table 

Ai ••- -4 -3 
0 

-2 
1 

-1 0 
0 

1 2 3 4 
0 C.; 0 0 

gain full access to the LSB plane without introducing much 
distortion, the image is first compressed to 7 bits through 
adaptive histogram manipulation. This method is actually 
an extension to simple LSB coding schemes in which 
the LSB's are replaced by the coding information. The • 
watermark decoding is straightforward since the LSB plane 
carries the watermark without any distortion. In the second 
approach, the watermark, again in form of an m-sequence-
derived code, is added to the LSB plane. The decoding 
process makes use of the unique and optimal autocorrelation 
function of in-sequences [86]. A modified"vertion of the 
paper was published in 1994 [139] titled A Digital Water-
mark, and being the first publicatiOn explicitly mentioning, 
and hence defining, the term digital watermarking. In 1995 
(137), the idea of using in-sequences and LSB addition 
was extended and improved by the authors through the use 
of two-dimensional (2-D) m-sequences which resulted in 
more robust watermarks. 

About the same time Matsui and Tanaka j90] published 
a paper called "Video Steganography: How to Secretly 
Embed a Signature in a Picture," in which several water-
marking techniques were proposed for image watermarking. 
Their first method is based on a predictive coding scheme 
for gray scale images. Predictive coding schemes exploit the 
correlation between adjacent pixels by coding the prediction 
error instead of coding the individual gray scale values. A 
digital image is scanned in a predefined order traversing 
the pixels {:i:i); i E N. The set of pixels is then coded 
using a predictive coding scheme by keeping the first value 
:1:1 and replacing subsequent values 2:j by the difference ci 
between adjacent pixels 

Ci =:i: - i_t.

To embed a watermark in form of a binary string, Matsui 
and Tanaka introduce a cipher key table which assigns 
a corresponding bit ei to all possible differences Ai. 
An example of such a table is given in Table I. The 
correspondence between bit values and the differences is 
kept secret. To embed a bit b, select a pixel with its 
corresponding difference ei. Check in the cipher table if 
the bit value ci corresponding to Ai = ci has the same 
value as bit b. If this is the case, proceed to the next bit, 
otherwise select the closest value to ei in the cipher table 
that has the appropriate bit value. The watermark can be 
recovered by looking up the bit in the coding table. The 
second method modifies the ordered dithering scheme for 
binary pictures. A dithering scheme. consists of comparing 
the monotone level of pixels within a pixel block with a 
position-dependent threshold and turning "on" those pixels 
with a value above the threshold. The location dependent 
thresholds are given in a square matrix. of size N N 
called dither matrix with entries 44), where it denotes an 
ordering number between zero and N2 — 1 and p and q the. 

(6) 
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6 .7 8 9 

5 0 1 10 

4 3 2 11 

15 14 13 12 

Fig. 4. Sample dither matrix: dot-concentrated type. 

corresponding matrix line and column, respectively. Fig. 4 
shows a sample dithering matrix: Given the dither matrix, 
the corresponding thresholds T are defined as 

T = (4,;') x (7) 

where R defines the dynamic brightness range of the image. 
To dither an image, it is first divided into adjacent blocks of 
the same size as the dither matrix. Then all values in each 
block are compared to the corresponding threshold value 
and modified accordingly. Now let the set set of threshold 
pairs be defined as 

SA = j )k ja: —a:1 = k; ,J =0, 1, . . .,N;i i .j}(8) 

where xi j denote thresholds in the dither matrix. Further, 
let (ye, ykj)k be the output signal of xi , xi and assuming the 
values of (0, 0)k., (0,1)k, (1,0)k, and (I, 1)t.. Only the two 
pairs (0, 1) and (1, 0) are considered for data embedding. , 

To embed a bit b, an output pair (yi, iii)k is selected, and 
yi is compared with the bit value b. If the values are equal, 
the pair is left unchanged, otherwise y; and :u are swapped. 
In order to decode an embedded signature, the above 
described procedure is inverted. Again, the pairs (0, ())k. 
and (1, 1)k are disregarded. The, third scheme is proposed 
to watermark facsimile documents. Facsimile documents 
are scanned with a horizontal resolution of about 8.23 
pixels/mm and then compressed using run length encoding 
(RLE) followed by modified Huffman coding (MH). The 
embedding process modifies the run lengths between two 
subsequent, changing pels. If a one is to be embedded, the 
run length is forced to be. even, whereas for a zero the run 
length is forced to be odd. For valid embedding. the original 
run length has to be larger than one. Decoding an embedded 
bit is achieved by looking at the decoded run length. Their 
last method is based on the modification of DCT coeffi-
cients in a progressive transmission scheme. The watermark 
bits are embedded by modifying the rounding rule for the 
quantized coefficients such that the resulting coefficients 
are odd or even, depending on the watermark bits. 

It was soon recognized that digital watermarking and 
digital modulation, and especially direct sequence spread-
spectrum modulation [40]. [102]. (119], 1140], share sim-
ilar concepts, and it was proposed to consider digital 
watermarking as communication in non-Gaussian noise. 
First theoretical approaches were proposed by Smith 1120]. 

A more in depth analysis of 2-D multipulse amplitude 
modulation was given by Hernandez et at (531 

Since the above-mentioned first publications, the interest 
and research activities on watermarking have largely in-
creased. Multimedia content providers and distributors are 
especially interested in working solutions. In the following, 
we present some of the more recent work and start the 
overview with methods working in the spatial domain. , 

Bender et al. 16] propose two methods for data hiding. 
In the first method, called "Patchwork." randomly selected 
pairs of pixels (ai, bi) are used to hide 1 bit by increasing 
the ai's by one. and decreasing the bi's by. one. Provided that 
the image satisfies some statistical properties, the expected 
value of the'sum of the differences between the ai's and 
bi's of N pixel pairs is given by 2N 

E — = 
{ 2,N, for watermarked pairs. 

0 for nonwatermarked pairs. (9) 
A' 

In the second approach, called "Texture Block Coding," 
the watermark is embedded by copying one image texture. 
block to another area in the image with a similar texture. To 
recover the watermark, the autocorrelation function has to 
be computed. A remarkable feature of this technique is the 
high robustness. to any kind of distortion, since both image 
areas are distorted in a similar way, which means that the 
watermark recovery by autocorrelation still works. 

Pitas and Kaskalis propose signature casting on digital 
images (93], [1031, (104], which is based on the same basic 
idea as the patchwork algorithm proposed by Bender et.al. 
16]. The watermark S {s„,,,,} consists of a binary pattern 
of the same size as the original image and where the number 
of "ones" is equal to the number of "zeros." The original 
image I, with luminance values :r„„„ at location and 711, 

and n, is divided into two sets A and 13 of equal size in 
• the following way: 

A = {a:,,,,, E 1, sum = 
13 = E 1, smn = (t} • (10) 

The watermark is superimposed by changing the elements 
of the subset A by a positive integer factor k,..e.g., A'.

  + E } . The watermarked image .is then 
given by the union of A' and B. To verify the presence 
of a watermark, hypothesis testing 1971 is applied. The test 
statistic q is defined as the normalized difference between 
the mean a' of set A' and the Mean h of set B 

— a 
= 

+ 

where c/A, and n-2B defines the sample variance of set A' and 
B, respectively. The test statistic is then compared with a 
threshold to determine if there is a watermark. The method 
is immune to subsampling followed by up-sampling and re-
sists to JPEG compression with a compression factor of 1:4. . 

An improved version of this idea has been proposed 
Langelaar et al. [78]. 182]. The image is tiled into square 
blocks with a size being a multiple of eight. A single bit 
is embedded by iteratively modifying a pseudorandomly 
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selected block. Each selected block has a pseudorandom 
pattern 1', with equal number of "I" and "0" assigned to it. 
To embed a hit with a value of "I," the scaled pattern 
/,: x P, where 1.: is a predefined scaling factor defining 
the initial minimal. watermark strength, is added to the 
block. For a bit with a value of "0." the scaled pattern 
is subtracted from the block. Let I t, be the mean of all 
pixel values within the block for which the corresponding 
pattern value is zero, and I t the mean of the remaining 
pixels. Further, let Dhigh = It - 10 be the difference 
between the two means, and 131„„. = h — L be the 
difference between the means after JPEG compression of 
the block with a predefined quality factor Q. If a "0" is 
to be embedded, the pattern P is iteratively subtracted 
from the block until both differences, Dios', and Dt„„. 
are below zero or the maximum-number of iterations has 
been reached. If a "I" is to be embedded the pattern 
is iteratively added to the block until both differences, 
Diki, and Diow, are above a predefined threshold T or 
the maximum number of iterations has been reached. An 
embedded bit can be extracted by again computing the 
difference N g', between the two means I t and / 0. The sign 
of this difference is then used to determine the embedded.
hit value. Tests with the parameters set to block size 32 
x 32, threshold T = 1, initial scaling factor k = 4 and 
maximum number of iterations six, indicate that the method 
features decent robustness toward JPEG compression with 
a hit error rate of about 5% for 85% JPEG quality and 20% 
for 60% JPEG quality. In a second method the authors 
propose watermarking in the DC1' domain by setting DCI'-
coefficients below a selected scan line to zero. 

To increase the performance of the block base spatial 
watermarking methods, Bruyndonckx el al. (17J suggest 
the used of pixel classification. Pixels within pseudoran-
domly selected blocks are classified into zones ( I. and 
2) of homogeneous luminance values. The classification 
is based on three types of contrast between zones: hard 
contrast; progressive contrast; and noise contrast. Each 
zone is then further subdivided into two categories A and 
13 based on a grid defined by the coder. Each pixel is 
thus assigned to one of four zone/category combinations, 
e.g., VA, 1/B, 2/A, and 2/13. A bit b is embedded by 
modifying the zone/category means to satisfy the following 
constraints: 

if b= 0: 911.1 B - 71 A = S 

M;r1 - 714,4 S 
if b =1: - 7111B = S 

9124 711.2B = s (12) 

where nrIA,m*Ifj,m!2A, and 94D are the modified 
zone/category mean values and S the watermark embedding 
strength. The modification of .the mean values is done by 
applying equal luminance variations for all pixels belonging 
to the same zone. To increase robustness the authors 
suggest to perform redundant bit embedding and. use error-
correcting codes. Good robustness to JPECi compression 
is reported. 

In order to increase the performance of spread-spectrum 
watermarking in the spatial domain Kutter et al. 173), 
[74] propose a method which exclusively works with the 
blue image component, in the RGB color space, in order 
to maximize the watermark strength while keeping visual 
artifacts minimal. Further, they propose to preprocess the 
image prior to watermark decoding in order to predict 
the embedded watermark. This concept improves the ro-
bustness significantly and is applicable to any spread-
spectrum watermarking in the spatial domain. The method 
embeds a watermark in form of a binary number through 
amplitude modulation in the spatial domain. A single bit b 
is embedded at a pseudorandomly selected location (i, j) by 
either adding or subtracting, depending on the bit, a value 
which is proportional to the luminance at the same location 

Bid 4--- Bid +ct(-1)6Lid (13) 

where Bi,j describes the blue value at location (i,j), Li, j, 
the luminance at the same location, and ct, the embedding 
strength. To recover an embedded bit, an estimate of the 
original, nonwatennarked, value is computed using linear 
combination of neighboring pixels in a cross shape 

- 
4e. 1 E Bi+k,j E Di,,„.k -2B,,, (14) 

k. -c k=-t• 

where c defines the size of the cross-shaped neighborhood. 
The bit value is determined by looking at the sign of the 
difference bi,j  between the pixel under inspection and the 
estimated original. In order to increase robustness, each 

'signature bit is embedded several times, and to extract the 
embedded bit the sign of the sum of all differences hi,j is 
used. Fig. 5 illustrates an image composition example. The 
two watermarked images on the top are used to generate 
the new composite itnage on the bottom. Given the ap-
propriate keys, both original watermarks can be recovered. 
Extensions to this method allow increased robustness and 
even watermark recovery after'geometrical attacks 1761 and 
printing—scanning. 

Macq et al. [371, 187] introduce watermarking adapted 
to the human visual system (HVS) using masking and 
modulation. In their scheme, the watermark in form of a 
spatially limited binary pattern is low-Pass filtered, fre-
quency modulated, masked, and then added to the host 
image. A secret key is used to determine the 'modulation 
frequencies and the watermark' embedding location. The 
masking process uses an extension of the masking phe-
nomena for monochromatic :signals. also called gratings. 
To further adapt the watermark - to the image, a shaping 
mask, based on morphological homogenized areas of high 
frequencies, is used. Watermark. recovery is performed by 
demodulation followed by a correlation function. 

In a very different approach, Voyatzis and Pitas water-
mark images by inserting logo like patterns using torus 
automorphisms [141], [1421.. A 2-D torus automorphism can 
be considered as a spatial transformation of planar regions 
which belong to a square 2-D area. It is defined in the subset .
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Fig. 5. Image composition. The umbrella of the "umbrella" image is pasted onto the "beach" 
.image. The watermarks front both images can be recovered from the composed image. 

U = [0,1) x [0,1) C R2 by 

= Al* 
art 

) • (a21 
(112)( y ) 

a22 
(mod 1). (15) 

Iterated actions of A on a point r 0 form a dynamical system 
which can be expressed like a map 

rn+1 = A"ro (mod 1) or r„.1.1 = Ar„ (16) 

An example for a well-known automorphism in dynamics 
is the "cat map," defined as 

( yr; (21 ) ( la j;) 

The set of points fro, rr .is called an orbit of 
the system. Roughly speaking, such a system mixes the 
points in a chaotic way. Under certain circumstances, the 
automorphisms may have periodic orbits, which means that 
after T iterations the current point is. equal to the .initial 
point, e.g., Ai ro = ro. Fig. 6 shows an example of an 
authomorphism using the cat map. 

To sign an image, a watermark in the form of a square 
binary image, with a size smaller than the original image, 
is first mixed using the automorphism A N. The resulting, 
mixed watermark is then overlaid on a selected block 
in the original image using an embedding function such 
as LSB modification. Watermark recovery is performed 

(mod 1). (17) 

by fi rst extracting the mixed watermark from the signed 
image followed by reconstructing the watermark using the 
automorphism AN-T, where T is the automorphism period 
for the given system. Using more sophisticated overlaying 
methods will increase the robustness of the method. . 

Raymond and Wolfgang 1147], [148] propose a water-
marking technique to verify image authenticity based on 
an approach similar to the tut-sequence approach suggested 
by Schyndel et al. for the one-dimensional case 11391 and. 
Tirkel et al. for. the two dimensional case 1137J. A random 
sequence generated by using linear feedback shift registers 
is mapped from (0,1) to (1, —11, arranged into a suitable 
block and added to the image. To locate where an image 
has been forged, the algorithm overlays the watermarked 
image block with the watermark block, computes the inner 
product, and compares the result to the ideal value. Let 
the cross-correlation function RN y(ct, 03) of two blocks 
X and Y be defined as 

• Rx1.(an bia) = EEX(i,i))"(i — — 0) (IS) 

then the test statistic 6 for a block, given the original image 
block X, the watermark block l4 the watermarked image 
block Y. and: the probably forged image block Z, is defined 
as 

6 = Ryii.(0, 0) — 0). (19,. 
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Fig. 6. Example aulomorphism with the "cat map." (a) is the original image. (b)—(d) show the 
automorphism of (a) after one. two. and ten iterations, respeetiifely. 

the watermark is unchanged, h = O. When fi is greater 
than a defined tolerance, the block fails the watermark test. 
The method detects any kind of image filtering, and the 
authors claim that an improved version can even accom-
modate JPEG compresSion. 

Watermark embedding not based on spread-spectrum 
modulation but quantization has been proposed. by Chen 
and Women [24J. Their method is called quantized index 
modulation (QIM) and is based on a set of N-dimensional 
quantizers. The quantizers satisfy a distortion constraint and 
are designed such that the reconstruction values from one 
quantizer are "far away" from the reconstruction points of 
every other quantizer. The message to be transmitted is used 
as in index for quantizer selection. The selected quantizer is 
then used to embed the information by quantizing the image 
data in either the spatial or DCT domain. In the decoding. 
process, a distance metric is evaluated for all quantizers 
and the index of the quantizer with the. sniallesi distance 
identifies the embedded information. The authors show that 
the performance of the resulting watermarking scheme is 
superior to standard spread-spectrum modulation without 
watermark weighting. 

Besides spatial domain watermarking related to mod-
ulation it was proposed by Maes et u1, [89J to modify 
geometric features of the image. The method is based 
on a dense line pattern, generated pseudorandomly and 
representing the watermark:A set of salient points in the 
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image is then computed, for example, based on an edge 
detection filter. The detected points are then warped such 
that a significantly large number of points are within -the 
vicinity of lines. In the detection process, the method 

• verifies if a significantly large number of points are within 
the vicinity of lines. 

Related to spatial domain watermarking schemes are 
methods based on fractal image compression. The idea to 
use this approach has first been proposed by 11091. In fractal 
image compression the image is coded using the. principles 
of iterated function sysiems, and self similarity 1116). The 
original image is divided into square blocks Ii k called range 
blocks. Further, let F be a set of mapping functionS f,., 
which are a composed of A geometric transformation gt• 
and a massic transformation mk. The mapping functions 
work on domain blocks .Dk, which are larger than range 
Welts. The geometric transformation consists of moving. 
the domain block Dk to the location of the range block Rh • - 
and reducing the size of the domain block to the size of the 
range block. The massic transformation adjusts the intensity 
and orientation of pixels in the domain block after geomet-
ric transformation. Massic transformations. include rotation 
by 90, 180, and —90°, reflection at midhorizontal and cross-
diagonal axis, as well as identity mapping. To compress an 

• image for all range blocks Rk. the best combination of 
domain block Dk and mapping function fk has to be found 
such. that the difference between the range block flk and 

' ' • r 
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the mapped domain block fa(DA) is. minimal. That means 
that the encoding includes a spatial search over all possible 
doMain blocks. Decoding is accomplished by iterating over 
the coded mapping functions using any initial image. To 
embed a bit into this scheme a range block is pseudoran-
domly selected. The corresponding search space Sk for the 
range blocks is then split up into two subsearch spaces SJ 
and Si, of equal size. Each subspace is assigned to a bit 
value, and the current range block is encoded by searching 
only in the subspace corresponding to the bit value of the 
current bit. To recover an embedded bit, the image is again.
compressed, however this time using the full domain block 
search space. Then for a marked range block the location of 
the corresponding domain block reveals the embedded bit 
value. The algorithm was tested against JPEG compression 
and showed good robustness down to a compression quality 
of about 50%. A drawback of this technique is the slow 
speed due to the fractal compression scheme. 

A very similar approach has been proposed by Davem 
and Scott [34]. The only difference is that they do not 
encode the entire image, but only a user-defined range 
region based on a user-defined domain region. Given the 
two regions, the watermark encoding is equivalent to the 
system proposed by Puate and Jordan in that the domain 
region is divided into two parts and, depending on the. 
bit value, one or the other region is used for encoding 
a range block. This idea of watermarking using spatial 
domain fractal image coding has been extended to DCT 
blocks by Bas et al. [4]. 

Efficient watermarking in the DCT domain was first 
introduced by Koch et al. [18], [68], [69]. As in the JPEG 
compression scheme, the image is first divided into square 
blocks of size 8 x 8 for which the DCT is computed. From 
a pseudorandomly selected block, a pair of midfrequency 
coefficients is selected from 12 predetermined pairs. To 
embed a bit, the coefficients are then modified such that 
the difference between them is either positive or negative, 
depending on the bit value. In order to accommodate lossy 
JPEG compression, the quantization matrix is taken into 
account when altering the DCT coefficients. This method 
shows .good robustness to JPEG compression down to a 
quality factor of 50%. 

Bors and Pitas [12], [13] suggest a method that modifies 
DCT coefficients satisfying a block site selection constraint. 
The image is first divided into blocks of size 8 , x 8. • 
Certain blocks are then selected - according to a Gaussian 
network classifier decision. The middle range frequency 
DCT coefficients are then modified, using. either a linear 
DCT. constraint or a circular DCT detection region, to 
convey the watermark information. In the first approach, 
the linear constraint is defined as 

Y = FQ (20) 

where F is the modified DCT coefficient vector and Q 
the weighting vector provided by the watermark. The 
constraint is imposed by changing the DCT coefficients 
based on a least-squares criterion. The second algorithm 
defines circular regions around the selected DCT frequency 

coefficients. The selected frequencies are then quantized 
according to 

11 

III, — Qddl2 = imiii HP— Qill' then F = Qk (21) 

where Q;, 1 = 1, ... ; H is the set of coefficient vectors 
provided by the watermark. In the watermark recovery 
process, the algorithm first verifies the DCT coefficient 
constraint for all blocks followed by the location constraint. 
The algorithm can accommodate JPEG compression for a 
compression ratio of 13:1 and 18:1 using the linear DCT 
constraint or the circular DCT detection region, respec-
tively. 

Swanson et al. [129), [130] suggest a DCT domain 
watennarking technique, based on frequency masking 01 
DCT blocks, which is similar to methods proposed by 
Smith and Comiskey [120). The input image is slit up 
into square blocks for which the DCT is computed. For 
each DCT block, a frequency mask is computed based 
on the knowledge that a masking grating raises the visual 
threshold for signal gratings around the masking frequency. 
The resulting perceptual mask is scaled and multiplied by 
the DCT of a maximal length PN sequence. ThiS watermark 
is then added to the corresponding DCT block followed by 
spatial masking to verify that the watermark is invisible am! 
to control the scaling factor. Watermark detection requires 
the original image as well as the original watermark and 
is accompliShed by hypothesis testing. The authors report 
good watermark robustness for JPEG compression, colored 
noise, and cropping. 

Tao and Dickinson [133] introduce an adaptive DCT-
domain watermarking technique based on a regional per 
ceptual classifier with assigned sensitivity indexes. Thy 
watermark is embedded in N AC DCT coefficients. Tfa 
coefficients are selected as to have the smallest quantilatioi 
step sizes according to the default JPEG compression table 
The selected coefficients xi are modified as follows: 

li:i = xi + max a:in„„ sign exi)P—i[ (22 
K, 

where a„, defines the noise sensitivity index for the curreii 
block, D the quantization step for Xi, and t satisfie: 
5 < K, < 6. It should be noted that the watermark signa 
is not generated randomly. Various approaches exist ti 
determine the noise sensitivity by efficiently exploitin 
the masking effects of the. HVS. The authors propose
regional classification algorithm which classifies the bloc! 
in one of six perceptual classes. The classification algoritlw 
exploits luminance masking, edge masking, and textur• 
masking effects of the HVS. Namely the perceptual bloc: 
classes from one to six are defined as: edge; uniforw 
low sensitivity; moderately busy; busy; and very busy, i 
descending order of noise sensitivity. Each perceptual clas 
has a noise-sensitivity index assigned to it. Watermark re 
covery requires the original image as well as the watermai• 
and is based on hypothesis testing. Experiments show the 
the method resists JPEG compression down to a qualit 
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Of 5% and can accommodate random noise with a peak 
signal-to-noise ratio (PSNR ) of 22.1 dB. 
. Podilchuk [107], 11081 introduces perceptual watenbark-
ing using the just noticeable difference (JND) to determine 
an image-dependent watermark modulation mask. The wa-
termark modulation onto selected coefficients in either the 
DCT or wavelet transform domain can be described as 

.1ND„ w,,, x „,„, - if /„.„ > 
— otherwise 

(23) 
where are the transform coefficients of the, original 
image, w„,1. are the watermark values, and .1ND„,,. is 
the computed JND based on visual models. For DCT 
coefficients, the author suggest using a perceptual model 
defined by Watson based on utilizing frequency and bright-
ness sensitivity as well as local, contrast masking. This 
model provides image-dependent masking thresholds for 
each 8 x 8 DCT block. Watermark detection is based 
on the correlation between the difference of the original 
image and the image under inspection and the watermark 
sequence. The maximum correlation is compared . to a 
threshold to determine whether an image contains the water-
mark in question. Experiments showed that the watermark 
scheme is extremely robust to JPEG compression, crop-
ping, scaling, additive noise, gamma correction, and print-
ing—xeroxing—scanning. For attacks involving a geometrical 
transformation, the inverse operation has to be applied to 
the image before the watermark-detection process. 

Piva et al. describe another DCT-based method. which 
exploits the masking characteristics of the HVS [105]. The 
watermark consists of a pseudorandom sequence of M real 
numbers with normal distribution X 
The coefficients of the N x N DCT of the original image 
I arc reordered into a vector using a zig-zag scan. From 
this vector. Al coefficients, starting at position I, + .1, are 
selected to generate the vector {IA ,ts,... ,im k. The 
watermark X is embedded into T according to 

t.; = 1; + (24) 

where x determines the watermark strength. The modified 
coefficients replace the nonmodified coefficients before the 
watermarked image is reconstructed. In order to enhance 
the robustness visual masking is applied as follows: 

71/rj = ?Iii(1 131' = + Ilij(11; f Ylij) (25) 

where ii;j is a weighting factor taking into account the.
characteristics of the HVS. A simple way of choosing /3;.; 
is the normalized sample variance at pixel ytij defined as 
the ratio between the sample variance for a square block 
with center at y j. and the maximum of all block variances. 
As in most schemes, watermark detection is performed by 
comparing the correlation z between the watermark and 
the possibly corrupted signed DCT coefficients V with a 
threshold Sz. The correlation is defined as 

Al • 
X • 7" 1 

z ;=, (26) 

The threshold Sz is adaptive and given as 

Al 

= E (27) 

Experimental results demonstrate that the watermark is 
robust to several image processing techniques (for example, 
JPEG compression, median filtering, and multiple water-
marking) and geometrical distortions (after applying the 
inverse geometric transformation). 

Frequency-domain watermarking was first introduced by 
Boland et al. [8] and Cox et al. [27], who independently 
developed perceptually adaptive methods based on modu-
lation. Cox et al. draw parallels between their technology 
and spread-spectrum communication since the watermark 
is spread over a set of visually important frequency com-
ponents. The watermark consists of a sequence of numbers 
X = X I , •/-„ with a given statistical distribution, such 
as a normal distribution N(0,1) with zero mean and a 
variance of one. •The watermark is inserted into the image 
V to produce the watermarked image V'. Three techniques 
are proposed for watermark insertion 

= + 03:; ) 

= sic(' 

(28) 

(29) 

(30) 

where a determines the watermark strength and the vi's 
are perceptually significant spectral components. Equation 
(28) is only suitable if the values v; do not vary too much. 
Equations (29) and (30) give similar results for small values 
of axi, and for positive 7/i 'S (30) may even be viewed as 
an application of (28) where the logarithms of the original 
values are used. In most cases (29) is used. The scheme can 
be generalized by introducing multiple scaling parameters 
a; as to adapt to the different spectral components and 
thus reduce visual artifacts. To verify the presence of the 
watermark, the similarity between the recovered watermark 
X', given by the difference between the original image 
V and the possibly tampered image V*, and the original 
watermark X is measured. The similarity measure is given 
by the normalized correlation coefficient 

X.  • X • 
sim(X, X') =   (31) 

Robustness tests showed that the method resists 
JPEG • compression (at a quality factor of - 5% 
and no smoothing), dithering, .fax transmission, 
printing—photocopying—scanning, multiple watermarking, 
and collusion attacks. For the experiments, the watermark 
was of length 1000 with N(0,1) [where N(p,a) represents 
a normal distribution with mean p. and variance a 
was set to 0.1, an the watermark was embedded into the 
1000 strongest DCT coefficients using (29). Boland et al. 
propose a similar technique based. on a hybrid between 
amplitude modulation and frequency shift keying and 
suggest the use of different transform domains such as 
DCT, wavelet transform, Walsh—Hadamard transform, and 
the fast Fourier transform (FFT). 
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Fig. 7. RST invariant watermarking scheme. 

Ruanaidh et al. propose watermarking by modification of 
the phase in the frequency domain [112], [113]. To embed 
a bit the phase of a selected coefficient F(I,:1, k2) of an NJ
by N2, DFT is modified by adding a small 

LF(ki,k2) 4-  LF(ki 1 k2) + 5 (32) 

in order for the watermarked image to be real, the phase 
must satisfy negative symmetry, which leads to the addi-
tional modification 

LF(N1 kJ, 1V2k2) 4-  LF(A ri kl N2 k2) + 6. (33) 

Coefficients are only modified if their relative power is 
above a given threshold. If the original image is available, 
the watermark can easily be recovered by comparing the 
phase. In case the original is not available, Ruanaidh 
suggests prequantizing the original phase prior to modifying 
it. Then deviations between the quantized states could be 
used to convey the data. 

In another publication, Ruanaidh et al. explicitly design 
a watermarking technique invariant to translation, rotation, 
and scaling [114). The method is a hybrid between DFT 
and log-polar mapping. The process is depicted in Fig. 7. 
In a fi rst step, the DFT of the image is computed. One 
of the DFT properties is that a shift in the spatial domain 
results in 'a phase shift in the frequency domain. Keeping 
only the amplitude for further processing makes the image 
translation invariant. In the second step, rotation and scale 
invariance is achieved by mapping the amplitude from 
the Cartesian grid to a log-polar grid. Consider a point 

y) E R, then the mapping is defined as 

x=a"cos0 

y = e" sin 8 (34) 

where p. E N. and 0 < 02r. One can easily see that this 
is a one-to-one mapping and that rotation and scaling in 
the Cartesian grid are converted to a translation of the 
IL and A coordinates, respectively. Computing again the 
DFT of the log-polar map and keeping only the amplitude 
results in a rotation and translation invariant. Taking the 
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Fourier transform of a log-polar map is equivalent t( 
computing the Fourier—Mellin transform. Hence combininl. 
the two steps results in a rotation, scale, and translatiot 
(RST) transformation invariant. The watermark takes thL 
form of a two dimensional spread-spectrum signal in the 
RST transformation invariant domain. In a test, a 104-bi! 
watermark was embedded into an image. The watermarked 
image was then rotated by 143 ° and scaled by 75% aloe
each axis. The embedded watermark was recovered from 
this image.. Further, the method resists JPEG compiessiot• 
down to a quality factor of 75% and cropping to 50% .01 
the original image size. This approach, which is actuall) 
the first one which was especially designed as to resist ti 
geometrical attacks, has interesting aspects and ideas and 
might trigger a new way of approaching the design of future 
watermarking techniques. A variation of this idea based on 
the Radon transform has been proposed by Wu et a1.1150].

Embedding the watermark using a multiresolution de-
composition has first been proposed by Boland et al. [8]. As 
for schemes working in other transformation domains, the 
watermark is usually given by a pseudorandom 2-D pattern. 
Both the image and watermark are decomposed using a 2-
D wavelet transform, and in each subband of the image 
a weighted version of the watermark is added. Watermark. 
decoding is, as usual, based on a normalized con-elation 
between and estimate of the embedded watermark and the 
watermark itself. Various wavelet based schemes have been 
proposed [58], [71), [151], [152]. The difference between 
the schemes usually lies in the way the watermark is. 
weighted in order to decrease visual artifact. 

In this section we have presented several different wit-
temiarking methods. It can be recognized that most wa-
termarking methods are based on the same basic prin-
ciple: small, pseudorandom changes are applied to se-
lected coefficients in the spatial or transform domain. 
This changes are later on identified by con-elation oi 
correlation-like similarity measures. Usually, the number 
of modified coefficients is much larger than the number of 
information bits to be encoded. This can be considered as 
redundant embedding and leads to implicit robustness. As 
we have seen, the watermark embedding domain may have 
a substantial influence on the watermark robustness. Spatial 
domain watermarking schemes are in general less robus! 
toward noise like attacks, for example, due to lossy JPEC. 
compression. Howeer, a big advantage is the fact that the 
watermark may easily be recovered if the image has been 
cropped or translated. This is less obvious if the frequenc) 
domain is used. Cropping in the spatial domain results in 
a substantially large distortion in the frequency domain. 
which usually destroys the embedded watermark. The same 
is true for the full-frame DCT domain. If DCT blocks are 
watermarked, it is important to know the block position fol 
successful watermark decoding. The wavelet domain has 
very .similar drawbacks because the wavelet transform is 
neither shift nor rotation invariant. Most proposed methods. 
watermark in the spatial domain. This is probably due to 
the simplicity and efficiency of such methods. The number 
of publications on DCT-based methods is also large. 
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VI. VIDEO WATERMARKING 

Video sequences consist of a series of consecutive and 
equally time-spaced still images. Thus, the general problem • 
of watermarking seems very similar for images and video 
sequences, and the idea that image watermarking techniques 
are directly applicable to video sequences is obvious. This 
is partly true, and there are a lot of publications on image 
watermarking which conclude with the remark that the 
proposed approach is also applicable to video. Since image 
watermarking has been covered in great detail in Section V, 
we do not repeat it here, even if some of them carry the 
word video in the title [26]. However, there are also some 
important differences between images and video which 
suggest specific approaches for video. 

One important difference is the available signal space. 
For images, the signal space is very limited. This motivates 
many researchers to employ implicit or explicit models of 
the HVS, in order to reach the threshold of visibility and to 
embed a watermark as robust as possible without sacrificing 
image quality. Examples have been cited in Section V. For 
video, the available signal space, i.e., the number of pixels, 
is much larger. On the other hand, video watermarking 
often imposes real-time or near-real-time constraints on 
the watermarking system. As a consequence, it is less 
important, and for many applications even prohibitively 
complex, to use watermarking methods based on explicit 
models of the HVS. Complexity in general is a much more 
important issue for video watermarking applications than it 
is for image watermarking applications. 

For individual watermarking, i.e., fingerprinting, of video 
sequences (for example, embedding of a receiver ID), this 
problem is even more severe because video sequences are 
usually stored in compressed format. Uncompressed storage 
and on-the-fly compression, or decompression, watermark-
ing, and recompression, are usually not feasible for this 
kind of application, unlike for images. Thus, such appli-
cations may require compressed-domain watermarking, as 
presented in [47], [49], and [80] and discussed below. 

Another point to consider is that the structure of video as 
a sequence of still images gives rise to particular attacks, 
for example, frame averaging, frame dropping, and frame 
swapping [47], [126]. At frame rates of 25-30 Hz, as 
they are used in television, this would possibly not be 
perceived by the casual viewer, A good watermarking 
scheme, however, should be able to resist to this kind of 
attack, for example, by distributing watermark information 
over several consecutive frames. On the other hand, it might 
be desirable to retrieve the full watermark information from 
a short part of the sequence. It depends on the application of 
which of those two competing requirements is realized (or 
both, e.g., by embedding a multiscale watermark with more 
than one temporal scale [126] or progressive watermark 
transmission [33j). • 

While a lot of research has been published on image 
watermarking, there arc fewer publications that deal with 
video watermarking. However, the interest in such tech-
niques is high, for example, the emerging digital versatile 

disk (DVD) standard which will contain a copy protection 
system employing watermarking.' The goal is to mark 
all copyrighted video material such that DVD standard 
compliant players or recorders will refuse to play back or 
record pirated material. 

In the following, some watermarking methods exploiting 
uncompressed or compressed video properties are dis-
cussed. Some other methods that have been proposed but 
are in fact image watermarking techniques applied to image 
sequences with or without subsequent compression are not 
discussed here. 

Hartung and Girod [47]—[49j have concentrated on wa-
termarking of compressed video for fingerprinting. appli-
cations. They employ a straightforward spread-spectrum 
approach and embed an additive watermark into the video. 
The watermark is generated using a PN signal with the .
same dimensions as the video signal that is modulated with 
the information bits to be conveyed. Each information bit 
is redundantly embedded into many pixels. For each com-
pressed video frame, the corresponding watermark signal 
frame is DCT transformed on an 8 x 8 block-by-block 
basis, and the resulting DCT coefficients are added to the 
DCT coefficients of the video as encoded in the video 
bitstream. This is done for I, P, and B frames. A rate 
control is realized by individually comparing the number 
of bits for each encoded watermarked DCT coefficient ver-
sus the corresponding encoded unwatermarked coefficient. 
Due to variable length coding, the watermarked coefficient 
may or may not need more bits for encoding than the 
unwatermarked one. If more bits are required, and the 
bit rate of the video sequence may not be increased, the 
coefficient is not used for embedding. Due to the inherent 
redundancy in the watermark, the watermark information 
can still be conveyed as long as enough coefficients can 
be embedded. Visible artifacts, as they could be produced 
due to the iterative structure of hybrid video coding, are 
avoided by applying a drift compensation scheme. The 
added drift compensation signal is the difference of the 
motion compensated predictions from the unwatermarked 

• and the watermarked sequence. Fig. 8 shows a basic block 
diagram of the method. The bit stream has to be parsed 
and the watermark has -to be transformed with the DCT. 
However, the method does not require full decompression 
and recompression. The complexity of the scheme is in 
the same order of magnitude as decompression, and the 
embedded watermarks pertain in the video after deconipres-
sion. The scheme is compatible with all DCT-based hybrid 
compression schemes, for example, MPEG-2, MPEG-4, 
and ITU-T H.263. MPEG-4 has tools for compression of 
arbitrarily shaped objects. For nonrectangular border blocks 
of such objects, the shape-adaptive DCT (SA-DCT) [118) 
is used instead of the DCT. The watermarking scheme is 
also applicable to such border blocks, only that 'the DCT 
of the watermark• has to be replaced by the SA-DCT. The 
watermark is recovered from the decompressed video by 
correlation using the same PN sequence that was used 

I As of. April 1999, two competing proposals from two different industry 
consortia arc under evaluation. 
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Fig. 8. Block diagram of watennark embedding into DCT coefficients of compressed video. 

for generation of the embedded watermark signal. Typical 
watermark data rates are up to 50 bits/s, depending on the 
robustness requirements.. The watermarks are robust against 
standard signal processing and with a modified watermark 
detector, as•proposed in [50) also, to a certain extent, against 
geometrical distortions like shift, zoom. and rotation. 

Jordan et al. [62] have proposed a method for the 
watermarking of compressed video that embeds information 
in the motion vectors of motion-compensated prediction 
schemes. Motion vectors pointing to flat areas are slightly 
modified in a pseudorandom way. Because the blocks 
pointed to by the original and the modified vectors are very 
similar (there is not much detail), this does not introduce 
any visible artifacts. The embedded information can be 
retrieved directly from the motion vectors, as long as the 
video is in compressed format. After decompression, the 
watermark can still be retrieved by first recompressing the 
video. This works because during recompression the wa-
termarked motion vectors will be found with a probability 
high enough to statistically recover the watennark. The 
complexity of the method is negligible. 

Hsu and Wu present a watermarking method [56]. [57] 
for compressed video which is an extension of their method 
for images [55] and which modifies middle-frequency DCT 
coefficients in relation to spatially (for I -frames) or tem-
porally (for P- and B-blocks) neighboring blocks. The 
coefficients are forced to assume a smaller or larger value 
than the corresponding neighboring coefficients, depending 
on the watermark sample to be embedded into the specific 
coefficient. The watermark signal is a visual pattern, like 
a logo, consisting of binary pixels. Prior to embedding, 
the watermark signal is spatially scrambled such that it 
can be recovered froM a cropped version of the video. A 
drawback of the scheme is that for watermark extraction 
the watermarked video, the unwatermarked video, and the 
watermark have to be known, 

In [80], Langelaar et al. propose two different information 
embedding schemes for compressed video. According to 
the. different robustness and the definitions that we made in 
Section II, we call one of the methods a data-hiding method 

OCT coellicients out 

EC•1

0.1 

motion vectors out 

header information / 
side kdonnation out 

and the other a watermarking method. The data-hiding 
method adds the label directly in the MPEG- I or MPEG-
2 bit stream by replacing variable length codes (VLC'S) 
of DCT coefficients. In MPEG (and other hybrid coding 
schemes), the quantized DCT coefficients are encoded using 
run/level encoding and subsequent variable length coding. 
In the MPEG-2 code tables there exist pairs of codes which 
represent the same run and levels that deviate only by one 
from each other. One of the codes is then assigned a "1," the 
other one a "0." The idea is to find VLC's ill the bit stream 
for which such a "similar" code exists, and to eventually 
replace one by the other such that the bit to be embedded is 
coded in the choice of the VLC. In principle, this could be 
done for intra- and intercoded blocks, but the authors alter 
only intracoded blocks. Still, they can embed up to 8 k6its/s 
into TV resolution video. The authors do admit, however. 
that the label can be removed easily by decompression and 
recompression without seriously affecting the video quality. 
The watermarking method is more complex, but also more 
robust. It is based on discarding parts of the compressed 
video bitstream. For each information bit to be embedded, 
a set of n 8 x 8-blocks is pseudorandomly taken from 
the video frame and. also pseudorandomly, divided into 
two subsets of equal size. n typically varies between 16_ 
and 64. For each of the two subsets, the energy of the 
high-frequency DCT coefficients is measured. In order to 
embed the bit, the energy of the high-frequency coefficients 
in one or the other subset is reduced by removing high-
frequency coefficients. The principle is illustrated in Fig. 9. 
For ease of understanding, consecutive blocks are used, 
rather than blocks randomly taken from the image. The 
information bit can be extracted by selecting the same set 
of blocks, dividing it into the same subsets, and comparing 
the energy of the high-frequency coefficients in each of the 
two subsets. Thus, the selection of blocks is the secret key 
involved. The method requires only partial decoding and 
no re-encoding. For TV resolution, up to 400 bits/s can be 
embedded. However, the robustness is limited. Re-encoding 
increases the error rate of the embedded bits much, and the 
method does not resist re-encoding using another group-
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Fig. 9. Principle of DCT watermarking by comparison of the energy in the high-frequent 
coefficients. (Courtesy of G. Langclaar.) 

of-picture (GOP) structure, since the DCT coefficients of 
a block are different depending on whether the frame is 
encoded as I, P, or B frame (however, in this case it 
is possible to extract the watermark by decoding and re-
encoding the sequence with the same GOP structure that 
it had during watermarking [77]). Since DCT coefficients 
of the video are removed, care must be taken to adjust the 
parameters properly (79) in order to avoid visible blurring. 

Swanson et al. (1261, (1271 propose a multiscale water-
marking method working on uncompressed video which 
has slime interesting properties. In a first step, the video 
sequence to be watermarked is segmented into scenes. 
Each scene is handled as an entity in the following. A 
temporal wavelet transform is then applied to each video 
scene, yielding temporal low-pass and high-pass frames. 
The watermark to be embedded is not an arbitrary message, 
but rather a unique code identifying the IPR owner and 
taken front a predefined codebook. In the design of the 
watermark, an explicit model of the HVS is employed 
in order to exploit spatial and temporal masking. Also, 
the watermark is designed with a signal-dependent key 
and thus avoids deadlock problems, as addressed in (3O). 
The watermark is embedded into each of the temporal 
components of the temporal wavelet transform, and the 
watermarked coefficients are then inversely transformed to 
get the watermarked video. Thus, the watermark has some 
components that change over time, while others do not or 
only slowly change over time, since they are embedded 
in the coefficients representing low temporal frequencies. 
This allows robustness against attacks like frame averaging, 
frame dropping, and the detection of the watermark from 
a frame of the scene without knowledge of its actual 
index. This is a property that the other video watermarking 
methods mentioned here do not automatically have. (Other 
video watermarking schemes could, however, achieve that 
with appropriate design of the watermark that they embed.) 
The watermark detection is done by hypothesis testing 
(the watermark is there or the watermark is not there). 
Experimental results show the robustness of the scheme 
against additive noise, MPEG video compression, and even 

I -B-B-B- -P-P-B-
Fig. 10. Example for the structure of I. P. and B frames in a GOP. 

frame drop. A disadvantage of the scheme is that it has 
a very high complexity, since it involves a forward and a 
backward wavelet transform, and an explicit model of the. 
HVS including a blockwise DCT. 

Linnartz et al. [83] propose to embed information en-
coded in the GOP structure of the MPEG-2 compressed 
video. In MPEG-2, video frames can be encoded in. three 
different ways: as intracoded I frames coded JPEG like 
.and without reference to other frames; as P frames pre-
dicted from previous frames; or as B frames bidirectionally 
predicted from previous and following frames. I frames 
are needed as random access points. Usually, there is a 
maximum distance between two successive frames in 
order to allow random access with a maximum delay. 
The frame type is signaled in the frame. header and can 
he switched randomly from frame to frame. The set of 
frames from one 1 frame (including the I frame) to the 
next (excluding the next) is referred to as GOP (see 
Fig. 10). Possible GOP structures are for example "IPPP," 
"IBBPBBPBBPBB," "IBBBBBBBB," or "IPBPBBB," and 
in fact there are 2N-.1 possible GOP structures for GOP's 
of N frames. A popular GOP size is, for example, N = 
2, thus allowing as many as 2048 different variations. 

However, most available video codecs use a fixed GOP size 
and structure, and never use most of the admissible GOP 
structures. The idea for data embedding is to. purposely 
use those (irregular) GOP structures, that are very unlikely. 
to embed information. Linnartz' et al. propose a scheme. 
where they embed 6 bits of information per GOP, which 
means very few bytes per second. The method can only 
be employed during compression, not after compression 
where the GOP structure is already fixed. Also, information 
embedded as such is not resistant to decompression. 'Thus. 
decompression and recompression would already remove 
this information completely. Another disadvantage might 
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be that this type of watermark contradicts efforts to im-
prove coding efficiency using rate-distortion Optimized rate 
control 1145), because such rate-distortion optimized video 
codecs are not restricted to a predefined GOP structure. 
A plus of the method is certainly that its complexity is 
negligible. 

Darmstaedter et al. [33] propose to embed a spatial-
domain low-pass spread-spectrum watermark into 8 x 
8 pixel blocks of video sequences. The blocks are first 
classified according to their activity. Blocks with low 
activity are not watermarked. A low-pass pseudorandom 
pattern is then added to each selected block. In principle, 
each block (64 pixels) conveys one bit watermark infor-
mation, but the bits are redundantly repeated over several 
blocks and several frames. Also, the authors apply an error 
correcting code. After watermark embedding, the sequence 
is compressed using MPEG-2 compression. Watermark 
extraction is done in the spatial domain after decompression 
using a correlation concept with thresholding. In order 
to achieve error-free watermark retrieval for compression 
down to a video bit rate of 6 Mbit/s, the authors embed 
one bit of watermark information into a total of 162 000 
pixels.'- The authors have verified the method, including real 
transmission over digital satellite links, and optimized the 
embedding parameters manually. Depending on block mean 
and block variance, the individual pixels (PCM encoded 
with 8 bit) are modified by up to ±6. 

Dittmann et al. [39) apply two previously proposed still 
image watermarking methods [44], [69) to video. The video 
is decompressed prior to watermarking and recompressed 
after watermarking. The authors are not precise about 
video formats, encoding parameters, or other details, but 
they admit that after recompression, and using an error 
correcting BCH (31, 6, 15) code, residual bit error rates of 
1-5% for the watermark information bits remain. Already 
with slight attacks like format conversion from MPEG-2 to 
Quicktime, the bit error rates increase significantly. Thus, 
at least the parameters of the scheme are obviously not 
chosen adequately. 

Deguillaume el al. [36] propose to embed a spread-
spectrum watermark into 3-D blocks of video by employing 
a 3-D DFT and adding to the transform coefficients. The 
watermark is composed of the real watermark and an 
auxiliary pattern, called template, that is easy to detect 
even under geometric attacks and that can be used to undo 
such attacks to enable retrieval of the real watermark. The 
blocks that are processed consist of typically 16 or 32 
frames. Since the template is embedded into the 3-D log-
log-log map of the DFT, it is not affected by zoom and 
shift [115]. Results are reported for an 88-bit watermark 
embedded into 3-D blocks of 32 CIF resolution (352 x 
288 pixels) frames each (giving a watermark data rate of 1 
bit per 36864 pixels). The reported bit error rates are 0% 
after high-quality compression (bit rate 4.75 Mbits/s for CIF 
25 Hz [35)), but without attack, and they go up to around 
20% in the presence of aspect-ratio changes and frame-rate 

2 64 bits are embedded into 25 (mines of ITU-R 601 resolution video 
(720 x 576 pixels). 

changes, even though the changes are recognized with help 
of the template and compensated. Thus, it seems that the 
parameters of the scheme should be chosen such that the 
watermark is embedded more robustly than presented in 
the simulations. 

Busch et al. [19) apply a still-image watermarking 
method working on DCT .blocks [69) to video se-
quences. The watermarks are embedded into the luminance 
component of uncompressed video and retrieved after 
decompression. In order to improve the invisibility of 
the watermarks, especially at edges, blocks are selected 
for watermarking depending on the block activity. 
For watermarking and watermark retrieval of a 64-bit 
watermark into each frame of ITU-R 601 video (that 
means into .5280 pixels/bit) and stibsequent MPEG-2 
compression at 4-6 Mbit/s, bit error rates between ^4 and 
50% are reported, depending on the sequence. For critical 
sequences, the authors propose to introduce additional 
temporal redundancy by embedding the watermark into 
several consecutive frames and averaging in the retrieval. 
For individual difficult sequences, averaging over 50 frames 
(corresponding to the embedding of one watermark bit into 
264 000 pixels) still yields bit error rates of a few percent, 
and the authors propose averaging over an even higher 
number of frames for synthetic video. 

Kalker et al. [65) have developed a video watermarking 
method for video broadcast monitoring applications which 
they call JAWS (just another watermarking system). For 
the sake of low complexity, both watermark embedding and 
detection are performed in the spatial domain, which means 
prior to compression and after decompression, respectively. 
The embedded watermark consists of watermark patterns 
of size 128 x 128 drawn from a white random process 
with Gaussian distribution that are repeated (tiled) to fill 
the whole video frame. In order to avoid visible artifacts, 
the watermark is, on a pixel-by-pixel basis, scaled with 
a scaling factor which is derived from an activity mea-
sure. The activity measure is computed using a Laplacian 
high-pass filter. The same watermark is embedded into 
several consecutive video frames. for watermark detec-
tion, a correlation detector is used after applying a spatial 
prefilter that reduces cross talk between video signal and 
watermark. Since the watermark must be detected even in 
the presence of spatial shifts, a search over all possible 
shifts is performed. Since the watermark signal is generated 
by tiling of a smaller watermark pattern, only 128 Y. 
128 positions have to be searched, according to the 'size 
of the watermark pattern. In order to reduce complexity, 
the search and correlation is done in the FFT domain. 
Further, only the phase information of the FFT is used 
in the correlation. This method of • detection has been 
previously proposed for pattern recognition and is referred 
to as symmetrical phase only filtering (SPOMF). In order 
to embed arbitrary watermark information, the watermark 
signal is designed using several different basic watermark
patterns. The information is encoded in the choice of the 
basic patterns and their relative positions. The watermark 
can convey up to about 35-50 bits/s, but for applications 
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that require less watermark information per second the 

watermark data rate is reduced for increased robustness 

[631. The methods is claimed to be robust against MPEG-2 

compression down to 2 Mbits/s, format conversion, scaling, 

and addition of noise. 
• Summarizing the above mentioned watermarking meth-

ods for video, a few general observations can be made. 

1) The proposed methods span a wide complexity range 

from very low complexity to considerable complexity 

including, e.g., wavelet transforms and models of 

the HVS. In general however, the more complex 

methods seem to embed the watermarks with higher 

robustness. 
2) Most methods operate on uncompressed video; only 

a few methods can embed viatennarks directly into 
compressed video. For watennarking of compressed 

video watermarks can be embedded in the DCT 
coefficients [47], [49], [80], in the motion vectors 

[621, or in side information like the GOP structure 

[83J. 
3) The reported watermark data rates are between a few 

hundred bits per second and a few bits per second for 

television resolution video. It seems that if robustness 

is a real concern realistic data watermark data rates 

are not higher than a few bits per second to a few 

dozen bits per second. However, this is sufficient for 
most applications, including DVD. 

VII. AUDIO WATERMARKING 

Compared to images and video, audio signals are rep-

resented by much less samples per time interval. This 

alone indicates that the amount of information that can be 

embedded robustly and inaudibly is much lower than for 

visual media. An additional problem in audio watermarking 

is that the human audible system (HAS) is much more 

sensitive than the HVS, and that inaudibility is much more 

difficult to achieve than invisibility for images. 

Boney eral. [11] propose a spread-spectrum approach for 

audio watermarking. They use a PN sequence that is filtered 

in several stages in order to exploit long-term and short-

term masking effects of the HAS. In order to exploit long-

term masking, a masking threshold for each overlapping 

block of 512 samples is calculated and approximated using 

a tenth-order all-pole filter which is then applied on the 

PN sequence. Short-term masking is additionally exploited 

by weighting the filtered PN sequence with the relative 

time-varying energy of the signal in order to attenuate 

the watermark signal where the audio signal energy is 

low. Additionally, the watermark is low-pass fi ltered by 

using a full audio compression/decompression scheme as 

low pass, in order to guarantee that it survives audio 

compression. A high-pass component of the watermark 

is also embedded which improves watermark detection 

from uncompressed audio pieces but is expected to be 

removed by compression. The authors denote the two 

spectral components of the watermark by "low-frequency 

watermark" and "coding error watermark." The watermark 
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can be extracted by hypothesis testing using the original and 
• the PN sequence and by employing a correlation method. 
Experimental results show the robustness of the scheme to 
MPEG-1 layer III audio coding, to coarse PCM quantization 
using word lengths down to 6 hits/sample instead of 16 
bits/sample as for the original, and additive noise. 

Bassia and Pitas [5] apply a very straightforward time-
domain spread-spectrum watermarking method to audio 

signals. They report robustness against audio compression, 
fi ltering and resampling. 

Tilki and Beex [134] have developed a system for an 
interactive television application where they embed infor-
mation into the audit) component of a television signal. The 
embedded information is detected from the acoustic signal 
emitted from the television receiver. Though the system 
is designed for analog transmission, the principle could 

similarly be applied to digital signals. The information to be 
embedded is partitioned in blocks of 35 bits. Each informa-
tion bit is modulated using a sinusoidal carrier of a specific 
frequency and low amplitude and added to the audio signal. 
The simplified principle is that if the sinusoidal carrier for a 
specific bit is present in the signal, the bit is "1," otherwise 
it is "0." The frequencies of the sinusoidal carriers are above 
2.4 kHz, thus at frequencies where the HAS is less sensitive, 
no explicit model of the HAS is employed. In order to 
reduce interference from the audio signal itself, the audio 
signal is attenuated at frequencies above 2.4 kHz. Thus, the 
principle involves a fidelity loss of the host signal which 
seems acceptable for the envisaged application. In order to 
increase the robustness, the information bits are protected 
by a cyclic redundancy code (CRC) and bit repetition. In 
order to compensate frequency shift of the whole signal, 
for example, after analog recording and playback with 
inaccurate speed, a frequency locking mechanism is applied 
using five special sinusoidal carriers of known frequency. 
Thus, the scheme is robust against room noise and video 
tape recording. 

Bender et al. 16] propose several techniques for wa-
-termarking which are applicable to audio. They call the 
techniques spread-spectrum coding, echo coding, and phase 
coding. Direct sequende spread-spectrum coding is per-
forming biphase shift keying on a carrier wave by using 
an encoded binary string and pseudorandom noise. The 
code introduces perceptible noise into the original sound 
signal, but by using adaptive coding and redundant coding 
the perceptible noise can be reduced. Echo coding is a 
method which employs multiple decaying echos to place 
a peak in the cepStrum at a known location. The result is 
that moderate amounts of data can be hidden in a form that 
is fairly robust versus "analog" transmission. Phase coding 
is a method that employs the phase information as a data 

space. For the encoding. a Fourier transform is applied and 
the phase values of each frequency component are lined 
up as a matrix; binary information can be embedded into 

this matrix by modifying the phase component. Since the 
human HAS is not very sensitive to the distortion to the 
phase of the sound, it can be used to encode data without 

introducing much audible distortion to the original sound. 
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Fig. 11. Embedding of visible watermarks into 3-D meshes by 
local variation of the mesh density. (Figure taken with kind 
permission from 194) 

VIII. WATERMARKING OF OTHER MULTIMEDIA DATA 
Most watermarking research, publications, and products 

are dedicated to images. Less has been published on video, 
audio, and formatted text watermarking, and even less on 
watermarking of other media. However, the underlying 
basic ideas are certainly applicable to almost all kinds of 
digital data. 

Ohbuchi et al. [94], [95) have proposed methods for 
embedding visible and invisible watermarks into 3-D polyg-
onal models. Such models comprise primitives like points, 
lines, polygons, and polyhedrons, which are attributed by 
their geometry and their topology. Ohbuchi et al. propose 
to modify geometry or topology for watermarking. In 
detail, they propose two different methods for embedding 
of invisible watermarks for models consisting of trian-
gular meshes. The first method pseudorandomly selects 
sets of four adjacent triangles and embeds information by 
displacing the vertices of the four triangles in a specific 
way by up to 1% of the shortest edge of the rectangular 
bounding box of the entire 3-D model. The authors claim 
that the modifications are imperceptible and that the method 
is resistant to cropping if the watermark information is 
repeated several times over the 3-D model and to local 
deformation. The second_ method pseudorandomly selects 
tetrahedron from the mesh and embeds information in the 
volume ratio of consecutive tetrahedron by modification of 
vertices. This method is robust against cropping and local 
deformation. A third method embeds visible watermarks 
into meshes by local variation of the mesh density, as shown. 
in Fig. 11. 

The emerging video compression standard MPEG-4 fea-
tures additional functionalities, besides common video com-
pression, such as model-based animation of 3-D head mod-
els using so-called facial animation parameters (FAP's). 
These are parameters like "rotate head," "open mouth," or 
"raise right corner-lip." The head model used at the receiver-
is either a predefined generic head and face model or a 
particular model that can be transmitted using so-called 
facial definition parameters (FDP's). -The tool for face 
animation allows the compression of head-and-shoulder 
scenes, for example, in video telephony applications, with 
bit rates below 1000 bits/s. In [46J, Hartung et al. propose 
a spread-spectrum method for watermarking •of MPEG-4 
FAP's. -The watermarks are additively embedded into the 
animation parameters. Smoothing of the spread-spectrum 
watermark by low-pass filtering and an adaptive amplitude 
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attenuation prevents visible distortions of the animated head 
models. The watermarks can be retrieved by correlation.

• front the watermarked parameters, but also front video 
sequences showing 3-D head models animated with the 
watermarked parameters, even after modifications such as 
block-based compression. Fig. 12 shows examples of video 
frames from a sequence rendered from a 3-D head model 
and animation parameters. In this case, the parameters first 
have to be estimated from the sequence. An interesting 
point is that the watermark is not contained in the waveform 
representation of the depicted object (the pixels), but in the 
semantics (the way the head and face move). 

IX. WATERMARK APPLICATIONS, SECURITY, 
ROBUSTNESS, AND CRYPTOANALYSIS 

A. Applications 

We have already seen in Section III that the requirements 
and the design constraints for watermarking technologies 
strongly depend on the final application. For obvious rea-
sons there is no "universal" watermarking method. Al-
though watermarking methods have to be robust in general, 
different levels of required robustness can be identified 
depending on the specific application-driven requirements. 

In authentication applications, the watermarks have to 
resist only to certain attacks. Among all possible water-
marking applications, authentication watermarks require the 

• lowest level of robustness. The purpose of such watermarks 
is to authenticate the data content. For example, data can 
be watermarked such that the watermark can accommodate 
lossy compression, but they are destroyed as soon as the 
data are manipulated in a different way. 

Applications such as data monitoring and tracking require 
a higher level of robustness. The main purpose is to 
detect or identify stored or transmitted data. Examples arc 
automatic monitoring of radio broadcast for billing purposes 
or identification of images on the World Wide Web with the 
help of web crawlers. For such applications, the watermarks 
have to be easily extractable and must he reasonably robust, 
for example, against, standard data processing like format 
conversion and compression. 

In fingerprinting applications. watermarks are embedded 
that identify the recipient of each individual distributed 
copy. The purpose is to have a means to trace back 
pirated copies to the recipient who pirated it. Fingelprinting 
applications requite a very high level of robustness against 
data processing and malicious attacks. 

Watermarking for copyright protection is used to resolve 
rightful ownership and requires the highest level of robust-
ness. However, robustness alone is not sufficient for such 
applications. For example, if different watermarks are -em-
bedded in the same data, it must still be possible to identify 
the first, authoritative, watermark. Hence, additional design 
requirements besides mere robustness apply, as discussed 
below. 

In the following, we go into more details on how to resist 
malicious attacks and elaborate on design constraints for 
copyright protection applications of watermarking. 
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(a) 

Fig. 12. Example frame from a video sequence rendered from (a) a 3-D head model and 
watermarked animation parameters and (b) a similar frame after subsequent MPEG-2 video 
compression at 600 kbit/s. • 

B. Watermark Robustness 

Robustness against attacks is a major watermarking re-
quirement. Absolute robustness against all possible attacks 
and their combinations may be impossible to achieve. Thus, 
the practical requirement is that a successful attack must 
impair the hoSt data to the point of significantly reducing 
its commercial value before the watermark is impaired so 
much that it cannot be recovered. In fact, with appropriate 
design, fairly high robustness can be achieved, but it should 
be pointed out that robustness always has to be traded 
against watermark data rate and imperceptibility, and the 
optimum tradeoff depends on the application. 

I) Classification of Attacks: Following the classification 
in [50], four different types of attacks can be identified. 

1) "Simple attacks" (other possible names include 
"waveform attacks" and "noise attacks") are con-
ceptually simple attacks that attempt to impair 
the embedded watermark by manipulations of the 
whole watermarked data (host data plus watermark) 
without an attempt to identify and isolate the 
watermark. Examples include linear and general 
nonlinear filtering, waveform-based compression 
()PEG, MPEG), addition of noise, addition of an 
offset, cropping, quantization in the pixel domain, 
conversion to analog, and gamma correction. 

2) "Detection-disabling attacks" (other possible names 
include "synchronization attacks") are attacks that 
attempt to break the correlation and to make the 
recovery of the watermark impossible or infeasible for 
a watermark detector, mostly by geometric distortion 
like zooming, shift in spatial or temporal (for video) - 
direction, rotation, shear, cropping, pixel permuta-
tions, subsampling, removal or insertion of pixels or 
pixel clusters, or any other geometric transformation 
of the data. 

3) "Ambiguity attacks" .(other possible names include 
"deadlock attacks," "inversion attacks," "fake-
watermark attacks," and "fake-original attacks") 
are attacks that attempt to confuse by producing 
fake original data or fake watermarked data [54]. 
An example is an inversion attack [30]—[32] that 

(b) 

attempts to discredit the authority of the watermark 
by embedding one or several additional watermarks 
such that it is•unclear which was the first, authoritative 
watermark. 

4) "Removal attacks" are attacks that attempt to analyze 
the watermarked data, estimate the watermark or the 
host data, separate the watermarked data into host 
data and watermark, and discard only the watermark. 
Examples are collusion attacks [121), denoising, cer-
tain nonlinear filter operations [81], or compression 
attacks using synthetic modeling of the image (e.g., 
using texture models or 3-D models). Also included 
in this group are attacks that are tailored to a specific 
watermarking scheme arid combat it by exploiting 
conceptual cryptographic weaknesses of the scheme 
that make it vulnerable to a specific attack. 

It should be noted that the transitions between the groups 
arc sometimes fuzzy and that some attacks do not clearly 
belong to one group. Collusion attacks could be argued 
to be a group of its own, since they require, unlike the 
other attacks, more. than one differently watermarked copy 
of the data. However, since they attempt to reconstruct 
the unwatermarked original host data, and thus remove the 
watermark(s), the classification as a "removal attack" holds. 

In the following, remedies are given that make water-
marks more robust against malicous attacks. 

2) Remedies Against Simple, Waveform-Based Attacks: As 
already mentioned, noise-like distortions, for example, due 
to lossy compression, result in a distorted watermark signal 
in the watermark recovery or verification process. There 
are two main remedies against such attacks: increasing 
the embedding strength or applying redundant embedding. 
Increasing the embedding strength is straightforward and 
efficient in many cases, especially if appropriate masking 
according to the properties of human perception is used 
to determine the maximum allowable embedding strength. 
Redundant embedding can be performed in many ways. 
In the spatial domain it might consist of embedding a 
watermark many times and then taking a majority vote 
in the recovery process. A more efficient technique could 
include the use of error-correcting codes [52], possibly 
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even with soft-decision decoding [51]. Both increasing 
the watermark strength and introducing redundancy either 
increase the watermark visibility/audibility or decrease the 
watermark data rate. Further, as pointed out before, it 
should be noted that there is a tradeoff between watermark 
robustness on one hand and watermark imperceptibility and 
watermark data rate on the other hand. 

3) Geometrical Distortions and Remedies: Watermarks
are typically most vulnerable to geometrical distortions. The 
reason is that, for most proposed watermarking methods, 
the watermark detector has to know the exact position of 
the embedded watermark. Geometrical distortions tend to 
destroy the synchronization such that watermark embedding 
and watermark detection are misaligned and do not fit 
anymore. 

Simple geometric attacks include affine transforms, clip-
ping, and cropping. Remedies against such attacks are 
difficult if the watermarking algorithm has not explic-
itly been designed to withstand such attacks [114]. For 
this "simple" geometrical attacks, the challenge consists 
of finding the original watermark reference within' the 
host data. For watermarking schemes which require the 
original image to recover the watermark this may not 
be a real problem, since the geometrical distortion can 
be estimated from the two images and inverted. If the 
watermarking scheme does not have the original data 
available for the watermark recovery, many schemes still 
allow the reference recovery by using a hill search over 
all possible manipulations using some kind of correlation 
criteria between the image and the watermark modulation 
sequence. If the geometrical distortion consists of simple 
cropping, translation, or rotation, this process is feasible. 
However, if the attack consists of any affine transform 
this becomes very intensive computationally. Another way 
to resist geometrical attacks is based on embedding a 
watermark reference within the host data. Gruhl and Bender 
[45] propose embedding invisible crosses into the image 
by modifying the LSB image plane. Later detection of the 
crosses allows exact determination of the undergone attack 
and thus its reversal. If resistance to cropping has also to be 
assured, the row and column information can be encoded 
in addition to the crosses. One simple way of doing so 
would, for example, consist of changing the horizontal and 
vertical spacing between crosses depending on the location 
within the image. Although fully functioning, this system 
is not very robust since the reference can very easily be 
removed or destroyed. Another example is the embedding 
of sinusoidal patterns in the color channel using a visibility 
metric to ensure invisibility, as proposed by Fleet and 
Heeger [42]. An extension of the method of Gruhl and 
Bender has been proposed by Kutter PG] in which a spatial 
watermark pattern is embedded four times into the host 
image by using predetermined horizontal and vertical shifts. 
In the recovery process an autocorrelation function of an 
estimated watermark pattern can be computed to determine 
the affine distortion. Applying the inverse transform then 
allows full recovery of the watermark. A more sophisticated 
geometrical attack is based on jittering 1701. 11001, [138]. 

tittering cuts the data set in small chunks, than randomly 
removes or duplicates small pieces and then sticks the. small 
chunks back together. If done in a smart way, this alter-
ation introduces only little or even no perceptible artifacts. 
This attack has proven to be very efficient in removing 
watermarks for many algorithms. Remedies exist against 
this attack, depending on the algorithm. For example. _the 
method proposed by Kutter et al. [74] resists jittering 
if the image under inspection is low-pass filtered before 
the watermark extraction process. For other methods this 
remedy might work as well. 

4) Watermark Removal Attacks and Remedies: Collusion 
attacks are attacks that use several copies of the same host 
data with different embedded watermarks. Several types of 
collusion attacks have been examined by Cox et al. [27] 
and Stone [121]. In the following, a watermark observation 
refers to a watermarked data representation in any domain, 
e.g., spatial or frequency domain. The first attack is caHed 
statistical averaging, in which a new data set is created by 
taking the average of all available watermark observations. 
A second attack creates a new data set by taking the 
average of the minimum and maximum of all watermark 
observations. The third approach is based on introducing 
negative correlation as follows: 

yp = wesinx) if Wmccliati 

inmi„, otherwise 

where 11,„„.,ii„„, la,„;„, and w„,;,, are the median, minimum, 
and maximum of the all watermark observations. Stone 
shows that for the image watermarking scheme proposed by 
Cox et al. [27] and a watermark with uniform distribution, 
at least four watermark observations are required for a 
successful attack. In general, all these statistical attacks can 
successfully destroy embedded watermarks even if only a 
few watermarked data sets are available. Another collusion 
attack interleaves the different watermarked copies of the 
same data [121]. Small parts of different watermarked data 
sets are taken and reassembled in a new data set. A remedy 
against collusion attacks is to limit the available number of 
watermarked copies. Alternatively, it has been proposed to. 
use collusion-secure codes to design watermarks [9], [10]. 
The drawback is that the code lengths increase exponen-
tially with the number of codes. 
If the watermark detector device is available,. the Oracle 

attack, first proposed by Perrig [98] and further developed 
by Cox and Linnartz [28], [29]. can be used to destroy the 
embedded watermark. Such a scenario is, for example, pos-
sible in copy control systems for digital media, such_ as the.
DVD. The. watermark detector can be used to experimen-
tally deduce its behavior and then destroy the 'watermark. 
Although commonly believed that this approach involves 
an extremely high complexity, the authors illustrate that 
this is not true and claim the complexity to be _of order 
0(N), where N is the number of data samples, for most 
watermarking system. If the watermark inserter is available, 
another attack is based on predistorting the original data 
set. The difference between the watermarked data set and 

(itliiinx Witii11) • 
2 (35) 
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original data set is used to predistort the original data set 

through subtraction. The newly watermarked predistorted 

(lath set is then very unlikely to contain the watermark. One 
remedy against a predistOrtion attack is based on encryption 

using a random session key. Given a binary watermark II' 
to•be embedded into a set of data, it is first encrypted using 

a random encryption key k resulting in U'k. The key is then 
appended to the encrypted watermark to give the new wa-
termark Wk, which is then embedded into the host data set. 
The watermark detector can recover the embedded water-
mark and decrypt it. The predistortion attack fails because 
the watermark inserter is not deterministic anymore due to 
the fact that the embedded watermark changes each time. 

A histogram-based attack called Twin Peaks for fixed 
depth bimodal watermarks has been proposed by Maes 
[88]. To illustrate the concept of the:attack, let us consider 
an image histogram with .a peak at the intensity level P. 
Further, let us assume that the image was watermarked 
with a uniformly distributed watermark with a bimodal 
amplitude of ±d. In this case, the watermarking process 
maps 50% of the values from P to P + d, and the other 
50% from P to .P — d. The peak in the original histogram at 
intensity.P is therefore replaced by two peaks at intensities 
P — d and P + d (hence the name Twin Peaks), both 
having half the height of the original peak. By looking 
at the histogram of a watermarked image, it is possible 
to determine the embedded watermark by detecting close 
by peaks with similar amplitude. The original value may 
then be estimated and substituted into the watermarked 
image in order to destroy the embedded watermark. Based 
on this idea, the author show how to successfully destroy 
embedded watermarks. The performance of the attack may 
be improved when a prediction of the embedded watermark 
is used instead of the watermarked image. The prediction 
is computed by filtering the image with a high-pass filter 
which can be seen as taking the difference between a pixel 
value and the local mean computed in a squared wind of 
size 3 x 3.

C. Remedies Against Waterntark Ambiguities 

As mentioned at the beginning of this section, to resolve 
rightful ownership, it must be possible to determine the 
authoritative watennark in case several watermarks are 
present in a data set. 

I Timestamps: To determine who first signed a set of 
data. timestamps (provided by trusted third parties) should 
he used [117J, [149]. Let X be the data to be time stamped 
and H the corresponding hash value. The owner sends an 
official request R.„ = (H„,1„), where I„ is the owners 
identification string, to an official third party time stamping 
service (TSS). The TSS produces a timestamp TS„ 

TS„ = L„) (36) 

where 7, is the request number. T„ the time of the request, 
and Sr; indicates that the message is signed with the public 
key of TSS. L„ is known as the linking string defined as 

1, 7, = (Li — ,7;, —1, —1) (37) 

and is used to avoid that the timestamp requester and the 
TSS collude to produce any timestamp they want. The 
TSS then waits for the next request and returns the new 
identification ./„.+.1 of the originator. If someone challenges 
a timestamp TS„, the owner can prove that is was stamped 
after and before those by /„__I and ./„+1, respectively. If 
their documents are also called in question they can get in 
touch with ./„._2 and In+2, and so on. 

Because digital time stamping involves a trusted third 
party, the question might arise why to use watermarking 
in combination with timestamping since this is very 
similar to traditional copyright registration and protection 
of copyright laws. 

2) Not:invertible Watermarks: Until the publications of 
Craver et al. [30)—[32] it was believed that with the help of 
the original, nonwatermarked data set one can easily prove 
rightful ownership. Craver et al. showed that having the 
original is not sufficient and introduced the expression of 
invertible watermarking schemes. Given an original data 
set I c, to be watermarked with VIII

sa4 I171 (38) 

where l o is the watermarked original and the operator 
ED represents watermark insertion. Craver et a/. showed 
that certain watermarking methods are invertible and allow 
reverse engineering to produce a counterfeit original 

= e 11'2 (39) 

where it the counterfeit original and e the inversion 
process. Let further assume that D is a watermark decoder 
function with a binary output of "0" and "1" for watermark 
absent and watermark present, respectively. This scenario 
creates an ownership deadlock because the rightful owner 
can show that his watermark is presents in the signed data 
and counterfeit original. 

D(L,L, w,) =1 
D(I„,I„,1411.) = 1. (40) 

However, the attacker can also show that his watermark 
IV, is present in the watermarked original, as well as in • 
the original 

14,2) =1 
D(1,,, Jo, 14/2) =1. (41) 

Hence it is not possible to resolve rightful ownership since 
all claims from both parties are legally speaking equivalent. 
Some- watermarking techniques are inherently invertible 
and . the question . is • how to make them noninvertible or 
how to avoid this problem. Meanwhile, several methods 
have been devised to construct noninvertible Watermarks 
[921. 1110), [128]• The general • idea in most methods is 
to make watermarks noninvertible by making them signal 
dependent, for example, by using one-way hash functions. 
In this case, it is computationally infeasible for an attacker 
to create a counterfeit original because it depends on 
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Fig. 13. Demonstration of the StirMark 2.2 attack. 

the watermark, which in turn depends on the counterfeit 
original which is not yet existing. 

It should also be noted that in applications where the 
owner of the data is undisputed, like, for example, in 
labeling applications where a serial number is embedded 
into different copies of distributed data, the above concerns 
do not apply. 

D. Robustness Test Utilities and 
Watermark-Removal Software 

Similar to conditional access and copy-prevention mech-
anisms, the existence of watermarking technology and its 
potential possibilities have stimulated individuals to come 
up with attempts to defeat watermarking. Examples are 
publicly available tools to test the robustness of image 
watermarking techniques. Unzign (138] is a utility that 
works for images in JPEG format. In version 1.1, Unzign 
introduces pixel jittering in combination with a slight image 
translation. For many proposed watermarking techniques, 
the embedded watermarks are efficiently destroyed. How-
ever, besides removing the watermark. Unzign version 1.1 
introduces severe artifacts. An improved version 1.2 has 
been released. Although the artifacts were decreased, its 
watermark destruction capability decreased as well. 

StirMark [70], [100] is a simple genetic tool to test the 
robustness of image watermarking techniques. It simulates 
resampling to emulate a printing—scanning procedure and 
applies minor geometric distortions (stretching, shearing, 
shifting, and rotation) followed by resampling and bilinear 
or Nyquist interpolation. In addition, small and smoothly 
distributed errors are introduced into all sample values. 
Applying StirMark only once introduces a practically 
unnoticeable quality loss in the image. The author claims 
that his tool removes all current watermarks. Fig. 13 
demonstrates the affect of the StirMark attack on a test 
image containing a grid and a riatural image, and its 
StirMark 2.2 attacked version. From visual inspection, 
it can be confirmed that the effect of the attack is not 
visually annoying in the image, and is only evident in 
the grid. However, this attack is quite successful if the 
watermarking method does not account for it (501. 
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X. THE FUTURE OF DIGITAL WATERMARKING 
The interest in watermarking technology is high, -both 

from academia and industry. The interest from academia 
is reflected in the number of publications on watermarking 
and in the fact that conferences on watermarking and data 
hiding are being held. The interest from industry is evident 
in the number of companies in the field that have been 
founded within the past few years. 

Besides research activities in universities and industry, 
several international research projects funded by the Eu-
ropean Community have the goal to develop practical 
watermarking techniques. TALISMAN [61] (ACTS project 
AC019, "Tracing Authors' rights by labeling image services 
and monitoring access network") aitns to provide Euro-
pean Union service providers with a standard copyright 
mechanism to protect digital products against large scale 
commercial piracy and illegal copying. The expected output 
of TALISMAN is a system for protecting video sequences 
through labeling and watermarking. OCTAL'S [60] (ACTS 
project PI 19, "Offer of Content through Trusted Access 
Links") is the follow-up project of TALISMAN and OKAPI 
with the main goal of integrating a global approach to eq-
uitable conditional access and efficient copyright protection 
and to demonstrate its validity on large scale trials on the 
Internet and European Broadcasting Union (EBU) network. 

International standardization consortia are also interested 
in watermarking techniques. The emerging video compres-
sion standard MPEG-4 (ISO(IEC 14496), for example, 
provides a framework that allows the easy integration 
with encryption and watermarking. The DVD industry 
standard will contain copy control and copy protection 
mechanisms that use watermarking to signal the copy status 
of multimedia data, like "copy once" or "do not copy" flags. 

Despite the many efforts that are underway to develop 
and establish watermarking technology, watermarking is 
still not a fully mature and understood technology, and a 
lot of questions are not answered yet. Also, the theoretical 
fundamentals are still weak, and most systems are designed 
heuristically. 

Another drawback is that fair comparisons between wa-
termarking systems are difficult [75]. As long as methods 
and system implementations are not evaluated in a con-
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sistent manner using sophisticated benchmarking methods, 

the danger exists that weak and vulnerable systems and 
de Pew standards are produced that result in spectacular 
failures and discredit the entire concept.

Thus, the expectations into watermarking should be re-
alistic. It should always he kepi in mind that every wa-
termarking system involves a tradeoff between robustness, 
watermark data rate (payload), and imperceptibility. The 
invisible 10000-hit-per-image watermark that resists all 
attacks whatsoever is an illusion (realistic numbers are 
approximately two orders of magnitude lower). Even when 
designed under realistic expectations, watermarks offer 
robustness against nonexperts but may still be vulnerable 
to attacks by experts. 

Although proof of ownership was the initial thrust for 
the technology, it seems that th6re is a long way to 
go before watermarking will be accepted as a proof in 
court, and it is likely enough that this may never happen. 
In copyright-related applications, watermarking must be 
combined with other mechanisms like encryption to offer 
reliable protection. 

Still, there exist enough applications where watermarking 
can provide working and successful solutions. Specifically 
for audio and video it seems that watermarking technol-
ogy will become widely deployed. The DVD industry 
standard, as an example, will use watermarking for the 
copy protection system. Similarly, there exist plans to 
use watermarking for copy protection for Internet audio 
distribution. Broadcast monitoring using watermarking is 
another application that will probably widely be deployed 
for both audio and video. 

Whether the development of watermarking technology 
will become a success story or not is an -interesting yet 
unclear question. Watermarking technology will evolve, 
but attacks on watermarks as well. Careful overall system 
design under realistic expectations is crucial for successful 
applications. 

Xl. CONCLUSIONS 

In this overview paper, we reviewed the most important 
aspects, design requireMents, systeM issues, and techniques 
for digital watermarking. The historical roots of digital 
watermarking derive mainly from steganography, the art of 
data hiding. Although digital watermarking and steganog-
raphy are in some sense similar, the main difference lies in 
the notion of robustness for digital watermarks. Watermark 
robustness is one of the major design issues, besides 
imperceptibility. We have shown that the various digital 
watermarking applications, such as data tracking, data mon-
itoring, and copyright protection, result in corresponding 
design issues and algorithm requirements. Some schemes 
require the original data set in order to recover an embedded 
watermark and others do not. Further, in some publications 
methods are proposed that allow full watermark extraction, 
whereas in other publications techniques are . presented 
which only allow verification if a given watermark is 
present in the data under investigation. We have emphasized 
that these two approaches are inherently equivalent in that 
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a watermark-extraction scheme can be transformed into a 
watermark-verification scheme and vice versa. Although 
often associated to still images, video, and audio, digital 
watermarking is also applicable to other digital data such 
as text, 3-D meshes, or face animation parameters. We have 
elaborated on numerous watermarking techniques for still. 
images, video, audio, text, and other multimedia data. It has 
been pointed out that a majority of techniques are inherently 
similar and based on modulation with a PN signal, often 
in combination with masking, for the embedding process 
and some kind of hypothesis testing using correlation in
the watermark recovery process. Designing watermark-
ing methods does not only have to consider robustness 
against standard data processing, but also robustness against 
malicious attacks. Several classes of attacks have been 
outlined, and remedies were given to make watermarks 
attack resistant. As a general statement, it can be said 
that watermarks should be sufficiently overdesigned and 
contain enough redundancy to ensure resilience against 
attacks. For copyright enforcement, additional aspects have 
to be considered. One problem is to prove who first 
watermarked data if several watermarks are present in the 
data. Solutions to this problem might consist of digital 
time stamping or watermark registration. Further, it has 
been shown that robustness is not sufficient to resolve 
rightful ownership, even if the original data are available. 
In addition, the used watermarking method needs to be 
noninvertible. Several techniques have been proposed to 
render invertible methods noninvertible, including hashing 
and time stamping. Although working systems are already 
available, research in digital watermarking has to continue. 
There is a huge demand from content proViders and IPR 
owners. The market is currently far from being saturated 
and many more companies are expected to be founded in 
the near future: The question whether digital watermarks 
will be used as legal proof in court is not yet decided and 
difficult to answer. There are, however, other applications, 
like multimedia copy protection systems and data broadcast 
monitoring, where we will see watermarking in operation. 
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Abstract 
Netbill is a business model, set of protocols, and software 

implementation for supporting commerce in information 
goods and other network delivered services. h has very 
low transaction costs for micropayments (around le for a 
ioe item), protects the privacy of the transaction, and is 
highly scalable. Of special interest is our new certified 
delivery mechanism which delivers information goods if 
and only if the customer has payed for them. This paper 
discusses the design of the NetBill protocol and our World 
Wide Web (WY/R) prototype implementation 

Introduction 
As the explosive growth of the Internet continues, more 

people rely on networks for timely information. However, 
since most information on the Internet today is free, 
intellectual property owners have little incentive to make 
valuable information accessible through the network. 
There are many potential providers who could sell 
information on the Internet and many potential customers 
for that information. What is missing is an electronic 
commerce mechanism that links the merchants and the 
customers. 

NetBill is a business model, set of protocols, and software 
implementation allowing customers to pay owners and 
retailers of information. While NetBill will enable a 
market economy in information, we still expect that there 
will be an active exchange of free information. 

The market for Information 
Porat and others have shown that information industries 

dominate the economy [I]. Estimates of the market for on-
line information vary from S10 billion to S100 billion per 
year depending upon how the market is defined [2). There 
are more than 15,000 databases accessible over networks. 
Vendors can distribute information products varying from 
complex software valued at thousands of dollars per copy, 
to journal pages or stock quotes valued at a few pennies 
each. A challenge for network-based electronic commerce 
is to keep transaction costs to a small fraction of the cost of 
the item. The desire to support micropayments worth only 
a few pennies each is a driving factor in the NetBill design. 

A second challenge in the information marketplace is 
supporting micromerchants, who may be individuals who 
sell relatively small volumes of information. Merchants 
need a simple way of doing business with customers over 
networks, so that the costs of setting up accounting and 
billing procedures are minimal. A model for 
micromcrchants is the French Minitel system, which 
provides 20,000 "kiosks" offering computer-based services 
to Minitel users. Many of these kiosks are provided by 
small entrepreneurs who enter the marketplace for little 
more than the cost of a PC and the labor to acquire or 
develop valuable information. 

The purchase of goods over a network requires linking 
two transfers: the transfer of the goods from the merchant 
to the customer, and the transfer of money from the 
customer to the merchant. In the case of physical goods, a 
customer can order the goods and transfer money over the 
network, but the goods cannot be delivered over the 
network. Information goods have the special characteristic 
that both the delivery of the goods and the transfer of 
money can be accomplished on the same network. This 
allows for optimizations in the design of an electronic 
commerce system. 

A NetBill scenario 
Figure I shows NetBill's model. A user, represented by a 

client computer, wishes to buy information from a 
merchant's server. A NetBill server maintains accounts for 
both customers and merchants. These accounts are linked 
to conventional financial institutions. A NetBill transaction 
transfers the information goods from merchant to user, and 
debits the customer's account and credits the merchant's 
account for the value of the goods. When necessary, funds 
in a customer's NetBill account can be replenished from a 
bank or credit card; similarly funds in a merchant's NetBill 
account are made available by depositing them in the 
merchant's bank account 

The transfer of an information good consists of delivering 
bits to the customer. This bit sequence may have any 
internal structure, for example, the results of a database 
search, a page of text, or a software program. Users may 
be charged on a per item basis, or by a subscription 
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allowing unlimited access, or by a number of other pricing 
models. 

sle 
Network 

Service 
Provide. 

NetBill Server 
Bank 

End 
User 

Figure 1: Netbill Concept 
Once the customer receives the bits, there are no technical 

means to absolutely control what the customer does with 
them. For example, suppose an information provider wants 
to charges different price for pages viewed on-line, versus 
printed pages. The merchant can provide customers with 
client software distinguishing viewing from printing, and 
which initiates a new billing transaction when the screen is 
printed. However, there are no technical means to prevent 
the user from tampering with that software once it is on her 
machine; a corrupt user who has only paid to view the bits 
could thus bypass the charge for printing. Merchants may 
still choose to distribute special software in the belief that 
tampering will be infrequent. Similarly, there is no 
technical means to prevent users from violating copyright 
by redistributing information [3). 

NetBlll design 
`There arc a number of challenges to making electronic 

commerce systems feasible: 
• High transaction volumes at low cost If information 

is sold for a few pennies a page, then an electronic 
commerce system must handle very large transaction 
volumes at a marginal cost of a penny or less per 
transaction. 

• Authentication, privacy and security. The Internet 
today provides no universally accepted means for 
authenticating users, protecting privacy, or providing 
security. 

• Account management and administration. Users and 
merchants must be able to establish and monitor their 
accounts. 
This paper describes the architecture of NetBill, a system 

designed to meet these goals. Our students and we have 
implemented three generations of NetBill prototypes. We 
hope to soon mount a trial in which various forms of 
information are sold to users using NetBill. 
NetBill architecture 
NetBill uses a single protocol that supports charging in a 

wide range of service interactions. NetBill provides 
transaction support through libraries integrated with 
different client-server pairs. These libraries use a single 
transaction-oriented protocol for communication between 

client and server and NetBill; the normal communications 
model between client and server is unchanged. Clients and 
servers can continue to communicate using protocols 
optimized for the application — for example, video 
delivery or database queries — while the financial-related 
information is transmitted over protocols optimized for that 
purpose. This approach allows NetBill to work with 
information delivery mechanisms ranging from the WWW 
to FTP and MPEG-2 streams. 
The client library — which we call the checkbook — and 

the server library — the till — have a well-defined API 
allowing easy integration with a range of applications. 
(Below we describe how we integrated these libraries with 
Mosaic clients and HTTP servers.) The libraries 
incorporate all security and payment protocols, relieving 
the client/server application developer from having to 
worry about these issues. All network communications 
between the checkbook and till are encrypted to protect 
against adversaries who eavesdrop or inject messages. 
The NetBill transaction protocol 

Before a customer begins a typical NetBill transaction, 
she will usually contact a server to locate information or a 
service of interest. For example, the customer may request 
a Table of Contents of a journal showing available articles 
available, and a list price associated with each article. The 
transaction begins when the customer requests a formal 
price quote for a product. This price may be different than 
the standard list price because, for example, the customer 
may be part of a site license group, and thus be entitled to a 
marginal price of zero [4). Alternatively, the customer may 
be entitled to some form of volume discount, or perhaps 
there is a surcharge during the peak hour. 

Requesting the price quote is easy. As we discuss below, 
in a WWW browser application we have built, a customer 
requests a price quote by simply clicking on a displayed 
article reference. 

The customer's client application then indicates to the 
checkbook library that it would like a price quote from a 
particular merchant for a specified product. The checkbook 
library sends an authenticated request for a quote to the till 
library which forwards it to the merchant's application. 
(Figure 2, Step L) 

The merchant then must invoke an algorithm to determine 
a price for the authenticated user [5). He returns the 
digitally signed price quote through the till, to the 
checkbook (Step 2), and on to the customer's application. 
The customer's application then must make a purchase 
decision. The application can present the price quote to the 
customer or it can approve the purchase without prompting 
the customer. For example, the customer may specify that 
her client software accept any price quote below some 
threshold amount; this relieves her of the burden of 
assenting to every low-value price quotes via a dialog box. 

Assume the customer's application accepts the price 
quote. The checkbook then sends -(Step 3) a digitally 
signed purchase request to the merchant's till. The till then 
requests the information goods from the merchant's 
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application and sends them to the customer's checkbook 
encrypted in a one-time key (Step 4), and computes a 
cryptographic checksum (such as MD5 [6)) on the 
encrypted message. As the checkbook receives the bits, it 
writes them to stable storage. When the transfer is 
complete, the checkbook computes its own cryptographic 
checksum on the encrypted goods and returns to the till a 
digitally signed message specifying the product identifier, 
the accepted price, the cryptographic checksum, and a 
timeout stamp: we refer to this information as the 
electronic payment order (EPO) (Step 5). Note that, at this 
point, the customer can not decrypt the goods; neither has 
the customer been charged. 

Upon receipt of the EPO, the till checks its checksum 
against the one computed by the checkbook. If they do not 
match, then the goods can either be retransmitted, or the 
transaction aborted at this point. This step provides very 
high assurance that the encrypted goods were received 
without error. 
If checksums match, the merchant's application creates a 

digitally signed invoice consisting of price quote, 
checksum, and the decryption key for the goods. The 
application sends both the EPO and the invoice to the 
NetBill server (Step 6). 

The NetBill server verifies that the product identifiers, 
prices and checksums arc all in agreement. If the customer 
has the necessary funds or credit in her account, the NetBill 
server debits the customer's account and credits the 
merchant's account, logs the transaction, and saves a copy 
of the decryption key. The NetBill server then returns to 
the merchant a digitally signed message containing an 
approval, or an error code indicating why the transaction 
failed (Step 7). The merchant's application forwards the 
NetBill server's reply and (if appropriate) the decryption 
kev to the checkbook (Stec. 8). 

Customer 

II 1 

121 

t31 

(4) 

I51 

( 

181 

Merchant 

N etB ill Saver 

figure 2• Transaction Protocol 

Protocol Failure Analysis 
The above description assumed that no failures occurred 

during the execution of the protocol. In reality, the 
protocol must gracefully cope with network and host 
failures. One of our goals is to tightly link two events: 
charging the customer and delivering the goods. The 

customer should pay exactly when she receives the 
information goods. 

The NetBill server is highly reliable and highly available. 
All transactions at the NetBill server are atomic: they either 
finish completely or not at all. NetBill is never in doubt 
about the status of a purchase. We cannot make similar 
assumptions about the reliability of the merchant's and 
customer's software; they must maintain a state consistent 
with the NetBill Server. 

First, consider the protocol from the perspective of tho: 
customer's application. Up to step 5, whtn the customer 
application acknowledges receipt of the information goods, 
the customer application knows that no transaction has 
occurred. That is, the customer does not have access to the 
product and the merchant does not have the customer's 
money. Once the application sends the EN), the customer 
is committed to the transaction and must be prepared to 
accept the purchase. If the customer's application does not 
receive a response from the merchant's application, then it 
is the responsibility of the customer's application to 
determine what happened: the customer's application can 
poll either the merchant application or the NetBill server to 
determine the status of the purchase request. If the 
merchant's application did not successfully forward the 
EPO to the NetBill server, then the EPO will have expired 
and the NetBill server will respond to the customer's 
application that the purchase has failed. Of course, the 
customer still does not have the one time key, so while the 
customer still has her money, she also does not have the 
goods. If, on the other hand, the transaction succeeded 
before communication failed, then the customer's 
application can find the status of the purchase and, if 
appropriate, the decryption key from either the merchant's 
application or the NetBill server (which has registered the 
key). If both are unreachable, the customer's application 
must continue to poll. 

Now consider the protocol from the perspective of the 
merchant's application. Before it forwards the EPO and 
invoice to the NetBill server, the merchant's application 
knows that the transaction has not occurred. After it 
forwards the EPO and invoice, however, the merchant's 
application is committed to the transaction and must obtain 
the result from the NetBill. If the merchant's application 
does not receive a response from the NetBill server, the 
merchant's application must poll the NetBill server. 

The protocol is much simpler for the NetBill server than 
for the other parties. The NetBill server is never in a state 
in which it depends on a response from another entity to 
determine the status of a transaction. Until the NetBill 
server receives the EPO and invoice from the merchant's 
application, it knows nothing about the purchase. Once it 
receives the EPO and invoice it has all the information 
necessary to approve or reject the purchase. 

We use the term certified delivery to describe the 
mechanism of delivering encrypted information goods and 
then charging against the customer's NetBill account, with 
decryption key registration both at the merchant's 
application and the NetBill server. 
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The NetBill transaction protocol also exhibits a number 
of other desirable features: 
•Support for flexible pricing. By including the steps of 
offer and acceptance, we provide an opportunity for the 
merchant to calculate a customized quote for an individual 
customer. In the process we also generate signed 
messages that can later prove that there was a contract at 
the quoted price. 

•Scalability. The bottleneck in the NetBill model is the 
NetBill server which supports many different merchants. 
Our transaction protocol minimizes the load on the 
NetBill server and distributes the burden over the many 
customer and merchant machines. Note that a single 
interaction with the NetBill server both verifies the 
availability of funds and records the transaction. It is not 
possible to have less than one interaction with the NetBill 
server [7]. 

•Protection of user accounts against unscrupulous 
merchants. In a conventional credit card transaction, the 
merchant learns the customer's credit card number and 
can submit fraudulent invoices in the customer's name. In 
a NetBill transaction, the customer digitally signs the EPO 
using a key that is never revealed to the merchant, thus 
eliminating this threat. Moreover, the customer has proof 
of the exact nature of the information goods received, 
providing evidence in case a dishonest merchant attempts 
to deliver faulty information goods. 

NetBill account management 
In this section, we discuss how customers and merchants 

can manage their NetBill accounts. 
NetBill supports a many-to-many relationship between 

customers and accounts. A project account at a corporation 
can have many users authorized to charge against it. 
Conversely, an individual customer can maintain multiple 
personal accounts. Every account has a single user who is 
the account owner; and the account owner can grant 
various forms of access rights on the account to other users. 

User account administration is provided through WWW 
forms. Using a standard WWW browser, an authorized user 
can view and change a NetBill account profile, authorize 
funds transfer into that account, or view a current statement 
of transactions on that account. Authentication and 
security are provided by treating account information as 
"billable" items. NetBill provides account information to 
users using the NetBill protocol. NetBill can be configured 
to provide this information for free or for a service charge, 
as desired. 

Automating account establishment for both customers and merchants is important for limiting costs. (Account 
creation is one of the largest costs associated with traditional credit card and bank accounts.) To begin the process, a customer retrieves, perhaps by anonymous FTP, a digitally signed NetBill security module that will work with the user's WWW browser. Once the customer checks the validity of the security module, she puts the module in place. She then fills out a WWW form, including appropriate credit card or bank account information to fund 

the account, and submits it for processing. The security 
module encrypts this information to protect it from being 
observed in transit. The NetBill server must verify that this 
credit card or banking account number is valid and that the 
user has the right to access it. There are a variety of 
techniques for this verification: for example, customers 
may telephone an automated attendant system and provide 
a PIN associated with the credit card or bank account to 
obtain a password. 

NetBill costs and interaction with financial 
institutions 

In a modern market economy, there are many forms of 
money, but two distinct poles typify the range of 
alternatives: tokens and notational money. Currency 
consists of unforgeable tokens that are widely accepted by 
both buyers and sellers as a store of value. In a cash 
transaction, the seller delivers goods to the customer while 
the customer delivers currency to the seller. Other projects 
are developing forms of electronic currency for network 
commerce based on unique digital bit strings.[8] 

Demand deposit accounts at a bank are an example of 
notational money: on instruction (a check) by a customer, 
funds move from one ledger to another. A complex system 
involving intermediaries such as the Federal Reserve 
supports check clearing and settlements when the accounts 
arc held at different banking institutions. Settlements can 
involve significant delays during which funds arc not 
available to either party in a transaction. Notational 
accounts can have either a positive or negative balance, 
depending upon whether a bank is willing to extend credit 
to a buyer. For example, a credit card account runs a 
negative balance as the issuing bank executes instructions 
to transfer funds to a merchant's bank account. 

Orders to transfer notational money art increasingly sent 
using electronic mechanisms. FedWire, automated 
clearinghouses (ACH), credit card authorization and 
settlement networks, and automated teller machine networks are all examples. NetBill also uses notational 
money. Because both customers and merchants maintain 
NetBill accounts, inter-institutional clearing costs arc not 
incurred for every transaction. NetBill accounts provide a 
low cost mechanism to aggregate small value transactions 
before invoking a relatively high fixed cost conventional 
transaction mechanism. Customers move money into their 
NetBill account in large chunks (for example, $50 - $100) 
by charging a credit card or through an ACH transaction. 
Similarly, money moves from a merchant's NetBill account 
to the merchant's bank through an ACH deposit transaction. 

NetBill accounts can be either pre-paid (debit model) or 
post-paid (credit model). In the prepaid model, funds 
would be transferred to NetBill in advance to cover future 
purchases. If the user does not have sufficient funds to 
cover a particular transaction, that transaction would be 
declined. The amount of any prepayment is set by the 
customer, subject to minimums and maximums established 
by the NetBill operator. On pre-paid accounts, the system 
allows users to designate the balance at which she is 
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prompted to transfer additional funds to Netbill. Because 
ACH transactions take several days to clear, a user 
prepaying her Netbill account through the ACH may not 
have immediate access to the funds. Funding through a 
credit card, while incurring larger transaction fees, allows 
immediate access to a prepayment. 

In the credit model, transactions would be accumulated 
with payment to NetBill being triggered by either time 
(based on a pre-established billing period) or dollar amount 
(based on a pre-established limit). Because granting credit 
creates a risk of non-payment, higher transaction fees may 
be associated with credit, versus prepaid accounts. 

The design space for electronic transaction systems has 
three crucial dimensions: risk, delay and cost. For imme—
diate transactions, risks of fraud or non-payment can be 
dealt with in two ways: 1) incorporating an insurance fee 
proportional to the transaction amount, or 2) investing in 
sophisticated security systems with (high) fixed costs 
independent of transaction size. Credit card systems are of 
the first type, typically charging 1-3% of the value of the 
transaction, while FedWire takes the second approach. 
Delay can reduce risk by allowing verification of fund 
availability before committing a transaction, and by 
allowing batching to achieve economies of scale, 
particularly in interbank settlements. However, delay 
imposes opportunity costs when funds• are not available 
until cleared. 

NetBill is optimized for very low marginal transaction 
costs (on the order of 10) on small value transactions (on 
the order of 100.) Fixed networking costs are reduced by 
using the Internet with its substantial economies of scale, as 
opposed to a dedicated single function network. Because 
both customers. and merchants maintain accounts at 
NetBill, most transfers are internal to NetBill; this reduces 
both risk and processing cost. When fund transfers outside 
NetBill' are necessary, they can take advantage of 
aggregation, which spreads fixed transaction costs over 
larger sums. Use of ACH transfers and prepaid accounts 
minimizes risk at the cost of some delay before incoming 
funds are available; where NetBill offers deposits through 
credit cards, or grants credit itself, the risk increases and 
must be passed on to customers as higher fees. 

NetBill keeps other costs of operation low by: 
automating all account administration functions; using 
techniques like certified delivery to reduce the incidence of 
complaints and customer service costs; and using a modern 
distributed processing approach for the core NetBill 
processing system. 

An example of NetBill with Mosaic 
Because WWW browsers and servers are a de facto 

standard for distributing information over the Internet, we 
have created a prototype implementation of NetBill that 
allows for billing of WWW transactions. Rather than link 
the NetBill libraries with a WWW browser and http server 
respectively, we have enabled commerce with no 
modification to either the browser or the server. Our 
design introduces two entities in order to support the 

exchange of money for goods: the Money Tool and the 
Product Server. The Money Tool runs on the customer's 
machine and works with a Mosaic browser. It allows the 
customer to authenticate, select accounts, approve/deny 
transactions, and monitor expenditures. The Product 
Server, which incorporates the till libraries, works with the 
http server to sell information products. 

When a user clicks on a product in a product server's 
catalog, the server returns a special file with a mime type 
containing information about the server's identity, the 
product to be ordered, and the port number of the product 
server. This mime type spawns a "helper" program in the 
same way that jpeg, sound, and mpeg files currently do. 
The spawned program communicates the contents of the 
file between Mosaic and the Money Tool. 

The Money Tool acts as the customer's application in the 
NetBill transaction protocol described above. After it 
receives and decrypts the goods, it uses the remote control 
function of Mosaic to cause the browser to display the 
received information. Besides implementing the steps in 
the protocol, the Money Tool provides a number of useful 
functions to help the user manage transactions (Figure 3): 
ir,-, ....i : =7-.7.- 77: :77777'.77-77."7..-7-7.2.1. ,.... , -7r.,- --- ---7:r., e -; 

Flit Registry Help : 

Session begun on: Mon Dec 18 123521 1894 

Amount spent this session: 
i $020 ....... _ _... 

Balance: I $4803.42 . 

(For account *67882 as of Mon Dee 18 1238:13 1804) 

Current Account: 
I Market Research (9678.92)x..

Registry of Remitted Checks 

Mon Dec 19 1227:41 1994 CheckNo ra 
Account: 967832. Amount: $020, Product ID: DUD 
Made to: rtn7546NETBILLINLCMU.EDU Memo: 'elec. coma' 

-"I 19 
Total checks: 1 

Total amount of checks: $020 

Figure 3: The Money Tool 
• it provides an authentication dialog window 
• it provides a running total of expenditures in the current 
session and the current balance in the user's NetBill 
account 
• it provides a listing of all EPOs processed in the current 
session 
• it can be configured to automatically approve 
expenditures below a threshold 

• it can be used to retrieve the product encryption key 
from NetBill in the event of failure of a merchant host. 
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Spyglass has recently proposed a standard API for 
Security Plug-in Modules for WWW browsers [9). In the 
future we expect to integrate the Money Tool with the 
browser using this mechanism. 

In the current implementation, the initial request for 
goods to the http server causes the server to run a script that 
writes information about the request to a temporary file at 
the server. When the Product Server receives a request for 
a price quote from the Money Tool, it must access the 
server's database to determine the price quote based on the 
customer identity. If the quotation is approved, the product 
server finds the goods using the information saved by the 
http server and completes the NetBill transaction protocol, 

Additional Issues 
As described above, NetBill is well suited for supporting 

commerce in information goods. However, the NetBill 
model can also be extended in a variety of ways to support 
other types of purchases. For example, NetBill could be 
used equally well for conventional bill paying. A customer 
could view a bill presented as a Web page; instead of 
buying information goods, we can think of the customer as 
buying a receipt for having paid the bill. 
If the product to be bought is a one hour movie, it is 

likely that the customer will want to stream the data 
directly to a viewer, which conflicts with NetBill's model 
of certified delivery. We arc exploring alternative 
approaches such as using the standard NetBill protocol to 
periodically buy a key for the next N minutes of an 
encrypted video stream. 
We are also exploring the software rental application. A 
software vendor could incorporate the checkbook library in 
any arbitrary application software. Periodically, the 
software would ask the user to approve the purchase of a 
key for the next month's operation. (This requires 
mechanisms to prevent the software vendor from including 
a Trojan Horse designed to capture a renter's password.) 
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Abstract 

The goal of the ACTS Project SEMPER (Secure Electronic Marketplace for Europe) is to provide the first open and 
comprehensive solution for secure commerce over the Internet and other public information networks. The basic framework 
described in an earlier article [M. Schunter, M. Waidner, Architecture and design of a secure electronic marketplace, Joint 
European Networking Conference (JENC8), Edinburgh, June 1997, pp. 712.1-712.51 has now been implemented in 
the Java programming language. It includes the payment systems SET, Chipper, and ecastin4. The prototype uses a 
distinguished user-interface for trustworthy user in- and output which enables to use SEMPER on secure hardware. This 
article describes recent refinements to the SEMPER Framework as well as experiences gained in the field trials of the 
SEMPER software. el 1998 Elsevier Science B.V. All rights reserved. 

Keywords: Electronic commerce; Framework; SEMPER; Fair exchange 

1. Introduction 

A wide range of businesses are rapidly moving 
to explore the huge potential of networked infor-
mation systems, especially with the Internet-based 
WWW (World-Wide Web). Although the Internet 
has its roots in academia and is still dominated by 
free-of-charge information, dramatic changes are ex-
pected in the near future. 

The goal of the 9-million ECU project, SEMPER 
(Secure Electronic Marketplace for Europe) [5,6), is 
to provide the first open and comprehensive solution 
for secure commerce over the Internet and other 
public information networks. 

• Corresponding author. E-mail: schunter@acm.org. 
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0169-7552/98/S — see front matter 0 1998 Elsevier Science B.V. All rights reserved. 
P11: S0169-7552(98)00186-X 

DISH-Blue Spike-246
Exhibit 1010, Page 0988



1502 M. Schunter et al. /Computer Networks and ISDN Systems 30 (1998) 1501-1510 

1.1. Roles and services in the marketplace 

Like in a physical marketplace, the main purpose 
of an electronic marketplace is to bring potential 
sellers and buyers together: 
• Sellers offer their goods and buyers order these 

goods; together this is a two-party negotiation, 
sometimes ending with an agreement. 

• Sellers deliver their goods and buyers make pay-
ments; together this is a two-party (fair) exchange. 

• Buyers or sellers might be dissatisfied with what 
has happened so far, i.e., several exception han-
dlers and dispute handlers which may involve an 
arbiter are necessary. 

In all these actions, the parties have specific secu-
rity requirements, namely integrity, confidentiality, 
and availability. Confidentiality includes anonymity, 
which is often a requirement for browsing catalogues 
or for low-value purchases. Examples of typical sce-
narios of electronic commerce are: 
• Mail-order Retailing: A retailer accepts electronic 

orders and payments, based on digital or conven-
tional catalogues, and delivers physical goods. 

• On-line Purchase of Information and Subscrip-
tions: Like mail-order retailing, but with digital, 
maybe copyright-protected goods that are deliv-
ered on-line. 

• Electronic Mall: An organisation offers services 
for several service providers, ranging from di-
rectory services (Index') over content hosting to 
billing services 

• Contract Signing: Two or more parties exchange 
signed copies of the same statement. 

Seller satisfied? 

iff t Jattsflott ipeca 4 bn /diva A 

Naturally, an open system for electronic commerce 
cannot be restricted to these scenarios. It should be 
easily configurable and extensible to a broad range 
of different scenarios. 

1.2. What is new in SEMPER? 

SEMPER is the first project that aims at the com-
plete picture of secure electronic commerce, not just 
on specific pieces (like electronic payments), spe-
cific scenarios (like electronic on-line purchases) or 
specific products and protocols (an overview can be 
found at http://www.semper.org/sirene/outsideworld/ 
ecommerce.html). 

SEMPER provides an open framework which en-
ables the integration of any protocol and product 
providing the necessary services. Therefore, applica-
tions are not restricted to specific proprietary tech-
nology or specific protocols. 

Special attention is paid to customer anonymity 
and privacy. SEMPER develops an integrated 
anonymity management scheme extending the ex-
isting concepts for anonymous communication and 
credentials. 

1.3. Recent changes 

Compared to an earlier description of SEMPER 
Oh this revision describes recent changes to the ar-
chitecture such as a new framework for fair exchange 
as well as new anonymity services. Furthermore. it 
includes an extensive description of the SEMPER 
trials. 

satisfied? sollsffed? 

_,. .,7., __I_ _ _t_il ___. l„ 
'.. Offer '4 Order ~r:. 1Cordreet - Pirpeleceid .?-Se tfon-iii .1 

Buyer: 

1 1 I I 1 ,1.1: I 1 1 
of salt:nod, spec& • bn /disput h &or 

• 

aallsflecr? WNW? 

Fig. 1. Electronic commerce is a sequence of transfers and exchanges. Note that the protocol might enable other sequences as well, 
after 'Contract'. 'Payment without Receipt' might also be enabled. 

BEST AVAILABLE 
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2. Model for electronic commerce 

The framework described in this paper is based on 
a generic model for two-party electronic commerce. 
This model describes the flow of control as well as 
actions, and decisions for any commerce service. The 
main idea of the model for electronic commerce is 
describing business scenarios in terms of sequences of 
transfers and exchanges of data with decisions based 
on the success of these actions (see Fig. 1). This model 
is similar to the dialogues of interactive EDI. 

2.1. Atomic actions: exchanges 

The interactive actions between two players are 
transfers and exchanges. In a transfer, one party 
sends a package of business items to one or more 
other parties. The sending party can define cer-
tain security requirements, such as confidentiality, 
anonymity, or non-repudiation of origin. 

A fair exchange is a simultaneous exchange of 
packages of business items among two parties. The 
parties have the assurance that their packages are 
sent if and only if the peer entity send their package 
as expected. Either both packages are exchanged or 
none. If no fairness guarantee is required, we can 
model such an exchange by two transfers. Business 
items which can be exchanged include 
• credentials, such as access rights, 
• statements, such as signed documents, certificates, 

or program and video data, and 

1503 

• money, such as credit-card, cash, or bank transfer 
payments. 

Fig. 2 gives an overview of the possible exchanges 
of these primitive types. Transfers are included as 
exchanges of 'something' for 'nothing'. 

2.2. Electronic commerce: sequence of exchanges 

The transfers and exchanges are fixed in our 
model given the data types and security attributes. 
Any business scenario is modelled as a sequence of 
exchanges with user-interaction and local decisions 
between successive exchanges (see Fig. 1). 

In the course of an ongoing business, after each 
transfer or exchange, the parties are either 
• satisfied, and thus willing to proceed with a cer-

tain number of other transfers or exchanges, or 
• dissatisfied, in which case an exception or dispute 

is raised which might end up at a real court if all 
else fails, 

depending on the success of the previous exchange, 
the items received, and possibly user-input. After 
each round, a decision as to whether and how to 
proceed is made. 

3. The SEMPER framework 

The SEMPER framework (Fig. 3) is structured 
in layers. The lowest layer deals with low-level 
security primitives and other supporting services, 

Transfer / 
Exchange of -9 

Or 4, 

Money Credential Information 

Nothing (i.e., 
Transfer 

Payment Ceti Irate 
transfer etc. 

In formation 
transfer 

Money Fair money Fair payment 
each an with rece t 

Fair purchase 

Credential 
• 

• . 

•;/•. 
• 

. 

Fair contract 
signing 

Fair conditions l 
access 

In formation Fair information
exchange 

• • 

Fig. 2. Transfers and exchanges of primitive types. 
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Fig. 3. Revised electronic commerce framework of SEMPER. 

whereas the highest layer deals with commerce is-
sues only: 
• The supporting services are the usual crypto-

graphic services, communication, archiving of 
data (keys, non-repudiation tokens, audit trail), 
setting preferences, access control and the trusted 
user interface. Furthermore, it provides secure 
communication services implementing security 
services such as anonymity which must be guar-
anteed for multiple atomic actions in one com-
merce session.

• The transfer layer provides services for trans-
ferring and grouping business items. This in-
cludes transfer-related security, services such as 
non-repudiation of origin. 

• The exchange layer supports fair exchange of 
business items, i.e., both participants input some 
business items and a description of the items ex-
pected in exchange. Fairness for exchanges means 
that the participants send their items if and only 
if they receive a transfer of the expected items. 
It implements the fair exchanges of the electronic 
commerce model such as contract signing, fair 
purchase, or non-repudiation of receipt. 

• The commerce layer offers high-level services for 
business scenarios like 'mail-order retailing', 'on-
line purchase of information', or 'registration with 
service provider'. It is configurable by download-
ing new services or extending existing ones. 

3.1. Integration into the World-Wide Web 

The integration of the Framework into the World-
Wide Web is depicted in Fig. 4. The integration code 
does not perform any security services but rather 

enables integration of SEMPER into different envi-
ronments. It may use existing protocols such as 'cgi' 
or 'http' for this integration. 

3.2. Commerce services 

The commerce layer implements the flow of con-
trol of our model using the transfer and exchange 
service for interactions with the peer, and the sup-
porting services for user-interaction and persistent 
storage. It also performs the trust management and 
access control necessary for downloading certified 
commerce services. 

The Commerce Layer provides services that di-
rectly implement protocols of business scenarios, 
e.g., how specific merchants or types of merchants 
handle customer registration and offering, ordering, 
payment, and delivery of goods. It implements the 
flow of control, i.e., the enabled sequences of ex-
changes, of the electronic commerce model. A set 
of client and server commerce services is the elec-
tronic equivalent of the 'terms of business' for the 
seller. The commerce layer does not only offer en-
tire commerce protocols, but also building blocks 
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Fig. 4. Client- and server-side integration of the electronic commerce framework into the World-Wide Web. 

that may be of more general use, in particular 
services to manage and fi ll out standardized order 
forms. 

In order to provide overall security, the commerce 
layer sets up security contexts called 'deals' which 
provide secure communication and signal certain 
commerce security attributes to all ongoing proto-
cols. An example for a security service signalled 
by a context is anonymity: Anonymity can not 
be provided from individual actions but is a ser-
vice which needs support by all layers starting with 
anonymous communication provided by the secure 
communications block on the supporting services 
layer. 

Since one cannot fix the set of services in ad-
vance, the commerce layer includes services for se-
cure downloading of services. This allows customers 
to participate in business scenarios they never en-
countered before. Since arbitrary terms of business 
may be implemented in a new commerce service, 
a downloaded service need not be secure at all. 
Security of the implemented services can only be 
ensured by a separate evaluation, e.g., by trusted 
consumer organizations who issue certificates on fair 

1505 

commerce services. The secure downloading process 
together with trust management and access control 
then ensure that 
• each merchant fixes the terms of business in ad-

vance, in a non-reputable way, 
• that each merchant keeps to its own terms during 

the whole business, and 
• hat services which have not been evaluated by a 

trusted authority cannot do any harm. 

3.3. Exchange services 

The Exchange Layer provides services for fair ex-
change of business items: Both participants input a 
business item to be sent as well as a description of 
the business item expected in exchange. The items 
are exchanged if and only if both expectations can 
be met by the item input by the peer. The opti-
mistic protocols [1) proposed by SEMPER use a 
third party in case of faults to restore fairness. In 
the SEMPER framework, fair exchange should be 
independent of the actual items exchanged. This is 
achieved by defining a minimal set of 'exchange-
enabling properties' which are required to be imple-

BEST AVAILABLE COPY 
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mented by transferable goods in order to guarantee 

fairness: 
• External Observability: The third party is enable 

to check whether a transfer (e.g. sending a mes-
sage via the third party) was successful or not. 

• Revocability: The third party is able to undo a 
transfer (e.g. revoking a credit-card payment). 

• Generatability: The third party is able to redo a 
transfer (e.g. signing a replacement receipt). 

The exchange manager then negotiates with its peer 
which of the generic fair exchange protocols shall be 
used based on the exchange-enabling properties of 
the two goods to be exchanged. An example for such 
a protocol is described in Section. 

3.4. Transfer service 

The Transfer Layer provides services for pack-
aging and trading business items. It implements the 
transfers of the electronic commerce model. The ba-
sic items are electronic payments, credentials, and 
general statements which include digital signatures 
and data. These business items can be bundled in 
tree-like packages called containers. The security 
attributes attached to each transfer determine the 
level of security which is required for the transfer or 
exchange of the transferred container. 

Each type of item is managed by a separate 
manager which provides unified services integrat-
ing existing implementations. The payment manager 
for example provides three generic services for han-
dling account-based (which includes credit-card pay-
ments) and cash-like payments together with the ne-
gotiation of the means of payment. Several payment 
systems of each of these classes can be installed. 
During a payment, the payer and the payee's pay-
ment manager then automatically negotiate which 
payment system shall be used based on the prefer-
ences of the users. 

Furthermore, the transfer services define the inter-
faces of the properties enabling fair exchange. These 
interfaces can then be supported by any good which 
may be plugged into a fair exchange protocol. Note 
that some properties may be trivial for some items 
while being unachievable for others: For messages, 
generatability is trivial while revocability is impossi-
ble, For signatures, generatability signatures requires 
additional cryptographic protocols (2]. 

3.5. Supporting services 

The Supporting Services provide user preference 

management, persistent object storage, communica-

tion, crypto services, and other supporting services 

such as access control. Furthermore, this layer pro-

vides secure communication services, i.e., a secure 

connection guaranteeing a given set of security at-

tributes such as anonymity, authenticity, and confi-

dentiality. The design of the anonymous communica-

tion service is describe in more detail in Section 4.2. 

4. Recent updates to the framework 

4.1. A generic fair exchange protocol 

We now describe an example for the exchange 

protocols used in SEMPER. The protocol can be used 

to exchange generatable goods (i.e. goods which can 

be reproduced by the third party) for any observable 

good (i.e. goods where the third party can verify that 

the transfer was successful). 
The fair exchange protocol (see Fig. 5) is similar to 

the protocol described in [11: The basic idea is that the 

participants first agree on the exchange. If they agree, 

the responder transfers its good. If the good matches 

the expectation of the originator, the originator then 

sends its good as well. If the originator misbehaves 

and does not send its good, the responder complains 

at the third party which then produces an equivalent 

Originator 0 Third Party Recipient R 
(generatable good) T (verifiable good) 

propose exchange 

.4 
accept exchange 

4 
transfer 

generatable transfer 

generate 
replacernen 

Fig. 5. Exchanging externally verifiable and generatable goods. 

DISH-Blue Spike-246
Exhibit 1010, Page 0993



M. Schuster et al. /Computer Networks and ISDN Systems 30 (1998) 1501-1510 

replacement for the good (this can be done since the 
good was generatable). A more detailed description 
will be published in [8). 

After the same pattern, other protocols can be built 
which guarantee fairness if one of the items provides 
generatability and the other external observability or 
if both offer generatability or revocability. 

4.2. Anonymity and anonymous communication 

In SEMPER, anonymity services have to be pro-
vided by all layers. This is determined by a global 
anonymity security attribute: If this attribute is set, 
the supporting services layer provides anonymous 
communication by default. Furthermore, all services 
of higher layers only communicate via this anony-
mous connection and select anonymous protocols 
during negotiations. 

The design of the SEMPER anonymous commu-
nication module uses a concept of layered secure 
communication sessions with multiple session ori-
ented MIXs [3] to provide client anonymity: In 
principle, the client opens a secure connection to the 
first MIX. Then, the first MIX opens a secure con-
nection to the second MIX and redirects incoming 
messages. Then, the client opens a secure session 
with the second MIX. The recipient then acts like 
the last MIX in the chain. This ensures that the first 
MIX, for example, cannot read messages sent to the 
second MIX and thus, is not able to determine the 
recipient of a MIXed connection (Fig. 6). 

5. The SEMPER trials 

The purpose of the trials is to evaluate the applica-
bility and the soundness of the security architecture 
and services proposed by SEMPER. A map of the 
trial sites is depicted in Fig. 7. The trials are based on 
the SEMPER software prototype which implements 
the architecture and the basic security services. The 
trials are being conducted in various business con-
texts, both internally and externally. Trial evaluation 
includes interviews of the trial users to measure the 
degree to which software meets perceived security 

In the current version, we assume that sellers are not anony-
mous. 
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Client MIX1 MIX2 Recipient 

Fig. 6. Anonymous communication (thick lines represent se-
cure and thin lines insecure communication, half circles denote 
message forwarding). 
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Fig. 7. SEMPER trial sites. 

requirements, to gain information about users' levels 
of understanding and trust in security options and 
in order to obtain input to the advanced trials. Only 
the trials related to the basic services of SEMPER 
are discussed here. An advanced prototype will be 
evaluated at the end of the project. 

5.1. Internal SEMPER trials 

In July 1997 the SEMPER prototype was tested 
by two service providers which are members of the 
project, Eurocom and Fogra. The Eurocom site, lo-
cated in Athens (Greece), offers distance learning 
services. Eurocom intends to use SEMPER to en-
able students to browse their offering of courses, 
register and pay on-line and, subsequently, gain on-
line access to the selected course presentation, notes, 
and examinations. Fogra, a research institute for the 
printing industry, located in Munich (Germany), of-
fers its customers on-line ordering and delivery of 
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documents and software. In the advanced trials, Fo-
gra plans to offer on-line consultancy. 

The 'Basic Trial' SEMPER software was used for 
the supervised trials which took place at Eurocom's 
premises. The trials were integrated in a series of sem-
inars for SME employees with the title 'Conducting 
Business over the Internet'. After a brief presentation 
of the SEMPER architecture, the participants were 
able to run the SEMPER software and to make a pur-
chase of a seminar from the Eurocom electronic store. 
Due to constraints of time, the SEMPER client soft-
ware was pre-installed and user registration had also 
been performed prior to the trials. As a result, the 
participants experienced only the purse creation and 
purchasing procedures. Thirty people participated in 
the Eurocom trials. None of the participating com-
panies currently has a website and less than 1/3 of 
them advertise on another website, however, 1/3 plan 
to operate a website in the future. Their current in-
terest in the Internet stems from the fact that they 
feel it would help them to reach a larger market and 
to remain competitive. More than half also reported 
that they would expect electronic commerce to enable 
them to do business more quickly. 

In general, the Greek trial participants did not 
think that Internet is mature enough yet to perform 
business-to-business, or business-to-customer trans-
actions, not due to the technology itself, but due to 
its limited use in their customer base. The lack of 
legal framework regarding the validity of electronic 
authentication was.also viewed as an obstacle to 
performing important business transactions over the 
Internet. However, the general feeling was that these 
obstacles will be resolved and that electronic com-
merce has much to offer small and medium-sized 
enterprises. The SEMPER software met most of the 
participant's current business requirements for tradi-
tional commerce, apart from cheques as a form of 
payment. An electronic cheque is, in fact, planned 
for implementation in the advanced prototype. 

Fogra demonstrated the SEMPER trial for three 
days in June 1997 at the IMPRINTA fair. It was 
demonstrated using a PC with Win95 and ISDN-
access to the Internet through CompuServe. Due 
to both software and access problems, trial of the 
scenario was only partially successful. Before releas-
ing the SEMPER code for external testing, Fogra 
remedied the problems which had occurred at IM-

PRINTA. A separate Fogra trial site was set up as the 
starting point for their participants and a new version 
of the trusted user interface (TINGUIN), including 

status bars and other enhancements, was integrated. 

In July 1997, five persons from the Fogra customer 

base participated in 'unsupervised trials'. 
The functionality and flexibility of the SEMPER 

architecture was greatly appreciated by the Eurocom 

and Fogra trial participants, but the state of the user 

interface was considered to be insufficiently devel-
oped for the ease of use to which non-specialists are 
accustomed (e.g. windows applications). As a result 

a new round of supervised trials, with participants 

selected on the basis of their networking experience, 

was conducted. 

5.2. Supervised basic trial 

In December 1997, the SEMPER software was 

installed at the Institute for Computer Science and 
Social Studies at the University of Freiburg, Ger-
many and tested by 12 trial participants. Twenty 
hours of in-depth interview material was recorded 
and has been analysed as the basis of the trial report., 
project deliverable D09 — Evaluation of Phase II Tri-
als [7]. In order to obtain a more critical evaluation 
of the software, trial participants with extensive com-
puting experience (and a minimum of 3 yr Internet 
use) and a good awareness of security issues were 
selected. The participants subjected the prototype to 
particularly thorough testing, checking, for example. 
the software's response to incorrect input <seed too 
short, incorrect password entry, attempting to obtain 
a second certificate from the CA, attempting to con-
tinue without inputting the requested information, 
rejecting offers, etc.) and were favourably impressed 
by its performance. 

The Fogra business application and trial web-
site, mentioned above, was used as the trial site. 
The trial bank was also run from the Fogra server. 
The Certification Authority (CA) was provided by 
the SEMPER CA at the GMD in Darmstadt. Ger-
many. Each trial participant initialised the locally 
installed SEMPER software for individual use by 
entering a personal log-in name and password (these 
were freely chosen by the participant), completing 
the registration process and creating one, or more, 
purses. The registration procedure was based on the 

DISH-Blue Spike-246
Exhibit 1010, Page 0995



M. Schumer et al./Computer Networks and ISDN Systems 30 (1998) 1501-1510 

participant's personal data (name, organisation, city) 
which had been submitted to the certification au-
thority prior to the trial in order to simulate off-line 
personal registration. The participant also entered a 
personal registration key which the CA had assigned 
to him/her. It was explained to the participants that, 
under normal conditions, in order to obtain strong 
certificates, they would have had to personally visit 
the certification authority and present proof of their 
identity (passport or ID card) and, in return, have re-
ceived their registration key and the fingerprint of the 
CA for verification during the on-line registration. 

Having completed the initialisation process, par-
ticipants used the SEMPER software for their first 
`semperised' experience of electronic commerce. 
They used the prototype to securely identify the 
Fogra website. They then browsed the Fogra web-
site and selected a digital product (an abstract from 
the Fogra literature databank). Once they had se-
lected the product they wanted and filled out the 
order form on the Fogra website, they then requested 
that their local SEMPER software process this order 
securely. They obtained a digitally signed on-line 
offer from Fogra. They used their locally installed 
SEMPER software to send a digitally signed order to 
Fogra and used the purse function of the SEMPER 
prototype to make a (simulated) on-line payment. 
The abstract was delivered to the participant in the 
Netscape browser. 

As achieving legal certainty in electronic com-
merce will not only. depend on the quality of the se-
curity technology, but also on the user's understand-
ing and handling of it, during the initialisation of the 
SEMPER software particular attention was paid to the 
participants' understanding of the actions they were 
taking, as well as those factors which influenced their 
ability to successfully complete the process. 

The trusted graphical user interface, TINGUIN, 
where all security relevant communications take 
place, is the visible and vital link between the user 
and the SEMPER software, as a result, it was subject 
to particular scrutiny. The credibility of the test for the 
participants was enhanced by the fact that it was pos-
sible for them to check the DOS (Java) window at all 
times during the test (and many did so). This ensured 
them that the test was actually live, i.e. that they were 
really exchanging certificates and containers with the 
CA and the bank and website servers in Munich. 

5.3. SME trials 

1509 

Currently, external trials are being conducted by 
SMEs in The Netherlands and France. They are also 
supported by the SEMPER basic security services 
and, in contrast to the previous trials, include real 
on-line payment. The OPL site (Oilfield Publica-
tions Limited — hup://www.oilpubs.com/semper) is 
supported by SEMPER partner KPN and associate 
partner Maris (The Netherlands). OPL is offering 
books, maps, documents, and database access for the 
oil and gas industry. On-line payments using credit 
cards and stored-value smartcards have been imple-
mented. Two additional sites, supported by SEMPER 
partner, IBM France, are located in Sophia Antipo-
lis (France). ACM (http://eurosud I .eurecom.fr/acri 
mall) provides access to a databank of satellite 
ages, processed and marked up with simulation re-
sults, e.g. the evolution of a polluted area, forest fires, 
etc. Communication is via ATM. The second site is 
an electronic shopping mall operated by Cicom. The 
SEMPER trial site is ActimEdia (http://www.cyber 
landpro.com), which will be selling CD-ROMs. Pay-
ments arc to be made by credit card. 
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In our paper we argue that the building of trust in 
electronic commerce depends only partly on technical 
security and the knowledge of security gaps and ways 
of closing them. It is not only a technical system which 
is trusted but rather a socio-technical system. including 
users, business practices and related institutions. We 
will rake a closer look as the concept of trust and its 
relation so knowledge, describe the current situation in 
electronic commerce, and analyse different technical 
approaches, that aim at providing security. and non-
technical possibilities to enhance security and trust 
through institutions. 

1 Introduction 

Over the past few years the use of electronic 
commerce applications has spread at a rapid pace. Still, 
there are many who think that this process needs to be 
accelerated, or at least the present willingness to 
experiment needs to be encouraged even further. Initial 
euphoria about the newly developed technical and 
economic possibilities distracted from the discussion of 
potential obstacles to the continued spread of electronic 
commerce. Today, obstacles which were at first 
considered irrelevant are being discussed more 
intensively, for example the problem of security. 

Developers of technology emphasise that they pay 
utmost attention to the security and reliability of 
products and systems. It is obvious, however, that 
concern for security and reliability alone does not 
guarantee the commercial success of electronic 
commerce applications. Thus, Muller points out that, in 
order to avoid expensive mistakes, trust also needs to 
be developed IMIllier96]. Obviously, the opinion that 
trust is primarily built on technical reliability still 
exists, but there is also a growing understanding among 
technicians that commercial success implies a much 
wider array of factors. Trust may well be a crucial 
variable. Institutional and cultural factors are 
significant for the development of trust. The term trust 
is, in fact, increasingly used by those concerned with 
information security and electronic commerce. The 
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most popular domain for its usage has been research 
regarding authentication and the infrastructure for 
public key technology in a networked environment. 

For years social scientists have been dealing with 
the problem of risk. Beck even developed the notion of 
a 'risk society' [Beck921. But very little has been 
written about trust in technical artefacts or systems. 
Wagner (Wagner94) says that talking about trust in a 
risk society will arouse the suspicion that one is being 
apologetic, although a risk society is actually a trust 
society and the daily use of a great number of different 
technologies is usually trustful. Our everyday use of 
technical artefacts and systems is. in fact, not usually 
based on a thorough knowledge of functional principles 
and related risks. With our superficial knowledge we 
expect technical products to work and that faults will 
be repaired rapidly or replacements found. We not only 
trust in technical systems, but also in their social 
context, i.e. the way we usually do business, the 
reputation of brand names and/or institutions, the due 
process of law, etc. It is not so much that we trust a 
specific technology, such as the telephone, but we 
rather trust socio-technical systems. 

Usually, the user (individual or corporate) cannot 
adequately assess the security of use. There is not only 
a lack of knowledge, but it is frequently impossible to 
acquire adequate knowledge about deficits. 
Nevertheless, these systems arc used. The authors of 
this paper maintain that trust in a new technological 
application like electronic commerce only develops, if 
and when it is adequately socially embedded, i.e. the 
institutions (routines. norms, organisations etc.) which 
provide an acknowledged framework for its use, have 
been developed. 

2 Trust and Ignorance 

Trust is a risky investment.' The actor who trusts 
runs risks. He trusts that his expectations will be 
fulfilled. Although he has no certainty, whatsoever, he 
acts as if everything he expects and trusts in will, in 

There are quire a number of definitions for the term trust.. The 
Oxford English Dictionary mentions three. Each one Involves a 
different understanding of mist. Insofar it secret essential to clarify 
what we mean by oust. 
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fact., come true [Luhman89: 23]. We assume that in 
cases where expectations are based on rational 
considerations or a strong belief that everything the 
actor expects will actually happen, the actor is, in fact, 
sure and, therefore, this cannot be defined as trust 
(Lubman89: 16; Simme192: 393; Gidden94). 

Those who know too little are forced to trust. 
Equally, an actor who knows too much to be able to 
make a final judgement, also needs to trust. In order to 
got a - clearer idea of what is behind this differentiation, 
we will distinguish between various forms of 
ignorance. We aim to show that ignorance does not 

create trust, or mistrust, and that knowledge 
does not inevitably produce more subjective security. 

Based on an analytical distinction used by Beck [96: 
300-305] we first of all distinguish between 
unacknowledged and acknowledged ignorance, arguing 
that trust is only relevant if actors are aware of their 
ignorance. Otherwise, they have no reason to feel 
uncertain and, hence, no need to develop trust. For our 
argument it is irrelevant whether the subjective feeling 
of security is justifiable, or not [Beck96: 290]. 

2.1 Unacknowledged Ignorance 

Unacknowledged ignorance implies subjective 
security be...lute from the actors point of view there is 
no doubt that his or her expectations will be fulfilled. 
As long as one is unaware of problems, there is no 
need to trust. In these cases there may be risks, but they 
do not matter to the actor because he is unaware of 
them. 

2.2 Acknowledged Ignorance 

In the case of acknowledged ignorance we 
differentiate between (a) acceptance of uncertainty and 
(b) rational ignorance. Acceptance of uncertainty (a) is 
an important characteristic of modern societies. Max 
Weber interpreted the development of modern societies 
as a process of constantly increasing domination of 
nature and a growing systemic ability to control the 
world. It is supposed that knowledge and control arc, in 
essence, possible which implies that respective 
knowledge is available within a society. 

It may be that this is no longer true of the "risk 
society" flieck92). It seems that more and more 
certainties disappear without being replaced and faith 
in the continuous and cumulative improvement of 
security is declining most obviously in science and 
technology. Acceptance of uncertainty in this context 
means that actors are aware of the deficits in their 
knowledge and admit their 'ignorance'. There is a 
plethora of scientific results concerning the security of 
information and communication technology. Experts, 

however, restrict an assessment of the security of 
specific applications in two ways. First, they talk about 
relative security, pointing out that absolute security 
cannot be guaranteed. For the purposes of combating 
assaults on the security of a system it is only possible 
to recommend to establish a more or less viable 
relationship between protective mechanisms and 
reasonable expenditure. Secondly, they restrict their 
assessment with respect to the future validity of their 
statements, i.e. the pace and direction of the future 
development of technology cannot be anticipated and, 
therefore, they consider their statements to.be linked to 
the present state of affairs and knowledge. 

Technical development, the contexts of use, as well 
as the way applications are used, cannot be assessed 
precisely. Developers and operators try .to take this 
into account and aim at developing error-tolerant 
systems. But it is impossible to anticipate all possible 
constellations. Various social science papers on the 
risks of technology show that the contingency of 
technical development is an insoluble problem 
[Dierliof92; DieHoMa96]. It is no longer possible to 
rely on experts to develop and implement secure 
systems. When experts make their decisions they are 
aware of the fact that there are significant uncertainties_ 

The second kind (b) of acknowledged ignorance is 
rational ignorance which is en important mechanism 
for maintaining the ability to act in a complex and 
differentiated society. Regarding technical systems 
there is always the problem of maintaining the ability 
to act, despite the vast amount of information that is. 
available but cannot be processed. We use many 
technical artefacts and systems although we do not. in 
fact, know how they work. We do not even bother to 
find out how they work. As long as technical systems 
work this is not a problem for the user. As early as 
1913, Max Weber wrote that it is impossible to know 
everything about the functioning of technical systems 
under contemporary conditions because we all are 
dependent on using the achievements of complex 
systems in our daily lives, whether technical artifacts 
or social institutions IWeber88: 471-474 Without 
trust in persons and in technical systems, as well as the 
related social systems, modern societies could hardly 
survive [Lubman89: I; 7-8; Preise95: 270; Wagner94). 

There is no uni-directional relationship between 
knowledge and the creation of trust) Especially the 
notion that more knowledge will create more trust is 
misleading. The relationship between knowledge and 
trust is ambivalent. Knowledge does not automatically 
create trust. It may also lead to mistrust. as "not only 
favorable aspects, but also dangers, require familiarity 

3 Denning/mac:die (97) are very informative concerning the 
uncertainties of prognoses. 

Compare examples discussed by Coleman (SO-. 175.196) 
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to enable a trusting or mistrusting future experience" 
ILuhman89: 19-203. Moreover, it must be taken into 
consideration that trust often means the refusal to 
collect additional information. In a complex 
environment, with an immense range of information, 
the ability to act is secured by trusting and not by being 
aware of all available information. Trust is an attempt 
to reduce social complexity. 

In our opinion, the recommendation that every 
individual should know everything about the risks and 
threats of modern information technology is 
misleading. It implies that individuals must have at 
their disposal all the tools nrc-pcaary to close the gaps 
in security according to the best existing knowledge, 
according to requirements and state-of-the-art 
technology [Dierst97: 591 

Our first conclusion is that it is improbable that trust 
in security can be achieved by a technical solution 
alone. Technology without any risks is an illusion. Risk 
management is what matters; a risk management which 
is guided by the consideration that we cannot have full 
knowledge about future developments. If trust is to 
develop in such a situation more than a seemingly 
perfect technical solution is necessary. 

3 Trust, Security and Electronic 
Commerce 

The role of trust can be evaluated further in light of 
the current discussion surrounding the spread of 
Electronic Commerce. Surveys show that at the 
moment there is little trust that electronic transactions 
are secure. In a survey among German consumers 60 % 
of those interviewed said they did not trust in the 
security of electronic transactions4. The problem of 
security is of major importance for commercial users, 
too. Thi result of the Electronic Commerce Enquate 
reported the following items as the greatest hindrances 
to a further spread of electronic commerce: "a lack of 
general business methods" (71 %), "regulatory deficits 
in respect of electronically signed contracts" (70%), 
"unresolved legal aspects" (66.8 %) and "no secure 
payment in the WWW" (65.9 %) [MO1Sch99). That is, 
the most important problems are not technical 
problems. but a lack of institutionalization, on the level 
of practices of action as well as official regulations. 
Regarding the obstacles to a more widespread use, 
other surveys on Electronic Commerce also show that 
(potential) users and suppliers consider rejulatory and 
security aspects to be of great importance'. In addition 
to an adequate IT-infrastructure, a suitable regulatory 

h n:p://www.o 1=Jc/so rveysin-= VS&ert_ id.-9051541587daret=troe 
1Cp. US. Government Working Groop on Meet:ionic Commerce. 

First Armuol Report November 1998. Washington. D.C. GPO 1998 

framework, an adequate supply of services, trust and 
acceptance by customers are mentioned as playing a 
crucial role. A comprehensive regulatory framework is 
necessary, but not necessarily sufficient to foster trust 
among consumers. Yet, without this trust, which is 
difficult to measure in objective terms, Electronic 
Commerce will be slow to gain wide acceptance. Trust 
is essential to any commercial transaction. Typically, it 
is generated through relationships between transacting 
parties, familiarity with procedures, or redress 
mechanisms. 

In this context, it is interesting to note that higher 
security standards and expectations art demanded for 
electronic transactions than for traditional business 
practices. As a matter-of-fact, the security of a special 
technology is less significant than the trust in a new 
kind of business practice, is. trust in the functioning of 
a socio-technical system which replaces familiar and, 
in part, very insecure business methods. Referring to 
the hindrances mentioned above, an increase in 
security is obviously not the only solution to the 
problem. It is impossible for the individual user to 
assess all the technical details properly and he or she is 
no longer willing to accept simple affirmations such as 
"everything is secure". This is especially true for 
electronic transactions as, to a great extent, they are no 
longer embedded in traditional contexts. There is no 
physical counterpart in the transaction. There may not 
even be real money and the transaction, as such, is 
being conducted within a computer network. The 
normal user, therefore, has to trust in the statements of 
experts and the functioning of institutions which 
confirm the trustworthiness of a socio-technical 
system. 

With any new technical application, there must first 
be a learning process. If a person has little or no 
experience with a technology (or a new business 
practice), he or she has no direct "empirical" evidence, 
which could justify trust or distrust, neither concerning 
the direct effects as the success of transactions or 
indirect side effects as the unauthorized collection of 
personal data. It is evident that with the increasing 
complexity of a technology the possibilities for direct 
experience are reduced and indirect experience, usually 
conveyed by the media, will increase in importance. 
This creates problems which extend far beyond the 
technical aspects to the role of institutions acting as 
mediators of experience. The less experience there is 
the greater the influence of social communication on 
the trust becomes, which individuals as well as whole 
societies have in a technology. The experts we 
interviewed in a project dealing with security 
complained that users only take security measures 
seriously if the respective problems have been 
discussed in the press. This illustrates the prominent 
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significance of this information channel and its role in 
communicating information about risk.6 Of course, 
social communication as well as social practices are
culturally dependent and therefore culturally divergent. 
Differences may occur on different levels, between 
nations but also between relatively small social groups. 

Trust, however, is clearly only one factor leading to 
greater acceptance. If there art no alternatives, using 
certain applications may become obligatory (as is often 
the case in the corporate context). Sometimes people 
are forced by rational calculation to use a system they 
actually do not trust in (e.g. aeroplanes for a significant 
proportion of people). There are also systematic 
differences between business-to-business and business-
to-customer transactions. In the business-to-customer 
segment the barriers to a wider acceptance are higher 
and harder to overcome fHeiden983. 

4 Technology and Institutions —
Different Approaches to the Provision of 
Security and the Inspiring of Trust 

It is, of course, necessary to deal with the technical 
aspects of trust in a technology and — if possible —
minimise the risks of a technology. Yet developers 
have to avoid concentrating on technical problems 
alone, while endeavouring to achieve as much security 
as possible. Whether the communication technology 
will serve a certain purpose in a secure way not only 
depends on all technical components functioning 
reliably, but also on the behaviour of the actual user. 

Technicians often consider this phenomenon to be a 
disruptive factor. They complain about the 
"inappropriate behaviour" of the user regarding 
security problems. This is the case if, for example, 
users write down PINs and passwords or transmit them 
insecurely, or select PINs and passwords that can easily 
be decoded. 

Regarding the reliance on technical security 
measures, a recurrent phenomenon also bas to be 
remembered. If greater technical security actually leads 
to greater trust in a technical system, than very often 
the amount of risks people engage in also gets higher. 
More trust may lead to a less cautious use though, for 
example transactions in electronic commerce could 
become of a higher value, therefore the entire risk of 
the socio-technical system would remain more or less 
the same as before. 

• This is also mirrored in a policy statement by the OECD. 
Regarding the Internet it says: -Rightly or wrongly, a few well-
publicise-4S incidents have cast it as a Wild West of roaming bandits. 
immorality. Tittle governance, and an unreliable infrastructure, While 
certainly an exaggeration, this imam If left to persist. is Ukely to 
mean that mainstream consumers and businesses will not widely 
adopt e-commerce." (OECD98) 

Institutional aspects have a great influence on the 
process of trust-building. We define institutions as 
generally applicable regulation patterns in which 
norms, habits, conventions and values are manifest, 
and also as governance arrangements, institutional 
sectors (e.g. systems of research) or formal 
organisations. Every technology is attached to a variety 
of such social institutions. It is for this reason that the 
use, as well as the further development of a technology, 
cannot be organised arbitrarily, but is embedded in a 
social context which is responsible for reducing abuse 
and for generating and confirming acceptance. 

In the following we first want to show, that there is 
no simple and unambiguous relation between technical 
improvements and the enhancement of security or trust. 
Therefore we take a look at different and even 
seemingly contradictory technical approaches, that aim 
at providing security. Then we will turn to non-
technical possibilities of enhancing security and trust 
through institutions. 

4.1 Eliminating the technical potential for 
abuse 

An important approach to creating security is to 
eliminate the technical potential for abuse and, thereby. 
to reduce the need for trust. However, this applies only 
to a certain perspective, which we refer to as the 
perspective of those who know. These may be 
technical experts, who know how the technical system 
works. Often it is also necessary to know some relevant 
details about the context in which the technical system 
is implemented and used. Unfortunately, this is not the 
perspective of most of the users of such a system, 
particularly everyday users. As mentioned above. it is 
not even necessarily the perspective of the experts. Due 
to the fact that the complexity of systems is 
continuously increasing, they usually have only limited 
knowledge of the relevant aspects and they are unable 
to anticipate all the technical developments of the 
future, or the way users will behave. 

42 Creating technical potential for 
bargaining security levels' 

Research has not only focused on eliminating the 
potential for technical abuse in order to achieve 
security, but also on opening up technical 
opportunities, which offer different user groups the 
opportunity to negotiate their security requirements. In 
contrast to the situation described above, which is 
defined by the assumedly legitimate security interests 

We refer to appreaches, which were chosen in the msentob 
program "Multilateral Security in Communication" (MOIRan99). 
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of one actor or group end the illegitimate interests of 
the attacker, this approach is hosed on the assumption 
that all relevant actors have equally justified interests, 
however contradictory they may be, for example the 
interest of accountability versus anonymity, and more 
or less the same power to apply their (own) rules of the 
game. 

Evaluated front a sociological perspective this 
approach is very promising. Technologies are often not 
used in the same way developers imagined they would 
be and they are used in a variety of ways in a variety of 
different contexts and situations. Nevertheless, in the 
long run we expect the opening up of technical 
potential will result in fairly flexible and locally 
differentiated yet institutionalised usage patterns which 
determine the legitimate use of a technology under 
certain circumstances and the meaning of acts and 
messages. This can be interpreted as social closure' 

Of course social closure is not restricted to the form 
of rules of action. Legislative and regulation authorities 
are examples of institutions, which take on the form of 
organisations. 

4.3 Trust despite distrust 

If we assume that distrust can never be dispelled 
completely, since it is impossible to close all security 
gaps and, thus, eliminate all possible causes of mistrust 
and we cannot expect users to have a comprehensive 
knowledge of what can be considered secure or 
insecure, then institutions play an important role. Just 
as there arc different technical ways to foster trust in 
electronic transactions there is also a variety of 
institutions which can serve different functions, all of 
which could make trust in electronic commerce more 
likely. 

Insurance, or the guarantees and warranties supplied 
by manufacturers, dealers, service providers or 
certification authorities, help to limit risks, since they 
assure, that in case, expectations are not fulfilled, the 
loss will be small. As a result, they are able to create 
trust even under the overall condition of distrust. A 
certain degree of institutionalised distrust in the form 
of controls may even strengthen trust in institutions. 

Another possibility to reduce the probability that 
expectations are not fullfdled. is regulation. Legislative 
or regulatory authorities as well as (professional) 
associations regulate which actions are legitimate and 
who is permitted to offer certain services. People are 
likely to comply to the rules, because they take them as 
an unquestioned pattern of action, especially if the 
regulations are already established for some time, or 

aware in this contest means the process by which facts or 
trate= in a provisional state characterized by oiairoversy are 
molded in a stable state characterized by consent= (SchWer98: 9). 

because they calculate in a more rational way the 
advantages and disadvantages. Of course, regulations 
are usually underpinned by sanctions and the 
institutions which execute them. 

Whereas sanctions come into play, if the question, 
whose expectations arc justified, is already settled, 
institutions, which serve the purpose to regulate 
conflicts, arc necessary, if contradictory expectations 
and claims arise. 

4.4 Delegation of interests 

Another important type of institutions acts in behalf 
of the interests of certain groups, for example users or 
consumers, who arc not able to look after their interests 
themselves, at least not permanently. Usually these 
groups lack the necessary knowledge. The institutions 
may be selforganise.d or organised for example by the 
state, as for instance of the Offices for Privacy 
Protection in Germany. Their tasks are describing and 
treating problems, lobbying and giving advice to the 
represented groups. All institutions, which are 
supposed to support the building of trust have to be 
trusted themselves. But this is especially crucial for 
consulting institutions, because those who recur to 
them have little or no possibilities to make a complaint. 
if they are deceived. 

Obligatory control institutions or institutions for 
technical evaluation and certification perform a 
somewhat similar function. Users or consumers may 
consider them as exercising control or evaluation in 
their interest, if they have reason to believe that the 
criteria which guide the evaluation are in compliance 
with their interests. 

4.5 Extrapolation of trust 

As we already mentioned above, an important 
problem in the emerging field of electronic commerce, 
where a lot of new services and technologies are 
offered or even new institutions are founded, for 
instance new certification authorities, is the lack of 
experience as e basis for trust A business partner or a 
new service provider or institution may be trusted by 
the others though, if it is part of an institution, that has 
already proofed to be trustworthy for other reasons. 

It appears that the issue of fostering trust in 
electronic transactions may call for policy measures as 
a means of facilitating the development of institutions 
to provide information concerning the sellers and the 
development of certification schemes, which should be 
simple, widely recognised and easily understood. 
Whether such schemes will emerge through the 
intervention of public authorities, independent and 
collaborative efforts of consumer organisations, or the 
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initiatives of major financial institutions such as credit 

card agencies is of secondary importance at the 
moment and may differ between countries. Product 
liability, warranties and the right to annul sales are only 

a few of the components which need to be tackled. 

5 Summary 

The study of the development of trust in the security 

of electronic transactions is complex. We have shown 

that the need for trust to compensate for an unattainable 

level of knowledge is a characteristic trait of modern 

societies. This compensation cannot be achieved by 
technology alone, as this would require complete 
knowledge about the way it functions in a certain social 
context. The reactor incident in Tschernobyl shattered 
public trust in the reliability of statements concerning 
the security of technology and science. Moreover, mutt 

does not focus on en isolated technical application, but 

on the social context in which it is embedded. Trust-
building can be supported by institutions, but there is 
no easy way out. The building of trust can be a very 
lengthy process, the outcome of which is very hard to 
predict. The emergence of trust intermediaries, brokers, 
and third party services for electronic transactions is 
imminent. Trust will remain necessary, although 
precarious. 
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Abstract 
Successful electronic commerce sires allow 

businesses to create low cost or more efficient channels 
for product sales or to create new business 
opportunities. The success and acceptance of most on-
line businesses depend on several factors, both 
technological and social. In this paper, we examine the 
role of trust in successful use and adoption of electronic 
commerce applications. We define trust as a belief in 
the system characteristics, specifically belief in the 
competence, dependability and security of the system, 
under conditions of risk Based on this definition, we 
develop a theoretical model that identifies the factors 
that effect users' trust in electronic commerce. The 
theoretical model presented in this paper will serve as 
the basis for future empirical studies that will aim to 
measure the impact of these factors on the development 
of trust in electronic commerce. 

1. Introduction 

The Internet is the largest network of computers in 
the world, linking computer networks from all over the 
world into a seemingly limitless resource for 
information. The Internet was conceived over 30 years 
ago as a project in the U.S. Department of Defense's 
Advanced Research Projects Agency (DARPA) which 
investigated technologies to connect computer networks 
of various kinds. The goal of this project was to develop 
communication protocols and standards that would 
allow different computers to communicate across linked 
networks, even in case of global nuclear war. 
Beginning in 1969, the first network of four computers 
was designed and installed, and was called the 
ARPANET. By 1972, electronic mail was introduced on 
ARPANET, which enabled users to communicate with 
each other on the network. From that introduction, e-
mail has established itself as one of the most popular 
applications on the Internet, and is a harbinger of the 
kind of interaction and communication activity that is 

commonly associated with the Internet today [15]. The 
decentralized structure of the ARPANET made it easy 
for other networks to connect to it, thereby prompting 
academic, government, and industrial networks to join 
in, forming a large network that became known as the 
Internet. This philosophy of the Internet is still the 
same, with the Internet being developed on the open 
architecture networking model. In this approach, the 
choice of any individual network technology is not 
dictated by a particular network architecture but can be 
selected freely by a provider and made to inter-work 
with other networks through a meta level 
"internetworking architecture" [15]. As we will argue 
later, this open architecture is both an advantage as well 
as a disadvantage for Internet based businesses. 

In the early 1980's, ARPANET, now commonly 
called Internet, continued to grow as more and more 
institutions began to realize the benefits of sharing 
information and research over computer networks. The 
National Science Foundation, recognizing the 
importance of the Internet in research and development, 
ac.cumed the area of leadership of networking 
technology from ARPA and planned an advanced 
network called NSFNET [11]. NSFNET provided 
members of the U.S. academic community access to the 
NSF supercomputers as well as to one another. In 1989, 
after ARPA decommissioned the ARPANET, NSFNET 
replaced ARPANET as the backbone of the Internet, 
along with several regional networks consisting of U.S. 
government funded local and regional networks. This 
collection of networks, now commonly called the 
Internet, continued to grow at a phenomenal rate, with 
the addition of additional networks and backbones by 
the Department of Energy (DOE) and NASA, and 
commercial and international growth, averaging around 
10% per month for months at a time [Ii). 

1.1. Commerce on the Internet 

Since the Internet was initially started as a military 
and academic project, the use of the Internet for 
commercial activities was prohibited. The NSFs 
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Acceptable Use Policy (AUP) restricted the use of the 
backbone to traffic within and in support of the 
academic and research institutions. As the net continued 
to grow, more and more businesses became interested in 
using the Internet as a medium for conducting business 
transactions. This led to the development of commercial 
ventures on the Internet, and more and more 
commercial networks joining the Internet. Therefore, 
more and more support for the backbone came from 
industrial contributions, and with the growing number 
of non academic users, the Internet became more open 
to the business community. In 1992, NSF relaxed its 
Acceptable Use Policy, enabling the conduction of 
business transactions over the Internet. However, it was 
not until the development of the World Wide Web that 
E-commerce applications began to reach significant 
proportions. 

1.2. The World Wide Web (WWW) 

The World Wide Web was conceived at CERN, the 
European Particle Physics Laboratory in Switzerland. In 
an article in the Communications of the ACM, Timothy 
Bemers-Lee, the original developer of the WWW, 
described the Web as a collaborative medium which 
would allow collaborators in remote sites to share their 
ideas on all aspects of a common project [3]. The Web is 
a complex network of documents that are linked 
together using the hypertext/hypermedia concept. The 
documents on the Web are interconnected by using 
hypertext links and can incorporate diverse media such 
as sound, video, and animation. It allows users to view 
information in a universal format, independent of the 
platform they use to access the Web. The Web is now 
the fastest growing component of the Internet, with 
WWW servers being set up at exponential rates. Most 
businesses are rushing to establish a presence on the 
Web, either for marketing and sales promotions, 
information dissemination, or for conducting on-line 
transactions. 

Electronic commerce on the Internet is developing 
rapidly primarily because of the phenomenal growth of 
the WWW. The Web allows users to arms
information on the net using a visual interface that can 
include multimedia such as sound, images and motion 
pictures. Most businmes have recognized the huge 
potential of the Web as a tool for reaching vast 
audiences all over the world. The massive numbers of 
people on the Web combined with the fact that the Web 
can be accessed from most corners of the world make it 
a very important medium for conducting business. The 
increased reach of the Web along with the lower cost of 
setting up and maintaining a Web page as opposed to 

conventional marketing and selling strategies have 
induced most of the corporations to set up Web sites. 
However, the true potential of the net is not as a 
marketing tool, but as a true economic transaction 
medium, where the entire process of commerce is 
conducted over the net, from the initial marketing, to 
the final purchase and delivery. 

13. The Significance of Trust in Electronic 
Commerce 

Since the Internet is based on • open system 
architecture, trust is hard to develop and maintain. The 
Interenet was primarily conceived as a research 
environment to enable researchers to cooperate and 
share information over electronic media. As stated by 
Bhimani (4), the Internet was not designed as a 
commercial environment It operated on a single 
domain of trust, while provisions were made to allow 
remote users' access to critical information on machines. 
Security generally relied on the users' mutual respect, as 
well as knowledge considered appivpliate on the 
network. This was reasonable when the number of users 
on the net was comparatively small, and were typically 
were research scholars and academicians. However, 
with the phenomenal growth of the Internet, and 
changes in the demographics of the users, the net is now 
a universal community, with users coming from all 
walks of life. As more and more security breaches 
occurred due to malicious or innocent attacks, the public 
opinion on security and trustworthiness of using the 
Internet for commerce has been towards an attitude of 
distrust 

Several factors can contribute to the lack of trust in 
electronic commerce, specifically issues of security, 
dependability, and competence. In this paper, we will 
argue that trust in electronic commerce is based on the 
user's belief in the security, dependability, and 
competence of the system that he/she is interacting with, 
especially under conditions of risk. Risk is an important 
component of trust, because an individual's decision to 
trust is primarily important when there is some risk of' 
negative outcomes. Therefore, in electronic commerce, 
trust is important when financial transactions or 
important personal information is involved. For 
example, most users are comfortable in using the net for 
searching for information, and will trust the information 
obtained from the Web. This is because the situation is 
primarily of low or non-existent risk, because the 
possibility of negative outcomes is low. The user is 
aware the information obtained might be flawed or 
incorrect, but is aware that he/she can selectively use the 
information received from the Web. On the other hand, 
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most users are less trusting about sending personal 
information or conducting financial information on the 
Web. In a study on where users' place their trust, USA 
Today reported that only 5% of people surveyed trusted 
the Internet to send credit card information. In a mare 
recent study, the eTrust Internet Study conducted by the 
Boston Consulting group, it was found that more than 
70% of the people surveyed were concerned about 
sending private information over the Internet [24]. This 
suggests that most users do not trust the Internet as a 
medium for conducting commerce. 

Trust is a topic of considerable interest in electronic 
commerce and is important in ensuring that the true 
benefits of electronic commerce can be realized. It is 
essential in ensuring that optimal performance benefits 
are obtained from the system as well as the user. Even 
though the infrastructure is now in place for facilitating 
electronic commerce, customers' trust must be 
developed to ensure its utilization. Understanding this 
development of trust and its components is the first step. 
In this paper, we develop a theoretical model of trust by 
looking at past research on trust in various diverse fields 
such as psychology, social psychology, and human-
computer interaction. In the next section, we provide a 
review of related literature on trust_ 

2. Previous Research In Trust Among 
Humans 

Trust between humans has been extensively studied 
in the sociology and psychology literature. Rempel et.al. 
[21) claim that trust is one of the most desired qualities 
in any close relationship. Lewis and Weigert [17) claim 
that trust is indispensable in social relationships. 
Shapiro et al. [25) have studied trust in business 
relationships and conclude that significant benefits can 
accrue from trust in business relationships. The 
psychology literature identifies the factors influencing 
the development of trust in humans, and the 
characteristics that are used to determine the propensity 
to mist or distrust. 

In order to develop our theoretical model of trust 
between humans and electronic commerce, we use past 
resParch on trust between humans involved in 
relationships to argue the case for studying trust in man 
machine relationships. The reqr-Firch on human trust is 
mostly focused on the study of trust in humans either in 
a relationship or in society. We extend these concepts of 
trust in humans to develop the model for trust in the 
human-electronic commerce relationship. As the 
objective of this research is to understand how trust is 
developed and sustained in human-electronic commerce 

relationship, a good starting point is to examine the 
theories of trust in human relationships. 

2.1. Trust: Some Definitions and Conceptions 

The concept of mist has been studied in a variety of 
situations. As a starting point in our attempt to define 
trust, let us define the fundamental meaning of trust, as 
stated in the Webster's dictionary. 

1. An assumed reliance on some person or thing. A 
confident dependence on the character, ability, 
strength or truth of someone or something. 

2. A charge or duty imposed in faith or confidence or 
as a condition of a relationship. 

3. To place confidence. 
The multidimensionality of trust is apparent from 

these three different definitions. The first definition 
implies that the person is reliant on another for 
something, and is depending on the ability of that 
person to perform the tack A common statement to 
illustrate this kind of trust will be trust you to do this 
job for me? This definition of trust implies a work 
relationship between the two individuals. The second 
definition of trust is used to describe trust between 
individuals involved in a committed relationship, like 
marriage. The third definition of trust is a more 
simplistic definition, wherein the aspects of 
dependability and reliability are not considered. The 
statement I trust my senator" best illustrates this kind 
of trust. The trust is based on the confidence in the other 
person, on his ability to take the correct decisions. 
However, the implication is that the person has no 
significant individual stake in the outcome of the task. 

These three definitions of trust definitions suggest 
that trust assumes the existence of some kind of 
relationship between two parties, and an expectation of 
one person about the other person's behavior in the 
relationship. In other words, you trust somebody or 
something based on your expectation of the other 
person. Central to this definition of trust is the 
confidence and dependence on the reliability, integrity, 
and truth of another party. 

In order to arrive at a model of trust for this 
research, we shall start by examining the previous 
efforts to study trust, as described in several literature 
streams-psychology, social sciences, political science 
and economics. Some of the earliest work on trust was 
conducted by Duetsh [7], where he defines trust formally 
as an expectation of events, saying 

An individual may be said to have trust in the 
occurrence of an event if he expects its occurrence and 
his expectations lead to behavior which he perceives to 
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have greater negative consequences if the expectation is 

not confirmed than positive motivational consequences 

if it is confirmed. 
He illustrates this definition of trust by giving an 

example of a couple hiring a baby-sitter. Depending on 

the couple's perception or expectation of the occurrence 

of events, they will decide to trust or distrust the baby-
sitter. The couple considers harm to the baby as a 

greater cost than an evening out is considered an 

advantage., and therefore base their trust on their 
expectation of the baby-sitter's behavior or ability to 
take care of the baby. Thus one of the requirements for 

trust is the presence of negative and positive outcomes. 

The expected loss from the negative outcome is 
necessarily greater than the expected gain from the 

positive outcome, and therefore the decision to trust is a 
nonrational choice. If the reverse was true, then the 

choice would be just economic rationality. 
Thus, Duetsh focused on the motivational 

component in defining trust as the expectation of the 
occurrence of 311 event, requiring the existence of both 
positive or desirable outcomes and negative or 
undesirable outcomes. The inherent concept stressed by 
Duetsh was vulnerability. The trusting person perceives 
that he will be worse of if he trusts and his trust is not 
fulfilled than if he does not trust. The choice to trust is 

based on expectations, with the choice having the 
possibility of negative outcomes. This early definition 
incorporates the element of risk in the decision to trust 

If there is no risk, then the choice becomes a choice of 
economic rationality. Thus, as Duetsh defines it, trust is 
only relevant when there is uncertainty involved in the 
outcome of future events. This situation is especially 
evident in electronic commerce, because the user is 
exposed to risk if he/she chooses to trust and engage in 
commerce over the Internet that if he/she chooses 
alternate means of commerce. The user is therefore 
vulnerable and is in a situation of risk that his 
information can be stolen or otherwise misused. 

From this early starting point, there have been 
several different streams of research in understanding 
trust between humans. Each literature stream examines 

the concept of trust a little differently and has different 
conceptualizations of trust. These different 

conceptualizations illustrate the multidimensional 
nature of trust in humans. In the next section, we will 

look at the different literature streams in the study of 

trust. 

2.2. Three Perspectives In The Study Of Trust 

Social scientists and psychologists have used 
different approaches to describe and study trust. 

Worchel [26) has classified these research streams into 
three categories, each having a distinct approach in 
studying trust. The three categories are the perspectives 
of personality theorists, sociologists and economists, 
and social psychologists. In this research we will call 
these three categories Individual Trust, Societal Trust, 
and Relationship Trust. We shall look at each of these 
three different categories and discuss their impacts on 
studying trust between humans and electronic 
commerce. 

2i.1. Individual Trust (The Approach of Personality 
Theorists). This category of trust focuses on the 
individual's personality characteristics that determine 
the readiness of the individual to trust. These 
researchers focus on trust as a personality characteristic 
that is shaped by specific developitiental and social 
contextual factors. Lewicki et al. [16] state that trust at 
this level is conceptualized as a belief, expectancy or 
feeling that is deeply rooted in the personality, with its 
origins in the individuals early psychological 
development. Rotter [22) in his essay on the study of 
interpersonal trust stressed the need to consider 
individual differences in the study of trust. He states that 
trust is a specific characteristic of the individual rather 
than a generalized characteristic. Therefore, he claims 
that individual differences, which are the result of 
earlier condition differences, are of primary significance 
for investigations involving the development, 
maintenance and stability of trust. 

In order to study the impact of individual differences 
in trust, Rotter developed an Interpersonal Trust Scale 
(ITS) that places individuals along a continuum of low 
to high trust. This scale measures the propensity of 
individuals to interact with others and trust the other to 
an extent of expecting the other to fulfill his promise. 
He claims that people who come from an environment 
where everybody fulfills their promises would tend to 
place -confidence in the promises of relative strangers, 
whereas a person who often has been misled would tend 
to disbelieve the promises of strangers. 

This view of trust being a characteristic of our past 
experiences is substantiated by several other researchers. 
Bowlby [5) suggests that adult concerns about trust is 
developed on the basis of early relationships between the 
individual and the caregiver. Wrightsman [27) states 
that people develop a personal philosophy about their 
interaction with other people. One of the fundamental 
elements of this personal philosophy is the individual's 
view on trust, indicating whether the individual 
considers others fundamentally honest or basically 
immoral and irresponsible. Rempel et at [21) state that 
in an individual, trust is a factor of how they were 
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treated previously. 
Based on the research of personality psychologists 

that trust in an ingrained characteristic, we develop our 
initial contention that an individual's decision to trust is 
dependent on the individual's specific personality 
characteristic, the intrinsic trusting nature. We call this 
characteristic the individual's Tendency To Trust (TTT). 
Personality theorists have found in empirical studies 
that individuals with a high TTT are more willing to 
trust others in novel situations. In this research, we 
contend that an individual's ITT influences the human-
electronic commerce relationship, specifically by 
influencing an individual's decision to trust the system. 

2. 2. 2. Societal Trust (The Approach Of Sociologists 
And Economists). This approach to trust considers the 
development of trust between individuals and 
institutions. Lewicki et al. [16] describe this trust as a 
phenomenon between and within institutions and as the 
trust that individuals put in these institutions. This is a 
more general societal view of trust, wherein the 
individual has to trust an institution, such as an 
organization, or societal structures such as a judicial 
system or an educational system. They describe 
institutional trust as the trust that develops when 
individuals generalin' their personal trust to large 
organizations made up of individuals with whom they 
have low familiarity, low interdependence, and low 
continuity of interaction. Lewis and Weigert [17] also 
approach trust as a sociological topic as opposed to a 
psychological trait within the individual. They claim 
that trust is a social reality that is functionally nmeccary

for the continuance of harmonious social relationships. 
Examples of this kind of trust include the trust that 
citizens have in the government, patients and clients in 
doctors and • lawyers, students in teachers and 
educational institutions, etc. This research stream 
attempts to understand the conceptualization. of trust 
between individuals and institutions with which they 
interact in everyday life from a social perspective. 

Societal trust is fundamental to this research, and is 
the basis for developing our definition of trust in 
electronic commerce. We contend that trust in the 
Internet is a form of social trust, which effects the way 
we interact with the Internet in everyday life. Earle and 
Cvetkovich [8) contend that social trust is largely 
significant in our modern society where the complexity 
of the society has necessitated trust because individuals 
do not completely understand the inner workings of the 
system. In his work on modernity, Giddens [10] says 
that modern systems depend on trust, and that trust is 
involved in a fundamental way with the institutions of 
modernity. Giddens notes that trust in systems takes the 

form of faceless commitments, by which faith is 
sustained in the workings of the system. He states that 
trust depends neither on a full initiation of the processes 
nor upon the mastery of the knowledge that these 
processes yield. This is especially true of the Internet, 
where most users are not technically knowledgeable 
about the processes that computer networks use, but are 
willing to use these systems. Therefore trust in the 
Internet is basically a social phenomenon that is effected 
by the information that we receive in the media as well 
as from everyday interactions. Thus our trust is a belief 
in the institution that is the Internet and is effected by 
several factors like security, dependability and 
competence. In a later section, we will define trust in 
electronic commerce based on our disenssion of social 
trust. 

2. 2. 3. Relationship Trust (The Approach Of Social 
Psychologists). The final stream of research in the study 
of trust is the approach of social psychologists who 
approach trust as an expectation of the other party in a 
relationship. These researchers focus on the factors that 
create or destroy trust in individuals involved in a 
personal or work relationship. From the early work of 
Duetsh [7), who defined trust as an expectation of the 
occurrence of an event, social psychologists have 
examined the expectations that individuals have in 
others with whom they are involved in a relationship. 
Zand [29] suggested that trust is the willingness of one 
person to increase his or her vulnerability to the actions 
of another person whose behavior he or she could not 
control. The individual who is making the decision to 
trust is dependent on the actions of others for the 
outcome of the decision. Zand defined trust as the 
conscious regulation of one's dependence an another 
that will vary with the task, the situation, and the 
person. Thus Zand emphasized the vulnerability aspect 
of trust by stating that the decision of trusting was 
dependent on the nature of the tack The more important 
the issue is to the individual, the more unwilling he is to 
give up control over the outcome. Therefore, the 
decision to trust is now a personal decision dependent 
on the individual's expectation of the outcome, factoring 
in the importance of the issue to the individual. 

Butler [6) emphasizes the role of trust in 
relationships as opposed to social trust by saying trust in 
a specific person is more relevant in terms of predicting 
outcomes than is the global attitude of trust in 
generalized others. Rempel and Holmes [21) in their 
study on trust in close relationships have developed a 
theoretical model for describing trust. They state that 
trust is a generalized expectancy related to the subjective 
probability an individual assigns to the occurrence of 
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some set of future events. Schelnker et al. [2.3] define 

trust as the reliance upon information received from 

another person about uncertain environmental states 

and their accompanying outcomes in a risky situation. 

In this research, we treat the interaction of the 
individual with he Internet as a relationship and propose 
that trust is especially important when the situation is 

one of risk and vulnerability. Thus the decision to 

engage in electronic commerce is based on the risk 
involved in the situation, as well as the amount of 
vulnerability that the user feels in the situation. 
Therefore trust is especially important to develop in 
electronic commerce because the financial or personal 

nature of the transactions puts the user in a situation of 
vulnerability and risk. 

2.3. Application of Trust Categories to Human-

Electronic Commerce Trust 

In the previous paragraphs, we have identified three 
categories of trust that have been studied in the 
literature. However, for the purpose of this study, it is 
neeesary to circumscribe these definitions and arrive at 

a formal model of trust between humans and electronic 
commerce. In order to study trust between humans and 
the Internet, it is first necessary to consider the 
individual's personality characteristics. In order for an 
individual to trust the Internet, his/her trusting behavior 
is key in establishing the initial relationship. Secondly, 
it is important to consider the human electronic 
commerce interaction from the relationship approach 
and to study trust in the system, especially under 
conditions of dependence and vulnerability. Also, to 
study trust, we need to develop a working definition of 
trust_ In this study, we view trust in the Internet as a 
form of social trust, which is based on the individual's 
beliefs about the system. 

2.4. Conclusions from Previous Research 

Based on rece_arch in social psychology and 
personality psychology, we have developed our initial 
contention that trust between humans and electronic 
commerce should be considered as a relationship. Also, 
we identified the factors that effect the development of 

trust. An initial representation of the previous research 

on trust as applicable to this research is shown in Figure 
1 below. 

The three factors that influence the development of 
trust arc personality, environment, and risk- One 
significant personality trait is individuals' tendency to 

trust or distrust based on their experiences. Persons who 

have been brought up in a secure environment are more 
likely to develop a readiness to trust. Environmental 
cues that contribute to perception of obtaining positive 
or negative outcomes affect the level of trust. These cues 
include information about the competence of the system, 
or knowledge of behavior of the system in the past. 
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Figure 1: Factors effecting the development of trust 
One of the most prominent sources of environment cues 
is the news media like television and newspapers. The 
Internet has received largely negative publicity about 
security and dependability in the news media, largely 
because of the sensational or printworthy quality of 
break-ins and computer theft. One way of countering the 
negative perception is by providing positive information 
about specific aspects of the Internet, such as security 
issues. The final factor that influences the development 
of trust is the risk involved in the transaction. The more 
at stake the person has in the outcome(s). the more 
difficult it is for him or her to risk trusting the other. 
Therefore, it is important that for electronic commerce 
to be widely successful, especially when the risk 
involved is large, a sufficient amount of trust be 
developed. 

These studies have examined trust between humans 
or the society. However, in order to completely 
understand and define trust in electronic commerce, we 
need to examine research on trust between humans and 
machines, and then integrate all the studies in a 
comprehensive model. In the next section, we will look 
at two research projects that studied trust between 
humans and machines. 
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3. Models of Trust between Humans and 
Machines 

Muir [18, 19] has developed a framework for 
studying trust between humans and automated control 
systems. In this framework, she identifies two 
dimensions that affect truss between humans and 
machines. The first dimension in her framework, based 

on the work of Barber [2), is that of human expectation, 
specifically the three expectations of persistence, 
technical competence, and fiduciary responsibility. 
Persistence refers to the belief in the persistence of 
natural and moral laws and the belief that physical laws 
are constant, and humans and systems are good and 
decent. Technical competence refers to the ability of the 
other partner to provide consistent and desirable 
performance in their roles. Muir [18) subdivided 
technical competence into skill based, rule basmi and 
knowledge based behavior, which respectively 
correspond to expertise in everyday routine 
performance, technical facility, and expert knowledge. 
The third expectation, fiduciary responsibility, refers to 
the expectation that the other partner has moral and 
social obligations to hold the interests of others above 
his/her own. According to Muir, these three 
expectations are the basis for trust between humans and 
machines. That is, as shown in Figure 2, humans' trust 

in machines is affected by their expectation of 
persistence, technical competence, and fiduciary 
responsibility. 

Based on the work of Rempel et al. [21), and in 
order to represent the dynamic nature of trust, Muir 
incorporated a second dimension into the model. The 
dynamism dimension provides a time frame for the 
development of trust. Trust undergoes predictable 
changes as a result of experience. This dimension is 

based on a continuum of expectations, Predictability, 
Dependability, and Faith, which develop systematically 
as a result of experiences with the system. During the 

early stages of interaction with a system, a person judges 

the predictability of the system by assessing the 
consistency of its recurrent behavior. As experience with 

the system grows, the trust will be based on the 
attribution of a dependable disposition, which is based 

on previous experience. The final stage will be the 
development of faith in the system. It represents a belief 

in the dependability of the system's behavior in the 

future. 
In Figure 2, we represent the first dimension of 

expectation in the inner circle stating that trust in a 
machine is based on the individual's perception of 
persistence, technical competence, and fiduciary 
responsibility of the system. The second (dynamic) 

dimension is represented in the outer circle, with the 
arrows indicating the sequence of occurrence of the 
different expectations. 

Muir represents these two dimensions as orthogonal 
counterparts. However, the time based interaction of the 
two dimensions is not very clear. It is clear that the 
dynamic nature of trust develops from predictability to 
dependability to finally faith in the system. However, 
when crossed with the orthogonal dimension, then the 
dynamic ❑ature seems to be undermined. Does 
predictability first affect fiduciary responsibility, or 
technical competence or persistence? Does dependability 
affect technical competence before predictability? These 
are questions that can be raised and remain unanswered 
in the model. Therefore, Muir's representation of the 
dynamic or time based dimension as orthogonal to 
Barber's [2] dimensions of expectation is subject to 
another interpretation. 

Lee and Moray [14), claim that Muir's two 
dimensions are more complementary than orthogonal. 
They claim that Rempel et al.'s dimensions of 
predictability, dependability and faith are really a 
developmental progression only because of the 
abstraction required to represent each dimension. They 
claim that Barber's and Rempel's dimensions 
correspond closely and propose a different model of 
trust. They represent trust between humans and 
automatic control systems with a slightly different 
framework. They introduce four dimensions: 
Foundation, Performance, Process, and Purpose. The 
first dimension, Foundation, corresponds exactly to the 
dimension persistence of Barber and represents the 
fundamental assumption of natural and social order that 
makes other levels of trust possible. The second 
dimension, performance, represents the expectation of 
consistent, stable, and desirable performance or 
behavior. The third dimension, process, depends on the 
understanding of the underlying qualities or 
characteristics that govern behavior. With machines, 
this implies understanding the underlying control 
algorithms, or the knowledge base structure. The final 
dimension, purpose, represents the underlying motives 
or intent of the human or the system. These four 
dimensions icpicsent the dynamic nature of trust and its 
progression from one stage to the next as experience 
with the system expands. 

Both Muir and Lee and Moray have conducted 
empirical investigations to evaluate the impact of trust 
in automatic control systems. They have found that trust 
is a significant factor in determining operators use of the 
system. Muir [19] has found that operators subjective 
ratings of trust and the properties of the automation that 
determine their trust play a significant part in their use 
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Figure 2: Muir's [20) model of trust between humans and machines 

of the automation. Her findings suggest that operators 

will use the automation only to the extent that they trust 

it; if they do not trust the automation, they will reject it, 
preferring to do the task manually. She found that trust 
in an automation is strongly correlated with the 
competence of the automation. Thus, the mostsignificant 
component in her model that affected trust was technical 
competence. 

Lee and Moray [14] conducted a slightly different 
experiment in which they studied trust as a mediating 
variable between the properties of the automation and 

the operator's allocation based on their self confidence. 
They established that trust is indeed a causal variable, 
influencing the operators use of the automation. They 
also found that the individual's self confidence had a 
significant impact on their allocation of functions to the 
automatic control system. 

These two research works are significant to our 
present research in two ways. First they establishe the 
importance of studying trust as a variable in 
determining the success or utilization of Internet based 
electronic commerce. Based on their empirical findings, 
we defend our claim that trust is important in 
determining individual's decision to engage in electronic 

commerce. Also their studies have shown that 
individual factors affect the interaction between humans 

and automation. As suggested by Muir [19], since 

individual's trust is based on personal characteristics 

and knowledge, information provision can result in 
enhanced trust in the system. Also, their results have 
found that trust is primarily affected by the technical 
competence and dependability of the automation. 
Therefore it provides us with a starting point for 
developing our definition of trust between humans and 
electronic commerce. In the next section, we will define 
trust in electronic commerce based on our previous 
discussion on research in trust. 

4. A Definition of Trust In Electronic 
Commerce. 

In order to arrive at a definition of trust in systems, it 
is first necessary to define the perspective in which trust 
is being considered. As discussed in the literature 
review, trust has been conceptualized and defined in 
several different ways by different researchers based on 
their particular disciplines. In this research, we borrow 
from social psychology research on trust in order to 
arrive at a definition of trust. The justification for this 
choice is based on the fact that in this study we are 
interested in studying trust in a social phenomenon, the 
Internet or any computer bnced system. Therefore, it is 
important to consider the view of social psychologists 
and integrate this with the specific studies on trust in 
machines to develop a definition that can be empirically 
validated. 
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In this research, we adopt the position that trust in a 

system is a belief that is influenced by the individual's 

opinion about certain critical system features. Trust in 

turn, as a belief effects our attitude towards the Internet 

and influences our decisions to engage in electronic 

commerce. In order to present this discussion it is 

important to define and characterize the terms used 

Since trust is defined as a belief that effects our attitude, 

it is important to understand what attitude is and is not. 

Broadly defined, an attitude is a mental and neural state 

of readiness, organized through experience., exerting a 

directive or dynamic influence upon the individuals 

response to all objects and situations in which it is 

related [1]. Kerlinger [12] defines attitudes as enduring 

and organized structures of social beliefs that predispose 

individuals to think, feel, perceive, and behave 

selectively toward referents of attitudes. He states that 

an attitude in effect is a predisposition to behave, and is 

an unobservable construct, or a latent variable. An 

attitude is focused on objects in the environment, in this 

case on the Internet in general, and Electronic 

Commerce in particular. 
An attitude as defined previously, is based on beliefs 

A belief is defined as statements or propositions that 

express presumed knowledge, faith or opinion [12]. The 

three kinds of beliefs, knowledge beliefs, faith beliefs 

and opinion beliefs form the cores of attitudes. In order 

to measure attitude, we need to ask people questions on 

their beliefs. In this research, we are more concerned 

with knowledge beliefs and opinion beliefs, as they are 

the ones which can be empirically tested. However, it is 

important to note that the classification of beliefs is not 

used in this research, and when we use the term beliefs, 

we refer to belief as defined in its entirety by [12]. 

Based on this definition, we explore the 

interrelationships between attitudes and beliefs a little 

further by considering attitude theory and behavior 

theory. As defined previously, beliefs effect our 

attitudes. Thus beliefs can be viewed as a measure of the 

probability dimension of a concept Fishbein [9] states 

that valid and reliable measures of belief can be 

obtained by having the subjects judge the concept on a 

series of bipolar probabilistic scales (e.g., likely-

unlikely). However, this definition, while stating that 

beliefs can be measured, appears to suggest that beliefs 

are only concerned with the probability of existence of 

an object. In this research, we are more concerned with 

the belief of the individual about the object, the Internet 

Fishebein clarifies this concept further by distinguishing 

between two types of beliefs: 

a. Belief in an Object: or more completely belief in 

the existence of an object. This is as defined previously 

and is an indication of an individuals opinion about the 
probability of existence of the object 

b. Belief about an Object This is a belief in the 
existence of a relationship between the object and some 

other object or quality. Belief about an object deals with 

the nature of the object and the manner in which it 

exists. In general, a belief about an object is the 

probability or improbability that a particular 

relationship exists between the object and some other 

concept, value or goal. 
In this rf-cearch we are primarily concerned with 

belief about an object, the Internet and its relationship 
with certain dimensions such as security. Thus, in 

defining trust as a belief, we are referring to trust as a 
belief about the Internet and trying to examine the 

components of trust that contribute to the belief. The 

definition of trust as used for this research is based on 

our previous discussion of trust in previous research and 

is given below: 
Trust in a system is defined as an individuals belief 

in the competence, dependability, and security of the 
system under conditions of risk 

The three components of trust, competence, 
dependability, and ser_ority, effect an individual's trust in 
the system and therefore his/her decision to interact with 
the system. This definition is the basis of our research 
on trust in electronic commerce. It is used to measure an 
individual's trust in the system with which he/she is 
interacting. As stated previously, this definition allows 
us to measure an individual's trust in the system as a 
composite set of beliefs in the characteristics of the 
system. In the next section, we present our integrated 
model of trust in a system, identifying the factors that 
effect trust in the system. 

5. An Integrated Model of Trust 

In order to study trust in electronic commerce 
relationships, a theoretical model is developed in this 

research. The objective in developing this model is to 
provide a strong theoretical foundation for evaluating 

the factors that influence trust in electronic commerce. 
Our model of trust consists of four dimensions as 

shown in Figure 3. Fundamentally, trust in an on-line 

system is a function of the characteristics of the person 

making the transaction, the on-line system, the task for 
which the system is being used, and the information 

environment. All these dimensions influence the 

development of trust in the system. We will dicriics the 

rationale behind each of these dimensions briefly. 

Previous research has shown that an individual's 

personality characteristics determine the readiness of the 

individual to trust. Researchers who have studied 

1060-3425/98 $10.00 (C) 1998 IEEE 

DISH-Blue Spike-246
Exhibit 1010, Page 1012



individuals' trusting behavior contend that the readiness 

to trust is shaped by specific developmental and social 
contextual factors. We call this characteristic Tendency 

to Trust (I"I 1). Research has shown that when 

confronted with novel situations, people with a high 
TIT are more willing to trust others. Also, several 

researchers have demonstrated that an individual's 
computer self efficacy determines usage of the system, 
as it effects the ease of use perceptions. In a recent 
survey, Yan et al. (28) developed risk factors for several 
different services offered by banks. Their study shows 
that most people consider cash transactions on the 
Internet as the most risky. It is important to study the 
kinds to task that necessitate trust and to focus on means 
of fostering and developing trust in these tasks in order 

to ensure that electronic commerce systems can be 
developed for a wide range of applications. 

The characteristics of the system that the user 
interacts with are critical in developing and maintaining 

trust. Several studies have shown that security is a main 
factor in the suer"s or failure of on-line businesses. 

Other important factors in the development of trust are 

the user's perception of dependability and reliability of 

the system. The user's perception and belief of these 

three components are the basis of our definition of trust 

in the system and are discussed in section 4. 

The information environment can be seen as two 
different entities, the environment presented by the 

C .,•.*:-: .4::: • E: 

arerson

En Anintnt '' 

VAN', 

413:110::%. 

--- -,. ,.-t-c".;,T 

Figure 3: An Integrated Model Of Trust 
system, and the external environment like news media. 
The environment presented by the system should be 
correctly perceived and understood by the user. Several 
studies have shown that presentation and organization 
of the information are critical in successful adoption of 
technology. The effects of the in mination presentation 
environment on the development of trust should be 
studied to guide implementation and interface design 
issues. Specifically, it is important to identify if different 
presentation modes such as frames and multimedia have 
an effect on trust in on-line systems. The external 
environment influences trust by providing knowledge or 
information about various aspects of the Internet, and 
contributes to our overall beliefs about the 
trustworthiness of the system. It is important to 
understand if trust in a system can be manipulated by 
providing information about relevant aspects of the 
system. 

• 

6. Conclusions and Present Work 

In this paper, we presented an integrated model of 
trust in electronic commerce. This model serves as the 
theoretical foundation to study the impact of trust on the 
success of electronic commerce. The model was 
developed by using past research in diverse fields such 
as psychology, social psychology, relationship theory, 
and human machine interaction. The factors that 
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influence trust in electronic commerce were identified 
and their influence on trust was discussed. The four 
factors that affect trust in electronic commerce are the 
individual, the system, the tack and the information 
environment. 

A definition of trust in electronic commerce was also 
presented. This definition serves as the basis for 
measuring trust. In order to empirically validate an 
individual's trust in the system, it is necessary to have 
an instrument to measure trust. We have developed an 
instrument based on this definition of trust. To validate 
the instrument, it was administered to approximately 
200 subjects. Exploratory factor analysis was conducted 
to identify the components of trust. The factor analysis 
results established the three components of trust, 
namely: security, dependability, and competence. The 
results of this analysis are forthcoming in a related 
paper. 

The instrument used in this research was fine timed 
for a hypothetical Internet banking application. Several 
avenues for future research are foreseen here. First, our 
model of trust has the potential of being extended or 
modified by yet unforeseen variables for specific 
electronic commerce applications. Second, the 
instrument which was developed for this research can be 
modified to measure trust in these other applications. 
Third, empirical evaluation of the impact of the factors 
need to be conducted to measure the influence of the 
identified factors for each specific application. This will 
help establish a comprehensive list of factors that 
positively or negatively effect trust, which can be used to 
guide implementation strategy for new electronic 
commerce applications. 
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■ Electronic commerce (EC) will modify 
some of the traditional models for the 
conduct of business. However, it is 
important that many of the long-standing 
elements of commerce be replicated in 
the electronic world. Commerce, elec-
tronic or otherwise, requires several elements: 
trading partners, goods and services, units of 
exchange (money), transaction infrastructures, and 
delivery and distribution mechanisms. These ele-
ments have been developed over centuries of legal, 
governmental, technological, and commercial prac-
tices and have resulted in a business infrastructure 
that people .understand and trust. We explore two 
important elements of that infrastructure, trust and 
traceability, in the context of the evolving EC infra-
structure. We look at a number of trust enhancers, 
i.e., technology or other processes that can help 
increase the level of confidence that people have in 
electronic commerce. We also examine the concept 
of traceability, an important trust enhancer, in 
detail. Finally, we discuss some specific technolo-
gies that can increase the overall level of trust in 
electronic commerce. 

• . 

• 
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omrnercial practice and common law, de-
veloped over several thousand years, pro-
vide the context into which electronic 
commerce must fit, if it is to succeed. 
Early commerce. one step above the sim-
plest trading of two articles between two 
people, was conducted face-to-face, pos-
sibly in front of a witness for the more 
complex transactions. The advent of re-
liable mail service in the eighteenth 
century. the telegraph in the nineteenth 
century. and the spread of telephones in 
the twentieth allowed commerce to be 
conducted on a remote basis. Computer-
based commerce via networks such as 

the Internet is simply one more step in that 
evolution. 

Prior to the era of remote transactions, money was 
basically precious metal. The Pound Sterling was ex-
actly that. Because transporting large amounts of pre-
cious metal in the service of remote trading was both 
labor intensive and hazardous, improvements to the 
banking system were needed to permit keeping of 
accounts and issuing letters of credit, drafts, checks, 
and vouchers of various kinds. Money, over the last 
century, has become disconnected from any underly-
ing metal, and is essentially based on trust in the sta-
bility of the issuing country. In recent times financial 
accounts have been kept almost exclusively on com-
puter-based systems. 

Despite pressures for rapid development of elec-
tronic methods of conducting traditional business ac-
tivities, the underlying structures, relationships, con-
ventions. and methods of traditional methods will 
remain the dominant way of doing business. Elec-
tronic methods must be developed to coexist with 
these traditional methods. When elements of com-
merce 'go electronic,' a number of significant 
changes take place that require trust mechanisms, 
such as technical methods for protecting the confi-
dentiality and integrity of data. 

Over the centuries, the marketplace has developed 
many mechanisms, conventions, and processes de-
signed to engender and maintain a necessary degree 
of trust among trading partners and other market-
place participants. As the marketplace grew in terms 
of the number of participants, intermediaries, size 
and nature of transactions, and other elements, more 
trust enhancers were needed to maintain user 
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confidence and willingness to participate. These trust 
enhancers have enabled the development of a large, 
complex, yet relatively efficient, system of commerce. 
both domestically and internationally. 

Physical vs. Digital Components 
In the electronic commerce environment, arty or all 
of several important physical marketplace com-
ponents may be replaced with digital or electronic 
representations or substitutes. Examples include the 
following: 

—Money Digital Money 
—Goods Digital Objects such as software and 

information 
—Trading Partners Digital Agents. Clients, or 

Servers 
—Physical Transaction Mechanisms Electronic 

Data Interchange (EDI) Applications and Net-
works 

—Physical Distribution and Delivery Channels 
Electronic Delivery 

THREE EXAMPLES OF ELECTRONIC COMMERCE 
(1) Delivering information for a fee. Sellers of fee-

based access to legal and financial databases have 
provided their services by dedicated telephone sub-
scription. but the new trend is toward the Internet 
because of its efficiency and economy. The authenti-
cation of the information and verification of the 
provider become absolutely critical. With legal or fi-
nancial misinformation, fortunes can be lost. With 
medical misinformation, lives can be lost. A system is 
needed so that users of the Internet can obtain au-
thentication of the provider of specific information. 
Such a system may require a central registry or con-
trol point for operating an authentication function. 

(2) Delivering goods ("digital objects"). Examples of 
the retail sale and delivery of goods includes name-
brand computer software packages. Services might 
take the form of a document-editing or preparation 
service where the documents include electronic text, 
hardcopy articles, reports, and books. The buyer of 
the service will usually be able to recognize the work 
with respect to its origin and utility. In the case of the 
software package. however, it may be quite impossi-
ble for the buyer to determine whether the package 
is an authentic version of the program, whether it is 
complete, and whether it is pirated. A central source 
or methodology for authenticating such transactions 
may be needed. Further. it may be necessary to mod-
ify the uniform commercial code to take into account 
the management of ownership rights for digital ob-
jects. 

(3) Using the Internet to connect buyers and sellers. 
Goods or services can be ordered and paid for elec-
tronically but delivered in a physical form. Examples 
include a software package on CD ROM. a movie on 
DVD, or a printout of a report. Arrangements for air 

travel cart be completed by electronic means. This 
mode of electronic commerce may provide the great-
est growth potential. after most of the public has ac-
cess to the Internet. It could provide an almost seam-
less transparency to inventory control, interactive 
catalog marketing. order transaction, delivery man-
agement, installation, and service. 

Enhancing Trust 
The digital form of many electronic commerce ele-
ments discussed earlier has the potential of becom-
ing more accurate, useful, and cost-effective than 
the physical form. The ephemeral, intangible, and 
modifiable nature of digital entities requires substi-
tutes for the traditional trust mechanisms of tradi-
tional commerce. In the electronic commerce envi-
ronment. some of these trust enhancers will exist: 
some will need to be modified or replaced with 
mechanisms or techniques that take the new tech-
nology into account. 

REDUCING RISK 
A basic concept in commerce is transfer of risk. In 
credit card operations, for example, vendors accept a 
certain discount on the amount owed in return for 
transferring the payment risk to the credit card issuer. 
This same concept applies throughout the entire sys-
tem of commerce, electronic or otherwise_ 

Parallel to the concept of risk transfer is the reduc-
tion of liability or potential liability. This may involve 
using formal, published standards the Federal In-
formation Processing Standard (FIPS) for the Data En-
cryption Standard -(DES) to protect information 
through cryptography) or adopting industry best prac-
tices. Both have relevance to the use of information 
technology in electronic commerce. 

TRUSTWORTHY PROCESSES 
Trust is enhanced if a system or process has proved 
trustworthy in the past. For example, if our col-
leagues have dealt successfully with a payment pro-
cessing and clearing system. it is more likely that we 
will trust It for new applications. 

TRACEABILITY 
Trust is enhanced if the participants know that the el-
ements of a transaction may be traced from origin to 
completion. Thus. if there is a problem, discrepancy, 
or other dispute. it will be possible to work back 
through each step in the process to determine where 
the problem occurred or who may be held responsi-
ble. Receipts. sales slips and tapes, and 'carbons" or 
other copies are examples of documents that enable 
traceability (see 'Traceability" below). 

INTERMEDIARIES AND TRUSTED THIRD PARTIES 
Trust, on the side of delivering payment for goods or 
services, is facilitated by intermediaries, such as 
banks. For example, banks issue credit cards that 
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facilitate electronic fund transfers and establish the 
credit of the buyer. The bank serves as an intermedi-
ary, with a contractual obligation to pay the vendor. 

ENDORSEMENTS 
When a major firm, the U.S. government, or another 
respected organization, adopts a certain process, 
product, or technology for its own use, a substantial 
effect on others may occur, who may be trying to de-
cide what is adequate for their purposes. In the area 
of information technology (iT) standards, especially 
security standards. the adoption of voluntary stan-
dards, FIPS, or other technical standards is often seen 
as a measure of endorsement. 

Although not as convincing as knowing that a re-
spected party actually uses a certain product or tech-
nology, formal endorsements play an important role 
in enhancing trust. Using FIPS for DES is a type of 
formal endorsement, in that the government has 
adopted the DES for its use. FIPS are technical stan-
dards and guidelines developed by NISI arid ap-
proved by the Secretary of Commerce for use gov-
ernment-wide. 

FORMAL TESTING AND CERTIFICATION 
An important trust enhancer in electronic commerce 
is formal testing and certification of components. 
products, and systems. These processes can provide 
the purchaser with a degree of assurance of the qual-
ity, reliability, or security of the tested components. 
products. and systems. Also important, a formal test-
ing and certification process provides a target for a 
developer to meet, and thereby also demonstrates a 
basis for trust. 

LEGAL UNDERPINNINGS AND REMEDIES 
Perhaps the most important element of all commerce. 
electronic or otherwise, is the underlying system of 
commercial law and attendant remedies available to 
aggrieved parties. This is an entire discussion in itself, 
and is outside the scope of this paper (it is being 
worked on by experts). 

Traceability 
One of the trust enhancers described above is the 
traceability of transactions, payments, and measure-
ments. which provides the assurance of fairness and, 
where needed, methods with which to establish legal 
proof and redress. Several aspects of traceability are 
discussed below. 

TRADITIONAL MEASUREMENT TRACEABILITY 
The traditional concept of traceability relies upon the 
ability to compare a given measurement directly or 
indirectly with a standard reference. In this context, 
open, well-understood tests are a necessary primary 
reference for either third parties or vendors to use in 
testing products, and by certifying authorities to use 
in certifying products. Attributes of assurance, confor-
mance, and performance are only meaningful if they 

are'derived from the same set of tests with the same 
results and with estimates of uncertainty. Reference 
tests are key to promoting quality markets arid a re-
lated testing industry. It is important that such tests 
be available before product development begins so 
that vendors can voluntarily incorporate testing into 
the design. 

TRACEABILITY VS. ACCOUNTABILITY 
Traceability, the ability to bind a transaction to origi-
nating and accepting entities, does not, in itself, pro-
vide accountability. Accountability requires both a 
legal or policy underpinning arid the ability to tie an 
individual or organizational entity to the transaction. 
For example, if everyone in a department uses the 
same email account, accountability to the individual 
user is not possible. Similarly. if authentication mech-
anisms are ineffective, then it may be impossible to 
prove that a given individual actually originated a 
transaction. Effective identification and authentication 
methods must be employed if trust and traceability 
are to be achieved. 

TRACEABILITY VS. MONITORING 
To some people, the term "traceability- may have a 
law enforcement implication suggesting, for example. 
the ability to monitor or track the activities of an indi-
vidual. While transaction records and audit trails cer-
tainly can provide such a capability, this is different 
from using traceability to verify the accuracy of a 
measurement or the authenticity of a set of data. We 
are concerned here only with the latter. 

TRACEABILITY IN ELECTRONIC COMMERCE 
In the electronic commerce setting, traceability is crit-
ical to verify transactions. 

Goods and services by traditional methods. For tra-
ditional physical goods and services, perhaps ordered 
and paid for electronically but delivered through tra-
ditional•physical means, there should be little, if any. 
change in existing traceability mechanisms (weights 
arid measures, inspection stamps, e.g.. USDA Prime, 
and certification, e.g., UL, ISO 200, etc.). There may 
be a need, however, for traceability or verifiability of 
such claims in electronic catalogs. Another possible 
need for electronic traceability might be in the accep-
tance of such goods (i.e.. signing for, paying for, or 
logging the delivery of goods or services with an 
electronic device). 

Digital objects. A digital object is an addressable 
module of data and control (processes) that is likely 
to be characterized by metadata (data types) to 
facilitate related search and retrieval. Digital objects 
can represent a physical object, a process (e.g., a 
transaction), or a piece of information. The object is 
characterized by defined attributes (e.g., serial 
number, content, creation date, or owner) and values 
for those attributes (e.g.. serial_number = '45718. , 
creation_date = "1997105/11', Owner ,= -dds". or 
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content = '(some string of bltsr). A digital object is. 
by its very nature, ephemeral and vulnerable to modi-
fication or replication. However, through crypto-
graphic processes, It is possible to verify the origin, 
authenticity. and integrity of the attributes (I.e., con-
tents) of such objects. This enables the traceability or 
proof of a direct, trustable path from the object's 
point of origin to the end user. 

Digital objects are expected to generate significant 
activity in entertainment, education, knowledge/de-
sign exchange. and general software distribution. 
Protection against piracy will become more pressing 
as EC expands in the global marketplace. 

Because piracy is a major potential problem. let us 
broadly define piracy as the act of taking, copying. 
"plagiarizing.- using. publishing as one's own work, 
selling, distributing, or incorporating into other 
works, software, or code without the author(s)' per-
mission or without paying required licensing or 
usage fees. Typically, this starts with making an 
unauthorized copy of a work. Therefore, many piracy 
protection mechanisms focus on preventing the initial 
copying operations. These mechanisms are discussed 
below in some detail. 

There are several things that can be done, depend-
ing on what the author, producer, or distributor is 
trying to achieve. In effect, these reflect the broad 
strategies of computer security for providing protec-
tion for information. 

Deterrence. The primary deterrence mechanism is. 
of course, making something illegal. Most people and 
organizations do not want to break the law or incur 
associated penalties. The prohibitions must not be 
perceived as unreasonable or unfair (e.g.. prohibition 
on using software on both desktop and laptop ma-
chines, or making a backup copy) and the penalties 
must not seem draconian. Corporate and government 
agencies have long had active programs to help en-
sure that only properly licensed software is used. 
Other deterrence methods include the use of serial 
numbers, required registration, and other installation 
processes. The detection mechanisms (described 
below), if they are obvious, are also deterrence 
mechanisms. since would-be pirates can see that they 
are 'leaving tracks.' 

Prevention. There are several methods of pre-
venting unauthorized copying, installing, or use of 
software. 

(1) Copy. prevention. To prevent making usable 
copies of the software. special coding. media, or 
even intentional errors can be incorporated. 

(2) Installation prevention. To limit software in-
stallation, the input of serial numbers, passwords, or 
the use of hardware devices (i.e.. "dongles- that 
plug into the serial/parallel port of the machine, 
smart cards or PCMCIA cards with authentication in-
formation/processes, or the use of a 'key diskette') 

can be required. All these can be used either to pre-
vent installation or to prevent use of software ex-
cept by authorized users. Perhaps the most fre-
quently used mechanism today is the use of a serial 
number or 'key." The key is typically printed on the 
outside of a diskette or CD-ROM, and must be pro-
vided by the user at installation time to decrypt the 
software on the media and to incorporate a unique 
code in the installed code. This code is then 
checked by the software itself when it is started. 
Some software (especially when provided on write-
able media) will write information back on the in-
stallation disk to prevent more than a designated 
number of installations. This, of course, is not possi-
ble with read-only media such as CD-ROMs. Serial-
ization, encryption, and the digital signing of source 
software can also be used to ensure that the user 
has a valid, accurate, and virus-free copy of the soft-
ware. Server-executable software with minimal 
client resident modules is another method that pre-
vents installation or use by unauthorized users. This 
enables the remote server to control the software as 
well as authorized access. 

(3) Usage prevention. Most of the methods men-
tioned above can also be used to prevent the use of 
installed software. For example, it may be required 
that a user-unique disk. CD. PCMCIA card, smart 
card, or dongle be on the machine whenever the 
software is run. However, except for very expensive. 
narrow-market software. this requirement is likely to 
annoy the user. Therefore, most popular systems 
focus on preventing unauthorized installation (and 
subsequent copying of the installed software) 
through unique serialization or another method, and 
leave it to the user to keep people off his/her system. 

Detection. As mentioned above, many software 
vendors focus on detecting (and proving) unautho-
rized copying or use rather than trying to prevent it 
outright. In a local network environment, this can 
prevent use. For pleat/vie, it is possible for software 
to check the network for duplicate serial numbers 
and prevent operation if duplicates are discovered. 
The use of serialized software also makes it possible 
to detect unauthorized distribution or mass-copying 
of software. In addition to enabling software to -self-
destruct." this also enpowers an auditor (or law en-
forcement official) to prove unauthorized copying. 

Recovery. The normal recovery mechanisms for 
software piracy are legal actions. It is also possible 
for a piece of software that detects that it Is being 
misused (i.e., used without authorization) to erase it-
self or even other files on the system on which it is 
running. (This is seldom done, because it is rife with 
liability and criminal potential). 

Other possibilities for recovery depend upon the 
network, web, and electronic mail capabilities on 
most of today's machines. It is possible for software. 
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during installation or use, to contact a remote site to 
check registration or other information, or even to 
send a message to a remote site in the event of de-
tected unauthorized use. 

Economics., Although there are many ways to 
deter, prevent. detect, and even recover from piracy. 
these methods should be incorporated only after a 
careful analysis of the costs and benefits. For rela-
tively small, special-purpose software. it may even 
be best to distribute it for 'free- and simply encour-
age 'ethical- users to pay a small fee. This is the 
basis for the wildly successful -shareware- market. 

For highly valuable, wide-distribution software 
(probably the most vulnerable to piracy), many of the 
techniques discussed above are used. In general. the 
less intrusive a method is to the user, the more likely 
it is to succeed, in terms of both increased sales and 
fewer attempts to 'break" the protection. Fortunately. 
today's software in this category is quite complex and 
is not installed by simply copying a few files, which 
makes the installation-point protection mechanisms 
the most effective for digital objects. All these protec-
tion mechanisms rely on the ability to trace the own-
ership of software. 

Transactions and transaction content. Not only 
must the software objects be protected. but the trans-
action details must be inviolable. In fact, perhaps the 
single most important aspect of traceability of elec-
tronic commerce activities will be the extensive and 
comprehensive use of digital integrity methods to en-
sure that transaction contents, dates of processing. 
and identities of trading parties are not changeable. 
This cannot be addressed simply by writing all such 
information to write-once media, as is sometimes 
suggested. Rather, there must be assurances that 
these items are properly bound to user identities and 
other events in a system. Secure messaging, digital 
timestarnping, and digital signatures are all important 
technologies for this purpose (see "Integrity- below). 

System components ("pedigree"). The degree of 
confidence in a product or system component de-
pends upon the user's belief that the items he/she 
has received are identical to those created or shipped 
by the system producer. Since software modules may 
be changed at several points between vendor and 
user and while on the user's system, there needs to 
be a way to confirm that they have not changed. Al-
though a simple comparison of a module with its ref-
erence version might be possible on a user's system. 
it is not feasible to do such code comparisons against 
the vendor's original. However, it is possible for a 
vendor to sign files digitally, and for the user to con-
firm the signatures at any time. As long as the user 
trusts the vendor, this can confirm the -pedigree- of 
the file, and thereby provide the user with confi-
dence in the product. 

Traceability and trust are two important compo-
nents of the electronic commerce infrastructure. In 

some cases, trust is accepted as traceability. as with 
-pedigree.- However, traceability is still necessary if 
the pedigree is questioned. 

Technical Needs 
While this discussion focuses on the technical under-
pinnings of trust enhancers and traceability. it is im-
portant to keep in mind that these needs must be 
combined with traditional procedural. organizational, 
and physical controls in order to be effective and 
credible. 

IDENTIFICATION AND AUTHENTICATION 
To achieve a level of trust, a system must be secure 
against unauthorized use—that is, unauthorized ac-
cess to or modification of system components or 
data. The most popular form of authentication, the 
reusable password, should no longer be considered 
acceptable, in general, for electronic commerce trans-
actions, and especially not for those conducted over 
open networks, such as the Internet. As the need has 
grown for more reliable, less vulnerable substitutes. 
some promising technologies have become cost-
effective and popular. 

Smart cards and tokens. Smart cards and tokens 
provide portable. -active,- and potentially secure de-
vices that can hold sensitive personal authentication 
data and can often perform sensitive operations that 
are independent of the computer into which they are 
inserted. These are increasingly being used to hold 
keys and certificates: however, they can be stolen. 
duplicated, or forgotten at home. 

Biometrics. Technology is now available that en-
ables the cheap. reliable measurement of a physio-
logical characteristic that can be used to verify the 
identity of a person claiming to be an authorized 
subject. The accuracy of biometric recognition is 
measured by determining the percentage of accept-
ed impostors and the percentage of rejected autho-
rized users. There are numerous, critical applica-
tions used in goVernment (e.g., entitlements, law 
enforcement, and immigration), as well as in indus-
try (e.g., access control. access to website servers, 
access through firewalls, and banking by Internet). 
An example of authentication technology is the use 
of fingerprints. Since a hundred years of history 
have demonstrated their uniqueness, fingerprint 
technology is cheap, fast, accurate, and easy to use. 
The binding of a fingerprint biometric to authentica-
tion servers via secure communication mechanisms 
is a key trust enabler. As a matter of fact, the dual 
use of smart cards with real-time secure fingerprint 
recognition is a promising technology for identifica-
tion and authentication. 

Access control. After users are identified and au-
thenticated. access control mechanisms are needed to 
enforce the -rules- in a given system regarding the 
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functions and information to which a user will be 
granted access. In electronic commerce systems. ac-
cess control mechanisms are being developed that 
will control access to a given system by develop-
ment, maintenance, and support personnel, as well 
as by regular users. 

One of the more promising developments is Role 
Based Access Control (RBAC) technology. Under 
this type of mechanism, access to functions or data 
is based on the role of an individual in a given con-
text, not simply by the user's identity. For example. 
an individual may be authorized at certain times to 
perform the role of purchaser, and at other times of 
an approving official, but not at the same time. 
Moreover, the actual capabilities of purchaser may 
change from time to time. Thus, access control deci-
sions are better handled through user roles than 
through strict user identities, although user identity 
should be maintained to enable traceability and per-
sonal accountability. 

Integrity. Most digital information is inherently 
'changeable since most storage and transmission 
media are reusable or rewriteable. Of critical impor-
tance in any electronic commerce system will be the 
ability to protect the integrity of information and 
digital objects as they are passed around in and 
among systems. Maintaining the integrity of audit 
trails and other transaction data is also a fundamen-
tal objective of traceability. In general. this is 
achieved not by preventing modification of informa-
tion, usually an impossibility, but by ensuring that 
any changes can be detected with a very high de-
gree of confidence. The mechanisms to accomplish 
this are secure message digest techniques and digi- . 
tal signatures. 

Confidentiality. Not all information in electronic 
commerce is private. Indeed, by law, many types of 
transactions must be made available to various par-
ties. ranging from the government to the public. As 
a practical matter, there will often be several parties 
to a transaction who must have access to the infor-
mation. However, there will often be a requirement 
for some level of confidentiality. Given the open 
and uncontrollable nature of virtually all types of 
networks. it is necessary to protect confidential data 
through encryption mechanisms. 

Government interest. The Federal government, a 
large user of information technology, has a number 
of possible interests in trust and traceability in elec-
tronic commerce. The Clinton administration has 
made a major commitment to the use of information 
technology to conduct "the nation's business- and to 
deliver government services. The following are pos-
sible areas of interest 

—conducting government business, among entities 
of the government, with commercial entities and 
with other governments (state and international): 

—providing government services and meeting gov-
ernment obligations (in social security, taxation, 
and other functions): 

—providing encouragement and incentives to pro-
mote the use of electronic commerce between 
the government and its trading partners; 

—promoting research, standards. interoperability. 
measurement methods, and forward-looking, 
prototypes: 

—providing consumer protection and privacy pro-
tection: 

—protecting citizens' interests and rights: 
—supporting law enforcement <collecting, main-

taining, and disseminating law enforcement 
information): 

—protecting critical national infrastructures; and 
—protecting national security. 

Conclusion 
Trust is essential for commerce. As the shift to elec-
tronic commerce is made, trust mechanisms must be 
developed that allow the buyers. sellers, and inter-
mediaries to have confidence in the system. Several 
trust-enhancing mechanisms have been discussed 
here, including traceability and technical mecha-
nisms such as identification and authentication, ac-
cess control, and protection of the integrity and con-
fidentiality of information. The success of the 
development of trust mechanisms will depend on 
an effective partnership between industry and gov-
ernment, with the private sector leading. By work-
ing together. government and industry can advance 
the development of electronic commerce systems 
that are secure. interoperable. and reliable. sv 

Acronyms 
CD 
CD ROM 
DES 
DVD 
EC 
EDI 
HF'S 

IETF 
IT 
NISI 

PCMCIA 

PKI 
SET 
UL 
USDA 

Compact Disk 
Compact Disk Read Only Memory 
Data Encryption Standard 
Digital Versatile Disk 
Electronic Commerce 
Electronic Data Interchange 
Federal Information Processing 
Standards 
Internet Engineering Task Force 
Information Technology 
National Institute of Standards and 
Technology 
Personal Computer Memory Card 
International Association 
Public Key Infrastructure 
Secure Electronic Transaction 
Underwriter Laboratories 
U.S. Department of Agriculture 
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USPAT 

OR ON 2006/10/03 09:35 
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US-PGPUB; 
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OR ON 2007/04/26 19:20 
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,DETAILED ACTION 

1 Claims 1-31 have been examined. 

2. Responses to Applicant's Remarks have been given. 

Information Disclosure Statement 

1. The following references were not considered because they were not provided: 

EPO Application No. 96919405.9 

Japanese Patent Application No. 2000-542907 

Claim Objections 

2. Claim 12 is objected to because of the following informalities: grammatical 

errors. In line 7, "means receive a copy...", the word "to" should be inserted between 

the words "means" and "receive". Appropriate correction is required. 

Claim Rejections - 35 USC § 102 

The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that 

form the basis for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless — 

(b) the invention was patented or described in a printed publication in this or a foreign country or in public 
use or on sale in this country, more than one year prior to the date of application for patent in the United 
States. 

Claims 1-31 are rejected under 35 U.S.C. 102(b) as being anticipated by United 

States Patent No. 5,341,429 to Stringer et al., hereinafter Stringer. 

3. Regarding claim 1, Stringer discloses a local content server (LCS) for creating a 

secure environment for digital content, comprising: 

a) a communications port in communication for connecting the system via a network to 

at least one Secure Electronic Content Distributor (SECD), said SECD capable of 
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storing a plurality of data sets, capable of receiving a request to transfer at least one 

content data set, and capable of transmitting the at least one content data set in a 

secured transmission (column 3, lines 25-30, "floppy diskette copy protection", column 

4, lines 49-57, column 5, lines 35-40 and 53-60, column 9, lines 53-63, "transaction 

code is given to a vendor sales representative at a remote location" and column 12, 

lines 13-59); 

b) a rewritable storage medium whereby content received from outside the LCS may be 

stored and retrieved (column 5, lines 35-40 and column 8, lines 39-44); 

c) a domain processor that imposes rules and procedures for content being transferred 

between the LCS and devices outside the LCS (column 3, lines 55-61, "time-limited 

and/or function limited use of the data", column 4, lines 6-22, column 5, lines 41-48, 

column 6, lines 4-11, column 8, lines 39-44 and 63-68, column 9, lines 1-13, column 10, 

lines 60-68", lets customers work with the software on a 'trial' basis (e.g. up to ten 

times)" and column 11, lines 1-9, "Upon credit approval, the sales representative gives 

the customer a special code number'(s) that 'unlocks' the software products(s) for 

unrestricted use"); 

d) a programmable address module which can be programmed with an identification 

code uniquely associated with the LCS (column 7, lines 43-57, "a watermark or 

copyright notice that is inserted into the original material" and column 9, lines 43-52); 

said domain processor permitting the LCS to receive digital content from outside the 

LCS provided the LCS first determines that the digital content being delivered to the 

LCS is authorized for use by the LCS and if the digital content is not authorized for use 
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by the LCS, accepting the digital content at a predetermined quality level, said 

predetermined quality level having been set for legacy content (column 5, lines 61-64, 

column 7, lines 22-57, "provides a secure system which limits unauthorized access to 

the materials" and column 13, lines 10-58, "denatured audio that is of adequate quality 

for evaluation purposes, but not for regular listening" and "VCA drops the amplitude of 

the source audio signal by 20 dB for a series of 20 millisecond intervals"). 

4. Regarding claim 2, Stringer discloses e) an interface to permit the LCS to 

communicate with one or more Satellite Units (SU) which may be connected to the 

system through the interface, said SUs capable of receiving and transmitting digital 

content (column 4, lines 33-57, column 5, lines 35-40 and 53-64, column 6, lines 1-3 

and 61-66, column 9, lines 43-63, "transaction code is given to a vendor sales 

representative at a remote location (61), e.g. over the telephone lines (65)", column 10, 

lines 53-68 and column 11, lines 1-9); 

wherein said domain processor permits the LCS to receive digital content from an 

SECD that is connected to the LCS's communication port, provided the LCS first 

determines that digital content being received is authorized for use by the LCS (column 

4, lines 33-57, column 7, lines 22-33, "provides a secure system which limits 

unauthorized access to the materials" and column 9, lines 43-67), 

wherein said domain processor permits the LCS to deliver digital content to an SU that 

may be connected to the LCS's interface, provided the LCS first determines that digital 

content being received is authorized for use by the SU (column 4, lines 33-57, column 
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7, lines 22-33, "provides a secure system which limits unauthorized access to the 

materials" and column 9, lines 43-67). 

5. Regarding claim 3, Stringer discloses a local content server system (LCS) for 

creating a secure environment for digital content, comprising: 

a) a communications port in communication for connecting the system via a network to 

at least one Secure Electronic Content Distributor (SECD), said SECD capable of 

storing a plurality of data sets, capable of receiving a request to transfer at least one 

content data set, and capable of transmitting the at least one content data set in a 

secured transmission (column 3, lines 25-30, "floppy diskette copy protection", column 

4, lines 49-57, column 5, lines 35-40 and 53-60, column 9, lines 53-63, "transaction 

code is given to a vendor sales representative at a remote location" and column 12, 

lines 3-59); 

b) an interface to permit the LCS to communicate with one or more Satellite Units (SU) 

which may be connected to the system through the interface, said SUs capable of 

receiving and transmitting digital content (column 4, lines 33-57, column 5, lines 35-40 

and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, "transaction code is 

given to a vendor sales representative at a remote location (61), e.g. over the telephone 

lines (65)", column 10, lines 53-68 and column 11, lines 1-9); 

c) a rewritable storage medium whereby content received from an SECD and from an 

SU may be stored and retrieved (column 5, lines 35-40 and column 8, lines 39-44); 

d) a domain processor that imposes rules and procedures for content being transferred 

between the LCS and the SECD and between the LCS and the SU (column 3, lines 55-
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61, "time-limited and/or function limited use of the data", column 4, lines 6-22, column 5, 

lines 41-48, column 6, lines 4-11, column 8, lines 39-44 and 63-68, column 9, lines 1-

13, column 10, lines 60-68", lets customers work with the software on a 'trial' basis (e.g. 

up to ten times)" and column 11, lines 1-9, "Upon credit approval, the sales 

representative gives the customer a special code number(s) that 'unlocks' the software 

products(s) for unrestricted use"); 

e) a programmable address module which can be programmed with an identification 

code uniquely associated with the LCS (column 7, lines 43-57, "a watermark or 

copyright notice that is inserted into the original material" and column 9, lines 43-52); 

said domain processor permitting the LCS to deliver digital content to and receive digital 

content from an SU that is connected to the LCS's interface, provided the LCS first 

determines that the digital content being delivered to the SU is authorized for use by the 

SU or that the digital content being received is authorized for use by the LCS, and if the 

digital content is not authorized for use, accepting the digital content at a predetermined 

quality level, said predetermined quality level having been set for legacy content 

(column 5, lines 61-64, column 7, lines 22-57, "provides a secure system which limits 

unauthorized access to the materials" and column 13, lines 10-58, "denatured audio that 

is of adequate quality for evaluation purposes, but not for regular listening" and "VCA 

drops the amplitude of the source audio signal by 20 dB for a series of 20 millisecond 

intervals"), 

said domain processor permitting the LCS to receive digital content from an SECD that 

is connected to the LCS's communication port, provided the LCS first determines that 
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digital content being received is authorized for use by the LCS and if the digital content 

is not authorized for use by the LCS, accepting the digital content at a predetermined 

quality level, said predetermined quality level having been set for legacy content 

(column 5, lines 61-64, column 7, lines 22-57, "provides a secure system which limits 

unauthorized access to the materials" and column 13, lines 10-58, "denatured audio that 

is of adequate quality for evaluation purposes, but not for regular listening" and "VCA 

drops the amplitude of the source audio signal by 20 dB for a series of 20 millisecond 

intervals"), 

6. Regarding claim 4, Stringer discloses wherein said domain processor determines 

whether digital content is authorized for use by extracting a watermark from the digital 

content being transferred (column 7, lines 43-57, "a watermark or copyright notice that 

is inserted into the original material" and column 9, lines 43-52). 

7. Regarding claim 5, Stringer discloses wherein said domain processor comprises: 

means for obtaining identification code from an SU connected to the LCS's interface 

(column 7, lines 43-57, "a watermark or copyright notice that is inserted into the original 

material" and column 9, lines 43-52); 

an analyzer to analyze the identification code from the SU to determine if the SU is an 

authorized device for communicating with the LCS (column 7, lines 22-57, "provides a 

secure system which limits unauthorized access to the materials", column 9, lines 43-68 

and column 10, lines 1-8); 
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means for analyzing digital content received from an SU (column 7, lines 22-57, 

"provides a secure system which limits unauthorized access to the materials", column 9, 

lines 43-68 and column 10, lines 1-8); 

said system permitting the digital content to be stored in the LCS if i) an analysis of the 

digital content received from the SU concludes that the content is authenticated, or ii) an 

analysis of the digital content received from the SU concludes that the content cannot 

be authenticated because no authentication data is embedded in the content (column 6, 

lines 61-66, "verifying an enable code", column 9, lines 53-68 and column 10, lines 1-

20), 

said system preventing the digital content from being stored on the LCS if i) an analysis 

of the digital content received from the SU concludes that the content is unauthenticated 

(column 6, lines 61-66, "verifying an enable code", column 9, lines 53-68, "If the code 

fails the verification step, the process is halted (21) and additional use of the product is 

disabled" and column 10, lines 1-20 and 43-52, "When the software application is run 

without using the present invention (in this case, process PO), the application gives an 

error message and terminates program operation"). 

8. Regarding claim 6, Stringer discloses wherein said analyzer of the domain 

processor comprises means for extracting digital watermarks from the digital content 

received from an SU, and means for analyzing the digital watermark to determine if the 

digital content has been previously marked with the unique identification code of the 

LCS (column 7, lines 43-57, "a watermark or copyright notice that is inserted into the 

original material"). 
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9. Regarding claim 7, Stringer discloses wherein said system permits the digital 

content to be stored in the LCS at a degraded quality level if an analysis of the digital 

content received from the SU concludes that the digital content received from the SU 

cannot be authenticated because there is no authentication data embedded in the 

content (column 3, lines 55-61, "time-limited and/or function limited use of the data", 

column 4, lines 6-22, column 5, lines 41-48 and 61-64, column 6, lines 4-11, column 7, 

lines 22-57, "provides a secure system which limits unauthorized access to the 

materials", column 8, lines 39-44, "placed on a temporary medium, such as a random 

access memory in a computer system" and lines 63-68, column 9, lines 1-13, column 

10, lines 43-52 and 60-68", lets customers work with the software on a 'trial' basis (e.g. 

up to ten times)", column 11, lines 1-9, "Upon credit approval, the sales representative 

gives the customer a special code number(s) that 'unlocks' the software products(s) for 

unrestricted use" and column 13, lines 10-58, "denatured audio that is of adequate 

quality for evaluation purposes, but not for regular listening" and "VCA drops the 

amplitude of the source audio signal by 20 dB for a series of 20 millisecond intervals"). 

10. Regarding claim 8, Stringer discloses at least one SU, each SU being capable of 

communicating with the LCS (column 4, lines 33-57, column 5, lines 35-40 and 53-64, 

column 6, lines 1-3 and 61-66, column 9, lines 43-63, "transaction code is given to a 

vendor sales representative at a remote location (61), e.g. over the telephone lines 

(65)", column 10, lines 53-68 and column 11, lines 1-9). 

11. Regarding claim 9, Stringer discloses wherein the SU has means to sending a 

message to the LCS indicating that the SU is requesting a copy of a content data set 
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that is stored on the LCS, said message including information about the identity of the 

SU, and wherein the LCS comprises: 

means to analyze the message from the SU to confirm that the SU is authorized 

to use the LCS (column 7, lines 22-57, "provides a secure system which limits 

unauthorized access to the materials", column 9, lines 43-68 and column 10, 

lines 1-8); 

means to retrieve a copy of the requested content data set (column 4, lines 33-

57, "remote transactions for delivery of the materials", column 7, lines 6-21, 

column 9, lies 43-68, column 10, lines 1-8 and 53-68, column 11, lines 1-32 and 

column 13, lines 10-35); 

means to embed at least one robust open watermark into the copy of the 

requested content data set, said watermark indicating that the copy is 

authenticated (column 7, lines 43-57, "a watermark or copyright notice that is 

inserted into the original material"); 

means to embed a second watermark into the copy of the requested content data 

set, said second watermark being created based upon information transmitted by 

the SU and information about the LCS (column 7, lines 43-57, "a watermark or 

copyright notice that is inserted into the original material"); 

means to deliver the watermarked content data set to the SU for its use (column 

7, lines 43-57, "a watermark or copyright notice that is inserted into the original 

material"). 
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12. Regarding claim 10, Stringer discloses a SECD, said SECD capable of receiving 

a request to transfer at least one data set and capable of transmitting the at least one 

data set in a secured transmission (column 4, lines 33-57, "remote transactions for 

delivery of the materials", column 7, lines 6-57, "provides a secure system which limits 

unauthorized access to the materials", column 9, lies 43-68, column 10, lines 1-8 and 

53-68, column 11, lines 1-32 and column 13, lines 10-35). 

13. Regarding claim 11, Stringer discloses wherein the SU includes means to send a 

message to the LCS indicating that the SU is requesting a copy of a content data set 

that is not stored on the LCS, but which the LCS can obtain from an SECD, said 

message including information about the identity of the SU (column 8, lines 39-44, 

"placed on a temporary medium, such as a random access memory in a computer 

system"); 

wherein the SECD comprises: 

means to retrieve a copy of the requested content data set (column 4, 

lines 33-57, "remote transactions for delivery of the materials", column 7, lines 6-

21, column 9, lies 43-68, column 10, lines 1-8 and 53-68, column 11, lines 1-32 

and column 13, lines 10-35); 

means to embed at least one robust open watermark into the copy of the 

requested content data set, said watermark indicating that the copy is 

authenticated (column 7, lines 43-57, "a watermark or copyright notice that is 

inserted into the original material"); 
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means to embed a second watermark into the copy of the requested 

content data set, said second watermark being created based upon information 

transmitted by the LCS (column 7, lines 43-57, "a watermark or copyright notice 

that is inserted into the original material"); 

means to deliver the watermarked content data set to the LCS for its use 

(column 7, lines 43-57, "a watermark or copyright notice that is inserted into the 

original material"); 

wherein the LCS comprises: 

means to analyze the message from the SU to confirm that the SU 

is authorized to use the LCS (column 7, lines 22-57, "provides a secure system 

which limits unauthorized access to the materials", column 9, lines 43-68 and 

column 10, lines 1-8); 

means to receive a copy of the requested content data set as 

transmitted by the SECD (column 4, lines 33-57, "remote transactions for delivery 

of the materials", column 7, lines 6-21, column 9, lies 43-68, column 10, lines 1-8 

and 53-68, column 11, lines 1-32 and column 13, lines 10-35); 

means to extract at least one robust open watermark to confirm that 

the content data is authorized for use by the LCS (column 7, lines 43-57, "a 

watermark or copyright notice that is inserted into the original material"); 

means to embed at least one robust open watermark into the copy 

of the requested content data set, said watermark indicating that the copy is 

authenticated (column 6, lines 61-66, "verifying an enable code", column 7, lines 
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43-57, "a watermark or copyright notice that is inserted into the original material", 

column 9, lines 53-68 and column 10, lines 1-20); 

means to embed a second watermark into the copy of the 

requested content data set, said second watermark being created based upon 

information transmitted by the SU and information about the LCS (column 7, lines 

43-57, "a watermark or copyright notice that is inserted into the original 

material"); 

means to deliver the watermarked content data set to the SU for its 

use (column 7, lines 43-57, "a watermark or copyright notice that is inserted into 

the original material"). 

14. Regarding claim 12, Stringer discloses wherein the SU has means to sending a 

message to the LCS indicating that the SU is requesting to store a copy of a content 

data set on a storage unit of the LCS, said message including information about the 

identity of the SU, and wherein the LCS comprises: 

means to analyze the message from the SU to confirm that the SU is authorized 

to use the LCS (column 4, lines 33-57, column 7, lines 22-33, "provides a secure 

system which limits unauthorized access to the materials" and column 9, lines 

43-67); 

means receive a copy of the content data set (column 4, lines 33-57, "remote 

transactions for delivery of the materials", column 7, lines 6-21, column 9, lies 43-

68, column 10, lines 1-8 and 53-68, column 11, lines 1-32 and column 13, lines 

10-35); 
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means to determine if a robust open watermark is embedded in the content data 

set, and to extract the robust open watermark if it is determined that one exists 

(column 7, lines 43-57, "a watermark or copyright notice that is inserted into the 

original material"); 

means to analyze any extracted robust open watermarks to determine if the 

content data set can be authenticated (column 7, lines 43-57, "a watermark or 

copyright notice that is inserted into the original material"); 

means to permit the storage of the content data set on a storage unit of the LCS 

if i) the LCS authenticates the content data set, or ii) the LCS determines that no 

robust open watermark is embedded in the content signal (column 3, lines 55-61, 

"time-limited and/or function limited use of the data", column 4, lines 6-22, 

column 5, lines 41-48 and 61-64, column 6, lines 4-11 and 61-66, "verifying an 

enable code", column 7, lines 22-57,  "provides a secure system which limits 

unauthorized access to the materials" and "a watermark or copyright notice that 

is inserted into the original material", column 8, lines 39-44, "placed on a 

temporary medium, such as a random access memory in a computer system" 

and lines 63-68, column 9, lines 1-13 and 53-68 and column 10, lines 1-20, 43-52 

and 60-68, "lets customers work with the software on a 'trial' basis (e.g. up to ten 

times)"). 

15. Regarding claim 13, Stringer discloses at least one SU, each such SU being 

capable of communicating with the LCS, and being capable of using only data which 

has been authorized for use by the SU or which has been determined to be legacy 
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content such th'at the data contains no additional information to permit authentication 

(column 3, lines 55-61, "time-limited and/or function limited use of the data", column 4, 

lines 6-22, column 5, lines 41-48 and 61-64, column 6, lines 4-11 and 61-66, "verifying 

an enable code", column 7, lines 22-57, "provides a secure system which limits 

unauthorized access to the materials" and "a watermark or copyright notice that is 

inserted into the original material", column 8, lines 39-44, "placed on a temporary 

medium, such as a random access memory in a computer system" and lines 63-68, 

column 9, lines 1-13 and 53-68 and column 10, lines 1-20, 43-52 and 60-68, "lets 

customers work with the software on a 'trial' basis (e.g. up to ten times)"). 

16. Regarding claim 14, Stringer discloses wherein the LCS further comprises: 

means to embed at least one robust open watermark into a copy of content data, said 

watermark indicating that the copy is authenticated (column 7, lines 43-57, "a watermark 

or copyright notice that is inserted into the original material"); 

means to embed a second watermark into the copy of content data, said second 

watermark being created based upon information comprising information uniquely 

associated with the LCS (column 7, lines 43-57, "a watermark or copyright notice that is 

inserted into the original material"); 

means to embed a third watermark into the copy of content data, said third watermark 

being a fragile watermark created based upon information which can enhance the use 

of the content data on one or more SUs (column 7, lines 43-57, "a watermark or 

copyright notice that is inserted into the original material"). 

17. Regarding claim 15, Stringer discloses wherein the LCS further comprises: 
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means for encrypting or scrambling content data, such that content data may be 

encrypted or scrambled before it is stored in the rewritable storage medium (column 2, 

lines 65-68, column 3, lines 1-5, column 5, lines 26-32, column 6, lines 4-11 and 17-33, 

column 9, lines 14-24 and 43-52 and column 11, lines 33-37). 

18. Regarding claim 16, Stringer discloses a system for creating a secure 

environment for digital content, comprising: 

a Secure Electronic Content Distributor (SECD) (column 3, lines 25-30, "floppy diskette 

copy protection", column 4, lines 49-57, column 5, lines 35-40 and 53-60, column 9, 

lines 53-63, "transaction code is given to a vendor sales representative at a remote 

location" and column 12, lines 13-59); 

a Local Content Server (LCS) (column 8, lines 39-44, "placed on a temporary medium, 

such as a random access memory in a computer system"); 

a communications network interconnecting the SECD to the LCS (column 4, lines 33-

57, column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-

63, "transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9); 

a Satellite Unit (SU) capable of interfacing with the LCS (column 4, lines 33-57, column 

5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9); 

said SECD comprising: 
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a storage device for storing a plurality of data sets (column 8, lines 39-44, 

"placed on a temporary medium, such as a random access memory in a computer 

system and column 10, lines 53-59); 

an input for receiving a request from the LCS to purchase a selection of at least 

one of said plurality of data sets (column 4, lines 33-57, column 7, lines 22-33, column 

10, lines 60-68, column 11, lines 1-25 and column 12, lines 4-12 and 40-59); 

a transaction processor for validating the request to purchase and for processing 

payment for the request (column 4, lines 33-57, column 7, lines 22-33, column 10, lines 

60-68, column 11, lines 1-25 and column 12, lines 4-12 and 40-59); 

a security module for encrypting or otherwise securing the selected at least one 

data set (column 2, lines 65-68, column 3, lines 1-5, column 5, lines 26-32, column 6, 

lines 4-11 and 17-33, column 9, lines 14-24 and 43-52 and column 11, lines 33-37); 

an output for transmitting the selected at least one data set that has been 

encrypted or otherwise secured for transmission over the communications network to 

the LCS (column 5, lines 26-32, column 6, lines 4-11 and 17-33, column 9, lines 14-24 

and 43-52 and column 11, lines 33-37); 

said LCS comprising: 

a domain processor (column 10, lines 60-68", lets customers work with the 

software on a 'trial' basis (c.g. up to ten times)"); 

a first interface for connecting to a communications network (column 4, lines 33-

57, column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-

DISH-Blue Spike-246
Exhibit 1010, Page 1042



• Application/Control Number: 10/049,101 Page 18 

Art Unit: 2131 

63, "transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9); 

a second interface for communicating with the SU (column 4, lines 33-57, column 

5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9); 

a memory device for storing a plurality of data sets (column 8, lines 39-44, 

"placed on a temporary medium, such as a random access memory in a computer 

system"); 

a programmable address module which can be programmed with an 

identification code uniquely associated with the LCS (column 7, lines 43-57, "a 

watermark or copyright notice that is inserted into the original material" and column 9, 

lines 43-52); 

said SU being a portable medium comprising: 

a memory for accepting secure digital content from a LCS, said digital 

content comprising data which can be authorized for use or which has been determined 

to be legacy content such that the data contains no additional information to permit 

authentication (column 6, lines 61-66, "verifying an enable code", column 7, lines 22-57, 

"provides a secure system which limits unauthorized access to the materials", column 9, 

lines 53-68, "If the code fails the verification step, the process is halted (21) and 

additional use of the product is disabled" and column 10, lines 1-20 and 43-52, "When 
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the software application is run without using the present invention (in this case, process 

P0), the application gives an error message and terminates program operationl 

an interface for communicating with the LCS (column 4, lines 33-57, column 5, lines 35-

40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, "transaction code is 

given to a vendor sales representative at a remote location (61), e.g. over the telephone 

lines (65)", column 10, lines 53-68, column 11, lines 1-9, column 12, lines 4-63); 

a programmable address module which can be programmed with an identification code 

uniquely associated with the SU (column 7, lines 43-57, "a watermark or copyright 

notice that is inserted into the original material" and column 9, lines 43-52). 

19. Regarding claim 17, Stringer teaches a method for creating a secure 

environment for digital content for a consumer, comprising the following steps: 

sending a message indicating that a user is requesting a copy of a content data set 

(column 9, lines 53-63, "transaction code is given to a vendor sales representative at a 

remote location" and column 12, lines 3-59); 

retrieving a copy of the requested content data set (column 9, lines 53-63, "transaction 

code is given to a vendor sales representative at a remote location" and column 12, 

lines 3-59); 

embedding at least one robust open watermark into the copy of the requested content 

data set, said watermark indicating that the copy is authenticated (column 6, lines 61-

66, "verifying an enable code", column 7, lines 43-57, "a watermark or copyright notice 

that is inserted into the original material", column 9, lines 43-68 and column 10, lines 1-

20); 
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embedding a second watermark into the copy of the requested content data set, said 

second watermark being created based upon information transmitted by the requesting 

user (column 6, lines 61-66, "verifying an enable code", column 7, lines 43-57, "a 

watermark or copyright notice that is inserted into the original material", column 9, lines 

43-68 and column 10, lines 1-20); 

transmitting the watermarked content data set into a Local Content Server (LCS) of the 

user (column 6, lines 61-66, "verifying an enable code", column 7, lines 43-57, "a 

watermark or copyright notice that is inserted into the original material", column 9, lines 

43-68 and column 10, lines 1-20); 

receiving the transmitted watermarked content data set into a Local Content Server 

(LCS) of the user (column 6, lines 61-66, "verifying an enable code", column 7, lines 43-

57, "a watermark or copyright notice that is inserted into the original material", column 9, 

lines 43-68 and column 10, lines 1-20); 

extracting at least one watermark from the transmitted watermarked content data set 

(column 6, lines 61-66, "verifying an enable code", column 7, lines 43-57, "a watermark 

or copyright notice that is inserted into the original material", column 9, lines 43-68 and 

column 10, lines 1-20); 

permitting use of the content data set if the LCS determines that use is authorized

(column 7, lines 22-57, "provides a secure system which limits unauthorized access to 

the materials" and column 11, lines 1-9, "Upon credit approval, the sales representative 

gives the customer a special code number(s) that 'unlocks' the software products(s) for 

unrestricted use")i 
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permitting use of the content data set at a predetermined quality level, said 

predetermined quality level has been set for legacy content if the LCS determines that 

use is not authorized (column 5, lines 61-64, column 7, lines 22-57, "provides a secure 

system which limits unauthorized access to the materials" and column 13, lines 10-58, 

"denatured audio that is of adequate quality for evaluation purposes, but not for regular 

listening" and "VCA drops the amplitude of the source audio signal by 20 dB for a series 

of 20 millisecond intervals"), 

20. Regarding claim 18, Stringer teaches wherein the step of permitting use of the 

content data set if the LCS determines that use is authorized comprises: 

checking to see if a watermark extracted from the content data set includes information 

which matches unique information which is associated with the user (column 6, lines 61-

66, "verifying an enable code", column 7, lines 43-57, "a watermark or copyright notice 

that is inserted into the original material", column 9, lines 43-68 and column 10, lines 1-

20); 

permitting the storage of the content data set in a storage unit for the LCS (column 8, 

lines 39-44, "placed on a temporary medium, such as a random access memory in a 

computer system"). 

21. Regarding claim 19, Stringer teaches connecting a Satellite Unit (SU) to an LCS, 

wherein the step of permitting use of the content data set if the LCS determines that use 

is authorized comprises: 

checking to see if a watermark extracted from the content data set includes 

information which matches unique information which is associated with the user 
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(column 6, lines 61-66, "verifying an enable code", column 7, lines 43-57, "a watermark 

or copyright notice that is inserted into the original material", column 9, lines 43-68 and 

column 10, lines 1-20); 

embedding a watermark into the content data set using information that is 

associated with the user and information that is associated with an SU (column 6, lines 

61-66, "verifying an enable code", column 7, lines 43-57, "a watermark or copyright 

notice that is inserted into the original material", column 9, lines 43-68 and column 10, 

lines 1-20); 

delivering the content data set to the SU for its use (column 4, lines 33-57, 

column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9). 

22. Regarding claim 20, Stringer teaches a method for creating a secure 

environment for digital content for a consumer, comprising the following steps: 

connecting a Satellite Unit to a local content server (LCS) (column 4, lines 33-57, 

column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, coluMn 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9), 

sending a message indicating that the SU is requesting a copy of a content data set that 

is stored on the LCS, said message including information about the identity of the SU 

(column 9, lines 53-63, "transaction code is given to a vendor sales representative at a 

remote location" and column 12, lines 3-59); 
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analyzing the message to confirm that the SU is authorized to use the LCS (column 7, 

lines 22-57, "provides a secure system which limits unauthorized access to the 

materials", column 9, lines 43-68 and column 10, lines 1-8); 

retrieving a copy of the requested content data set (column 3, lines 55-61, "time-limited 

and/or function limited use of the data", column 4, lines 6-22, column 5, lines 41-48, 

column 6, lines 4-11, column 8, lines 39-44 and 63-68, column 9, lines 1-13, column 10, 

lines 60-68", lets customers work with the software on a 'trial' basis (e.g. up to ten 

times)" and column 11, lines 1-9, "Upon credit approval, the sales representative gives 

the customer a special code number(s) that 'unlocks' the software products(s) for 

unrestricted use"); 

assessing whether a secured connection exists between the LCS and the SU (column 

6, lines 61-66, "verifying an enable code", column 7, lines 22-57, "provides a secure 

system which limits unauthorized access to the materials", column 9, lines 53-68, "If the 

code fails the verification step, the process is halted (21) and additional use of the 

product is disabled" and column 10, lines 1-20 and 43-52, "When the software 

application is run without using the present invention (in this case, process P0), the 

application gives an error message and terminates program operation"); 

if a secured connection exists, embedding a watermark into the copy of the requested 

content data set, said watermark being created based upon information transmitted by 

the SU and information about the LCS (column 6, lines 61-66, "verifying an enable 

code", column 7, lines 22-57, "a watermark or copyright notice that is inserted into the 

original material", column 9, lines 43-68 and column 10, lines 1-20); 
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delivering the content data set to the SU for its use, said content data set delivered at a 

predetermined quality level, said predetermined quality level having been set for legacy 

content if the LCS determines that use is not authorized (column 5, lines 61-64, column 

7, lines 22-57, "provides a secure system which limits unauthorized access to the 

materials" and column 13, lines 10-58, "denatured audio that is of adequate quality for 

evaluation purposes, but not for regular listening" and "VCA drops the amplitude of the 

source audio signal by 20 dB for a series of 20 millisecond intervals"), 

23. Regarding claim 21, Stringer teaches embedding an open watermark into the 

content data to permit enhanced usage of the content data by the user (column 7, lines 

22-57, "a watermark or copyright notice that is inserted into the original material", 

column 11, lines 1-9, "Upon credit approval, the sales representative gives the customer 

a special code number(s) that 'unlocks' the software products(s) for unrestricted use"). 

24. Regarding claim 22, Stringer teaches embedding at least one additional 

watermark into the content data (column 7, lines 43-57, "a watermark or copyright notice 

that is inserted into the original material" and column 9, lines 43-52); 

said at least one additional watermark being based on information about the user, the 

LCS and an origin of the content data, said watermark serving as a forensic watermark 

to permit forensic analysis to provide information on the history of the content data's use 

(column 7, lines 43-57, "a watermark or copyright notice that is inserted into the original 

material" and column 9, lines 43-52);. 

25. Regarding claim 23, Stringer teaches wherein the content data can be stored at a 

level of quality which is selected by a user (column 11, lines 2-15, "Upon credit 

DISH-Blue Spike-246
Exhibit 1010, Page 1049



Application/Control Number: 10/049,101 Page 25 

Art Unit: 2131 

approval, the sales representative gives the customer a special code number(s) that 

'unlocks' the software products(s) for unrestricted use"). 

26. Regarding claim 24, Stringer teaches a method for creating a secure 

environment for digital content for a consumer, comprising the following steps: 

connecting a Satellite Unit (SU) to a local content server (LCS) (column 4, lines 33-57, 

column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9), 

sending a message indicating that the SU is requesting a copy of a content data set that 

is stored on the LCS, said message including information about the identity of the SU 

(column 9, lines 53-63, "transaction code is given to a vendor sales representative at a 

remote location" and column 12, lines 3-59); 

analyzing the message to confirm that the SU is authorized to use the LCS (column 7, 

lines 22-57, "provides a secure system which limits unauthorized access to the 

materials", column 9, lines 43-68 and column 10, lines 1-8); 

retrieving a copy of the requested content data set (column 3, lines 55-61, "time-limited 

and/or function limited use of the data", column 4, lines 6-22, column 5, lines 41-48, 

column 6, lines 4-11, column 8, lines 39-44 and 63-68, column 9, lines 1-13, column 10, 

lines 60-68", lets customers work with the software on a 'trial' basis (e.g. up to ten 

times)" and column 11, lines 1-9, "Upon credit approval, the sales representative gives 

the customer a special code number(s) that 'unlocks' the software products(s) for 

unrestricted use"); 
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assessing whether a secured connection exists between the LCS and the SU (column 

6, lines 61-66, "verifying an enable code", column 7, lines 22-57, "provides a secure 

system which limits unauthorized access to the materials", column 9, lines 53-68, "If the 

code fails the verification step, the process is halted (21) and additional use of the 

product is disabled" and column 10, lines 1-20 and 43-52, "When the software 

application is run without using the present invention (in this case, process P0), the 

application gives an error message and terminates program operation"); 

if a secured connection exists, embedding a watermark into the copy of the requested 

content data set, said watermark being created based upon information transmitted by 

the SU and information about the LCS (column 6, lines 61-66, "verifying an enable 

code", column 7, lines 22-57, "a watermark or copyright notice that is inserted into the 

original material", column 9, lines 43-68 and column 10, lines 1-20); 

delivering the watermarked content data set to the SU for its use, said watermarked 

content data set delivered at a predetermined quality level, said predetermined quality 

having been set for legacy content if the LCS determines that use is not authorized 

(column 5, lines 61-64, column 7, lines 22-57, "provides a secure system which limits 

unauthorized access to the materials" and column 13, lines 10-58, "denatured audio that 

is of adequate quality for evaluation purposes, but not for regular listening" and "VCA 

drops the amplitude of the source audio signal by 20 dB for a series of 20 millisecond 

intervals"), 

27. Regarding claim 25, Stringer teaches embedding at least one robust open 

watermark into the copy of the requested content data set before the requested content 
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data is delivered to the SU, said watermark indicating that the copy is authenticated 

(column 7, lines 22-57, "a watermark or copyright notice that is inserted into the original 

material"). 

28. Regarding claim 26, Stringer teaches wherein the robust watermark is embedded 

using any one of a plurality of embedding algorithms (column 7, lines 43-57, "a 

watermark or copyright notice that is inserted into the original material" and column 9, 

lines 43-52). 

29. Regarding claim 27, Stringer teaches embedding a watermark which includes a 

hash value from a one-way hash function using the content data ((column 7, lines 43-

57, "a watermark or copyright notice that is inserted into the original material" and 

column 9, lines 14-24, "denaturing process is a unique, check-summed operation using 

any of the many known encryption algorithms, such as the data encryption standard 

published by the U.S. government ("DES")" and lines 43-52). 

30. Regarding claim 28, Stringer teaches wherein the robust watermark can be 

periodically replaced with a new robust watermark generated using a new algorithm with 

payload that is no greater than that utilized by the old robust watermark (column 6, lines 

52-66, "hidden portion Al", column 7, lines 43-57, "a watermark or copyright notice that 

is inserted into the original material" and column 9, lines 43-52). 

31. Regarding claim 29, Stringer teaches embedding additional robust open 

watermarks into the copy of the requested content data set before the requested 

content data is delivered to the SU, using a new algorithm (column 6, lines 52-66, 
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"hidden portion Al", column 7, lines 43-57, "a watermark or copyright notice that is 

inserted into the original material" and column 9, lines 43-52); 

re-saving the newly watermarked copy to the LCS (column 6, lines 52-66, "hidden 

portion Al", column 7, lines 43-57, "a watermark or copyright notice that is inserted into 

the original material" and column 9, lines 43-52). 

32. Regarding claim 30, Stringer teaches saving a copy of the requested content 

data with the robust watermark to the rewritable media of the LCS (column 6, lines 52-

66, "hidden portion Al", column 7, lines 43-57, "a watermark or copyright notice that is 

inserted into the original material", column 8, lines 39-44, "placed on a temporary 

medium, such as a random access memory in a computer system" and column 9, lines 

43-52). 

33. Regarding claim 31, Stringer teaches a method of creating a secure environment 

for digital content for a consumer, comprising the following steps: 

connecting a Satellite Unit (SU) to a local content server (LCS) (column 4, lines 33-57, 

column 5, lines 35-40 and 53-64, column 6, lines 1-3 and 61-66, column 9, lines 43-63, 

"transaction code is given to a vendor sales representative at a remote location (61), 

e.g. over the telephone lines (65)", column 10, lines 53-68 and column 11, lines 1-9), 

sending a message indicating that the SU is requesting a copy of a content data set that 

is stored on the LCS, said message including information about the identity of the SU 

(column 9, lines 53-63, "transaction code is given to a vendor sales representative at a 

remote location" and column 12, lines 3-59), 
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sending a message indicating that the SU is requesting to store a copy of a content data 

on the LCS, said message including information about the identity of the SU (column 8, 

lines 39-44, "placed on a temporary medium, such as a random access memory in a 

computer system", column 9, lines 53-63, "transaction code is given to a vendor sales 

representative at a remote location" and column 12, lines 3-59); 

analyzing the message to confirm that the SU is authorized to use the LCS (column 7, 

lines 22-57, "provides a secure system which limits unauthorized access to the 

materials", column 9, lines 43-68 and column 10, lines 1-8); 

receiving a copy of the content data set (column 3, lines 55-61, "time-limited and/or 

function limited use of the data", column 4, lines 6-22, column 5, lines 41-48, column 6, 

lines 4-11, column 8, lines 39-44 and 63-68, column 9, lines 1-13, column 10, lines 60-

68", lets customers work with the software on a 'trial' basis (e.g. up to ten times)" and 

column 11, lines 1-9, "Upon credit approval, the sales representative gives the customer 

a special code number(s) that 'unlocks' the software products(s) for unrestricted use"); 

assessing whether the content data is authenticated (column 6, lines 61-66, "verifying 

an enable code", column 9, lines 53-68, "If the code fails the verification step, the 

process is halted (21) and additional use of the product is disabled" and column 10, 

lines 1-20 and 43-52, "When the software application is run without using the present 

invention (in this case, process P0), the application gives an error message and 

terminates program operation"); 

if the content data is unauthenticated, denying access to the LCS storage unit (column 

6, lines 61-66, "verifying an enable code", column 9, lines 53-68, "If the code fails the 
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verification step, the process is halted (21) and additional use of the product is disabled" 

and column 10, lines 1-20 and 43-52, "When the software application is run without 

using the present invention (in this case, process P0), the application gives an error 

message and terminates program operation"); 

if the content data is not capable of authentication, accepting the data at a 

predetermined quality level, said predetermined quality level having been set for legacy 

content (column 5, lines 61-64, column 7, lines 22-57, "provides a secure system which 

limits unauthorized access to the materials" and column 13, lines 10-58, "denatured 

audio that is of adequate quality for evaluation purposes, but not for regular listening" 

and "VCA drops the amplitude of the source audio signal by 20 dB for a series of 20 

millisecond intervals"). 

Response to Arguments 

34. Applicant's arguments, see pages 15-19, filed 7/3/06, with respect to the 

rejection(s) of claim(s) 1-13 and 15-31 under 35 U.S.C. 102(e) have been fully 

considered and are persuasive. Therefore, the rejection has been withdrawn. 

However, upon further consideration, a new ground(s) of rejection is made in view of 

newly found prior art. 

35. Applicant's arguments, see pages 19 and 20, filed 7/3/06, with respect to the 

rejection(s) of claim(s) 14 under 35 U.S.C. 103(a) have been fully considered and are 

persuasive. Therefore, the rejection has been withdrawn. However, upon further 

consideration, a new ground(s) of rejection is made in view of newly found prior art. 

Conclusion 
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36. The prior art made of record and not relied upon is considered pertinent to 

applicant's disclosure. 

37. The following United States Patents are cited to further show the state of the art 

with respect to secure delivery of content, such as: 

United States Patent No. 6,966,002 to Torrubia-Saez which is cited to show 

methods and apparatus for secure distribution of software. 

United States Patent No. 6,263,313 to Milsted et al., which is cited to show a 

method and apparatus to create encoded digital content. 

United States Patent No. 7,093,295 to Saito which is cited to show a method and 

device for protecting digital data by double re-encryption. 

United States Patent No. 6,587,837 to Spagna et al., which is cited to show a 

method for delivering content from an online store. 

United States Patent No. 6,931,534 to Jandel et al., which is cited to show a 

method and a device for encryption of images. 

38. Applicant's amendment necessitated the new ground(s) of rejection presented in 

this Office action. Accordingly, THIS ACTION IS MADE FINAL. See MPEP 

§ 706.07(a). Applicant is reminded of the extension of time policy as set forth in 37 

CFR 1.136(a). 

39. A shortened statutory period for reply to this final action is set to expire THREE 

MONTHS from the mailing date of this action. In the event a first reply is filed within 

TWO MONTHS of the mailing date of this final action and the advisory action is not 

mailed until after the end of the THREE-MONTH shortened statutory period, then the 
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shortened statutory period will expire on the date the advisory action is mailed, and any 

extension fee pursuant to 37 CFR 1.136(a) will be calculated from the mailing date of 

the advisory action. In no event, however, will the statutory period for reply expire later 

than SIX MONTHS from the date of this final action. 

40. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Jeremiah Avery whose telephone number is (571) 272-

8627. The examiner can normally be reached on Monday thru Friday 8:30am-5pm. 

41. If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Ayaz Sheikh can be reached on (571) 272-3795. The fax phone number for 

the organization where this application or proceeding is assigned is 571-273-8300. 

42. Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a 

USPTO Customer Service Representative or access to the automated information 

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000. 

JLA 
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N THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Appl. No. 10/049,101 
Applicant Scott A. MOSKOWITZ 
Filed July 22, 2002 
TC/A.U. 2131 
Examiner AVERY, Jeremiah L. 

Docket No. 80408.0011 

MAIL STOP AMENDMENT 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Confirmation No. 8028 

INFORMATION DISCLOSURE STATEMENT 

Dear Sir: 

Applicants submit copies of the references listed on the attached SB08 Form for 

consideration and request that the U.S. Patent and Trademark Office make them of 

record in this application. 

Applicants state the following: 

❑ Each item of information contained in this Information Disclosure 

Statement was cited in a communication from a foreign patent office in a counterpart 

foreign application not more than three months prior to the filing of the Information 

Disclosure Statement; or 

❑ No item of information contained in this Information Disclosure Statement 

was cited in a communication from a foreign patent office in a counterpart foreign 

application, and to the knowledge of Applicant(s) no item of information contained in this 

Information Disclosure Statement was known to any individual designated in § 1.56(c) 

more than three months prior to the filing of this Information Disclosure Statement. 

07/07/2006 HDESTA1 00000040 10049101 

01 FC:1606 180.00 OP Page 1 of 5 
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E] In accordance with 37 C.F.R. § 1.97(b), this Information Disclosure 

Statement is believed to be submitted prior to issuance of a first Office Action and/or 

within three months of the filing date of the application. It is respectfully submitted that 

no fee is required for consideration of this information. 

IZ This Information Disclosure Statement is being submitted after the mailing 

of a non-final Office Action, but is believed to be prior to a final Office Action or a Notice 

of Allowance. Pursuant to 37 C.F.R. § 1.97(c), payment in the amount of $180.00 as 

set forth in 37 C.F.R. § 1.17(p) is enclosed. 

While the information and references disclosed in this Information Disclosure 

Statement are submitted pursuant to 37 C.F.R. § 1.56, this submission is not intended 

to constitute an admission that any patent, publication or other information referred to is 

"prior art" to this invention. Applicants reserve the right to contest the "prior art" status 

of any information submitted or asserted against the application. 

Additionally, Applicant wishes to inform the Examiner of the existence of the 

following co-pending U.S. patents and patent applications that share a common inventor 

with the present application: 

EXAMINER'S INITIALS: 

/JAb.S. Patent Application No. 08/999,766, filed July 23, 1997, entitled 
"Steganographic Method and Device"; 

 Ea0 Appiiootion No. g6Q19405 g ontitleri "Steganographic Method 

'JAI U.S. Patent Application No. 08/674,726, filed July 2, 1996, entitled 
"Exchange Mechanisms for Digital Information Packages with 
Bandwidth Securitization, Multichannel Digital Watermarks, and 
Key Management"; 

LW U.S. Patent Application No. 09/545,589, filed April 7, 2000, entitled 
"Method and System for Digital Watermarking"; 

2 of 5 
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'JAI U.S. Patent Application No. 09/046,627, filed March 24, 1998, 
entitled "Method for Combining Transfer Function with 
Predetermined Key Creation" now U.S. Patent No. 6,598,162, July, 
22, 2003; 

IJN  U.S. Patent Application No. 09/053,628, filed April 2, 1998, entitled 
"Multiple Transform Utilization and Application for Secure Digital 
Watermarking"; 

/JA/  U.S. Patent Application No. 09/644,098, filed August 23, 2000, 
entitled "Multiple Transform Utilization and Application for Secure 
Digital Watermarking"; 

App. No.2000 5,122Q7, entitled "Multiple Transform I itiii7atinni 
Rd >s4p},IrGotior, fur ~aGLrb ©igitat Watar marKii

IJN U.S. Patent Application No. 09/767,733, filed January 24, 2001, 
entitled "Multiple Transform Utilization and Application for Secure 
Digital Watermarking"; 

/JA/ U.S. Patent Application No. 10/417,231, filed April 17, 2003, entitled 
"Methods, Systems And Devices For Packet Watermarking And 
Efficient Provisioning Of Bandwidth"; 

/JA/ U.S. Patent Application 10/602,777, filed June 25, 2003, entitled 
"Method for Combining Transfer Function with Predetermined Key 
Creation"; 

'JAI U.S. Patent Application No. 10/369,344, filed February 18, 2003, 
entitled "Optimization Methods for the Insertion, Protection, and 
Detection of Digital Watermarks in Digital Data"; 

LW U.S. Patent Application No. 09r789,711, filed Feb. 22, 2001, entitled 
"Optimization Methods for the Insertion, Protection, and Detection 
of Digital Watermarks in Digital Data"; 

/JA/ U.S. Patent Application No.09/594,719, filed June 16, 2000, entitled 
"Utilizing Data Reduction in Steganographic and Cryptographic 
Systems"; 

kW U.S. Application No 09/731,040, filed December 7, 2000, entitled 
"Systems, Methods And Devices For Trusted Transactions"; 

/JA/ U.S. Patent Application No. 10/049,101, filed Feb. 8, 2002, entitled 
"A Secure Personal Content Server" (which claims priority to 
International Application No. PCT/US00/21189, filed August 4, 
2000, which claims priority to U.S. Patent Application No. 
60/147,134, filed August 4, 1999, and to U.S. Patent Application 
No. 60/213,489, filed June 23, 2000); 

IJA1 PCT Application No. PCT/US00/21189, filed August 4, 2000, 
entitled, "A Secure Personal Content Server"; 

/JA/ U.S. Patent Application No. 09/657,181, filed 09/07/00, entitled 
"Method And Device For Monitoring And Analyzing Signals" 
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IJAI U.S. Patent Application No. 10/805,484, filed 03/22/04, entitled 
"Method And Device For Monitoring And Analyzing Signals"(which 
claims priority to U.S. Patent Application No. 09/671,739, filed 
09/29/00, which is a CIP of U.S. Patent Application No. 
09/657,181); 

LW U.S. Patent Application No. 09/956,262, filed 09/20/01, entitled 
"Improved Security Based on Subliminal and Supraliminal 
Channels For Data Objects" 

IJAI U.S. Patent Application No. 11/026,234, filed December 30, 2004, 
entitled "Z-Transform Implementation of Digital Watermarks"; 

iJA/ U.S. Patent No. 5,822,432, issued October 13, 1998, entitled "Method for 
Human Assisted Random Key Generation ..."; 

IJAI U.S. Patent No. 5,905,800, issued May 18, 1999, entitled "Method & 
System for Digital Watermarking"; 

UV U.S. Patent No. 5,613,004, issued March 18, 1997, entitled 
"Steganographic Method and Device"; 

/JA/ U.S. Patent No. 5,687,236, issued November 11, 1997, entitled 
"Steganographic Method and Device"; 

IJAI 
U.S. Patent No. 5,745,569, issued April 28, 1998, entitled "Method for 
Stega-Protection of Computer Code"; 

IJAI U.S. Patent No. 6,078,664, issued June 20, 2000, entitled "Z-Transform 
Implementation of Digital Watermarks"; 

IJAI U.S. Patent No. 6,853,726, issued February 8, 2005, entitled "Z-Transform 
Implementation of Digital Watermarks"; 

/JA/   U.S. Patent No. 5,428,606, issued June 27, 1995, entitled "Digital 
Commodities Exchange"; 

/JAI  U.S. Patent No. 5,539,735, issued July 23, 1996, entitled "Digital 
Information Commodities Exchange"; 

IJAI U.S. Patent No. 5,889,868, issued July 2, 1996, entitled "Optimization 
Methods for the Insertion, Protection and Detection..."; 

/JAI U.S. Patent No. 6,522,767, issued February 18, 2003, entitled 
"Optimization Methods for the Insertion, Protection and Detection..."; 

/.IA/   U.S. Patent No. 6,205,249, issued March 20, 2001, entitled "Multiple 
Transform Utilization and Application for Secure Digital Watermarking"; 

IJAI  U.S. Patent No. 6,598,162, issued July 22, 2003, entitled "Method for 
Combining Transfer Function with Predetermined Key Creation"; 
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/JA/ U.S. Patent No. 7,007,166, issued February 28, 2006, entitled "Method & 
System for Digital Watermarking"; 

kW  U.S. Patent No. 7,035,049, issued April 25, 2006, entitled 'Multiple 
Transform Utilization and Application for Secure Digital Watermarking". 

In accordance with 37 C.F.R. § 1.97(g), the filing of this Information 

Disclosure Statement shall not be construed to mean that a search has been made or 

that no other material information as defined in 37 C.F.R. § 1.56(a) exists. This 

Information Disclosure Statement is in compliance with 37 C.F.R. § 1.98 and the 

Examiner is respectfully requested to consider the listed documents and information. 

Respectfully submitted, 

Date: July 3, 2006 By: 

Sc• A. Moskowitz 
# (305) 956-90 

Fax# (305) 956-9042 

For Blue Spike, Inc. 

Sco A. Moskowitz 
P sident 
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Amendments to the Claims: 

Please amend the following: Claim 12. The amendment to claim 12 is 
being made to correct grammatical errors and is not being made for reasons of 
patentability. Applicants reserve the right to pursue the subject matter of the 
original claims in this application and in other applications. This listing of claims 
will replace all prior versions, and listings, of claims in the application: 

Listing of Claims: 

1. (previously presented) A local content server system (LCS) for creating a 

secure environment for digital content, comprising: 

a) a communications port in communication for connecting the 

system via a network to at least one Secure Electronic Content Distributor 

(SECD), said SECD capable of storing a plurality of data sets, capable of 

receiving a request to transfer at least one content data set, and capable 

of transmitting the at least one content data set in a secured transmission; 

b) a rewritable storage medium whereby content received from 

outside the LCS may be stored and retrieved; 

c) a domain processor that imposes rules and procedures for 

content being transferred between the LCS and devices outside the LCS; 

and 

d) a programmable address module which can be programmed with 

an identification code uniquely associated with the LCS; and 

said domain processor permitting the LCS to receive digital content 

from outside the LCS provided the LCS first determines that the digital 

content being delivered to the LCS is authorized for use by the LCS and if 

the digital content is not authorized for use by the LCS, accepting the 

digital content at a predetermined quality level, said predetermined quality 

level having been set for legacy content. 
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2. (original) The LCS of claim 1 further comprising 

e) an interface to permit the LCS to communicate with one or more 

Satellite Units (SU) which may be connected to the system through the 

interface, said SUs capable of receiving and transmitting digital content; 

and wherein said domain processor permits the LCS to receive 

digital content from an SECD that is connected to the LCS's 

communication port, provided the LCS first determines that digital content 

being received is authorized for use by the LCS, 

and wherein said domain processor permits the LCS to deliver 

digital content to an SU that may be connected to the LCS's interface, 

provided the LCS first determines that digital content being received is 

authorized for use by the SU. 

3. (previously presented) A local content server system (LCS) for creating a 

secure environment for digital content, comprising: 

a) a communications port in communication for connecting the 

system via a network to at least one Secure Electronic Content Distributor 

(SECD), said SECD capable of storing a plurality of data sets, capable of 

receiving a request to transfer at least one content data set, and capable 

of transmitting the at least one content data set in a secured transmission; 

b) an interface to permit the LCS to communicate with one or more 

Satellite Units (SU) which may be connected to the system through the 

interface, said SUs capable of receiving and transmitting digital content; 

and 

c) a rewritable storage medium whereby content received from an 

SECD and from an SU may be stored and retrieved; 

d) a domain processor that imposes rules and procedures for 

content being transferred between the LCS and the SECD and between 

the LCS and the SU; and 

e) a programmable address module which can be programmed with 

an identification code uniquely associated with the LCS; 
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said domain processor permitting the LCS to deliver digital content 

to and receive digital content from an SU that is connected to the LCS's 

interface, provided the LCS first determines that the digital content being 

delivered to the SU is authorized for use by the SU or that the digital 

content being received is authorized for use by the LCS, and if the digital 

content is not authorized for use, accepting the digital content at a 

predetermined quality level, said predetermined quality level having been 

set for legacy content, 

and said domain processor permitting the LCS to receive digital 

content from an SECD that is connected to the LCS's communication port, 

provided the LCS first determines that digital content being received is 

authorized for use by the LCS and if the digital content is not authorized 

for use by the LCS, accepting the digital content at a predetermined 

quality level, said predetermined quality level having been set for legacy 

content. 

4. (original) The system of claim 3, wherein said domain processor determines 

whether digital content is authorized for use by extracting a watermark 

from the digital content being transferred. 

5. (original) The system of claim 3, wherein said domain processor comprises: 

means for obtaining an identification code from an SU connected to 

the LCS's interface;., 

an analyzer to analyze the identification code from the SU to 

determine if the SU is an authorized device for communicating with the 

LCS; 

means for analyzing digital content received from an SU; 

said system permitting the digital content to be stored in the LCS if 

i) an analysis of the digital content received from the SU concludes that 

the content is authenticated, or ii) an analysis of the digital content 
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received from the SU concludes that the content cannot be authenticated 

because no authentication data is embedded in the content, and 

said system preventing the digital content from being stored on the 

LCS if i) an analysis of the digital content received from the SU concludes 

that the content is unauthenticated. 

6. (original) The system of claim 4, wherein said analyzer of the domain 

processor comprises means for extracting digital watermarks from the 

digital content received from an SU, and means for analyzing the digital 

watermark to determine if the digital content has been previously marked 

with the unique identification code of the LCS. 

7. (original) The system of claim 4, wherein said system permits the digital 

content to be stored in the LCS at a degraded quality level if an analysis of 

the digital content received from the SU concludes that the digital content 

received from the SU cannot be authenticated because there is no 

authentication data embedded in the content. 

8. (original) The system of claim 4, further comprising at least one SU, each 

such SU being capable of communicating with the LCS. 

9. (original) The system of claim 8, wherein the SU has means to sending a 

message to the LCS indicating that the SU is requesting a copy of a 

content data set that is stored on the LCS, said message including 

information about the identity of the SU, and wherein the LCS comprises: 

means to analyze the message from the SU to confirm that the SU 

is authorized to use the LCS; 

means to retrieve a copy of the requested content data set; 

means to embed at least one robust open watermark into the copy 

of the requested content data set, said watermark indicating that the copy 

is authenticated; 
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means to embed a second watermark into the copy of the 

requested content data set, said second watermark being created based 

upon information transmitted by the SU and information about the LCS; 

and 

use. 

means to deliver the watermarked content data set to the SU for its 

10. (original) The system of claim 8, further comprising a SECD, said SECD 

capable of receiving a request to transfer at least one data set and 

capable of transmitting the at least one data set in a secured transmission. 

11. (original) The system of claim 10, wherein the SU includes means to send a 

message to the LCS indicating that the SU is requesting a copy of a 

content data set that is not stored on the LCS, but which the LCS can 

obtain from an SECD, said message including information about the 

identity of the SU; 

wherein the SECD comprises: 

means to retrieve a copy of the requested content data set; 

means to embed at least one robust open watermark into the 

copy of the requested content data set, said watermark indicating that the 

copy is authenticated; 

means to embed a second watermark into the copy of the 

requested content data set, said second watermark being created based 

upon information transmitted by the LCS; and 

means to deliver the watermarked content data set to the 

LCS for its use; and 

wherein the LCS comprises: 

means to analyze the message from the SU to confirm that 

the SU is authorized to use the LCS; 

means to receive a copy of the requested content data set 

as transmitted by the SECD; 
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means to extract at least one watermark to confirm that the 

content data is authorized for use by the LCS; 

means to embed at least one robust open watermark into the 

copy of the requested content data set, said watermark indicating that the 

copy is authenticated; 

means to embed a second watermark into the copy of the 

requested content data set, said second watermark being created based 

upon information transmitted by the SU and information about the LCS; 

and 

means to deliver the watermarked content data set to the SU 

for its use. 

12. (currently amended) The system of claim 8, wherein the SU has means to 

sending a message to the LCS indicating that the SU is requesting to 

store a copy of a content data set on a storage unit of the LCS, said 

message including information about the identity of the SU, and wherein 

the LCS comprises: 

means to analyze the message from the SU to confirm that the SU 

is authorized to use the LCS; 

means to receive a copy of the content data set; 

means to determine if a robust open watermark is embedded in the 

content data set, and to extract the robust open watermark if is it is 

determined that one exists; 

means to analyze any extracted robust open watermarks to 

determine if the content data set can be authenticated; 

means to permit the storage of the content data set on a storage 

unit of the LCS if i) the LCS authenticates the content data set, or ii) the 

LCS determines that no robust open watermark is embedded in the 

content signal. 
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13. (previously presented) The system of claim 4, further comprising at least one 

SU, each such SU being capable of communicating with the LCS, and 

being capable of using only data which has been authorized for use by the 

SU or which has been determined to be legacy content such that the data 

contains no additional information to permit authentication. 

14. (original) The system of claim 5, wherein the LCS further comprises: 

means to embed at least one robust open watermark into a copy of 

content data, said watermark indicating that the copy is authenticated; 

means to embed a second watermark into the copy of content data, 

said second watermark being created based upon information comprising 

information uniquely associated with the LCS; and 

means to embed a third watermark into the copy of content data, 

said third watermark being a fragile watermark created based upon 

information which can enhance the use of the content data on one or more 

SUs. 

15. (original) The system of claim 5, wherein the LCS further comprises: 

means for encrypting or scrambling content data, such that content 

data may be encrypted or scrambled before it is stored in the rewritable 

storage medium. 

16. (previously presented) A system for creating a secure environment for digital 

content, comprising: 

a Secure Electronic Content Distributor (SECD); 

a Local Content Server (LCS); 

a communications network interconnecting the SECD to the LCS; 

and 

a Satellite Unit (SU) capable of interfacing with the LCS; 

said SECD comprising: a storage device for storing a plurality of 

data sets; an input for receiving a request from the LCS to purchase a 
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selection of at least one of said plurality of data sets; a transaction 

processor for validating the request to purchase and for processing 

payment for the request; a security module for encrypting or otherwise 

securing the selected at least one data set; and an output for transmitting 

the selected at least one data set that has been encrypted or otherwise 

secured for transmission over the communications network to the LCS; 

said LCS comprising: a domain processor; a first interface for 

connecting to a communications network; a second interface for 

communicating with the SU; a memory device for storing a plurality of data 

sets; and a programmable address module which can be programmed 

with an identification code uniquely associated with the LCS; and 

said SU being a portable module comprising: a memory for 

accepting secure digital content from a LCS, said digital content 

comprising data which can be authorized for use or which has been 

determined to be legacy content such that the data contains no additional 

information to permit authentication; an interface for communicating with 

the LCS; and a programmable address module which can be programmed 

with an identification code uniquely associated with the SU. 

17. (previously presented) A method for creating a secure environment for digital 

content for a consumer, comprising the following steps: 

sending a message indicating that a user is requesting a copy of a 

content data set; 

retrieving a copy of the requested content data set; 

embedding at least one robust open watermark into the copy of the 

requested content data set, said watermark indicating that the copy is 

authenticated; 

embedding a second watermark into the copy of the requested 

content data set, said second watermark being created based upon 

information transmitted by the requesting user; 
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transmitting the watermarked content data set to the requesting 

consumer via an electronic network; 

receiving the transmitted watermarked content data set into a Local 

Content Server (LCS) of the user; 

extracting at least one watermark from the transmitted watermarked 

content data set; 

permitting use of the content data set if the LCS determines that 

use is authorized; and 

permitting use of the content data set at a predetermined quality 

level, said predetermined quality level having been set for legacy content if 

the LCS determines that use is not authorized. 

18. (previously presented) The method of claim 17, wherein the step of 

permitting use of the content data set if the LCS determines that use is 

authorized comprises: 

checking to see if a watermark extracted from the content data set 

includes information which matches unique information which is 

associated with the user; and 

permitting the storage of the content data set in a storage unit for 

the LOS. 

19. (previously presented) The method of claim 17, further comprising: 

connecting a Satellite Unit (SU) to an LCS, 

and wherein the step of permitting use of the content data set if the LCS 

determines that use is authorized comprises: 

checking to see if a watermark extracted from the content data set 

includes information which matches unique information which is 

associated with the user; and 

embedding a watermark into the content data set using information 

that is associated with the user and information that is associated with an 

SU; 
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delivering the content data set to the SU for its use. 

20. (previously presented) A method for creating a secure environment for digital 

content for a consumer, comprising the following steps: 

connecting a Satellite Unit to an local content server (LCS), 

sending a message indicating that the SU is requesting a copy of a 

content data set that is stored on the LCS, said message including 

information about the identity of the SU; 

analyzing the message to confirm that the SU is authorized to use 

the LOS; and 

retrieving a copy of the requested content data set; 

assessing whether a secured connection exists between the LCS 

and the SU; 

if a secured connection exists, embedding a watermark into the 

copy of the requested content data set, said watermark being created 

based upon information transmitted by the SU and information about the 

LCS; and 

delivering the content data set to the SU for its use, said content 

data set delivered at a predetermined quality level, said predetermined 

quality level having been set for legacy content if the LCS determines that 

use is not authorized. 

21. (previously presented) The method of claim 20, further comprising: 

embedding an open watermark into the content data to permit 

enhanced usage of the content data by the user. 

22. (previously presented) The method of claim 21, further comprising: 

embedding at least one additional watermark into the content data, 

said at least one additional watermark being based on information about 

the user, the LCS and an origin of the content data, said watermark 
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serving as a forensic watermark to permit forensic analysis to provide 

information on the history of the content data's use. 

23. (original) The method of claim 20, wherein the content data can be stored at 

a level of quality which is selected by a user. 

24. (previously presented) A method for creating a secure environment for digital 

content for a consumer, comprising the following steps: 

connecting a Satellite Unit (SU) to an local content server (LCS), 

sending a message indicating that the SU is requesting a copy of a 

content data set that is stored on the LCS, said message including 

information about the identity of the SU; 

analyzing the message to confirm that the SU is authorized to use 

the LCS; and 

retrieving a copy of the requested content data set; 

assessing whether a secured connection exists between the LCS 

and the SU; 

if a secured connection exists, embedding a watermark into the 

copy of the requested content data set, said watermark being created 

based upon information transmitted by the SU and information about the 

LCS; and 

delivering the watermarked content data set to the SU for its use, 

said watermarked content data set delivered at a predetermined quality 

level, said predetermined quality level having been set for legacy content if 

the LCS determines that use is not authorized. 

25. (original) The method of claim 24, further comprising: 

embedding at least one robust open watermark into the copy of the 

requested content data set before the requested content data is delivered 

to the SU, said watermark indicating that the copy is authenticated. 
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26. (original) The method of claim 25, wherein the robust watermark is 

embedded using any one of a plurality of embedding algorithms. 

27. (original) The method of claim 24, further comprising: 

embedding a watermark which includes a hash value from a one-

way hash function generated using the content data. 

28. (original) The method of claim 25, wherein the robust watermark can be 

periodically replaced with a new robust watermark generated using a new 

algorithm with payload that is no greater than that utilized by the old robust 

watermark. 

29. (original) The method of claim 24, further comprising the step of: 

embedding additional robust open watermarks into the copy of the 

requested content data set before the requested content data is delivered 

to the SU, using a new algorithm; and 

re-saving the newly watermarked copy to the LCS. 

30. (original) The method of claim 24, further comprising the step of: 

saving a copy of the requested content data with the robust 

watermark to the rewritable media of the LCS. 

31. (original) A method for creating a secure environment for digital content for a 

consumer, comprising the following steps: 

connecting a Satellite Unit (SU) to an local content server (LCS), 

sending a message indicating that the SU is requesting to store a 

copy of a content data on the LCS, said message including information 

about the identity of the SU; 

analyzing the message to confirm that the SU is authorized to use 

the LCS; and 

receiving a copy of the content data set; 
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assessing whether the content data set is authenticated; 

if the content data is unauthenticated, denying access to the LCS 

storage unit; and 

if the content data is not capable of authentication, accepting the 

data at a predetermined quality level, said predetermined quality level 

having been set for legacy content. 
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Information Disclosure Statement 

Applicants respectfully submits a copy of EPO Application No. 96919405.9, 
entitled "Steganographic Method and Device" which corresponds to U.S. Patent 
5,613,003 filed June 7, 1995, entitled "Steganographic Method and Device" and 
a copy of Japanese Patent Application No. 2000-542907 entitled "Multiple 
Transform Utilization and Application for Secure Digital Watermarking" which 
corresponds to U.S. Patent Application No. 09/053,628, filed April 2, 1998, 
entitled "Multiple Transform Utilization and Application for Secure Digital 
Watermarking". 

Applicants thank Examiner Avery for clarification and respectfully request 
that these references be considered as disclosed in the Information Disclosure 
Statement ("IDS") dated April 17, 2007. 
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REMARKS/ARGUMENTS 

The Applicants thank Examiner Avery for the time and consideration to 
discuss the pending claims and the cited art. These discussions took place on or 
about June 28, 2007. Examiner Avery acknowledged the differences between the 
Applicants' claim[s] and Stringer with regards to "legacy content" and 
"predetermined quality level"—namely, Stringer does not teach how to identify, 
differentiate or authorize material already possessed by users. Claims 1, 3, 16, 
17, 20, 24, and 31 were discussed as having significant advantages over Stringer 
et al. and the prior art demonstrating patentability over Stringer et al. 
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Comments concerning Claim Objections 

With regards to Claim 12, Applicants thank Examiner Avery for the helpful 
comment and have amended Claim 12 to correct the grammatical error. 
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Rejections under 35 U.S.C. § 102 

§ 102 Rejections based on U.S. Patent 5,341,429 ("Stringer") 

Claims 1-31 stand rejected as allegedly anticipated by U.S. Patent No. 
5,341,429 issued to Stringer et al. (thereafter "Stringer"). See Page 2 of the final 
Office Action dated May 9, 2007. 

Claims 1-31 

In order for a reference to anticipate a claim, the reference must disclose 
each and every feature of the claimed invention, either expressly or inherently, 
such that a person of ordinary skill in the art could practice the invention without 
undue experimentation. See Atlas Powder Co. v. lreco Inc., 190 F.3d 1342, 1347, 
51 USPQ2d 1943, 1947 (Fed. Cir. 1999); In re Paulsen, 30 F.3d 1475, 1479, 31 
USPQ2d 1671, 1673 (Fed. Cir. 1994). Previously Presented Independent Claim 
1 recites [emphasis added]: "A local content server system (LCS) for creating a 
secure environment for digital content, comprising: a) a communications port in 
communication for connecting the system via a network to at least one Secure 
Electronic Content Distributor (SECD), said SECD capable of storing a plurality 
of data sets, capable of receiving a request to transfer at least one content data 
set, and capable of transmitting the at least one content data set in a secured 
transmission; b) a rewritable storage medium whereby content received from 
outside the LCS may be stored and retrieved; c) a domain processor that 
imposes rules and procedures for content being transferred between the LCS 
and devices outside the LCS; and d) a programmable address module which can 
be programmed with an identification code uniquely associated with the LCS; 
and said domain processor permitting the LCS to receive digital content 
from outside the LCS provided the LCS first determines that the digital 
content being delivered to the LCS is authorized for use by the LCS and if 
the digital content is not authorized for use by the LCS, accepting the 
digital content at a predetermined quality level, said predetermined quality 
level having been set for legacy content." The Section 102 rejection of Claim 1 
is improper for at least the reason that Stringer fails to disclose or anticipate (1) 
"legacy content". 

The final Office Action contends that Stringer discloses a conventional 
local content server ("LOS"), May 9, 2007 final Office Action at Page 2. This 
contention is respectfully traversed. First, Stringer allegedly teaches a third party 
that "[t]ransforms the original ephemeral material to its denatured version and 
wrapper and delivers both to user" (Col. 5 II. 58-60). Content received by users 
as taught by Stringer, is identical to that created by the author. Thus, there is no 
anticipation that Stringer's alleged LCS could differentiate between users and 
authors. Specifically, Stringer teaches that a third party ".. . convert[s] purchased 
products to unlimited use and ownership" (see Stringer at Col. 9 II. 53-67; Col. 12 
II. 4-12; and Col. 12 II. 40-48). Thus, the alleged authorization process of Stringer 
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is directed at a transaction not determinations concerning admittance of content 
in a conventional LCS. Second, Stringer fails to disclose any means to 
differentiate content already owned by users— even newly transacted content 
received by users under Stringer is of "unlimited use and ownership". The 
claimed invention[s] are directed at handling materials that may lack any 
identifying information, including legacy content, in a manner consistent with 
market realities. As taught in the originally filed specification, "it is the user's 
prerogative to decide how the system will treat non-authenticated content, as well 
as legacy content". Even, where Stringer allegedly provides identification— it is 
temporary and controlled by the third party, not the author, and thus may not be 
reliable. No matter, it is removed. Thus, users can subsequently move content 
that is identical to the original material. This undermines any alleged utility of 
Stringer. "To remove the watermark or other material and enable unlimited use of 
the material, the denatured version of the material is subjected . . . to . . . any other 
technique that would serve to erase the watermark from the original material" 
(Col. 7 II. 51-57). Applicants respectfully note that the "watermark" of Stringer is 
not the "digital watermark" of the instant claims, including the various types of 
watermarks described in the specification and claims, for at the reason that they 
are not removed. Third, by teaching removal of identifying information, Stringer 
cannot anticipate the LCS of the claims which provides an environment for 
materials that are essentially identical save the version or status of the data (e.g., 
inter alia, initial, free, legacy, secure, compressed, unsecure, purchased, original, 
watermarked, signed, hashed, validated, etc.). It logically follows that Stringer 
fails to anticipate the claim element[s] "receive digital content from outside the 
LCS provided the LCS first determines that the digital content being delivered to 
the LCS is authorized for use by the LCS and if the digital content is not 
authorized for use by the LCS, accepting the digital content at a predetermined 
quality level". For these additional reasons, Applicants respectfully request the 
Section 102 rejections be withdrawn. 

Additional benefits over Stringer are provided by example and reference to 
the originally filed specification (please see for example Pages 11, 12, 15, 16, 23, 
24, 26 & 27 of the originally-filed specification): 

These embodiments may include decisions about availability of a 
particular good or service through electronic means, such as the 
Internet, or means that can be modularized . . . Consumers may 
view their anonymous marketplace transactions very differently 
because of a lack of physical human interactions, but the present 
invention can enable realistic transactions to occur by maintaining 
open access and offering strict authentication and verification of the 
information being traded. This has the effect of allowing legacy 
relationships, legacy information, and legacy business models to be 
offered in a manner which more closely reflects many observable 
transactions in the physical world. 
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Finally, one of ordinary skill in the art can readily appreciate the 
widespread existence of content in any number of formats— an example, data 
released prior to a particular protection scheme or without any use restrictions. 
Thus, the Applicants additionally traverse the assertion that Stringer or the cited 
art teaches or anticipates the claim feature: "said predetermined quality level 
having been set for legacy content". For exemplary purposes, in the case of 
music, though the present invention[s] are not limited to audio, a "predetermined 
quality level" (i.e., 44.1 kHz 16 bit) is an example of "legacy content". For 
purposes of argument, this legacy content is arguably not of lesser quality than 
MP3 or AAC—which were introduced after compact discs and are also 
compressed. And, Windows 95 may have arguably less features than Windows 
XP. But, Windows 95, being legacy content, is not arguably of lesser quality than 
Windows XP. The instant invention[s] can handle legacy content and verifiable or 
secure content seamlessly enabling a more diverse market for information. This 
is why the Applicants' claims offer significant advantages over Stringer and the 
cited art. 

Because Stringer fails to disclose or anticipate all of the elements of the 
claims, Claim 1 (and all claims that depend therefrom) is patentable over Stringer 
and the cited art. For these additional reasons the Section 102 rejections of 
Claim 1 (and all claims depending therefrom, namely Claim 2) based on Stringer 
should be withdrawn. 

Additional Comments 

Independent Claim 3 (and all claims depending therefrom, namely 
Claims 4-15) 

Independent Claim 3 includes at least the additional claim element 
absent in Stringer and the cited art: "said domain processor permitting the LCS 
to deliver digital content to and receive digital content from an SU that is 
connected to the LCS's interface, provided the LCS first determines that the 
digital content being delivered to the SU is authorized for use by the SU or that 
the digital content being received is authorized for use by the LCS, and if the 
digital content is not authorized for use, accepting the digital content at a 
predetermined quality level, said predetermined quality level having been set 
for legacy content". For the reasons presented with regards to Claim 1 and at 
least the additional claim elements, Applicants respectfully request the Examiner 
withdraw the Section 102 rejections for Independent Claim 3 and the claims 
depending therefrom, namely Claims 4-15. 

Independent Claim 16 
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Independent Claim 16 includes at least the additional claim element 
absent in Stringer and the cited art: "said SU being a portable module 
comprising: a memory for accepting secure digital content from a LCS, said 
digital content comprising data which can be authorized for use or which has 
been determined to be legacy content such that the data contains no additional 
information to permit authentication; an interface for communicating with the 
LCS; and a programmable address module which can be programmed with an 
identification code uniquely associated with the SU. For the reasons presented 
with regards to Claim 1 and at least the additional claim element, Applicants 
respectfully request the Examiner withdraw the Section 102 rejections for 
Independent Claim 16. 

Independent Claims 17, 20 & 24 (and all claims pending therefrom, 
namely Claims 18-19, 21-23, 25-30) 

Independent Claim 17 includes at least the additional claim element 
absent in Stringer and the cited art: "embedding at least one robust open 
watermark into the copy of the requested content data set, said watermark 
indicating that the copy is authenticated"; Independent Claim 20 includes at 
least the additional claim element absent in Stringer and the cited art: "if a 
secured connection exists, embedding a watermark into the copy of the 
requested content data set, said watermark being created based upon 
information transmitted by the SU and information about the LCS"; Independent 
Claim 24 includes at least the additional claim element absent in Stringer and 
the cited art: "delivering the watermarked content data set to the SU for its use, 
said watermarked content data set delivered at a predetermined quality level, 
said predetermined quality level having been set for legacy content if the LCS 
determines that use is not authorized". 

For the reasons presented with regards to Claim 1, at least the additional 
claim elements, respectively, and the additional reason that the watermark of 
Stringer and the cited art is not the watermark of the claims, Applicants 
respectfully request the Examiner withdraw the Section 102 rejections for 
Independent Claims 17, 20 & 24 and the claims depending therefrom, namely 
Claims 18-19, 21-23 & 25-29. 

Independent Claim 31 

Independent Claim 31 includes at least the additional claim element 
absent in Stringer and the cited art: "sending a message indicating that the SU 
is requesting to store a copy of a content data on the LCS, said message 
including information about the identity of the SU". For the reasons presented 
with regards to Claim 1 and at least the additional claim element, Applicants 
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respectfully request the Examiner withdraw the Section 102 rejections for 
Independent Claim 31. 
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Conclusion 

Applicants maintain that this application is in condition for allowance, and 
such disposition is earnestly solicited. Applicants' silence as to the Examiner's 
comments is not indicative of an acquiescence to the stated grounds of rejection. 
If the Examiner believes that an interview with the Applicants, either by telephone 
or in person, would further prosecution of this application, we would welcome the 
opportunity for such an interview. 

It is believed that no other fees are required to ensure entry and 
consideration of this response. 

Respectfully submitted, 

Date: July 9, 2007 By: 

Scott A. Moskowitz 
Tel# (305) 956-9041 
Fax# (305) 956-9042 

For Blue Spike, Inc. 

Scott A. Moskowitz 
President 
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STEGANOGRAPHIC METHOD AND DEVICE 

Definitions 

5 Several terms of art appear frequently in the following. For ease of reference they 
are defined here as follows: 

"Content" refers to multimedia content. This term encompasses the various types of 
information to be processed in a multimedia entertainment system. Content 

10 specifically refers to digitzed audio, video or still images in the context of this 
discussion. This information may be contained within files on a multimedia 
computer system, the files having a particular format specific to the modality of the 
content (sound, images, moving pictures) or the type of systems, computer or 
otherwise, used to process the content. 

15 

"Digitized" refers to content composed of discrete digital samples of an otherwise 
analog media:which approximate that media inside a computer or other digital 
device. For instance, the sound of music occurs naturally, and is experienced by 
humans as an analog (continuous) sound wave. The sound can be digitized into a 

20 stream of discrete samples, or numbers, each of which represents an approximate 
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value of the amplitude of the real analog wave at a particular instant in time. These samples can be stored in files in a computer and then used to recreate the original sound wave to a high degree of accuracy. 
In general, content entering a digital system is digitized by Analog to Digital 5 converters (A/D) and analog media are recreated by the digital system using a Digital to Analog (D/A) converter. In the context of this discussion content is always digitized content. 

"Cryptography" is a field covering numerous techniques for scrambling information 10 conveying messages so that when the message is conveyed between the sender and receiver an unintended party who intercepts this message cannot read it, or extract useful information from it. 

A "Public Key Cryptosystem" is a particular cryptographic system where all parties 15 possess pairs of keys for encryption and decryption. Parties to this type of system freely distribute their public keys, which other may use to encrypt messages to the owner of the public key. Such messages are decrypted by the receiver with the 
private key. Private keys are never distributed. A message encrypted with a public key can only be decrypted with the corresponding private key, and vice versa. A 20 message encrypted with a private key is said to have been signed by the owner of 
that key. Anyone in possession of the public key may decrypt the message and 
know that it was encrypted, and thus signed, by the owner of the public key, since only they possess the corresponding private key. 

25 "Steganography" is a field distinguished from cryptography, but associated with it, that covers numerous methods for hiding an informational message within some 
other medium, perhaps another unrelated message, is such a manner that an 
unintended party who intercepts the medium carrying the hidden message does not 
know it contains this hidden message and therefore does not obtain the informatio:. 30 in the hidden message. In other words, steganography seeks to hide messages in 
plain view. 
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Background of the Invention 

In the current environment of computer networks and the proliferation of digital or 5 digitized multimedia content which may be distributed over such networks, a key issue is copyright protection. Copyright protection is the ability to prevent or deter the proliferation of unauthorized copies of copyrighted works. It provides a reasonable guarantee that the author of a copyrighted work will be paid for each copy of that work. 

10 

A fundamental problem in the digital world, as opposed to the world of physical media, is that a unlimited number of perfect copies may be made from any piece of digital or digitized content. A perfect copy means that if the original is comprised of a given stream of numbers, then the copy matches the original, exactly, for each 15 number in the stream. Thus, there is no degradation of the original signal during the copy operation. In an analog copy, random noise is always introduced, degrading the copied signal. 

The act of making unlicensed copies of some content, digital or analog, whether 20 audio, video, software or other, is generally known as piracy. Piracy has been committed for the purpose of either profit from the sale of such unlicensed copies, or to procure for the "pirate" a copy of the content for personal use without having paid for it. 

25 The problem of piracy has been made much worse for any type of content by the digitization of content. Once content enters the digital domain, an unlimited number of copies may be made without any degradation, if a pirate finds a way to break 
whatever protection scheme was established to guard against such abuses, if any. 
In the analog world, there is generally a degradation in the content (signal) with 30 each successive copy, imposing a sort of natural limit on volume of piracy. 
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To date, three general types of schemes have been implemented in an attempt to protect copyrights. 

5 

1) Encryption 

2) Copy Protection 

3) Content Extensions 

Copy Protection and Content Extensions generally apply in the digital world only, while a scheme related to Encryption, commonly known as scrambling, my be 10 applied to an analog signal. This is typical in analog cable systems. 

Encryption scrambles the content. Before the cont"nt is made ready for delivery, whether on floppy disk, or over a network, it must be encrypted, or scrambled. Once the content has been encrypted, it cannot be used until it is decrypted, or 15 unscrambled. Encrypted audio data might sound like incomprehensible screeching, while an encrypted picture or video might appear as random patterns on a screen. The principle of encryption is that yOu are free to make as many copies as you want, but you can't read anything that makes sense until you use a special key to decrypt, and you can only obtain the kcy by paying for the content. 
20 

Encryption has two problems, however. 1) Pirates have historically found ways to crack encryption, in effect, obtaining the key without having paid for it; and 2) Once a single legitimate copy of some content has been decrypted, a pirate is now free to make unlimited copies of the decrypted copy. In effect, in order to sell an 25 unlimited quantity of an encrypted piece of software, the pirate could simply buy one copy, which they are entitled to decrypt. 

Copy Protection includes various methods by which a software engineer can write the software in a clever manner to determine if it has been copied, and if so to 30 deactivate itself. Also included are undocumented changes to the storage format of the content. Copy protection was generally abandoned by the software industry, 
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since pirates were generally just as clever as the software engineers and figured out ways to modify their software and deactivate the protection. The cost of developing such protection was not justified considering the level of piracy which occurred despite the copy protection. 
5 

Content Extension refers to any system which attaches some extra information to the original content which indicates whether or not a copy may be made. A software or hardware system must be specifically built around this scheme to 
recognize the additional information and interpret it in an appropriate manner. An 10 example of such a system is the Serial Copyright Management System embedded in Digital Audio Tape (DAT) hardware. Under this system, additional information is stored on the disc immediately preceding each track of audio content which 

indicates whether or not it can be copied. The hardware reads this information and uses it accordingly. 

15 

A fundamental problem with Encryption and Content Extension is the "rogue 
engineerTM. An employee who helped design such a system or an individual with the knowledge and means to analyze such a system can modify it to ignore the 
copyright information altogether, and make unlicensed copies of the content. Cable 20 piracy is quite common, aided by illicit decoder devices built by those who 
understand the technical details of the cable encryption system. Although the cable systems in question were actually based on analog RF signals, the same principle 
applies to digital systems. 

25 The practical considerations of weak encryption schemes and rogue engineers have served to limit the faith which may be put in such copyright protection schemes. 
The invention disclosed herein serves to address these problems with conventional 
systems for digital distribution. It provides a way to enforce copyright online. The 
invention draws on techniques from two fields, cryptography, the art of scrambling 30 messages so that only the intended recipient may read them, and steganography, a 
term applied to various techniques for obscuring messages so that only the intended 
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parties to a message even know that a message has been sent, thus it is termed herein as a stega-cipher. The stega-cipher is so named because it uses the steganographic technique of hiding a message in multimedia content, in combination with multiple keys, a concept originating in cryptography. However, instead of 5 using the keys to encrypt the content, the stega-cipher uses these keys to locate the hidden message within the content. The message itself is encrypted which serves to further protect the message, verify the validity of the message, and redistribute the information in a random manner so that anyone attempting to locate the message without the keys cannot rely on pre-supposed knowledge of the message contents 10 as a help in locating it. 

Summary of the Invention 

The invention disclosed herein combines two techniques, steganography- obscuring 15 information that is otherwise in plain sight, and cryptography - scrambling information that must be sent over unsecured means, in a manner such that only the intended recipient may successfully unscramble it. The net effect of this system is to specifically watermark a piecetof content so that if it is copied, it is possible to determine who owned the original from which the copies were made, and hence 20 determine responsibility for the copies. It is also a feature of the system to uniquely identify the content to which it is applied. 

For a comprehensive discussion of cryptography, its theory, applications and specific algorithms, see APPLIED CRYPTOGRAPHY, by Bruce Schneier, which is 25 herein incorporated by reference at pages 66-68, 387-392. 

Steganography is discussed briefly in THE 'CODE BREAKERS by David Kahn, which is herein incorporated by reference at pages xiii, 81-83, 522-526, and 873. An example application, Stego by Romana Machado, is also available for the Apple 30 Macintosh. Stego can be found at the intemet uniform resource locator "flp://surncx-aim.sunford.edu/info-maciempistegolOo.2.hqx". This application demonstrates a simple 
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steganographic technique to encode a text message into a graphical image without significantly distorting the image. 

The invention improves upon the prior art by providing a manner for protecting S copyright in the digital domain, which neither steganography or cryptography does. It improves specifically on steganography by making use of special keys which dictate exactly where within a larger chunk of content a message is to be hidden, and makes the task of extracting such a message without the proper key the equivalent of looking for a needle in a haystack. 
10 

The information encoded by the Stega-Cipher process serves as a watermark which identifies individual copies of content legally licensed to specific parties. It is integral with the content. It cannot be removed by omission in a transmission. It does not add any overhead to signal transmission or storage. It does allow the 15 content to be stored to and used with traditional offline analog and digital media, without modification or significant signal degradation. These aspects of the stega-cipher all represent improvements to the art. That is, its forces would - be pirates to damage the content in order to guarantee the disabling of the watermark. 

20 The invention described herein is used for protecting and enforcing copyrights in the digital or on-line domain, where there are no physical limitations on copying copyrighted content. 

The invention uniquely identifies every copy of multimedia content made using the 25 invention, composed of digitized samples whether compressed or uncompressed, including but not limited to still digital images, digital audio, and digital video. 

The invention is for use in meterware or pay-by-use systems where an online user incurs a charge each time they access a particular piece of content, or uses a 30 software title. 
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The invention is for use as a general improvement to cryptographic techniques to increase the complexity of cryptanalysis on a given cipher. 

It is considered that the method and steps of the present invention will be modified 5 to account for the effects of loss compression schemes on the samples and particularly includes modification to handle MPEG compressed audio and video. 

It is considered that statistical data spreading and recovery techniques, error coding or spread spectrum processing techniques might be applied in the invention to 10 handle the effects of loss compression, or counter the effects of a randomization attack. 

It is considered that the apparatus described might be further specialized and optimized in hardware by replacing general purpose data buses and CPU or DSP 15 driven operations with hardwired circuitry, incorporated in one or more special purpose ICs. 

It is considered that the apparatus will be modeled and implemented in software on general purpose computer platforms. 
20 

It is considered that stega-cipher hardware could be embedded in a consumer electronics device and used to not only identify content and copyright, but to enable use of that content. 

25 Detailed Description 

X. Digital Copyright Stega-Cipher Protocol and the Decode/Encode Program 

30 The purpose of the program described here is to watermark digital multimedia content for distribution to consumers through online services in such a way as to meet the following criteria 
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Given a unique piece of multimedia content, composed of digitized samples, it is desirable to: 

1) Uniquely identify this particular piece of content from others in a manner which 5 is secure and undeniable (e.g. to know whether a digital audio recording is "My Way" by Frank Sinatra, or "Stairway to Heaven", by Led Zeppelin), and in a manner such that this identification can be performed automatically by an electronic device or mechanism. 

10 2) Uniquely identify the copyright owner of the content, and the terms under which it may be distributed in general, in a manner which is secure and undeniable. 

3) At such time as is necessary, additionally, uniquely identify in a secure and undeniable manner the licensed publisher who received a particular copy of the 15 content, and the terms under which they may redistribute or resell it. 

4) At such time as is necessary, additionally, uniquely identify in a secure and undeniable manner, the licensed subscriber who received a particular copy of the content from the publisher described in item 3. 
20 

The program described in more detail below combines the techniques of 
cryptography and steganography to hide a securely encrypted digital copyright certificate which contains information satisfying the criteria listed above, in such a manner as to be integral with the content, like a watermark on paper, so that 25 possession of the content dictates possession of the watermark information. In addition, the watermark cannot be "found" o . successfully decoded, without possession of the correct "masks" or keys, available only to those legitimately authorized, namely, those parties to a commercial transaction involving the sale of a copy of the content. Finally, the ability to distribute such watermarked content in a 30 • system which implements the watermark scheme is denied without a successfully decoded watermark. Because well known and tested cryptographic techniques are 
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used to protect the certificate itself, these certificates are virtually impossible to 
forge. Finally, the watermark cannot be erased without significantly damaging the content. 

5 The basic program represents a key part of the invention itself. This program is then 
used as the method by which copyright information is to be associated in an integral manner with the content. This is a concept absent from copy protection, encryption and content extension schemes. The copyright information itself can be made 

undeniable and unforgeable using cryptographic techniques, so.that through it an 10 audit trail of ownership my be established for each copy of a given piece of content, 
thus customizing each copy to a particular owner, in a way that can be used to 
identify the owner. 

The value of the stega-cipher is that it provides a way to watermark the content in a 15 way that changes it slightly, but does not impact human perception significantly. 
And, furthermore, that it is made difficult to defeat since one must know exactly 
where the information resides to extract it for analysis and use in forgery attempts, 
or to remove it without overly degrading the signal. And, to try to forge copyright information one must first be able to analyze the encrypted copyright information, 20 and in order to do that, one must be able to find it, which requires masks. 

25 

II. Example Embodiment of General Processing 

Digital audio data is represented by a series of samples in 1 dimension, 

{SI, S2, S3... Sn) 

This series is also referred to as a sample stream. The sample stream approximates 
an analog waveform of sound amplitude over time. Each sample represents an 30 estimate of the wave amplitude at the instant of time the sample is recorded. For monaural audio, there is one such sample stream. Stereo audio is comprised of two 
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sample streams, one representing the right channel, and the other representing the 
left. Each stream is used to drive a corresponding speaker to reproduce the stereo 
sound. 

5 What is referred to as CD quality audio is characterized by 16 bit (2 byte) stereo 
samples, recorded at 44.1 Khz, or 44,100 samples per second in each channel. The 
dynamic range of sound reproduction is directly proportional to the number of bits 
per sample. Some lower quality recordings are done at 8 bits. A CD audio 
recording can be stored using any scheme for containing the 2 sample streams in 

10 their entirety. When these streams are played back at the same frequency they were 
recorded at, the sound recorded is reproduced to a high degree of accuracy. 

The sample stream is processed in order from first sample to last. For the purpose 
of the invention disclosed, the stream is separated into sample windows, each of 

15 which has a fixed number of consecutive samples from the stream, and where 
windows do not overlap in the sample stream. Windows may be contiguous in the 
sample stream. In this discussion assume each window contains 128 samples, and 
that windows are contiguous. So, the windows within the stream look like 

20 
((S1, S21 S3...S126I, [S1294S1302S131•••S2361, •••ISn-128•••Se] ) 

where [...] denotes each window and any odd samples at the end of the stream 
which do not completely fill a window can be ignored, and simply passed through 
the system unmodified. 

25 These windows will be used as input for the discrete Fast Fourier Transform (and 
its inverse) operation. 

Briefly, Fourier Transform methods are based on the principle that a complex 
waveform, expressed as amplitude over time and represented by a sample stream, is 

30 really the sum of a number of simple waveforms, each of which oscillate at different 
frequencies. 
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By complex, it is meant that the value of the next sample is not easily predicted 
from the values of the last N samples or the time of the sample. By simple it is 
meant that the value of the sample is easily predictable from the values of the last N 
samples and/or the time of the sample. 

5 

The sum of multiple simple waves is equivalent to the complex wave. The discrete 
FFT and its inverse simply translate a limited amount of data from one side of this 
equivalence to the other, between the complex waveform and the sum of simple 
waves. The discrete FFT can be used to translate a series of samples representing 

10 amplitude over time (the complex wave, representing a digital audio recording) into 
the same number of samples representing total spectral energy in a given range of 
frequencies (the simple wave components) at a particular instant of time. This 
instant is the time in the middle of the original amplitude/time samples. The inverse 
discrete FFT translates the data in the other direction, producing the complex 

15 waveform, from its simpler parts. 

Each 128 sample window will be used as an input to the discrete FFT, resulting in 
128 bins representing each of 128 frequency bands, ranging from 0Hz to 22IChz 
(the Nyquist frequency, or 1/2 the sampling rate). 

20 

Information can be encoded into the audio signal in the frequency domain or in the 
time domain. In the latter case, no FFT or inverse FFT is necessary. However, 
encoding in the frequency domain is recommended, since its effects are scattered 
over the resultant time domain samples, and not easily predicted. In addition, 

25 frequency domain encoding makes it more likely that randomization will result in 
noticeable artifacts in the resultant signal, and therefore makes the stega-cipher 
more, defensible against such attacks. It is in the frequency domain that additional 
information will be encoded into the audio signal for the purpose of this discussion. 
Each frequency band in a given time slice can potentially be used to store a small 

30 portion of some additional information to be added to the signal. Since these are 
discrete estimates, there is some room for error which will not significantly effect 
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the perceived quality of the signal, reproduced after modification, by the inverse 
IF I operation. In effect, intentional changes, which cannot be distinguished from 
random variations are introduced in the frequency domain, for the purpose of 
storing additional information in the sample stream. These changes are minimized so _ . 

5 as not to adversely affect the perceived quality of the reproduced audio signal, after 
it has been encoded with additional information in the manner described below. In 
addition, the( location of each of these changes is made virtually impossible to 
predict, an innovation which distinguishes this scheme from simple steganographic 
techniques. 

10 

Note that this process differs from the Nagata, et al. patents, 4,9f9,210 and 
5,073,925, which encode information by modulating an audio signal in 
amplitudeJtime domain. It also differs in that the modulations introduced in the 
Nagata process (which are at very low amplitude and frequency relative to the 

15 carrier wave, as to remain inaudible) carry only copy/ don't copy information, which 
is easily found and circumvented by one skilled in the art. Also, there is no 
limitation in the stega-cipher process as to what type of information can be encoded 
into the signal, and there is more information storage capacity, since the encoding 
process is not bound by any particular frequency of modulation but rather by the 20 number of samples available. The granularity of encoding in the stega-cipher is 
determined by the sample window size, with potentially 1 bit of space per sample or 
128 bits per window (a secure implementation will halve this to 64 bits). In Nagata, 
et al. the granularity of encoding is fixed by the amplitude and frequency 
modulation limits required to maintain inaudibility. These limits are relatively low, 25 and therefore make it impractical to encode more than simple copy/ don't copy 
information using the Nagata process. 
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III. Example Embodiment of Encoding and Decoding 

A modification to standard steganographic technique is applied in the frequency domain described above, in order to encode additional information into the audio 5 signal. 

In a scheme adapted from cryptograohictechninties 2 keys are.used in the actual encode and decode process. For the purposes of this invention the keys are referred to as masks. One mask, the primary, is applied to the frequency axis of FFT results, 10 the other mask is applied to the time axis (this will be called the convolution mask). The number of bits comprising the primary mask are equal to the sample window size in samples (or the number of frequency bands computed by the FFT process), 128 in this discussion. The number of bits in the convolution mask are entirely arbitrary. This implementation will assume a time mask of 1024 bits. Generally the 15 larger the key, the more difficult it is to guess. 

Prior to encoding, the primary and convolution masks described above are 
generated by a cryptographically secure random generation process. It is possible to use a block cipher like DES in combination with a sufficiently pseudo-random seed 20 value to emulate a cryptographically secure random bit generator. These keys will be saved along with information matching them to the sample stream in question in a database for use in decoding, should that step become necessary. 

Prior to encoding, some additional information to be encoded into the signal is :.• 

25 prepared and made available to the encoder, in a bit addressable manner (so that it may be read one bit at a time). If the size of the sample stream is known and the efficiency characteristics of the stega-cipher implementation are taken into account, a known limit may be imposed on the amount of this additional information. 

30 The encoder captures one sample window at a time from the sample stream, in sequential, contiguous order. The encoder tracks the sequential number of each 
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window it acquires. The first window is 0. When the number of windows processed 
reaches the number of bits in the window mask, minus one, the next value of the 
window counter will be reset to 0. 

5 This counter is the convolution index or phase. In the current implementation it is 
used as a simple index into the convolution bitmask. In anticipated developments it 
will be used to perform convolution operations on the convolution mask to 
determine which bit to use. For instance the mask might by rotated by a number 
corresponding to the phase, in bits to the left and XORed with .the primary mask to 

10 produce a new mask, which is then indexed by the phase. There are many 
possibilities for convolution. 

The encoder computes the discrete FFT of the sample window. 

15 Starting with the lowest frequency band, the encoder proceeds through each band 
to the highest, visiting each of the 128 frequency bands in order. At each band 
value, the encoder takes the bit of the primary mask corresponding to the frequency 
band in question, the bit of the convolution mask corresponding to the window in 
question, and passes these values into a Boolean function. This function is designed 

20 so that it has a near perfectly random output distribution. It will return true for 
approximately 50% of its input permutations, and false for the other 50%. The 
value returned for a given set of inputs is fixed, however, so that it will always 
return the same value given the same set of inputs. 

25 If the function returns true, the current frequency band in the current window is 
used in the encoding process, and represents a valid piece of the additional 
information encoded in the signal. If the function returns false, this cell, as the 
frequency band in a given window is called, is ignored in the process. In this manner 
it is made extremely difficult taextracftthe encoded information from the signal 

30 without the use of the exact masks used in the encoding process. This is one place 
in which the stega-cipher process departs from traditional steganographic 
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implementations, which offer a trivial decode opportunity if one knows the 
information is present. While this increases the information storage capacity of the 
carrier signal, it makes decoding trivial, and further degrades the signal. Note that it is possible and desirable to modify the boolean cell flag function so that it returns 5 true < 50% of the time. In general, the fewer cells actually used in the encode, the more difficult they will be to find and the less degradation of content will be caused, provided the function is designed correctly. There is an obvious tradeoff in storage capacity for this increased security and quality. 

l0 The encoder proceeds in this manner until a complete copy of the additional 
information has been encoded in the carrier signal. It will be desirable to have the 
encoder encode multiple copies of the additional information continuously over the 
duration of the carrier signal, so that a complete instance of this information may be recovered from a smaller segment of a larger signal which has been split into 15 discontinuous pieces or otherwise edited. It is therefore desirable to minimize the 

size of the information to be encoded using both compact design and pre-encoding compression, thus maximizing redundant encoding, and recoverability from smaller 
segments. In a practical implementation of this system it is likely the information 
will be first compressed by a known method, and then encrypted using public-key 20 techniques, before being encoded into the carrier signal. 

The encoder will also prepare the package of additional information so that it 
contains an easily recognizable start of message delimeter, which can be unique to 
each encoding and stored along with the keys, to serve as a synchronization signal 25 to a decoder. The detection of this delimeter in a decoding window signifies that the 
decoder can be reasonably sure it is aligned to the sample stream correctly and can 
proceed in a methodic window by window manner. These delimeters will require a 
number of bits which minimizes the probability that this bit sequence is not 
reproduced in a random occurrence, causing an accidental misalignment of the 

30 decoder. A minimum of 256 bits is recommended. In the current implementation 
1024 bits representing a start of message delimeter are used. If each sample is 
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random, then each bit has a 50% probably of matching the delimeter and the 
conditional probability of a random match would be l/21°24. In practice, the samples 
are probably somewhat less than random, increasing the probability of a match 
somewhat. 

5 

The decode process uses the same masks in the same manner, only in this case the 
information is pxtracte9 one bit at a time from thezcarrier 

The decoder is assumed to have access to the proper masks used to encode the 
10 information originally. These masks might be present in a database, which can be 

indexed by a value, or values computed from the original content, in a manner 
insensitive to the modifications to the content caused by the stega-cipher process. 
So, given an arbitrary piece of content, a decoder might first process the content to 
generate certain key values, and then retrieve the decode masks associated with the 

15 matching key values from the database. In the case where multiple matches occur, 
or none are found, it is conceivable that all mask sets in the database could be tried 
sequentially until a valid decode is achieved, or not, indicating no information is 
present. 

20 In the application of this process, it is anticipated that encoding operations may be 
done on a given piece of content up to 3 times, each adding new information and 
using new masks, over a sub-segment of the content, and that decode operations 
will be done infrequently. It is anticipated that should it become necessary to do a 
search of a large number of masks to find a valid decode, that this process can be 

25 optimized using a guessing technique based on close key matching, and that it is not 
a time critical application, so it will be feaL,ble to test large numbers of potential 
masks for validity on a given piece of content, even if such a process takes days or 
weeks on powerful computers to do a comprehensive search of known mask sets. 

30 The decode process is slightly different in the following respect. Whereas the 
encoding process can start at any arbitrary point in the sample stream, the decode 
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process does not know where the encode process began (the exact offset in samples 
to the start of the first window). Even though the encode process, by convention, 
starts with sample 0, there is no guarantee that the sample stream has not been 
edited since encoding, leaving a partial window at the start of the sample stream, 

5 and thus requiring the decoder to find the first complete window to start the 
decode. Therefore, the decode process will start at the first sample, and shift the 
sample window along by 1 sample, keeping the window index at 0, until it can find 
a valid decode delimeter encoded in the window. At this point, the decoder knows 
it has synchronized to the encoder, and can then proceed to process contiguous 

10 windows in a more expedient manner. 

Example Calculations based on the described implementation for adding copyright 
certificate information to CD quality digital audio: 

15 In a stream of samples, every 128 samples will contain, on average 64 bits of 
certificate related information. Digital audio is composed of 16 bit samples, at 44.1 
Khz, or 44,100 samples per second. Stereo audio provides 2 streams of information 
at this rate, left and right, or 88,200 samples per second. That yields approximately 
689 contiguous sample windows (of 128 samples) per second in which to encode 

20 information. Assume a song is 4 minutes long, or 240 seconds. This yields 240 * 
689 = 165,360 windows, which on average (50% utilization) contain 64 bits (8 
bytes) each of certificate information. This in turns gives approximately 1291Kb of 
information storage space per 4 minute stereo song (1.2 MB). There is ample room 
for redundant encoding of information continuously over the length of the content. 

25 Encoding 8 bytes for every 256 bytes represents 3.1% of the signal information. 
Assuming that a copyright certificate requires at most approximately 2048 bytes 
(2K), we can encode the same certificate in 645 distinct locations within the 
recording, or approximately every 37/100ths of a second. 

30 Now to account for delimeters and synchronization information. Assuming a sync 
marker of 1024 bits to avoid random matches, then we could prefix each 2K 
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certificate block with this 1024 bit marker. It takes 256 windows to store 2K, and 
under this proposed scheme, the first 16 windows are reserved for the sync marker. 
A decoder could search for this marker by progressively matching each of the first 
16 windows (64 bits at a time) against the corresponding portion of the sync 

5 marker. The decoder could reset the match advancing through the sample stream, 
as soon as one window did not conform to the sync marker, and proceed in this 
manner until it matches 16 consecutive windows to the marker, at which point it is 
synchronized. 

10 Under this scheme, 240 windows, or I.92K remain for storing certificate 
information, which is not unreasonable. 

N. Possible Problems, Attacks and Subsequent Defenses 

15 A. Randomization 

The attacker simply randomizes the least significant bits of each data point in the 
transform buffer, obliterating the synchronization signal and the watermark. While 
this attack can remove the watermark, in the context in which stega-cipher is to be 
used, the problem of piracy is kept to a minimum at least equal to that afforded by 

20 traditional media, since the system will not allow an unwatermarked piece of 
content to be traded for profit and watermarks cannot be forged without the proper 
keys, which are computationally difficult to obtain by brute-force or cryptanalysis. 
In addition, if the encoding is managed in such a way as to maximize the level of 
changes to the sample stream to be just at the threshold below human perception, 

25 and the scheme is implemented to anticipate randomization attempts, it is possible 
to force the randomization level to exceed the level that can be perceived and create 
destructive artifacts in the signal, in much the same manner as a VHS cassette can 
be manufactured at a minimal signal level, so that a single copy results in 
unwatchable static. 

30 
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B. Low Bit-Depth Bitmaps (black & white images) 
These bitmaps would be too sensitive to the steganization process, resulting in 
unacceptable signal degradation, and so are not good candidates for the stega-
cipher process. The problem may be circumvented by inflating bit-depth, although 

5 this is an inefficient use of space and bandwidth. 

C. Non-Integer Transforms 
The Fhl is used to generate spectral energy information for a given audio signal. 
This information is not usually in integer format. Computers use methods of 

10 approximation in these cases to represent the real numbers (whole numbers plus 
fractional amounts). Depending on the exact value of the number to be represented 
slight errors, produced by rounding off the nearest real number that can be 
completely specified by the computer occur. This will produce some randomization 
in the least significant bit or bits. In other words, the same operation on the same 

15 sample window might yield slightly different transform values each time. It is 
possible to circumvent this problem using a modification to the simple LSB 
steganographic technique described later. Instead of looking at the LSB, the stega-
cipher can use an energy quantization technique in place of the LSB method. Some 
variant of rounding the spectral energy values up or down, with a granularity 

20 greater than the rounding error should work, without significantly degrading the 
output samples. 

V. A Method and Protocol For Using the Stega-Cipher 

25 The apparatus described in the claims below operates on a window by window basis 
over the sample stream. It has no knowledge of the nature of the specific message 
to be encoded. It merely indexes into a bit stream, and encodes as many of those 
bits as possible into a given sample window, using a map determined by the given 
masks. 

30 
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The value of encoding information into a single window in the sample stream using 
such an apparatus may not be inherently apparent until one examines the manner in 
which such information will be used. The protocol discussed in this section details 
how messages which exceed the encoding capacity of a single sample window (128 

5 samples) may be assembled from smaller pieces encoded in the individual windows 
and used to defend copyrights in an online situation. 

An average of 64 bits can be encoded into each window, which equals only 8 bytes. 
Messages larger than 8 bytes can be encoded by simply dividing the messages up 

10 and encoding small portions into a string of consecutive windows in the sample 
stream. Since the keys determine exactly how many bits will be encoded per 
window, and an element of randomness is desirable, as opposed to perfect 
predictability, one cannot be certain exactly how many bits are encoded into each 
window. 

15 

The start of each message is marked by a special start of message delimeter, which, 
as discussed above is 1024 bits, or 128 bytes. Therefore, if precisely 8 bytes are 
encoded per window, the first 16 windows of any useable message in the system 
described here are reserved for the start of message delimeter. For the encoder, this 

20 scheme presents little challenge. It simply designates the first sample window in the 
stream to be window 0, and proceeds to encode the message delimeter, bit-by-bit 
into each consecutive window, As soon as it has processed the last bit of the SOM 
delimeter it continues by encoding 32 bits representing the size, in bytes of the 
complete message to follow. Once the 32nd and final bit of the size is encoded, the 

25 message itself is encoded into each consecutive window, one bit at a time. Some 
windows may contain more encoded bits then others, as dictated by the masks. As 
the encoder processes each window in the content it increments its window counter. 
It uses this counter to index into the window mask. If the number of windows 
required to encode a complete message is greater than the size of this mask, 256 

30 bits in this case, or 256 windows, then it simply resets the counter after window 
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255, and so on, until a complete message is encoded. It can then start over, or start 
on a new message. 

The decoder has a bigger challenge to face. The decoder is given a set of masks, 
5 just like encoder. Unlike the encoder, the decoder cannot be sure that the first series 

of 128 samples it receives are the window 0 start of message, encoded by the 
decoder. The sample stream originally produced by an encoder may have been 
edited by clipping its ends randomly or splicing pieces together. In that case, the 
particular copy of the message that was clipped is unrecoverable. The decoder has 

10 the start of message delimeter used to encode the message that the decoder is 
looking for. In the initial state, the decoder assumes the first window it gets is 
window 0. It then decodes the proper number of bits dictated by the masks it was 
given. It compares these bits to the corresponding bits of the start of message 
delimeter. If they match, the decoder assumes it is still aligned, increments the 

15 window counter and continues. If the bits do not match, the decoder knows it is not 
aligned. In this case, it shifts one more sample onto the end of the sample buffer, 
discarding the first sample, and starts over. The window counter is set to 0. The 
decoder searches one sample at a time for an alignment lock. The decoder proceeds 
in this manner until it has decoded a complete match to the start of message 

20 delimeter or it exhausts the sample stream without decoding a message. If the 
decoder can match completely the start of message delimeter bit sequence, it 
switches into aligned mode. The decoder will now advance through the sample 
stream a full window at a time (128 samples). It proceeds until it has the 32 bits 
specifying the message size. This generally won't occupy more than 1 complete 

25 window. When the decoder has locked onto the start of message delimeter and 
decoded the message size, it can now proceed to decode as many consecutive 
additional windows as necessary until it has decoded a complete message. Once it 
has decoded a complete message, the state of the decoder can be reset to un-
synchronized and the entire process can be repeated starting with the next 128 

30 sample window. In this manner it is not absolutely necessary that encoding windows 
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be contiguous in the sample stream. The decoder is capable of handling random 
intervals between the end of one message and the start of another. 

It is important to note that the circuit for encoding and decoding a sample window 
5 does not need to be aware of the nature of the message, or of any structure beyond 

the start of message delimeter and message size. It only needs to consider a single 
sample window, its own state (whether the decoder is misaligned, synchronizing, or 
synchronized) and what bits to encode/decode. 

10 Given that the stega-cipher apparatus allows for the encoding and decoding of 
arbitrary messages in this manner, how can it be used to protect copyrights? 

The most important aspect of the stega-cipher in this respect is that fact that it 
makes the message integral with the content, and difficult to remove. So it cannot 

15 be eliminated simply by removing certain information prepended or appended to the 
sample stream itself. In fact, removing an arbitrary chunk of samples will not 
generally defeat the stega-cipher either. 

Given that some information can be thus integrated with the content itself, the 
20 question is then how best to take advantage of this arrangement in order to protect 

copyrights. 

The following protocol details how the stega-cipher will be exploited to protect 
copyrights in the digital domain. 

25 

In a transaction involving the transfer of digitized content, there are at least 3 
functions involved: 

The Authority is a trusted arbitrator between the two other functions listed below, 
30 representing parties who actually engage in the transfer of the content. The 

Authority maintains a database containing information on the particular piece of 
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content itself and who the two parties engaged in transferring the content are. The Authority can perform stega-cipher encoding and decoding on content. 

The Publisher, or online distributor is the entity which is sending the copyrighted 5 content to another party. The Publisher can perform stega-cipher encoding and decoding on content. 

The Consumer is the person or entity receiving the copyrighted content, generally in exchange for some consideration such as money. The consumer cannot generally 10 perform stega-cipher encoding or decoding on content. 

Each of these parties can participate in a message exchange protocol using well known public-key cryptographic techniques. For instance, a system licensing RSA public key algorithms might be used for signed and encrypted message exchange. 15 This means that each party maintains a public key / private key pair, and that the public keys of each party are freely available to any other party. Generally, the Authority communicates via electronic links directly only to the Publisher and the Consumer communicates directly only with the publisher. 

20 Below is an example of how the protocol operates from the time a piece of content enters an electronic distribution system to the time it is delivered to a Consumer. 

A copyright holder (an independent artist, music publisher, movie studio, etc.) wishes to retail a particular title online. For instance, Sire Records Company might 25 wish to distribute the latest single from Seal, one of their musical artists, online. Sire delivers a master copy of this single, "Prayer for the Dying", to the Authority, Ethical Inc. Ethical converts the title into a format suitable for electronic 
distribution. This may involve digitizing an analog recording. The title has now become content in the context of this online distribution system. The title is not yet 30 available to anyone except Ethical Inc., and has not yet been encoded with the stega-cipher watermark. Ethical generates a Title Identification and, Authentication 
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(TIA) certificate. The certificate could be in any format. In this example it is a short 
text file, readable with a small word-processing program, which contains 
information identifying 

5 the title 

the artist 

the copyright holder 

the body to which royalties should be paid 
general terms for publishers' distribution 

10 any other information helpful in identifying this content 

Ethical then signs the TIA with its own private key, and encrypts the TIA certificate 
plus its signature with its own public key. Thus, the Ethical can decrypt the TIA 
certificate at a later time and know that it generated the message and that the 

15 contents of the message have not been changed since generation. 

Sire Records, which ultimately controls distribution of the content, communicates 
to the Ethical a specific online Publisher that is to have the right of distribution of 
this content. For instance, Joe's Online Emporium. The Authority, Ethical Inc. can 

20 transmit a short agreement, the Distribution Agreement to the Publisher, Joe's 
Online Emporium which lists 

the content title 

the publisher's identification 
25 the terms of distribution 

any consideration paid for the right io distribute the•content 
a brief statement of agreement with all terms listed above 

The Publisher receives this agreement, and signs it using its private key. Thus, any 
30 party with access to the Joe's Online Emporium's public key could verify that the 

Joe's signed the agreement, and that the agreement has not been changed since 
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Joe's signed it. The Publisher transmits the signed Distribution Agreement to the Authority, Ethical Inc. 

Ethical Inc. now combines the signed TM certificate and the Distribution 5 Agreement into a single message, and signs the entire message using its private key. Ethical has now created a Publisher Identification message to go into its own stega-cipher channel in the content. Ethical Inc. now generates new stega-cipher masks and encodes this message into a copy of the content using a stega-cipher encoder. The Authority saves the masks as a Receipt in a database, along with information 10 on the details of the transfer, including the title, artist and publisher. 

Ethical then transfers this watermarked copy to the Joe's Online Emporium, the . . 
Publisher. Well known encryption methods could be used to protect the transfer between the Authority and the Publisher. The Authority may now destroy its copy, 15 which the Publisher has received. The Publisher, Joe's Online Emporium now assumes responsibility for any copies made to its version of the content, which is a Publisher Master copy. 

Finally, the Consumer, John Q. Public wishes to purchase a copy of the content 20 from Joe's Online Emporium. Joe's Emporium sends the John Q. Public a short agreement via an electronic communication link, similar to Publisher's Distribution Agreement, only this is a Purchase Agreement, which lists 

the content title 
25 consumer identification 

the terms of distribution 

the consideration pas for the content 
a brief statement of agreement with the terms above 

30 John Q. Public signs this agreement with his private key and returns it to the Joe's Online Emporium. The Publisher, Joe's prepares to encode its own stega-cipher 
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watermark onto a copy of the content by generating a set of masks for the 
-algonthrn. Joe-s Online Emporium then stores these masks (a receipt) in its own 
database, indexed by title and consumer. Joe's Online Emporium signs the 
agreement received from John Q. Public with the Emporium's own private key, and 

5 forwards it to the Authority, Ethical Inc., along with a copy of the masks. It is 
important to note that this communication should be done over a secured channel. 
The Authority verifies the Publisher and Consumer information and adds its own 
signature to the end of the message, approving the transaction, creating a Contract 
of Sale. The Authority adds the Publisher's receipt (mask set) to its database, 

10 indexed by the title, the publisher, and the consumer identification. The Authority 
signs the Contract of Sale by encrypting it with their private key. So anyone with 
the Authority's public key (any Publisher) could decrypt the Contract of Sale and 
verify it, once it was extracted from the content. The Publisher then transmits the 
signed Contract of Sale back to the Publisher, who uses a stega-cipher device to 

15 imprint this Contract as its own watermark over the content. The Publisher then 
transmits the newly watermarked copy to the Consumer, who is acieptiri . - 
responsibility for it. The Publisher destroys their version of the consumer's copy. 

• 

If this procedure is followed for all content distribution within such an online system 
20 then it should be possible for the Authority to identify the owner of a piece of 

content which appears to be unauthorized. The Authority could simply try its 
database of stega-cipher keys to decode the watermark in the content in question. - - • •
For instance, if a copy of Seal's latest single originally distributed with stega-cipher 
watermarks showed up on an Internet ftp site the Authority should be able to 

25 extract a TIA Certificate and Distribution Agreement or a Contract of Sale 
identifying the responsible party. If a Publisher sold this particular copy to a 
Consumer, that particular publisher should oe able to extract a Contract of Sale, 
which places responsibility with the Consumer. This is not a time critical 
application, so even if it takes days or weeks, it is still worthwhile. 

30 
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In a modification to the protocol discussed above, each Publisher might act as its 
own Authority. However, in the context of online services, this could open avenues 
of fraud committed by the collusion of certain Publishers and Consumers. Using an 
Authority, or one of several available Authorities to keep records of Publisher-

5 Consumer transactions and verify their details decreases the likelihood of such 
events. 

It should also be obvious that a similar watermarking system could be used by an 
individual entity to watermark its own content for its own purposes, wether online 

10 or in physical media. For instance, a CD manufacturer could incorporate unique 
stega-cipher watermarks into specific batches of its compact discs to identify the 
source of a pirate ring, or to identify unauthorized oigital copies made from its 
discs. This is possible because the stega-cipher encoding works with the existing 
formats of digital samples and does not add any new structures to the sample data 

15 that cannot be handled on electronic or mechanical systems which predate the 
stega-cipher. 

VI. Increasing Confidence in the Stega-Cipher 

20 The addition of a special pre-encoding process can make stega-cipher certificates 
even more secure and undeniable. Hash values may be incorporated which match 
exactly the content containing the watermark to the message in the watermark - • 
itself. This allows us a verification that the watermark decoded was encoded by 
whomever signed it into this precise location in this specific content. 

25 

Suppose one wants to use a 256 bit (32 byte) hash value which is calculated with a 
secure one-way hash function over each sample in each sample window that will 
contain the message. The hash starts with a seed value, and each sample that would 
be processed by the encoder when encoding the message is incorporated into the 

30 hash as it is processed. The result is a 256 bit number one can be highly confident is 
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unique, or sufficiently rare to make intentionally duplicating it with another series of 
samples difficult. 

It is important that the hash function Le insensitive to any changes in the samples 
5 induced by the stega-cipher itself For instance, one might ignore the least 

significant bit of each sample when computing the hash function, if the stega-cipher 1. was implemented using a least significant bit encode mode. 

Based on the size of the non-hash message, one knows the hash-inclusive message 
10 requires 32 more bytes of space. One can now calculate the size of a signed 

encrypted copy of this message by signing and encrypting exactly as many random 
bytes as are in the message, and measuring the size of the output in bytes. One now 
knows the size of the message to be encoded. One can pre-process the sample 
stream as follows. 

15 

Proceed through the stega-cipher encode loop as described in the claims. Instead of 
encoding, however, calculate hash values for each window series which will contain 
the message, as each sample is processed. At the end of each instance of "encoding" 
take the resultant hash value and use it to create a unique copy of the message 

20 which includes the hash value particular to the series of sample windows that will be 
used to encode the message. Sign and encrypt this copy of the message, and save it 
for encoding in the same place in the sample stream. 

A memory efficient version of this scheme could keep on hand the un-hashed 
25 message, and as it creates each new copy, back up in the sample stream to the first 

window in the series and actually encode each message, disposing of it afterwards. 

The important result is evident on decoding. The decoding party can calculate the 
same hash used to encode the message for themselves, but on the encoded samples. 

30 If the value calculated by the decoding party does not match the value contained in 
the signed message, the decoder is alerted to the fact that this watermark was 
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transplanted from somewhere else. This is possible only with a hash function which 
ignores the changes made by the stega-cipher after the hash in the watermark was 
generated. 

5 This scheme makes it impossible to transplant watermarks, even with the keys to 
the stega-cipher. 
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Appendix - Psuedo-code 

coast int WINDOW RESET 256; 
mist int WINDOW SIZE = 128; 
coast int MARKER BITS - 1024; 
coast int CHUNK_BITS "' 2048 • 8; 

inn window offset; 

int msg_bit_offset 

inn frequency offset; 

Boolean useCell; 

/0 8 bits per byc, 1 byte per char a/ 
unsigned char frequency_mask(WINDOW_SIZE/8); 
unsigned char window_mask(WINDOW_RESET/81; 
unsigned char insg_start_markerfMARICER_BITS/81; 
unsigned char msg_endmarker(MARKER_BITS/8); 
Int16 amplitudesample_buffer[WINDOW SIZE); 
float power_frequency_bufler(YINDOW_SEZE); 
unsigned char message_bufferfCHUNIC_BITSMJ; 

void doFFT(1nt16 samp_sample_bufrer, float spowerfrcq_buffer.int size); 
void doInvetsern(Int16 •amp_sample_buffer, float spower_freq_bullerint size); 
void initialize(); 

Bit getBit(unsigned char sbufTer,int bitOffset); 
Boolean map(Bit window_bit, Bit band_bit, int window. int frequency); 
Boolean getSamples(Int16 'amplitude_sample_buffer.int samples); 
void encode() 

void initialize() 

message to be encoded is generated'/ 
I* message is prefixed with 1024 bit insg_start_marker 
r• message is suffixed with 1024 bit msg_end _marker or 
is remaining space at end of message buffer padded with random bits ar 
window offset - 0; 

msg_bit_offset a' 0; 

frequency_offset a 0; 

frequency mask loaded 
window mask loaded 

zeroAmpSamplcBulTer0; 
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Boolean getSamples(Irit16 •buffer,int samples) 

get samples number of samples and shift them contiguously into the sample 
buffer from right to left•/ 

if(sampies < samples available) 

return false; 

else 

return true; 

void doFFT(Int16 •sample_buffer, float •spectrum_buffer, int size) 

calculate FFT on sample buffer, for size samples 
store result in spectrum buffer 

void doInverseFFT(Int16 •sample_buffer,float *spectrum_ buffer,int size) 

calculate inverse FFT on spectrum_buffer 
store result in sampe_buffer 

Bit getBit(unsigned char •buffer,in bitOffset) 

returns value of specified bit in specified buffer 
either 0 or I, could use Boolean (true/false) values for bit set of bit off 

Boolean map(Bit window_bit,Etit band_bit,int window, Mt frequency_ 

/• this is the function that makes the information difficult to find •/ 
/' the inputs window bit and band bit depend only on the mask values 

used for encoding the information, they are I) random, 2) secret •/ 
I• window and frequency values are used add time and frequency band dependent 

complexity to this function •/ 
/• this function is equivalent to a Boolean truth table with window • frequency • 4 
possible input combinations and 2 possible output •/ 
/• for any input combination, the output is either true or false •/ 
/• window ranges from 0 to WINDOW_RESET -1 •/ 
/• frequency ranges from 0 to WINDOW SIZE - I •/ 
return calculated truth value 
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void encodeBit(float •speetrum_bulTer,int freq_offset,Bit theBit) 

/* modifies the value of the cell in spectrum_ buffer, indexed by frcq_offset 
in a manner that distinguishes each of the 2 possible values of theBit, 

or 0 

/* suggested method of setting the Least Significant bit of the cell than oi 
Po alternative method of rounding the value of the cell upward or downward to 

certain fractional values proposed 
i.e. <...5 fractional remainder signifies 0, > .5 fraction remainder 

signifies 1 
0/ 

void encode() 

initialize(); 

do I 

if(getSamples(amplitude_sample_buffer) ,,,== false) 
return 

doFfT(amplitude_sample_buffer,power_frequency_buffer,WINDOW_SIZE); 

for (frequency_offset w 0: frequency_offset < WINDOW SIZE; 
frequency_offset++)( 

useCell s map(getBit(window_mask,window_offset), 
getBit(frequency_mask,frequency_offset), 
window offset; frequency offset); 

if(useCell true)( 

enoodeBit(power_frequenc •_buffer,frequency_o(Fset, 
getBit(mcssage_buffer,msg_bit_offset)); 

message_bit_offset -4-+; 

if(msg_bit_ofTset mm MESSAGEBITS)( 
initialize(); 

break; I' exit frequency loop ot 
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doInverseFFT(aMplitude samplc_buffer,power_frequency_buffer, 
WINDOW_SIZE); 

outputSamples(amplitude_sample_buffer); 

window_offset++; 
if(window offset .=.= WINDOW_RESET)( 

window offset - 0; 

)while(true); 

The encode() procedure processes an input sample stream using the specified frequency and window masks as well as a pre-formatted message to encode. 

encode() processes the sample stream in windows of WINDOW SIZE samples, contiguously distributed in the sample stream, so it advances WINDOW_SIZE samples at a time. 

For each sample window. encode() first compute the FFT of the window. yielding its Power Spectrum Estimation. For each of these window PSEs, encode() then uses the map() function to determine where in each PSE to encode the bits of the message, which it reads from the message butTfr, on chit at a time. Each time map() returns true, encode() consumes another sample from the message. 

After each window is encoded, encode() computes the inverse FFT on the PSE to generate a modified sample window, which is then output as the modified signal. It is important the sample windows NOT overlap in the sample stream, since this would potentially damage the proceeding encoding windows in the stream. 

Once the message is entirely encoded, including its special end of message marker bit stream, encode() resets it internal variables to begin encoding the message once more in the next window. encode() proceeds in this manner until the input sample stream is exhausted. 

cnum 

Synchronizing, 
. Locked 

}; /• decode states •1 
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unsigned char message_end_buffer(MARKER_BITSI; 

Bit decodeBit(float *spectrum_bufTer,int freq_offset) 

/* reads the value of the cell in spectrum buffer, indexed by freq_offset 
in a manner that distinguishes each of the 2 possible values of an 
encoded bit, 1 or 0 

./ 

I* suggested method of testing the Least Significant bit of the cell'/ 
is alternative method of checking the value of the cell versus certain fractional remainders proposed. 

i.e. <= .5 fractional remainder signifies 0, > .5 fraction remainder 
signifies I 

return either 1 or 0 as appropriate 

Boolean decode() 

I' Initialization'/ 

state = Synchronizing 
window_offset = 0; 
set frequency mask 

set window mask 

clear sample buffer 
int nextSamples 

int msg start_offset = 0; 
clear message_endbuffer 
Bit aBit; 

Boolean bitsEqual; 

do ( 

if(state Synchronizing)I 

nextSamples =. 1; 
window offset .= 0; 

else 

nextSamples WINDOW SIZE. 

iggetSamplegamplitude_sample_butTer) •-• false) 
return false; 
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doFFT(amplitude_sample_buffer,power_frequency_buffer, 
WINDOW SIZE); Pr 2 '1 

for (frequency_ offset - 0; frequency offset < WINDOW_SIZE; frequency_offset++)( 

useCell a map(getBit(winclow_mask,window_offset), 
getBit(frequency_mask,frequeney_offset), 
window offset, frequency_offset); 

if(useC-ell true){ 

aBit decodeBit(power_frequency_buffer, 
frequency_offset); 

setElit(message_buffersnessage_bit_offset,aBit); 
message_bit_offsct ++; 

else 

continue; 
igstate == Synchronizing){ 

bitsEqual 

compareBits(message_start_marker,message_buffer, 
mcssage_bit_offset); 

if(lbitsEqual)f 

message_bit_offset 0; 
misaligned - true; 
break; /* exit frequency loop .1 

else if (message_bit_o(fset ".^ MARICER_BITS) 
state as Locked; 

else { 

I* locked onto encoded stream 0/ 
shift aBit into right side of message_end_buffer 
bitsEqual — compareBits(mcssage_end_buffer. 

insg_end_marker.MARKER_BITS); 
if(bitsEqual) 

return true; 

}while (true); 
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The decode() procedure scans an input sample stream using specified window and frequency masks, until it either decodes a valid message block, storing it in a message buffer, or exhausts the sample stream. 

The decode() procedure starts in state Synchronizing, in which it does not know where in the sample stream the encoding windows are aligned. The procedure advances the sample window through the sample stream one sample at a time, performing the FFT calculation on each window, and attempting to decode valid message bits from the window. As it extracts each bit using the map() function, the decode() procdurt compares these bits . against the start of meqqage marker. As soon as a mismatch is detected, the decode() procedure knows it is not yet properly aligned to an encoding window, and immediately re_a<irs decoding bits from the current window and moves to the next window, offset by I sample. The decode() procedure continues in this manner until it matches successfully the complete bitstream of a start of message marker. At this point the decode() procedure assumes it is aligned to an encoded message and can then decode bits to the message buffer quickly, advancing the sample window fully at each iterations. It is now in locked mode. For each bit it stores in the message buffer when in Locked mode, the decode() procedure also shifts the same bit value into the least significant bit of the messageend_buffer. After each bit is decoded in Locked mode, t ..e decode() procedure checks compares the message_end_buffer with the msg_end_marker in a bit by bit manner. When a complete match is found, decode() is finished and rctums true. If the sample stream is exhausted before this occurs, decode() returns false. If decode() returns true, a valid message is stored in the message buffer, including the start and end of message markers. 
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Claims 

1. A steganographic method comprising the steps of : 
using random keys in combination with steganography to encode additional 

information into digitized samples such that a signal generated from the modified 
5 sample stream is not significantly degraded and such that the additional information 

cannot be extracted without the keys and such that the signal generated from the 
modified sample stream will be degraded by attempts to erase, scramble, or 
otherwise obliterate the encoded additional information. 

10 2. An apparatus for encoding or decoding a message, represented as 
series of data bits into or out of a series of digitized samples, comprising: 

a) a sample buffer for holding and accessing and transforming 
digitized samples; 

b) a digital signal prodessor capable of performing fast fourier 
15 transforms; 

20 

25 

30 

c) a memory to contain information representing 
1) primary mask, 

2) convolutional mask, 
3) start to message delimiter, 

4) a mask calculation buffer, 
5) a message buffer, 

6) an integer representing a message bit index, 
7) a position integer M representing message size, 
8) an integer representing an index into said primary 

mask, 

9) an integer representing an index into said convolution 
mask, 

10) an integer representing the state of a decode process, 
11) a table representing a map function; 
12) a flag indicating a complete message has been 

decoded or encoded, 
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5 

(c 1 3); 

13) a positive integer S representing a number of samples 
to read into said sample buffer, and 

14) a flag indicating the size of a message which has been 
decoded; 

d) an input to acquire digital samples; 
e) an output to output modified digital samples; 
f) an input for inputting the values of (c1) - (c5) and (ell) and 

g) an output to output the message stored in (c5) as the result 10 of a decode process and the value of (c10) to an attached digital circuit; 
h) at least one data bus to transfer information from 

(d) to (a), 

(a) to (b), 

(b) to (a), 
15 (a) to (e), 

(f) to (c), and 

(c) to (e); and 

i) a clock which generates a clock signal to drive (b) and 20 control the operation of the apparatus. 

3. A method of encoding information into a sample stream of data, said method comprising the steps of: 

A) generating a mask set to be used for encoding, said set 25 including: 

a random or pseudo-random primary mask, 
a random or pseudo-random convolution mask, 
a random or pseudo-random start of message delimiter, wherein said mask set can be concatenated and manipulated as a single ait 30 stream; 

B) obtaining a message to be encoded; 
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C) generating a message bit steam to be encoded such that the stream includes 

I) a start of message delimiter, and 
2) an integer representing the number of message 
bytes to follow the message; 

D) loading the message bit stream, a map table, the primary mask, the convolution mask, and the start of message delimiter into a memory; E) resetting a primary mask index, a convolution mask and 10 message bit index, and setting the message size integer equal to the total number of bits in the message bit stream; 

F) clearing a message encoded flag; 
G) reading a window of samples from a sample input device and storing them sequentially in a sample buffer; 

15 resetting the primary mask index and looping through the sample buffer from a first sample to a last sample incrementing the primary mask index each time a sample is visited, such that for each sample position, a value of the mapping function is computed, which is either true or false, by using a bit of the primary mask representing a current sample and a bit of the convolution mask 20 indicated by the convolution index to calculate an offset in the map table; 
obtaining the bit value stored in the map table and encoding the bit of the message indicated by the message bit index into the current sample if the bit value obtained from the map table is a certain value and incrementing the message bit index, determining whether the message bit index equals the number of 25 message bits, and if it does re-performing step A), setting the message encoded flag, and exiting the loop; 

outputting the modified samples in the sample buffer, and if the message encoded flag is set jumping back to said step E); 
K) incrementing the convolution index, wherein if the 30 convolution index equals the length of the convolution mask in bits then set the convolution index to 0; and 
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L) jumping back to step G). 

4. A method of encoding information into a sample stream of data, comprising the steps of 
5 A) generating a mask set to be used for encoding, including: 

a random or pseudo-random primary mask, 
a random or pseudo-random convolution mask, and 
a random or pseudo-random start of message delimiter, wherein said mask set can be concatenated and manipulated as a single bit 10 stream; 

B) inputting a message to be encoded; 
C) generating a message bit stream to be encoded including 

a start of message delimiter, and 
an integer representing of number of message bytes to 15 follow the message; 

D) loading the message bit stream, a map table, and the mask set into a memory; 

E) resetting a primary mask index, a convolution mask and message bit index, setting the message size index equal to the number of bits in the 20 message bitstream, and clearing a message encoded flag; 
F) reading a window of samples of the inputted message and 

storing the samples sequentially in a sample buffer; 
G) computing a spectral transform of the samples in the buffer; 
H) obtaining the bit value stored in the map table, wherein if the 25 bit value is true, then encoding the bit of the message indicated by the message bit index into the current sample and incremer.,ing the message bit index, where the message bit index equals the number of message bits, and then reperforming step A), setting the message encoded flag, and exiting the loop; 

I) computing the inverse spectral of the spectral values stored 30 in the sample buffer; 
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outputting the values in the sample buffer, and if the sample encoded flag is set, then clear the flag and jump back to step E); 
K) incrementing the convolution index and when the convolution index equals the length of the convolution mask in bits resetting the 5 convolution index; and 

L) jumping back to step F). 

5. The method of claim 3 wherein the encoding of the message bit into the sample in step I includes encoding a single bit of the sample to match the message 10 bit. 

6. The method of claim 4 wherein the encoding of the message bit into the sample in step H includes altering the sample value such that said sample value falls within a prespecified range of valves relative to its original value. 
15 

7. A method of decoding information from a sample stream of data, comprising the steps of: 

A) obtaining a mask set including: 
(1) a random or pseudo-random primary mask, 

20 (2) a random or pseudo-random convolution mask, and 
(3) a random or pseudo-random start of message delimiter; 

B) loading a map table, and the mask set into a memory; 
C) resetting a primary mask index and convolution mask index and setting a message size integer equal to 0; 

25 D) clearing a message decoded flag; 
E) setting a state of the decode process to SYNCHRONIZED; 
F) checking the state of the decode process and if the decode state is UNSYNCHRONIZED, setting a number of samples to equal 1 and resetting the convolution index to 0; otherwise, setting the number of samples to equal S 30 (S21); 
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G) reading the number of samples specified in step F) into a sample buffer; 

H) resetting the primary mask index, and looping through the sample buffer from the first sample to the last sample, incrementing the primary 5 mask index each time, and for each sample position, computing the value of a mapping function to calculate an offset into the map table; 
I) obtaining the bit value in the map table, and if the value is true, decoding the bit of the message indicated by the message bit index, storing the bit into the message buffer at the message bit index, and incrementing the message bit 10 index; 

J) comparing the decoded bits in the message buffer to the start of message delimiter, and if the number of bits in the message buffer isless than or equal to the number of bits in the start of message delimiter and the bits match, then setting the state of the decode process to SYNCHRONIZED; otherwise setting the 15 state of the decode process to UNSYNCHRONIZED; 
K) if the state of the decode process is SYNCHRONIZED and the number of bits in the message buffer is greater than or-equal to the sum of the number of bits of the start of delimiter and the message size, then setting the state of the decode process to SYNC-AND-SIZE and copying certain bits from the 20 message buffer to a message size integer container; 

L) if the state of the decode process is SYNC-AND-SIZE and the number of bits in the message buffer divided by 8 is greater than or equal to the message size, then setting the message decoded flag, outputting the message and the message decoded flag and ending the method; 25 M) incrementing the convolution index, and if the convolution index equals the number of bits in the convolution mask resetting the convolution index; and 

N) jumping to step F). 

30 8. A method of decoding information from sampled data, comprising the steps of. 
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A) Obtaining a mask set including 
(1) a random or pseudo-random primary mask, 
(2) a random or pseudo-random convolution mask, and 
(3) a random or pseudo-random start of message 5 delimiter; 

B) loading a map table, and the mask set into a memory; 
C) resetting a primary mask index and convolution mask index and setting a message size integer equal to 0; 

10 

15 

D) 

E) 

F) 

clearing a message decoded flag; 
setting a state of the decode process to SYNCHRONIZED; 
checking the state of the decode process and if the decode state is UNSYNCHRONIZED, setting a number of samples to equal 1 and resetting the convolution index to 0; otherwise, setting the number of samples to equal S (S>1); 

sample buffer; 

sample buffer; 

G) reading the number of samples specified in step F) into a 

H) computing a spectral transform of the samples stored in the 

1) resetting the primary mask index and looping through the 20 sample buffer from the first sample to the last sample, incrementing the primary mask index each time, and for each sample position, computing the value of a mapping function by using the bit of the primary mask corresponding to the primary mask index and the bit of the convolution masks indicated by the convolution phase to calculate an offset into the map table representing the mapping function;• 25 3) obtaining a bit value stored in the map, and if the value is true, decoding the bit of the message indicated by the message bit index from the current sample, storing the bit into the message buffer at the message bit index, and incrementing the message bit index; 

K) comparing the decoded bits in the message buffer to the start 30 of message delimiter, and if the number of bits in the message buffer is less than or equal to the number of bits in the start of message delimiter and the bits match, then 
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setting the state of the decode process to SYNCHRONIZED; otherwise, setting the state of the decode process UNSYNCHRONIZED; 
L) if the state of the decode process is SYNCHRONIZED, and the number of bits in the message buffer is greater than or equal to the sum of the 5 number of bits of the start of delimiter and the message size, then setting the state of the decode process to SYNC-AND-SIZE and copying certain bits from the message buffer to a message size integer container; 

M) if the state of the decode process is SYNC-AND-SUE and the number of bits in the message buffer divided by 8 is greater than or equal to the 10 message size, then setting the message decoded flag, outputting the message and the message decoded flag and ending the method; 
N) incrementing the convolution index, wherein if the 

convolution index equals the number of bits in the convolution mask, then resetting the convolution index; and 
15 0) jumping to step F). 

9. The method of claim 7 wherein the decoding of the message bit from the sample in step I includes reading a single bit of the sample. 

20 10. The method of claim 7 wherein the decoding of the message bit from the sample in step I includes mapping a range of sample values onto a particular 
message bit value. 

11. The method of claim 4 wherein the map table is defined such that any index 25 of the map table directs the process to encode information. 

12. The method of claim 1 wherein the samples are obtained from a sample stream representing digitized sound or music. 
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13. The method of claim 12 wherein the identical encode process is performed on two sample streams representing channel A and channel B of digitized stereo sound. 

5 14. The method of claim 12 wherein the sample streams represent channel A and channel B of digitized stereo sound and are interleaved before being input as a single sample stream and are separated into two channels upon output. 

15. The method of claim 1 wherein the samples are obtained from a sample 10 stream representing digitized video. 

16. The method of claim I wherein the samples are obtained from a sample stream representing a digitized image. 

15 17. The apparatus of claim 2, further comprising a tamper-resistant packaging, enclosing said apparatus wherein circuitry and information stored therein are destroyed if said packaging is opened. 

18. The method of claim 3, further comprising a pre-encoding step which 20 customizes the message to be encoded including: calculating over which windows in the samples stream a message will be encoded, computing a secure one way hash function of the samples in those windows, and placing the resulting hash values in the message before the message is encoded; 
wherein the hash calculating step includes: calculating the size of the 25 original message plus the size of an added hash value, and pre-processing the sample stream for the purpose of calculating hash values of each series of windows that will be used to encode the message and creating a modified copy of the message containing the hash value such that each message containing a hash value matches each window series uniquely. 

30 
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19. The method of claim 1, wherein an authority for on line distribution of 
content encodes at least one of the following items into a sample stream ; 

the title, 

the artist, 

5 the copyright holder, 

the body to which royalties should he paid, and 
general terms for publisher distribution. 

20. The method of claim 19, wherein the authority combines at least one item 10 with a secure private key signed message from a publisher containing at least one of 
the following pieces of information: 

the title, 

the publisher's identification, 

the terms of distribution, 
15 any consideration paid for the right to distribute the content, 

a brief statement of agreement, and 
the publisher signs and encrypts the combined message using a public key 
cryptosystem and encodes the signed and encrypted message into the sample 
stream. 

20 

21. The method of claim 20, wherein a publisher obtains the encoded sample 
stream and additionally obtains information form the authority and combines this 
with a message received from a consumer, which has been signed using a public key 
cryptosystem and wherein the signed message contains at least one of the following 25 data 

the content title, 

consumer identification, 

the terms of distribution, 

the consideration paid for the content, 
30 a brief statement of agreement, and 
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the publisher uses a public key cryptosystem to sign the combined information and finally encodes the signed information. 

22. The method of claim 1, wherein the sample stream is obtained from at least 5 one audio track contained within a digitized movie, video game software, or other software. 

23. The method of claim 1, wherein the sample stream is obtained from at least one digitized movie or still image contained within a video game or other software. 10 

24. The method of claim 1, wherein encoded information is contained in the differences or relationship between samples or groups of samples. 

25. The method of claim 4, wherein the encoding of the message bit into the 15 sample in step H includes encoding a single bit of the sample to match the message bit. 

26. The method of claim 3, wherein the encoding of the message bit into the sample in step 1 includes altering the sample value such that said sample value falls 20 within a prespecified range of valves relative to its original value. 

27. The method of claim 8, wherein the decoding of the message bit in step includes reading a single bit of the sample. 

25 28. The method of claim 8, wherein the decoding of the message bit in step J includes mapping a range of supply values onto a particular message bit value. 

29. The method of claim 3, wherein the map table is defined such that any index of the map table directs the process to encode information. 30 
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30. The method of claim 7, wherein the map table is defined such that any index 
of the map table directs the process to encode information. 

31. The method of claim 8, wherein the map table is defined such that any index 5 of the map table directs the process to encode information. 

32. The method of claim 4, further comprising a pre-encoding step which 
customizes the message to be encoded including: calculating over which windows in the samples stream a message will be encoded, computing a secure one way hash 10 function of the samples in those windows, and placing the resulting hash values in the message before the message is encoded; 

wherein the hash calculating step includes: calculating the size of the 
original message plus the size of an added hash value, and pre-processing the 
sample stream for the purpose of calculating hash values of each series of windows 15 that will be used to encode the message and creating a modified copy of the 
message containing the hash value such that each message containing a hash value 
matches each window series uniquely.--

20 
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Box Na. VI PRIORITY CLAIM 
Further priority claims are indicated in the Suppienseetal Box 0 

The priority of the following earlier applicatioa(s) is istarby claimed: 
fie which, or for Counuy which. the application was filed) 

Filing Date 
(day/atoitIllytar) Application No. Office of Wing (only for retiond or itittnetnotsal application) 
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US (09.06.1995) 
09 June 1995 08/489,172 item (2) 
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I. I 
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&like search Fill in who' r aaroch (inseniociona( ate cr mutant and lir Monty is now regressed a race JAILS or llama either by rsferrare I o the retreat Cower/ (or regional Office): Date (daylmtondityear) 

(ISA) fif ta• . r wet Insmaised Sarritirg Antonin tar koderiry carsnit niaNatetv car Amy er grit ISA I US inernatimai-type or ocher) by the brentational Sean** Authority ha *beady been caned 
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apptioxion (or the considion airreq9 or by reference to * search molest 
Number. 

Box No. VW CHECK LIST 

This international apptiesion contains the following number of sheets: 
I. request : 4 sheets 
2. description : 3 0 sheets 
3. (lakes 1 2 sheets 
4. abstract 1 sheen 
5. drawings : 0 sheets 

This interratiotud application is accompanied by the itetn(s) matted below: I. 0 separate signed 5, g fee calculation sheet 
power of anotney 

• rn copy of 6. 0 = ditg rext itcei pitisinsoaa concerning 
2" L..) power orattnr• ter/ 

3. 0 " awl  Ana 
7. 0 nucleotide ancVor amino acid lact of signet= sequence tixting (diskene) 4, CI PrimigUri. ed in gas 

s) v7 8. 0 other (rpec46): as item(s): 

6 . Append . 
Total : 514 sheets 

Figure No. of the drawings (if any) should accompany the abstract when it is published. Box No. IX SIGNATURE OF APPLICANT OR AGENT Stu s, nor siebetsre, lake* tit hone 4 the perua opal and tie (goon v which tie poufs eau 14( seek ceperity is ea amber from ncogir dr rrpati 

Fran Pietrantonio 
I. Date of actual receipt of the purported international application: 

For receiving Office use only 

3. Corrected date of actual receipt due to later but timely received papers or drawings completing the purported international application: 
4. Date of umely receipt of the required corrections under PCT Article I 1(2): 
5. International Searching Authority 

ISA specified by the applicant: 6. ❑ Transmittal of search copy delayed until search fee is paid 

2. Drawings: 

El teoeival: 

ED not received: 

Data of receipt of the record copy by the International Bureau: 

For International Bureau use only  
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INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) 
(51) International Patent Classification 6 : 

HO4L 9/00 A3 
(11) International Publication Number: WO 96/42151 

(43) International Publication Date: 27 December 1996 (27.12.96) 

(21) International Application Number: PCTIUS96/10257 

(22) International Filing Date: 7 June 1996 (07.06.96) 

(30) Priority Data: 
08/489,172 9 June 1995 (09.06.95) US 

(71) Applicant: THE DICE COMPANY [US/US], P.O. Box 60471, 
Palo Alto. CA 94306-0471 (US). 

(72) Inventors: COOPERMAN, Marc, S.; 2929 Ramona, Palo Alto. 
CA 94306 (US). MOSKOWITZ, Scott, A.: Townhouse 4, 
20191 East Country Club Drive, North Miami Beach, FL. 
33180 (US). 

(74) Agents: ALTMILLER, John, C. et al.; Kenyon & Kenyon, 1025 
Connecticut Avenue, N.W., Washington, DC 20036 (US). 

(81) Designated States: CA. CN, Fl, JP, KR, SG, European patent 
(AT, BE, CH, DE, DK, ES, FI, FR, GB, GR, 1E, IT, LU, 
MC. NI-, PT, SE). 

Published 
With international search report. 
Before the expiration of the time limit for amending the 
claims and to be republished in the event of the receipt of 
amendments. 

(88) Date of publication of the international search report: 
13 February 1997 (13.02.97) 

(54) Title: STEGANOGRAPHIC METHOD AND DEVICE 

(57) Abstract 

An apparatus and method for encoding and decoding additional information into a stream of digitized samples in an integral manner. The information is cncodcd using vial keys. The information is contairTain the samples, not prepended or appended to the sample stream. The method makes it extremely difficult to find the information in the samples if the proper keys are not possessed by the decoder. The method does not cause a significant degradation to the sample stream. The method is used to establish ownership of copyrighted digital multimedia content and provide a disincentive to piracy of such material. 

DISH-Blue Spike-246
Exhibit 1010, Page 1186



• 
INTERNATIONAL SEARCH REPORT International application No. 

PCT/US96/10257 

A. CLASSIFICATION OF SUBJECT MATTER 
IPC(6) :HO4L 9/00 
US CL :380/28 

According to International Patent Classification (IPC) or to both national classification and IPC 
B. FIELDS SEARCHED 
Minimum documentation searched (classification system followed by classification symbols) 

U.S. : 380/28; 340/825.34, 4, 23 

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched 

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used) 

C. DOCUMENTS CONSIDERED TO BE RELEVANT 

Category* 

A 

A 

A 

A 

A 

A 

Citation of document, with indication, where appropriate, of the relevant passages 

US, A, 4,908,873 (PHIL1BERT et al) 13 MARCH 1990, See col. 5, lines 1-25. 

US,A, 4,979,210 (NAGATA et al) '18 DECEMBER 1990, See Fig. 13. 

US,A, 5,073,925 (NAGATA et al) 17 DECEMBER 1991, See Fig. 1. 

USIA, 5,287,407 (HOLMES) 15 FEBRUARY 1994, See Fig. 1. 

US,A, 5,365,586 (INDECK et al) 15 NOVEMBER 1994, See cols. 3 and 4, 

US,A, 5,408,505 (INDECK et al) 18 APRIL 1995, See Fig. 4. 

Relevant to claim No. 

1-32 

1-32 

1-32 

1-32 

1-32 

1-32 

Further documents arc listed in the continuation of Box C. P See patent family annex. 
• 

"E' 

"L: 

Spored categories of cited doctuncon: 

doctunentdertaing the general state of the an which is not cooaidered to be of particular releviince 

earlier document pobladsod oo or after the inieroatiocial filing date 
document which may throw doubts on priority clairn(s) or which is cited to establish the publication data of another citation or other special reason fas specified) 

document referring to • an oral disclosure, use, exhibition Of other 

document published prior to the international filing date but biter than the priority date claimed dz.

tater doe meat published after the international filing date or priority date and not in conflict with the applicanoo but cited to understand the principle or theory underlying the inventioo 

document of particular relevance: the claimed invention cannot be considered novel or cannot be considered to involve an inventive step wbcn doe docunanst is uJorn mbar 

document of peltkI/61 relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documenta. such combination being obvious to is pawn skilled in the art 

document member of the same puma family 
Date of the actual completion of the international search 

11 JUNE 1996 

Name and mailing address of the ISA/US Commissioner of Patents and Trademarks 
Box PCT 
Washington, D.C. 20231 

Facsimile No. (703) 305-3230 

Date of mailing of the international search report 

24DEC1996 
Authort officer 

t SALVATORE CANGIALOSI 

Telephone No. (703) 305-1837 Form PCT/ISA/210 (second sheet)(July 1992)* 
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INTERNATIONAL PRELIMINARY EXAMINING AUTHORITY 

To: JOHN C. ALTMILLER 
KENYON & KENYON 
1025 CONNECTICUT AVE. N.W. 
WASHINGTON, D.C. 20036 

Applicant's or agent's file reference 
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International application No. 
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Applicant 

THE DICE COMPANY 

I. The applicant is hereby notified that this International Preliminary Examining Authority transmits herewith the 
international preliminary examination report and its annexes. if any. established on the international application. 

2. A copy of the report and its annexes, if any, is beimg transmitted to the International Bureau for communication 
to all the elected Offices. 

3. Where required by any of the elected Offices, the International Bureau will prepare an English translation of 
the report (but not of any annexes) and will transmit such translation to those Offices. 

4. REMINDER 

The applicant must enter the national phase before each elected Office by pertOrming certain acts (filing 
translations and paying national fees) within 30 months from the priority date (or later in some Offices)(Article 
39(l))(see also the reminder sent by the International Bureau with Form PCT/IB/301). 

Where a translation of the international application must be furnished to an elected Office, that translation must 
contain a translation of any annexes to the international preliminary examination report. It is the applicant's 
responsibility to prepare and furnish such translation directly to each elected Office concerned. 

For further details on the applicable time limits and requirements of the elected Offices, see Volume II of the 
PCT Applicant's Guide. 

Name and mailing address of the IPEA/US 
comitti'ssianif to PulcsOv w,Al Tratitoo:o1,. Box vcr 
Washington. D. c. :m231 

Facsimile No. (703) 305.3230 

Anti rind ,)t.iva 
4--

SALVATORE CANGIALOSI 

Telvimoliv No. (703) 305-1837 
Form PCT/IPEA/416 (July 1992)* 

9*./. 
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4 A 
nder the Paperwork Redurtion Art of 1995 nn nerd 

TRANSMITTAL 
FORM 

(to be used for all correspondence after initial filing) 

Total Number of Pages in This Submission 

PTO/SB/21 (04-07) 
Approved for use through 09/30/2007. OMB 0651-0031 

U.S. Patent end Trademark Office; U.S. DEPARTMENT OF COMMERCE 
are remtired to resnond to a roll rfion of Information unless It dIsnlevs a valid OMR control number. 
Application Number 

Filing Date 

First Named Inventor 

Art Unit 

Examiner Name 

Attorney Docket Number 

10/049,101 

July 23, 2002 

Scott MOSKOWITZ 

2131 

Jeremiah AVERY 

80408.0011 J 
ENCLOSURES (Check all hat apply) 

❑ Fee Transmittal 

❑ Appeal 
Fee 

Form 

Attached 

Final 

of Time Request 

Request 

Disclosure Statement 

of Priority 

Missing Parts/ 
Application 

to Missing Parts 
37 CFR 1.52 or 1.53 

❑ Drawing(s) 

❑ Licensing-related Papers 

❑ Petition 
❑ Petition to Convert to a 

Provisional Application 
Power of Attorney, Revocation 
Change of Correspondence Address 

Terminal Disclaimer 

❑ Request for Refund 

❑ CD, Number of CD(s) 

After AllowA 
.1 

Compunication 
❑ of Appeals and 

Appeal Communication 
(Appeal Notice, 

❑ 
Proprietary Information 

❑ Status Letter 

da Communication to TC 

to Board 
Interferences 

to TC 
Brief, Reply Brief) 

(please Identify 

i Amendment/Reply 

i  After 

❑ Affidavits/declaration(s) 

❑Extension

❑ Express Abandonment 

❑ Information 

❑ Certified Copy 
Document(s) 

❑ Reply to 
Incomplete 

❑ Reply 
under 

I  Other Enclosure(s) ✓
below): 

❑ Landscape Table on CD 

I Remarks I 

and Japanese Patent Aopllcatlon No. 2000-542907 Copies of EPO Application No. 96919405.9 

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT 
Firm Name 

Signature

Printed name 
Scott OSKOWITZ 

, Date 
1. July 9, 2007 I Reg. No. I 

CERTIFICATE OF TRANSMISSION/MAILING 

I hereby certify that this correspondence is being facsimile transmitted to the USPTO or deposited with the United States Postal Service with 
sufficient postage as first class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on 
the date shown below: 
Signature 

\ ...Typed or printed name colt MOSKOWITZ Date July 9, 2007 

This collection of information is required by 37 CFR 1.5. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to 
process) an.application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 end1.14. This collection Is estimated to 2 hours to complete. Including 
gathering, preparing, and submitting the completed application form to the tiSPTO. Time will vary depending upon the individual case. Any comments on the 
amount of time you sequire to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer. U.S. Patent end 
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, 1kriik 22313-1459. DO NOT SEND FEES OR COMPLETED FORMS TO THIS 
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 

If you need assistance in completing the form, call 1-80D-P70-9.16.9 and select option 2. 
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

10/049,101 07/23/2002 

7590 

Scott A. Moskowitz 
#2505 
16711 Collins Avenue 
Miami, FL 33160 

07/31/2007.

Scott A. Moskowitz 80408.0011 8028 

EXAMINER 

AVERY, JEREMIAll L 

ART UNIT PAPER NUMBER 

2131 

MAIL DATE DELIVERY MODE 

07/31/2007 PAPER 

Please find below and/or attached an Office communication concerning this application or proceeding. 

The time period for reply, if any, is set in the attached communication. 

PTOL-90A (Rev. 04/07) 
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Advisory Action 
Before the Filing of an Appeal Brief 

Application No. 

10/049,101 

Examiner 

Jeremiah Avery 

Applicant(s) 

MOSKOWITZ, SCOTT A. 

Art Unit 

2131 

--The MAILING DATE of this communication appears on the cover sheet with the correspondence address --

THE REPLY FILED 09 July 2007 FAILS TO PLACE THIS APPLICATION IN CONDITION FOR ALLOWANCE. 
1. ❑ The reply was filed after a final rejection, but prior to or on the same day as filing a Notice of Appeal. To avoid abandonment of 

this application, applicant must timely file one of the following replies: (1) an amendment, affidavit, or other evidence, which 
places the application in condition for allowance; (2) a Notice of Appeal (with appeal fee) in compliance with 37 CFR 41.31; or (3) 
a Request for Continued Examination (RCE) in compliance with 37 CFR 1.114. The reply must be filed within one of the following 
time periods: 

a) ❑ The period for reply expires months from the mailing date of the final rejection. 
b) [ZI The period for reply expires on: (1) the mailing date of this Advisory Action, or (2) the date set forth in the final rejection, whichever is later. In 

no event, however, will the statutory period for reply expire later than SIX MONTHS from the mailing date of the final rejection. 
Examiner Note: If box 1 is checked, check either box (a) or (b). ONLY CHECK BOX (b) WHEN THE FIRST REPLY WAS FILED WITHIN 
TWO MONTHS OF THE FINAL REJECTION. See MPEP 706.07(f). 

Extensions of time may be obtained under 37 CFR 1.136(a). The date on which the petition under 37 CFR 1.136(a) and the appropriate extension fee 
have been filed is the date for purposes of determining the period of extension and the corresponding amount of the fee. The appropriate extension fee 
under 37 CFR 1.17(a) is calcu ated from: (1) the expiration date of the shortened statutory period for reply originally set in the final Office action; or (2) as 
set forth in (b) above, if checked. Any reply received by the Office later than three months after the mailing date of the final rejection, even if timely filed, 
may reduce any earned patent term adjustment. See 37 CFR 1.704(b). 
NOTICE OF APPEAL 
2. ❑ The Notice of Appeal was filed on  . A brief in compliance with 37 CFR 41.37 must be filed within two months of the date of 

filing the Notice of Appeal (37 CFR 41.37(a)), or any extension thereof (37 CFR 41.37(e)), to avoid dismissal of the appeal. Since 
a Notice of Appeal has been filed, any reply must be filed within the time period set forth in 37 CFR 41.37(a). 

AMENDMENTS 

3. ❑ The proposed amendment(s) filed after a final rejection, but prior to the date of filing a brief, will not be entered because 
(a)0 They raise new issues that would require further consideration and/or search (see NOTE below); 
(b)0 They raise the issue of new matter (see NOTE below); 
(c) ❑ They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for 

appeal; and/or 
(d) ❑ They present additional claims without canceling a corresponding number of finally rejected claims. 

NOTE:   (See 37 CFR 1.116 and 41.33(a)). 
4. ❑ The amendments are not in compliance with 37 CFR 1.121. See attached Notice of Non-Compliant Amendment (PTOL-324). 

5. ❑ Applicant's reply has overcome the following rejection(s):  

6. ❑ Newly proposed or amended claim(s)  would be allowable if submitted in a separate, timely filed amendment canceling the 
non-allowable claim(s). 

7. EJ For purposes of appeal, the proposed amendment(s): a) ❑ will not be entered, or b) f:g] wil' be entered and an explanation of 
how the new or amended claims would be rejected is provided below or appended. 
The status of the claim(s) is (or will be) as follows: 
Claim(s) allowed:  
Claim(s) objected to:  
Claim(s) rejected: 1-31.
Claim(s) withdrawn from consideration:  

AFFIDAVIT OR OTHER EVIDENCE 

8. ❑ The affidavit or other evidence filed after a final action, but before or on the date of filing a Notice of Appeal will not be entered 
because applicant failed to provide a showing of good and sufficient reasons why the affidavit or other evidence is necessary and 
was not earlier presented. See 37 CFR 1.116(e). 

9. ❑ The affidavit or other evidence filed after the date of filing a Notice of Appeal, but prior to the date of filing a brief, will not be 
entered because the affidavit or other evidence failed to overcome all rejections under appeal and/or appellant fails to provide a 
showing a good and sufficient reasons why it is necessary and was not earlier presented. See 37 CFR 41.33(d)(1). 

10. ❑ The affidavit or other evidence is entered. An explanation of the status of the claims after entry is below or attached. 
REQUEST FOR RECONS DERATION/OTHER 
11. EJ The request for reconsideration has been considered but does NOT place the application in condition for allowance because: 

See Continuation Sheet. 
12. ❑ Note the attached Information Disclosure Statement(s). (PTO/SB/08) Paper No(s).  

13. ❑ Other:  

CHRISTOPHER REVAK 
PRIMARYIEXAMINER 

U.S. Patent and Trademark Office 
PTOL-303 (Rev. 08-06) Advisory Action Before the Filing of an Appeal Brief Part of Paper No. 20070725 
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Continuation Sheet (PTO-303) Application No. 10/049,101 

Continuation of 11. does NOT place the application in condition for allowance because: Though the Applicant provides further 
explanation with regards to the terminology found within the claim language (e.g., "legacy content" and "predetermined quality level"), said 
terminology can possess more than one broad interpretation. 
Although the claims are interpreted in light of the specification, limitations from the specification are not read into the claims. See In re 
Van Geuns, 988 F.2d 1181, 26 USPQ2d 1057 (Fed. Cir. 1993). Additional language from the Specification inserted into the claim 
language and/or supplementary language further elaborating upon said terminology would help to further narrow the level of interpretation 
of said "legacy content" and "predetermined quality level". 

2 
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/ 
ota, Appl'n No. 10/049,101 

Reply to final Office Action of May 9, 2007 tled July 9, 2007 3U1_ 0 9 .511

0940- IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Appl. No. 10/049,101 Confirmation No. 8028 
Applicant Scott A. Moskowitz, et al. 
Filed July 23, 2002 
TC/A.U. 2131 
Examiner Jeremiah AVERY 

Docket No. 80408.0011 

Mail Stop: After Final 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

RESPONSE TO FINAL OFFICE ACTION 

In response to the final Office Action of May 9, 2007 Applicants provide 
the following remarks: 

a_A 
2/1„5/07 
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PTO/SBf30 (04-07) 
Approved for use through 09/30/2007. OMB 0651-0031 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Under tha_Panervork Reduction_Act of 19.95 no nersons are_reouixd to resnondto a collection of informalion unlessitconialns a valid OMB control number. 

Request 
for 

Continued Examination (RCE) 
Transmittal 

Address to: 
Mail Stop RCE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Application Number 

Filing Date 

First Named Inventor 

10/049,101 

July 23, 2002 

Scott A. MOSKOWITZ 

Art Unit 2131 

Examiner Name Jeremiah L. AVERY 

Attorney Docket Number 80408.0011 

This is a Request for Continued Examination (RCE) under 37 CFR 1.114 of the above-identified application. 
Request for Continued Examination (RCE) practice under 37 CFR 1.114 does not apply to any utility or plant application filed prior to June 8, 
1995, or to any design application. See Instruction Sheet for RCEs (not to be submitted to the USPTO) on page 2. 

1. [Submission required under 37 CFR 1.114 

2. 

3. 

Note: If the RCE is proper, any previously filed unentered amendments and 
amendments enclosed with the RCE will be entered in the order in which they were filed unless applicant instructs otherwise. If 
applicant does not wish to have any previously filed unentered amendment(s) entered, applicant must request non-entry of such 
amendment(s). 

a. Previously submitted. If a final Office action is outstanding, any amendments filed after the final Office action may be 
considered as a submission even if this box is not checked. 

D Consider the arguments in the Appeal Brief or Reply Brief previously filed on 

Other 

b. 121 Enclosed 

Amendment/Reply 

Affidavit(s)/ Declaration(s) 

Miscellaneous 

iv. 

Information Disclosure Statement (IDS) 

❑ Other 

❑ Suspension of action on the above-identified application is requested under 37 CFR 1.103(c) for a 
a. period of months. (Period of suspension shell not exceed 3 months; Fee under 37 CFR 1.17(i) required) 

b. D Other 

Fees 

a. 

b. 

c. 

❑ 

The RCE fee under 37 CFR 1.17(e) is required by 37 CFR 1.114 when the RCE is filed. 
The Director is hereby authorized to charge the following fees, any underpayment of fees, or credit any overpayments, to 

. I have enclosed a duplicate copy of this sheet. Deposit Account No, 

❑ RCE fee required under 37 CFR 1.17(e) 

Extension of time fee (37 CFR 1.136 and 1.17) 

i. 1=1 Other 

111 
❑ 

Check in the amount of $ 

Payment by credit card (Form PTO-2038 enclosed) 

enclosed 

WARNING: Information on this form may become public. Credit card information should not be included on this form. Provide credit 
card information and authorization on PTO.2038. 

IGNATU OF APPLICANT, ATTORNEY, OR AGENT REQUIRED 
Signature Date August 9, 2007

Name (Print/Type) cott A. MOSKOWITZ Registration No. 

CERTIFICATE OF MAILING OR TRANSMISSION 
I hereby certify that this correspondence is being deposited with the United States Postal Service with sufficient postage as first class mail In an envelope 
addressed to: Mail Stop RCE, Commissioner for Patents, P. 0. Box 1450, Alexandria, VA 22313-1450 or facsimile transmitted to the U.S. Patent arid Trademark 
Office on the date shown belo 
Signature 

Name (Print/Type) Gott A. MOSKOWITZ l I Date I August 9, 2007 
This collection of information is required by 37 CFt 1.114. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO 
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection Is estimated to take 12 minutes to complete, 
including gathering, preparing. and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on 
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and 
Trademadc Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS 
ADDRESS. SEND TO: Mail Stop RCE, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2. 
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AUGP1/400 0 9 2007

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Approved for use through 06/30/2010. OMB 0651-0032 

PTO/SB/17 (07-07) 
Approved

Under the Paperwork Reduction Act of 1995 no parsons are required to respond to a collection of information unless it displays a valid OMB control number 

Effective on 12/08/2004. 
Fees pursuant to the Consolidated Appropriations Act, 2005 (H.R. 4818). 

FEE TRANSMITTAL 

For FY 2007 

[ 

Complete if Known ‘ 

Application Number 10/049,101 

Filing Date July 23, 2002 

First Named Inventor Soon A. MOSKOWITZ 

Examiner Name Jeremiah L. AVERY L  claims small entity status. See 37 CFR 1.27 
Art Unit 2131 

TOTAL AMOUNT OF PAYMENT ($) $395.00 Attorney Docket No. 80408.0011 I 

METHOD OF PAYMENT (check all that apply) 

Check If Credit Card ❑Money Order ❑ None ❑Other (please identify): 

Deposit Account Deposit Account Number: Deposit Account Name: 

For the above-identified deposit account, the Director Is hereby authorized to: (chock all that apply) 

Charge fee(s) Indicated below 
❑ Charge fee(s) Indicated below, except for the filing fee 

Charge any additional fee(s) or underpayments of fee(s) 
❑Credit any overpayments 

under 37 CFR 1.16 and 1.17 
WARNING: Information on this form may become public. Credit card information should not be included on this form. Provide credit card 
information and authorization on P10-2038. 

FEE CALCULATION 

1. BASIC FILING, SEARCH, AND EXAMINATION FEES 
FILING FEES SEARCH FEES EXAMINATION FEES 

Small Entity Small Entity Small Entity 
Application Tvlaq. Fee Fee al, Fee al. FeoJ}J Fee ($1 Fee ($1 Fees Paid ($) 

Utility 300 150 500 250 200 100 
Design 200 100 100 50 130 65 
Plant 200 100 300 150 160 80 
Reissue 300 150 500 250 600 300 

Provisional 200 100 0 0 0 0 
2. EXCESS CLAIM FEES small Entity 

Fee Descriptiort Foe Fee f$1 
Each claim over 20 (including Reissues) 50 25 
Each independent claim over 3 (including Reissues) 200 100 
Multiple dependent claims 360 180 

Total Claims Extra Claims Fee ($1 Fee Paid ($) Multiple Dependent Claims 
- 20 or HP = x = Fee ($1 Fee Paid ($) 

HP = highest number of total claims paid for, if greater than 20. 
Indep, Claims Fxto Claims Fee ($) Fee Paid a) 

- 3 or HP = x = 
HP = highest number of independent claims paid for, if greater than 3. 

3. APPLICATION SIZE FEE 
If the specification and drawings exceed 100 sheets of paper (excluding electronically fi led sequence or computer 

listings under 37 CFR I.52(c)), the application size fee due is $250 ($125 for small entity) for each additional 50 
sheets or fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37 CFR 1.16(s). 
Total Sheets Extra Sheets Number of each additional 50 or fraction thereof fee ($) Fee Paid 1$) 

- 100 = I 50 = (round up to a whole number) x = 

4. OTHER FEE(S) Fees Paid ($1 
Non-English Specification, $130 fee (no small entity discount) 

Other (e.g., late filing surcharge):  REQUEST FOR CONTINUED EXAMINATION  CRCE")  5395.00 

SUBMITTED BY 
[Signature Registration No. 

(Attorney/Agent) 
Telephone 305 956 9041

Name (Print/Type) cott A. MOSKOWITZ Date August 9, 2007 

This collection of info mason is required by 37 CFR 1.136. The information is required to obtain or retain a benefit by the public which is to file (and by the 
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 30 minutes to complete, 
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments 
on the amount of time you requite to complete this form andlor suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent 
and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS 
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 

if you need assistance in completing the form, call 1-800-PTO-9199 and select option 2. 
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AUG 0 9 2007 ‘.1

31/4 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

pulled 
In RE: Application of: ) 

) 
Scott A. Moskowitz, et al. ) Examiner: Jeremiah L. AVERY 

) 
Application No.: 10/049,101 ) Group Art: 2131 

Appl'n No. 10/049,101 
Request for Continued Examination ("RCE") & 
Reply to Advisory Action of July 31, 2007 dated August 9, 2007 

) 
Filed: July 23, 2002 ) 

) 
For: A SECURE PERSONAL ) 

CONTENT SERVER ) 

Mail Stop: After Final / Request for Continued Examination ("RCE") 
Assistant Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

REQUEST FOR CONTINUED EXAMINATION ("RCE") UNDER 37 
C.F.R. § 1.114 

In response to the final Office Action of May 9, 2007 and the July 31, 2007 
Advisory Action Applicants respectfully submit herewith a Request for Continued 
Examination ("RCE"). The Applicants respectfully request the Office to reconsider the 
application in view of the following remarks: 
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Appl'n No. 10/049,101 
Request for Continued Examination ("RCE") & 
Reply to Advisory Action of July 31, 2007 dated August 9, 2007 

In the Claims: 

Applicants reserve the right to pursue the subject matter of the original claims in 
this application and in other applications. This listing of claims will replace all prior 
versions, and listings, of claims in the application: 

Listing of Claims: 

1. (previously presented) A local content server system (LCS) for creating a secure 

environment for digital content, comprising: 

a) a communications port in communication for connecting the system 

via a network to at least one Secure Electronic Content Distributor (SECD), 

said SECD capable of storing a plurality of data sets, capable of receiving a 

request to transfer at least one content data set, and capable of transmitting the 

at least one content data set in a secured transmission; 

b) a rewritable storage medium whereby content received from outside 

the LCS may be stored and retrieved; 

c) a domain processor that imposes rules and procedures for content 

being transferred between the LCS and devices outside the LCS; and 

d) a programmable address module which can be programmed with an 

identification code uniquely associated with the LCS; and 

said domain processor permitting the LCS to receive digital content from 

outside the LCS provided the LCS first determines that the digital content being 

delivered to the LCS is authorized for use by the LCS and if the digital content 

is not authorized for use by the LCS, accepting the digital content at a 

predetermined quality level, said predetermined quality level having been set 

for legacy content. 

2. (original) The LCS of claim 1 further comprising 

e) an interface to permit the LCS to communicate with one or more 

Satellite Units (SU) which may be connected to the system through the 

interface, said SUs capable of receiving and transmitting digital content; 

2 
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Appl'n No. 10/049,101 
Request for Continued Examination ("RCE") & 
Reply to Advisory Action of July 31, 2007 dated August 9, 2007 

and wherein said domain processor permits the LCS to receive digital 

content from an SECD that is connected to the LCS's communication port, 

provided the LCS first determines that digital content being received is 

authorized for use by the LCS, 

and wherein said domain processor permits the LCS to deliver digital 

content to an SU that may be connected to the LCS's interface, provided the 

LCS first determines that digital content being received is authorized for use by 

the SU. 

3. (previously presented) A local content server system (LCS) for creating a secure 

environment for digital content, comprising: 

a) a communications port in communication for connecting the system 

via a network to at least one Secure Electronic Content Distributor (SECD), 

said SECD capable of storing a plurality of data sets, capable of receiving a 

request to transfer at least one content data set, and capable of transmitting the 

at least one content data set in a secured transmission; 

b) an interface to permit the LCS to communicate with one or more 

Satellite Units (SU) which may be connected to the system through the 

interface, said SUs capable of receiving and transmitting digital content; and 

c) a rewritable storage medium whereby content received from an SECD 

and from an SU may be stored and retrieved; 

d) a domain processor that imposes rules and procedures for content 

being transferred between the LCS and the SECD and between the LCS and 

the SU; and 

e) a programmable address module which can be programmed with an 

identification code uniquely associated with the LCS; 

said domain processor permitting the LCS to deliver digital content to 

and receive digital content from an SU that is connected to the LCS's interface, 

provided the LCS first determines that the digital content being delivered to the 

SU is authorized for use by the SU or that the digital content being received is 
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authorized for use by the LCS, and if the digital content is not authorized for 

use, accepting the digital content at a predetermined quality level, said 

predetermined quality level having been set for legacy content, 

and said domain processor permitting the LCS to receive digital content 

from an SECD that is connected to the LCS's communication port, provided the 

LCS first determines that digital content being received is authorized for use by 

the LCS and if the digital content is not authorized for use by the LCS, 

accepting the digital content at a predetermined quality level, said 

predetermined quality level having been set for legacy content. 

4. (original) The system of claim 3, wherein said domain processor determines 

whether digital content is authorized for use by extracting a watermark from the 

digital content being transferred. 

5. (original) The system of claim 3, wherein said domain processor comprises: 

means for obtaining an identification code from an SU connected to the 

LCS's interface; 

an analyzer to analyze the identification code from the SU to determine if 

the SU is an authorized device for communicating with the LCS; 

means for analyzing digital content received from an SU; 

said system permitting the digital content to be stored in the LCS if i) an 

analysis of the digital content received from the SU concludes that the content 

is authenticated, or ii) an analysis of the digital content received from the SU 

concludes that the content cannot be authenticated because no authentication 

data is embedded in the content, and 

said system preventing the digital content from being stored on the LCS 

if i) an analysis of the digital content received from the SU concludes that the 

content is unauthenticated. 
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6. (original) The system of claim 4, wherein said analyzer of the domain processor 

comprises means for extracting digital watermarks from the digital content 

received from an SU, and means for analyzing the digital watermark to 

determine if the digital content has been previously marked with the unique 

identification code of the LCS. 

7. (original) The system of claim 4, wherein said system permits the digital content to 

be stored in the LCS at a degraded quality level if an analysis of the digital 

content received from the SU concludes that the digital content received from 

the SU cannot be authenticated because there is no authentication data 

embedded in the content. 

8. (original) The system of claim 4, further comprising at least one SU, each such SU 

being capable of communicating with the LCS. 

9. (original) The system of claim 8, wherein the SU has means to sending a 

message to the LCS indicating that the SU is requesting a copy of a content 

data set that is stored on the LCS, said message including information about 

the identity of the SU, and wherein the LCS comprises: 

means to analyze the message from the SU to confirm that the SU is 

authorized to use the LCS; 

means to retrieve a copy of the requested content data set; 

means to embed at least one robust open watermark into the copy of the 

requested content data set, said watermark indicating that the copy is 

authenticated; 

means to embed a second watermark into the copy of the requested 

content data set, said second watermark being created based upon information 

transmitted by the SU and information about the LCS; and 

means to deliver the watermarked content data set to the SU for its use. 
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