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Non-Confidential Reply Brief for Plaintiff--Appe11ant RealtimeData,LLCd/b/aIXO“
NPL560'filed1n Realtime Data, LLC dfb/a IXO v Morgan Stanley, et a1., Case Nos. 13-1092, -

i1093, -1095, -1097, -1098, -1099, -1100, -1101, and-1103,United States Court of
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Court Docket History for 6:09-cv—00327—LEDJDL Realtime Data, LLC d/b/a IXO, V.

CME Group Inc. et al., downloaded August 9, 2013, 56 pages..........................................................................................................................................................................................................................................

Court Docket History for 6:09-cv-00333-LED-JDL Realtime Data, LLC d/b/a IXO v.

Thomson Reuters et a1., downloaded August 9, 2013, 30 pages.
eWWWWM.Wu_Wcccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc

Court Docket History for 1:09—cv-07868-RMB Thomson Reuters Corporation v.

Realtime Data, LLC, downloaded August 9, 2013, 3 pages.

 
 

 
 

Notice of Allowance in Commonly-Assigned US. Application. No. 11/651,366, issuedNPL573 s .
l5 April 10, 2009, 7 pgs.

Exammer /Tesfaidet Bocure/ Date, it 01
Signature Cons1dered in :m»nnm,»».»n.» “mm“, , “un‘,““»\\»\»» a   

*EXAMINER: Initial if referenc: considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

ALL RE‘F‘gfiafi’fifif‘ffi§afifiifi§lfiififififiifiwfifitfilial-33W?"ETNEfiEfi’ii‘iilafififiiflf‘a‘Wffi‘iim‘

Page 392 of 1785



Page 393 of 1785

Equivalent of Form PTO/SB/08b (709)

 
 

Substitute for form l449/PTO
....................................................................................................................................

iApplication Number 14/876276
ii‘éfii‘ORR/EA’E‘EON 'ERSCLOSURE ifFiiing Date October 6, 2015

 

S’i’A’i‘EM’E-N’E‘ BY APPEJCAN’E‘ g.-FlrStNamed Inventor ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
(Use as 111.411}: sheet; as 1112095311131)

 

i.mewnnflhh ................................................................
iExaminerName

E include name oi’the a:Him; (in CAPITAL iETTERS) title or" the?article {11'}19.11
Examiner Cite ,

1211107111131.) title ortheitem {bk0k 1121:13211L ioux:13}, smiai, awrmovum cata‘:0g,Initials* No.1  

Copy ofNon-Final Office Action for US. Appl. No. 12/684,624, mailed November 10,
NPL574 2010, 5 pgs. “enema-4%.“ “five,“11111

Copy ofNotice of Allowance for US. Appl. No. 12/123,081, mailed February 17, 2011,NPL575
: 7 pgs.

:Copy ofNon-Final Office Action for U. S Appl. No. 12/688,413, mailed September 27,
" 2010,13 pgs

 
"HQ

u '0’‘<
O H, 2Oz.o ('D O H, 21>L: OEm:3 O ('D 8’H: C (I) 21>"UE Z_O

.ll/55l,2ll, mailed January 31, 2011,

Copy of Notice of Allowance for US. Appl. No. ll/55l,21 I, mailed September 22,
NPL578 i 2010 4 pgs

NPL579 Copy of Notice of Allowance for US. Appl. No. 11/55 1,204, mailed January 11, 2011,
4 pgs.

 
 

Copy ofNotice of Allowance for Us. Appl. No. 11/553,419, mailed September 22,

2010, 4 pgs.

Copy of Non-Final Office Action for US. Appl. No. 11/400,008, mailed November 23, i
NPL581 5 1

g 2010, 7 pgs.

Copy ofNotice of Allowance for Us. Appl. No. 11/651,365, mailed February 4, 2010,NPL5 82 s
8 pgs.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,1

' 1

i Copy ofNotice of Allowance for U.S Appl. No. 11/651 3,65 mailed November 19,NPL583:,2009 8 pgs WW“
 

  

 
i Examiner
iSignature   i’Tesfaidet Bocure/ 01/23/2016

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy ofthis form with next communication to applicant.

ALL RE'if-‘E‘RE’RE’EEgatdfiiii‘élifi‘fi‘iiiéifi‘fixéfiBTW-331W?EiNEfiEigiiinifiié‘F-ii‘m‘flfi?“

Page 393 of 1785



Page 394 of 1785

Equivalent of Form PTO/SB/Osb (7-09)

Substitute for form 1449/PTO Complete 1fKnown

1' 14/876,276

EREVQR‘WAYEEGN BESCLQSURB E7}ilin3W13211-e E:October 6, 2015
S’E‘ATENEENT EEEY APPLHSANT EFi_-E__stN:1311ecilrivei1toi EJarnes J. FALLON

{Use 12:; many sheets as necessary) E ME U31“
Fwni3-1e1 Nan1e.

‘EAttorney Docket Nurbt r

 

  
 .;),)y....,;a,....,,,,j  

    
  
 

 

 

 28 5 5005 000C

NON PATENT LITERATURE DOCUMENTS 
Include name of the author (ire. CAPITAL LETTERS), title of the article (when

appropriate) title of the item (book, magazine, journal, serial symposium, catalog,

etc) date, page(s), volume number publisher city and/or country where published..................................................................................................................................................................................................................................................

: Examiner Cite

Initia1s* No.1
._]

N

 
Copy ofNon-Final Office Action for US. Appl. No. 09/969,987, mailed August 27,

NPL584 2010, 13 pgs.\,

WV.

 

 ECopy of F1nal Office Action for U. S. Appl No 09/969,987, mailed January 28, 2010,EENPL585

§E11 pgs...............................................................................................................................................................................................................................................

ENPL5 86E

: wpgsccxxxq»LxxxxxALLaaLexxx\~xeee»LLLxxAx“““““\“‘\x““‘=‘aa-:=---=‘44aAAAAAAAAAAAAAAAAAAAAAAA--aaaaaaaa--aaaaaaaaaaaaaaaaaa--AAAA-:=::=A‘-:A‘-::=:-Ax‘x“x‘x““\“x‘\~AA«~~~~\\~_»»\\~\\~~~~~\~~ ............

 
E Copy of Final Office Action for US. Appl. No. 11/400,008, mailed October 30, 2009, 7

pgs.
.cc“,“cccccccccccc,“cc,‘uccccccccccccccccccccc.E;c“,‘c“,‘cccccc,cccccccccccccccc‘3A‘~.‘..cccA3..c...1~AAAAVAAVVVVVvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvVVVVVVVVVVVVVVVVVV~VV‘..................cc...“‘.....ccccccccccccccccccccccccccc

NPL587

 

E Copy of Final Office Action for U. S. Appl. No. 11/400,008, mailed May 11,2010, 7

l.
ECopy ofNotice of Allowance for U. S Appl. No. 12/131 ,,631 mailed June 22,2010, 5

NPL588§

:-pgs

1 . . .
1 Copy ofNot1ce of Allowance for US. Appl. No 11/551,204, malled September 30,: NPL589 ;
g 2010; 4 pages

. Copy ofNon—Final Office Action for US. Appl. No.1 1/551,204, mailed June 16, 2009,

5 NPL590 5 pgs

 
Copy ofNotice of Allowance for US. Appl. No. 11/551,204, mailed June 21, 2010, 4A INPL591

 

Copy of Non-Final Office Action for US. Appl. No.11/551,204, mailed September 22,
NPL592 2008, 9 pgs. .._____________.._L..LLLLL1..__...........__..;;;:................................................................................................................................................................................................

Copy ofNotice of Allowance for U. S. Appl. No. 11/551,204, mailed January 27,2010,NPL593§

:4 pgs  
Examiner Date

Signature Iii—83181091 8000 re/ Considered : 01/23/2016 
*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

:ALL REE-Agtfififili‘ifié‘ai‘flfifigEbfififiifit‘fikdfilfia‘t‘H‘Wi-EEEEELiN‘Ei‘jfEtiflii-Eafifitiiiif‘atif’tiffitfiimd‘

Page 394 of 1785



Page 395 of 1785

Equivalent of Form PTO/SB/08b (7-09)

Substitute for form 1449/1310 Complete ifKnownAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Application Number 14/876,276

INFORMATION BISCLQSURE EHFilingnlgate““““““““““““ i October 6, 2015
STA‘TEN’iEN’f B Y APPLICANT Inventor

{Use as many1/eets as .I'recessaxyj

 

   

 
 

 
 

 
  

 

 luArt Unit

5 To Be Assigned

 - \\\\W«m\\\\\w~\\§\\\\\\\\“mmwxxwwmwm\\

NON PATENT LITERATURE DOCUMENTS \\\\\\\\\\\ . . \\\}\\\\\\\\\\\m  

Cite Include name of the author (in CAPITAL LETTERS), title of the article (when :1
No 1 ‘ appropriate), title of the item (book, magazine, journal, serial, symposium, catalog, T2

‘ etc.), date, page(s), volume number, publisher, city and/or country where published

Examiner

Initials* 
 

  
Copy of Non—Final Office Action for U.S. Appl. No.12/690,125, mailed September 21,

ENPL594 i 2010 12 pgs
“.“WWW.M¢.“WWWMWWWWW.WWWWWWWMttttttttttttttttttttttt

N?L595 Copy ofNotice of Allowance for U.S. Appl. No 11/553,427, mailed March 24, 2011, 5
. pages

 
 

 
 

 

NPL596 Copy ofNotice of Allowance for U.S. Appl. No 12/703,042, mailed May 5, 2011, 8
pages.

NPL597 Copy ofNotice of Allowance for US, Appl. No 1 1/551,211, mailed May 6, 2011, 5 s
5 pages

“us“he“neeeneeemnhemmmsvwwmmmvmmmnhhhnnennen“en,“..“.............n

NPL598 Copy of Notice of Allowance for U.S.App1.No 11/553,419, mailed May 20, 2011, 5
5 pages

,,,,,,,,,,,,,,,,,,,,,,,,,,,

NPL599 Copy ofFinal Office Action for U.S. Appl. No. 09/969,987, mailed May 24, 2011, 17
pgs. a

= im,,,,,,,W,mgm“mmmmmwwwwwwm,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

VNPL600 Copy ofNotice ofAllowance for U.S. Appl. No. 11/553,427, mailed May 31, 2011, 5
pages.

Copy of Final Office Action for U.S. Appl. No. 12/690,125, mailed June 7, 2011, 11
pages.

 
  

Copy ofFinal Office Action for U.S. App1.No. 12/688,413, mailed June 7, 2011, 15
pages.

______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Copy ofFinal Office Action for U.S. Appl. No. 11/400,008, mailed June 27, 2011, 6
pages.
W\\WWWWW\\WWWH

NPL603

 
“Mme“ee""‘eae«-~eeaa.a.««““«~“««««~

  

   
, . H 1 Date

fresraadet bocure/ Considereds ~‘\ws\\\\~\--~\-A-~x~\\------~«Kx-~A---A\\\‘5-xxt\\\\\>\\»\\\\\\~«K\-\\\\\\\\\\\\\\\\«AA--~Kx\\<«««A-~W«----A--
 

  

Examiner

Signature . ‘
 01/23/2016 

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

ALL RE‘EfE-E’fififilfiféS‘afi‘dfiiig‘l‘b‘fifiétfiifimfiwlift/131E311?EiNEfiWWfifiii-‘fi‘a‘l’ffi‘fihw’

Page 395 of 1785



Page 396 of 1785

Equivalent of Form PTO/SB/O8b 7-09;
  
 

 

  
Substitute for form 1449/PTO

 : Complete IfKnown

W Appl1cat1on Number 14/876 ,276WW  
 

ENFORMA’I‘ION {EISCLGSURE

STATEMENT BY AFFLICANT
,1"ise as mairy sheets a; neceswrrj

 
 
 

 
 

  \

 
 

Examiner Cite Include name of the author (in CAPITAL LETTERS), title of the article (when :
Initials"‘ No 1 appropriate) title of the item (book magazine journal serial, symposium catalog, T2

' etc), date page(s), volume number publisher, city and/or count’ where published '

Copy ofNotice ofAllowance for US. Appl. No, 11/551,204, mailed July 11, 2011, 5
pages.

NPL604

 
Copy of Notice of Allowance for US. Appl. No. 12/684,624, mailed July 25, 2011, 5
pages.

NPL605

_ucc..u_AA..cc\_cccccccccccc.\_cuccca.ccccccccccccucaccccccccccaccaasscccce»aaa\cckkcckk.»ssccsstc\cccu\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ 

Copy of Non-Final Office Action for US. Appl. No. 12/703,042, mailed July 28, 2011,

5 pages.
NPL606

Copy ofNon—Final Office Action for US. Appl. No. 12/857,238, mailed August 10,
2011, 6 pages

Copy ofNon-Final Office Action for US. Appl. No. 13/101,994, mailed August 16,

201110pages.
 

iCopy ofNotice of Allowance for US App1.No 11/551,211, mailed August 24, 2011, 5 iNPL609I
1 :‘.pages 
 

Copy of Notice of Allowance for US. Appl. No. 12/684,624, mailed September 1,a NPL610 t
g; 2011, 9 pages. 4‘ssss..‘.sssssssssssssssss 

 
g; Copy of Notice of Allowance for US. Appl. No. 12/123,081, mailed September 26,5: NPL611 3
:2 2011, 9 pages. 

 

  

  
  

 

e Copy of Notice of Allowance for US. Appl. No. 11/551,204, mailed September 28,5 NPL612 :
g; 2011, 5 pages.

:NPL613:WICopy ofNotice of Allowance for US Appl. No. 11/551,211, mailed October 18,2011,
, :5 pages.

EZQEiEWéWiW WWWWW W WWW Date ‘ "WMSignature /Tesfaide Bocure Considered 01 232016m«~~«««u-~£-----~s--fl».».>...ks“sM.»».».»».».»u».unnn -
   

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

ALL RE19%?NewWiltsib‘fi‘fi‘é‘ifi‘fikdfifitWfifi‘fikfiifififiEti’iiiriéi‘tfitfiiilf‘a“99th

Page 396 of 1785



Page 397 of 1785

Equivalent of Form PTO/SB/OBb (_7_— 0?)

Substitute for form 1449/PTO Complete 1fKnown

1'Application Number 14/876276.—--»-——-----------...-------»»-»-»»----------------------------------------------------------------------------------------------------------------------------

i‘isiarom'mrf‘ttw 1315131{181111111 F111ng Date “ October6 2015
ST»§TE\§ENT By APPLECAH’T rstNamed Inventor

(Ute L431777.277on,TCEI? L1,”; IzhccSSufl/ 

 
 

 

 

 

:Attorney Docket Numberi 2855.005000C

NON ?ATENT Lii'iTE'RATURE EQCUMENTS 1

. , . Include name of the author (in CAPITAL LETTERS), title of the article (when
E(311111161 1 C1te . . . . . . . 2

g ‘ appropr1ate), t1tle of the item (book, magazme, Journal, serlal, SympOSIUH’l, catalog, T- 1' “'1‘ ' 1 . . .
28‘1”“ NO' ‘ etc), date, page(s), volume rzumber, publlsher, c1ty and/or country where published

 

 

”w...””flag”
Copy of Non~Final Office Action for US. Appl. No. 13/154,239, mailed November 2,

3 NPL614 s
g; 2011, 6 pages.

Copy ofNotice of Allowance for US. Appl. No. 12/703,042, mailed November 15,
2011, 8 pages.

it“c1icct“t“tccce\\\,\\,-,,\\u,\,,\““,\\“\“5tttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt

Copy ofNon—Final Office Action for US. Appl. No. 12/688,413, mailed November 28,: NPL616 a
g 2011,14 pages.

1 NPL617 Copy ofNotice ofAllowance for US. Appl. No. 12/857,238, mailed December 30,
2011, 5 pages. 

 
 
 

 

 
 

 
 

 

 

MW,tuKuKututt,tt,,‘ftttttttmmttwmtttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt

Copy ofNotice of Allowance for US. Appl. No. 11/400,008, mailed February 6, 2012,NPL618
8 pages.

,,,,,,,,q},mmmm“mm,mmm“,‘WWWWWW,«WNmmmmmmmmmm.“cmm......................

Copy ofNon-Final Office Action for US. Appl. No. 12/690,125, mailed March 8, 2012,NPL619
7 pages.1

t

bb

 

‘ . Copy of Notice of Allowance for US. Patent Appl. No. l2/703,042, mailed March 30,NPL620

f 2012, 8 pages.

NPL621 5 Copy of Non—Final Office Action for US. Appl. No. 09/969,987, mailed April 1 l, 2012,
6 pages.

NPL622 ‘ Copy of Notice ofAllowance for US. Appl. No. 11/553,419, mailed April 23, 2012, 6pages.
 

Copy of Notice of Allowance for US. Appl. No. 1 1/553,427, mailed May 7, 2012, 7
pages.   NPL623

 
 

imuz-yxu-zuflm,,,,mnyxm-JJI
 

“Agog”?Agnes»;s“us,“xwu».«~«««~ ' 
T---nnv---“‘.‘.‘.“-r.v‘“n»

 
     

Examiner ’T A, 1d n n I, Date1Signature ' ema €31 bouure’ ‘1Considered C" 23/2016  

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant,

ALL REEEWWE§3mtf<ff§i§i§tffgfiffiifii°§3<2d9§1911511f11§fi§E1Wfi%%fifi‘flila‘iflffi?tm

Page 397 of 1785



Page 398 of 1785

Equivalent of Fo_rm PTO/SB/08b (7-09)
 44444

Substitute for form 1449/PTO Completé' (fKnown

14/87627_6____

 

 
 
 

 

 
  

 
 
  

   
 pplication Number

iNsrARAsAf‘riofé 1.118111%..QSERE Ellngate
STATEMENT BY APPLECANT

{Use as many sr’zeez‘s a; necessary)
 

1111.1,AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

iAttorney Docket Number E 2855005000C 

NONPATENYLHERATUREfiGCUMENTS 
Include name of the author (in CAPITAL LETTERS), title of the article (when .

appropriate), title of the item (book, magazine, journal, serial, symposium, catalog, T2 i
etc.), date, page(s), volume number, publisher, city and/or country where published '_44444444444444444444444444444...44...44..........A...44..444444...44444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444.444444444444444.44444.44.uuuuuuuuuuuuuuuuuuuuuuu

Examineri Cite
Initials* No.1

Copy ofNon-Final Office Action for U. S. Appl. No. 13/118,122, mailed May 16,2012,NL624

E9 pages.
 

iCopy ofNon-Final Office Action for U. S. Appl. No. 13/101,994, mailed May 23, 2012,
NPL625§E12 pages.

.................................................i.............................................................................................................................................................................
 

iCopy ofNotice ofAllowance for U S. Appl. No 12/857,238, mailed May 29,2012, 5
pages.

...............................................................................................................................................................................................................................................

NPL626E

Copy ofNotice ofAllowance for US. Appl. No. 11/400,008, mailed June 21, 2012, 8
pages.

>44~~~~~~~~~~~~~~~~~~~~~~~~4~44444444444444444444uc u_u444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444444..4444.._._ukkkku..

NPL627

Copy ofFinal Office Action for U.S.App1.No. 13/154,239, mailed June 26, 2012, 14
pages.

.............,,,,..,,,,,,;......................................................................................................................................................................................................................

NPL628

 

:ENPL629 1 Copy ofNotice ofAllowance for U. S. Appl. No. 12/857,238, mailed July 12,2012, 5
 

.

s
i

Copy ofNotice ofAllowance for U S. Appl. No 12/703,042, mailed July 16,2012, 8isNPL630
: Epages.........................mmmwwwWw-

:iNPL631§iCopy ofNon—Final Office Action for U. S. Appl. NO 13/482, 800, mailed July 20,2012,
, i14 pages

s—»»»»»»»»»»»»»» »»»»»»»»»»»»»»»»»» - ~ 

E Copy of Notice of Allowance for U. S. Appl. No. 11/553,427, mailed November 6,

E2012, 5 pages.
NPL632

mwcmwmwmwmmmmmwmmmmm.mmmmm...um...............,.......,,,

iCopy of Notlce of Allowance for U.S. Appl No 12/703 ,042, mailed November 15,
:iiNPL633E,2012 9pages.

 
Examiner 1 ”Date E . m :““‘”""“'E

Signature 3 zTesfaEdet Booure/ Considered E 01/20/201644444444444444444 444444444444444444444444444+44 444.44444444444444444444444.444.44. 4.444444.4.4.4.....44444-444.4.4.4.4.4.4.44»444.4.4.4.4.4.4.4.44.4.4.444444444.4.4.4.4.4.4.4.4.44444444444444444 444444444444444444444444444444444444“  
*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered Include copy of this form with next communication to applicant

ALL AEAss-1smessa‘couéipawa‘smsfirwens1:111E1111—11111111u11111119‘37““

Page 398 of 1785



Page 399 of 1785

Equivalent of Form PTO/SB/Osb (7-09)

  E Substitute for form l449/PTO   Complete ifKnown

 

 
 

 

ENFORMA'E‘EQN DESCLQSURE

STA’TE’EM'ENE B Y AFPLECAN 21‘
(Use as marry sheets as necessary)
 

 
 

 . . Include name of the author (in CAPITAL 1..ETTERS), title of the article (when
Examlner 5 Cite . ., . r =. . . _ , .- , E. , ‘ , 5 2~ . . g 1 appropriate) use citsic item 3005,3130321fi8,}0utfi31, serial, svmposiurn, catalog, s T
ln1t1als* : No. ‘7. . ,, j . :

etc) da‘.e \lgc{5) mlume nu “ isher, city aria/or country where publishedcccccckkk~7c7--~77cc777VcV-VVVVVVVVVVVV----~..-...........7‘tt‘,‘,“ - \\\\‘~‘\\   

Copy ofNon—Final Office Action for US. Appl. No. 12/857,238, mailed-November 29,
2012, 17pages.

 

 
 
 

 
 

 
 

 

 
 

, NPL635 Copy ofFinal Office Action for US Appl. No. 09/969,987, mailed December 4,2012,
1 E 7 pages.

,,,,,,,t,,tt‘,‘,“,‘,“,‘,“,ttt‘t.........................................7.....7777777.777777777777..........mafia.--:‘7\““‘~\~~77»»~~~~\\~~\\7~............
 

Copy of Final Office Action for US. Appl. No. 13/101,994, mailed December 13, 2012,NPL636
5 5 pages.

ECopy of Supplemental Notice of Allowability for U. S. Appl. No 12/7030,42 mailed
NPL637EDecember 18,2012, 6pages.

\
t

 

7 Copy ofNotice of Allowance for US. Appl. No. 12/690,125, mailed December 28,N:L638 5
. 2012, 5 pages.

Copy of Final Office Action for US. Appl. No. 13/118,122, mailed January 9, 2013, 11
pages.
 

 

 
 

 

 

 

 
 

,,..,,,,“““‘,“tttt..‘tt‘,‘,“‘.,..,...............11iiii,iiiiiii1..........7777777...7777....—....—....—....--axx‘,‘c\c\\ccccccccccccc~77~

Copy ofNon-Final Office Action for US. Appl. No. 11/553,419, mailed January 15,
E 2013, 4 pages.

Copy ofNon-Final Office Action for US. Appl. No. 13/482,800, mailed February 19,
E
E ii ..

EMDHM} 2013,15pages.
 

Copy of Notice of Allowance for US. Appl. No. 12/703,042, mailed March 4, 2013, 9NPL642
g pages.\

i

,7,7~,7,7.7.,71c“,t‘,‘,“,‘,7‘,‘,“,‘:‘................ccc...c...............................iiiiiA.77.A.1.1177...—.7777777777..77.7..—....—...,—..a“77“7“““cccccccccccccccccc......~a777777777..-CVVVVVVVVVVVVV,....“.7,“,

:E,NPL64 ECopy ofNon—Final Office Action for U. S. Appl. No 12/690, 125, mailed April 15, 2013,
: J 3E11 pages.\ 

 

 

Examiner iww‘ Date ........... , , .
i i - 1-- , ' : / qSlgnature E 1TesfaloetBocuie/ ConSIdered EH_ 01 2v/2C'E 6 

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant

ALL REfififii‘éfiifiE 'bfifiéifigfi§fi°fikdéfiiWHEIEEE' "LikiEf-ftiflrifi‘t‘ilfiiifii—i'a“7'fi We"

Page 399 of 1785



Page 400 of 1785

Equivalent of Form PTO/SB/08b (7-09) 

 

 

 

 
   

   
 
 

Substitute for form 1449/PTO Complete IfKnown

"1113511211131111111111511““““““““117§1337‘a””””””””””””””””””””””””””

1NEEHQIAEATEGN BESCLGSURE ,mlii‘ljggnpgyg“““““““““““““““““““1'9gaggrfléng‘Q};___________________________________
ST 111113: AAEN‘T 11‘1" 11113131111: ANT FirstNamedInventorttttttt amaiiAELON

‘ (7.151»? as many 15/1981: as necemary) 3_ l _________________________________________________________________
3 m Examiner Name To Be Assigned 1
3 Sheet 74 of 105 ,Attorney Docket Number 2855.005000C 3
 
 

NON PA'R‘ENT LITERATURE BOCUMEN‘I'S 

Include 11311no ofthe auihor{in CAPITAI 1ETTERSi,1itie 11111112 a1ticie (when

  
    

E12111 1 Cite

11:11:1132 3 N01 6.131111311113116) 1111:3111 the11am (book, magazine 31111111211 seriai, “11111111111111 2.318.103
‘ “ 3 ' ' f . - = 1 ' i“ '1: 1.111111111111111 W11111111111111911

: E 3

141312644 3::opy of Nome 01 Allowance 1701 US AppI No 13/154 ,239, mailed Apnl 24 2013 10 3

pages.
1.......1.1.1..1..1..1.1.1....................__................................................................................................................................................................................................

Copy of Supplemental Notice ofAllowance for US. Appl. No. 11/553,427, mailed May1 NPL646 2
15,2013,6pages.   

NPL647 Copy ofNotice ofAllowance for US. Appl. No. 12/857,238,ma11ed June 17, 2013, 6
pages.

Copy of Supplemental Notice of Allowance for US. Appl. No. 12/703,042, mailed JuneNPL648 s
18,2013, 6 pages.

 
 

iCopy of Supplemental Notice of Allowance for US. Appl. No. 11/553,427, mailed July
NPL649:2, 2013 2pages

..............................................................................................................................................................................................................................................................

Copy of Non-Final Office Action for US. Appl. No. 09/969,987, mailed July 3, 2013, 8
pages.11

1___WMW1WWWNNNINCWWWWWWW.“......11

Copy ofNotice of Allowance for US. Appl. No. 13/154,211, mailed July 11,2013, 10
pages.

NPL650

NPL651

Copy of Non—Final Office Action for US. Appl. No. 13/118,122, mailed July 19, 2013,
12 pages.

NPL652   
 

Copy of Notice of Allowance for US. Appl. No. I3/154,239, mailed August 2, 2013, 931NPL6533.1.pages
i

E ' Date ,19
xammer /Tesfaldet Bocure/ Considered 0’1""31201 6 Signature

*EXAMINER: Initial if reference considered, whether or tot citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered Include copy of this form with next comn:unication to applicant.

ALL REi—‘i‘efiifiWE§1§E§A§§1fiEfifiifi‘EkzoEfitWfifififikfl1111111114111111111—1‘1‘11@37th

Page 400 of 1785



Page 401 of 1785

 

 
 

  
 

 
 
 

Equivalent of Form PTO/SB/O8b (7--09)

[51212119113199.Nwi___1_41§Z_6._2.Z.6. ........................................1
IN FQRI’I’IA’I‘IQN IBISCLQSURE __________________________________________________________________________________________________________ \

SrIDT’er‘EI‘t/IENVI‘ BY AFPLICANT “mu—m 2

Substitute for form 1449/PTO Complete {fKnown

Filing Date i October 6, 2015

(Use as nanny sheets as necessary)
 

    Sheetli)‘: E Attorney Docket Number | 2855.005000c

NON I’ATEN? I.I'I‘ERA'I‘URF I}{)CfiMEN'I‘S
 

Include name ofthe author (in CAPEI‘AL LE1ITEM titte of the an 1019(when :
appropriate). tit'e cfne item{L111ok,r:1aga:iine jou:£1111, 3eriai \Virpmuim,canlog, T2
etc), date navetsL volume 11uni-x1pnbtishe1,citv and/or countrV where pubiished '

Examiner: Cite
Initials* ‘ ' 

 
  

Copy of Notice of Allowance for U.S Appl. No. 13/118,122, mailed September 19,

:,2013 6 pages.
NPL654I‘

cc..AAAACgC_ca,ac-...ccccccccccc\\\\\ckcC“““44“4‘44444444444444.....—....—....—................._......».._...._......4......._.............._..............A...1.A..1.ii....1....................

iCopy ofNotice of Allowa12ce for US. Appl. No 11/553,419, mailed October 17,2013,NPL655:

:7 pages

:7 pages.._42...____.1..:_.__..__._.__1..1..1.1....1...................................,‘c,‘,‘c,‘,‘c,‘,‘c,‘,‘c,‘,‘c,‘4‘4444‘4444‘442‘22442‘2222‘422‘22422‘2222‘.--~‘cwwVVV‘VVVVttwwc

iCopy ofNotice of Allowance for U. S. Appl No. 13/154,211, mailed October 24, 2013,NPL657§

:9 pages

NPL656§iCopy ofNotice of Allowance for U. S. Appl. No. 12/857,238, mailed October 23, 2013, I

Copy of Final Office Action for U. S Appl.N0. 13/482800, mailed October 25,2013,
NPL658§:21 pages.  

5................__......_‘L._.....__..______..___.________....1...................................V‘c,‘,‘c,‘,‘c,‘,‘c,‘\‘2222224..........2

NPL659 International Search Report for PCT/USOO/42018, mailed July 31, 2001, 3 pages.
 

‘f~* ....44444444444‘44VV\V44Vxx4‘c“‘x‘x““x““‘4444444444----44—---4444------------------»»----------»»-»............................._.........—...._........._...._...._.m

NPL660 International Search Report for PCT/U801/03712, mailed May 10, 2002, 2 pages.

NPL661 International Search Report for PCT/USOl/037l 1, mailed January 28, 2001, 5 pages.

Copy of submission ofprior art under 37 CFR 1.501, for US. Pat. No. 6,604,158,NPL662 :
March 3,2011, 5 pgs.

 
NPL66”: Copy of submission ofprior art under 37 CFR 1.501, for US. Pat, No. 7,415,530,

7 March 3,2011, 14 pgs.

Examiner lTesfaidet Becure/

Signature

*EXAMFNER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

ALL Rgrammeeaeanepenmieaeeernneaerineemaeeeni‘mn?e37“

Page 401 of 1785

itx
§

gRV

 
  

Date

Considered



Page 402 of 1785

Equivalent of Form PTO/SB/08b1-3—09}\\\

  
 

Substitute for form 1449/PTO
  1’;ampleie ifKnawn

 
 

’E’N'FQRMATEQN inscmsnaa _ .
sma'raraaprr 111:“ 1111111113111111 « " _________________________

(Use as many slices: as newsman)

 

  
 

 
 

\\\

\xuxwxwwmx VVVVVVVVVVVVVV

Include name. 1--i the a11ti1o1 (in CAPITAI i.ETTERS),1111< o:the article {when ,
appropiiate) titie oi theitem ibock, magazine _ouri1ai,seriai, symposium, catalog, T2

etc.) date pageis) velumenumber publisher ' ‘  

 
 

 
 
 

 

 
 

 
 
 

 

 
 

Examiner
Crte

Initial=1* ‘  

 
 

Copy of submission ofprior art under 37 CFR 1.501, for US. Pat. No. 6,601,104,
1 NPL664 March 3,2011, 5 pgs.\,_,“.,,,,,M“““““e Cee,.Cee.......“w,..~..MWWWWMWwWW““““‘“unnuunn.“.u-.----.----.uuu».»_.----------»»--------------.-.-r-r«—r«» .............

iCopy of submission ofprior art under 37 CFR 1.501, for US Pat. No. 7,161,506,
EMarch 3, 2011, 12 pgs.E91“.....................................................................................................................................................,1

ENPL665E

NPL606 : Copy ot su3nissicn of 11W”rt 1111116311371PR 1.. 01, to: 11.11.1311. No. ”335,341,,

 

E E 11.1212011 14 3gs
1.. ................

:EENPL667iCopy of submission ofprior art under 37 CFR 1. 501, for U. S. Pat. No. 7,321,937,
: EMarch 3, 2011, 14 pgs.

NPL668§iCopy of submission ofprior art under 37 CFR 1.501, for US Pat. No 7,352,300,
E,March3 2011,14 pgs.

E NPL669 Copy ofsubmission ofprior art urader 37 CFR 1.501, for US. Pat. No. 7,378,992,
March 3,2011, 14 pgs.

“\+“““._“.“.“~w~.~ www.mwwmn‘““unnuu-nnuuu~-u-.-n-uAuu.»»..»..._.....».--------.-.-.-.“«««“»\»\\~~~~sx““.“

Ex Parte Reexamination Interview Summary, mailed December 3, 2009, for US.
NPL67O Reexam App. No. 90/009,428, 4 pgs.

Request for Inter Partes Reexamination of US. Patent No. 7,714,747, Control No.

 
NPL671 95/001,517, filed December 30, 2010, 696 pages.

-,,,,,,,,,,,,,,, .....WWW“

NPL672 Replacement Request for Inter Partes Reexamination of US. Patent No, 7,417,568,
Control No. 95/001,533, filed March 1,2011, 357 pages.

fififlnnnnn.n.nnm‘unn......1...........-,.......I.“II,u........»»»».»~»»................,.....--,.,.~.:......,.4...,.4“e~u~e~~~~~~~ww~~.~~W¢Ww.W‘fl...........................................

NPL673 L. Gannoun, "RTP Payload Format for X Protocol Media Streams," Audio—Visual
Tran5port WG Internet Draft, Internet Engineering Task Force, March 1 1, 1998,15 pgs.\\\\ 

.«-M««E~«w«w‘«‘m

 Examiner

Signature
1 Date ‘/Tesfaldet Bocure/ Considered 01/23/216E

*EXAMINER: Initial if referencc considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include copy of this form with next communication to applicant.

ALL RéBEE???Nfi‘figa‘t‘féiifi‘élb‘fi‘iififi°€X§§ifitfiffififii€ ETNEESE‘lgl-ifififi‘tfieéfiilfafififati‘ed

Page 402 of 1785

  
  



Page 403 of 1785

Equivalent of Form PTO/SB/Osb (7—09)

  

   

Substitute for form 1449/PTO Complete (fKnown

g INFORMATION EISCLOSURE Filing Date :October 6 2015
STATEMENT BY APPLICANT E,.Eiatfiameé.19xeat9r...............3.1ames.l...EAL£QN_______________________________

g (Use as many sheets as necessary) iwéft“ Unit , , 2668

Sheet77iofT105Attorney Docket Number2855005060c 7 

 

NON PATENT LITERATURE DOCUMENTS\~\xxwwx<<wx\xxxxxwxxxwx

Include name of the author (in CAPITAL LETTERS), title of the article (when i
appropriate) title of the item (book, magazine journal, serial symposium, catalog, T2

etc),date, page(s) volume number publisher cityand/or countrywhere published ,

 x$uxvus

Examiner: Cite
Initials* No.1

Official Order Granting Request for Inter Partes Reexamination ofUS Pat. No.

6,624,761, Control No. 95/000,464, issued July 24, 2009, 29 pgs.
mx~~xx~«um~~~~““““““““«-‘-,-,-,-------,-----4»»»»»»»----»»»»»»»»-»,—-»»:------»»»»»------»»--»-------»»»------------->-------------------------------------l

NPL674

 
Non-Final Office Action in Inter Partes Reexamination of US Pat. No. 6,624,761,

3 Control No. 95/000,464, issued December 15,2009, 20 pgs.l x .. \
l x , .......l l

NPL675

 

NPL676 Non-Final Office Action in Inter Partes Reexamination of U.S. Pat. No. 7,321,937,
Control No. 95/000,466, issued June 22, 2009, 11 pgs.

____..__..______..____..__IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

NPL677 Official Order Granting Request for Inter Partes Reexamination of US. Pat. No.
7,321,937, Control No. 95/000,466, issued June 22, 2009, 16 pgs. 

NPL678 Official Action Closing Prosecution for Inter Partes Reexamination of U.S. Pat. No.
7,321,937, Control No. 95/000,466, issued December 22, 2009, 20 pgs.

Comments by Third Party Requester to Patent Owner's Response Inter Partes
NPL679 Reexamination of US. Patent No. 7,321,937, Control No. 95/000,466, filed November

‘ 10, 2009 30 pgs 

supplemental Declaration of Professor James A. Storer, Ph.D. under 37 C.F.R. §1.132
NPL680 in Inter Partes Reexamination of US. Patent No. 7,321,937, Control No. 95/000,466,

5 E: executed on November 10, 2009, 16 pgs...................,....... .....................................................................................................................................................................................................................

'NPL681 Examiner Interview Summary in Ex Parte Reexamination of US. Pat. No. 6,601,104,
Control No. 90/009,428, issued December 3, 2009, 3 pgs.

NPL682 Non-Final Office Action in Ex Parte Reexamination ofU.S. Pat. No. 6,601,104, Control
No. 90/009,428, issued November 2, 2009, 13 pgs.

u...............................................................................................................................................................................................................................

NPL683 Official Order Granting Request for Ex Parte Reexamination ofUS. Pat. No.
6,601,104, Control No. 90/009,428, issued June 1, 2009, 12 pgs.
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Declaration of Dr. George T. Ligler under 37 C.F.R. §1.132 in Ex Parte Reexamination
ofU S. Pat. No. 6,601,104, Control No. 90/009,428, executed December 28, 2009 16
pgs.
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NPL684

  

Supplementary Declaration of Dr GeorgeTmLigler under3“7““CFR§l1321n Ex Parte .
. Reexamination of US. Pat No. 6,601 ,,104 Control No 90/009 ,,428 executed December ’

NPL685

" 30, 2009 1 pg.............................................................................................................................................................................................................................................

l Declaration of Dr. George T. Ligler under 37 C.F.R. §1 . 132 in Inter Partes
NPL686 Reexamination ofU.S. Pat. No. 7,321,937, Control No. 95/000,466, executed August

i 24, 2009, 30 pgs. 

Official Order Granting Request for Inter Partes Reexamination of U.S. Pat. No.

NPL687 7,161,506, Control No. 95/000,479, issued August 14, 2009, 41 pgs.

Non—Final Office Action in Inter Partes Reexamination of US. Pat. No. 7,161,506,

NPL688 Control No. 95/000,479, issued December 15,2009, 37 pgs. 

NPL689 7,378,992, Control No. 95/000,478, issued August 13,2009, 60 pgs.
..........................................................................................................................................................................................................................
 

Non—Final Office Action in Inter Partes Reexamination of US Pat. No. 7,378,992,

NPL690 Control No. 95/000,478, issued December 15, 2009, 27 pgs.
\w \ msmsflflhnn“““nnn....................... 

Official Order Granting Request for Inter Partes Reexamination of US. Pat. No.
NPL691 6,604,158 Control No. 95/000,486, issued August 14, 2009, 35 pgs.

, Non-Final Office Action in Inter Partes Reexamination of US Pat. No. 6,604,158,

7 Control No. 95/000,486, issued November 12, 2009, 199 pgs.  
l Right of Appeal Notice in Inter Partes Reexamination of US. Pat. No. 6,624,761,

, NPL693 Control No. 95/000,464, issued January 6, 2011, 15 pgs.

Official Order Granting Request for Inter Partes Reexamination of US. Pat. No. I
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Action Closing Prosecution in Inter Partes Reexamination of U.S. Pat. No. 6,624,761,
Control No. 95/000,464, issued August 27, 2010, 25 pgs.

Right oprpeal Notice in Inter Partes Reexamination of US. Pat. No. 7,321,937,
Control No. 95/000,466, issued May 24, 2010,23 pgs.

Final Office Action in Ex Parte Reexamination ofU.S. Pat. No. 6,601,104, Control No.

90/009,428, issued February 5, 2010, 16 pgs.

. NPL697 Right oprpeal Notice for Inter Partes Reexamination of US. Pat. No. 7,161,506, .
 

Conteol No. 95/000,479, issued January 6, 2011, 18 pgs.

Action Closing Prosecution in Inter Partes Reexamination of US. Pat. No. 7,161,506,
Control No. 95/000,479, issued August 27, 2010, 34 pgs.

,,,,,,,,,,,,,,,,,,,,,,,xmnmmcmmmc cmm“ccwmmefiwa—WAHM..1.....me...m.....m.w. 

Right of Appeal Notice for Inter Partes Reexamination of US. Pat. No. 7,378,992,
Control No. 95/000,478, issued January 6, 2011, 15 pgs.

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Action Closing Prosecution in Inter Partes Reexamination of US. Pat. No. 7,378,992,
NPL7OO Control No. 95/000,478, issued August 23, 2010, 31 pgs.

 
 

Action Closing Prosecution in Inter Partes Reexamination of US. Pat. No. 6,604,158
NPL701 Control No. 95/000,486, issued March 7, 2011, 257 pgs. \xx.......................................................-_.11...1........................“u.“nnnnhnnnnnh. . , .

\ i11x1

Patent Owner's reply to Office Action in Inter Partes Reexamination of US. Patent No.
7,378,992, mailed March 15, 2010, 23 pages., .x .

.;

NPL702

Patent Owner's Reply to Office Action in Inter Partes Reexamination of US. Patent No.
NPL703 7,161,506, mailed March 15, 2010, 23 pageS-
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Patent Owner's Reply to Action Closing Prosecution of August 23, 2010 in Inter Partes

NPL704 Reexamination of US. Patent 7,378,992, mailed September 23, 2010, 23 pages.
_..1_......11__1__________41...._.......___....___...____._____.____.. ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Patent Owner's Reply to Action Closing Prosecution of August 27, 2010 in Inter Partes
NPL705 Reexamination ofU.S. Patent No. 7,161,506, mailed September 27, 2010, 26 pages.
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Patent Owner's reply to Action Closing Prosecution of August 27, 2010 in Inter Partes1 NPL706 . . .
Reexammatlon of US. Patent No. 6,624,761, malled September 27, 2010, 20 pages.

iCorrected Request for Inter Partes Reexamination of U. S Patent No 6,624,761, filed

NPL707I June 15, 2009, 241 pages.

Request for Inter Partes Reexamination of US. Patent No. 7,378,992, filed May 21,

2009, 255 pages.
 
‘ NPL708

1 Request for Inter Partes Reexamination of US. Patent No. 7,161,506, filed May 28,

5 2009, 455 pages.
 

 

 

 
 

Request for Inter Partes Reexamination of U.S Patent No. 7 ,,777651, Control No.

195/001,581, filed March 21, 2011, 2,136 pages.
5 11.......(1.....(.........(§......................1........1....11111.(1.,..1.....(1.1.1....(1...................1.(.1111......11111111((11.11.1111111111111.1........................................1111111111111111________...........;;...;__. 1, 1

NPL710

 
NPL7I 1 Request for Inter Partes Reexamination of US. Patent No. 7,400,274, Control No.

95/001,544, fiIed February 14, 2011, 420 pages.
1......1111111111..........r....................................._.....1:11....................fi...........1...1....................................................................................................................................

1Action Closing Prosecution1n Inter Partes Reexamination ofU.S. Pat. No 7,321,937,
1Control No. 95/000,466 issued December 22,2009, 20 pages.
;~.(((,....a,VVVVVVVVVVVVVVVVVVVVVvvvvvvvvvvvvvvvvVvvVVVvvvvVvvvvvvvvVVvvvvvvaavvVvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvVVVVVVVVVVVVVV,,,,,,,VVu ....................................................

 3 Order Granting request for inter partes reexamination of US. Patent No. 7,400,274 and
NPL713 Non-Final Office Action in Inter Partes reexam of US. Patent No. 7,400,274, Control

‘ No. 95/001,544, issued March 25,2011, 47 pages.
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Non-Final Office Action in Inter Partes Reexamination of U.S. Patent No. 7,400,274,  
NPL715 Order Granting Request for Inter Partes Reexamination of U.S. Patent No. 7,777,651,

Control No. 95/001,581, mailed June 15, 2011, 22 pages.
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1 NPL723

Examiner

Signature

Appeal Brieffiled in Inter Partes Reexamination of U.S. Patent No. 6,601,104, Control

no. 90/009,428, mailed September 2, 2010, 28 pages

Examiner's Answer to Appeal Brief in Inter Partes Reexamination of U.S. Patent No.

7,321,937, Control No. 95/000,466, mailed July 18, 2011, 33 pages.

Definition of “data packet", Academic Press Dictionary of Science and Technology,
NPL722

No 7,714747,ControlNo95/001,517, malled September 212011,2 pages

1/Tesfa1det Bocure/

Non—Final Office Action in Inter Partes Reexamination of U.S. Patent No. 7,417,568,

Control No. 95/001,553, mailed May 6,2011, 105 pages.

Order Granting Reexamination of U.S. Patent No. 7,714,747, Cont’z‘ol No. 95/001,517,

mailed March 9, 2011,21 pages.

 
 

Non-Final Office Action in Inter Partes Reexamination of U.S. Patent No. 7,777,651,

Control No. 95/001,581, mailed July 25, 2011, 274 pages.

NPL721 Non-Final Action Closing Prosecution in Inter Partes Reexamination of U.S. Patent No.
7,714,747, Control No. 95/001,517, mailed September 21, 2011, 29 pages.

Copyright 1992, 1996, cited by Examiner1n Inter Partes Reexamination ofU S. Patent ' 
Patent Owner's Reply to Office Action in Inter Partes Reexamination of U.S. Patent

No.7,777,651, Control No. 95/001,581, mailed September 26, 2011, 44 pages.
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NPL724 Examiner's Answer to Appeal Brief in Inter Partes Reexamination of US. Patent No.
6,624,761, Control No. 95/000,464, mailed September 28, 2011, 20 pages.

Examiner's Answer to Appeal Brief in Inter Partes Reexamination of US. Patent No.
7,161,506, Control no. 95/000,479, mailed September 28, 2011, 25 pages.
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NPL726 Examiner's Answer to Appeal Brief in Inter Partes Reexamination ofU.S. Patent No.
7,378,992, Control No. 95/000,478, mailed September 29, 2011,27 pages.

aw...“ 22222 .  
NPL727 Decision on Appeal in Ex parte Reexamination ofU.S. Patent No. 6,601,104 B1,

Control No. 90/009,428, dated March 18, 2011, 14 pages.

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii15511511161533?Eii€13£112i‘15REFEREE?51‘5353‘1"‘5‘21‘1‘:r"1iiié‘t‘i’éé‘t‘ifig1112iKigfiifiéfigfifiagm
,to Overcome the Claim Rejections and Thereby Eliminating the Issues on Appeal in

:Inter Partes Reexamination ofL.S. Patent No, 6,624,761, Conteol No. 95/000,464,xx\\\\\\\\\\\\\\\\\\\\\\\\ LeLLwLLeVLLLLLxxx“LLLV..LLLLeewLLLwxLLw.LsLLLLLL»x\\\\\\\“w\\\“‘\3“\~-L.“urm“-.-«-.---“““L‘au‘““‘uLxx“xxxnuLLLxex\LLxxxxxxLLLLxxx»xxLexxxxLLLxLLLLLLLLLtxxxxx\“w......~........w~w.

5‘Patent Owner' s Rebuttal Brief Lnder 37 C.F.R § 41.71 Retracting the Arguments Made
to Overcome the Claim Rejections and Thereby Eliminating the Issues on Appeal1n

‘EInter Partes Reexamination ofL.S. Patent No, 7 378,992, Control No. 95/000,478,

gE‘Patent Owner'5 Rebuttal BriefLnder 37 C.F.R § 41.71 Retracting the Arguments Made
NPL730 to Overcome the Claim Rejections and Thereby Eliminating the Issues on Appeal in

 
Inter Partes Reexamination ofU.S. Patent No, 7,161,506, Control No. 95/000,479,

dated00t0b6r2820119 
S.   

NPL731 Non—Final Action Closing Prosecution in Inter Partes Reexamination of US. Patent No.
, 7,400,274, Control No. 95/001,544, mailed November 18, 2011, 39 pages. 

NPL732 Non—Final Action Closing Prosecution in Inter Partes Reexal’aination of US. Patent No.
5 7,417,568, Control No. 95/001,533, mailed December 9, 2011, 42 pages.
 

 ..,.,..............,.,.,.,.,.,.....,.,... Tm.a.----,....-.-....,...........................................-................u...........................-.--------------.---,-.-.-.-.------.-.-,-,‘--.-.«\«-.\-.------xx“\\\\\\ssuu“\“““weeeeeee

3 Patent Owner'5 Reply to Action Closing Prosecution ofNovember 18, 2011 in Inter
N'PL733 Partes Reexamination ofU.S. Patent No. 7,400,274, Control No. 95/001,544, mailed

December 19,2011, 9 pages.
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i Patent Owner's Reply to Action Closing Prosecution of December 9 2011 in Inter
NPL734 PaItes Reexamination ofU.8. Patent No. 7 4,17568, Control No. 95/001, 533, mailed

3 December 29, 2011, 14 pages.

 
 

Notice of Intent to Issue Ex Parte Reexamination Certificate in Ex Parte Reexamination

NPL735 of US. Patent No. 6,601,104, Control No. 90/009,428, mailed January 13, 2012, 5
 

Decision on Appeal in Inter Partes Reexamination of U. S. Patent No. 6,624,761,

Control No 95/000,464, mailed January 18,2012, 5 pages.
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NPL737 Decision on Appeal in Inter Partes Reexamination of US. Patent No. 7,321,937,

Control No. 95/000,466, mailed January 18,2012, 8 pages.
.........................................................................................................................................................................................................................................

NPL738 Decision on Appeal in Inter Partes Reexamination of US. Patent No. 7,378,992,
Control No. 95/000,478, mailed January 18,2012, 5 pages.

NPL739 Decision on Appeal in Inter Partes Reexamination of US. Patent No. 7,161,506,
Control No. 95/000,479, mailed January 18,2012, 6 pages.

arfw:

NPL740 Non-Final Office Action in Inter Partes Reexamination of US. Patent No. 7,777,651,
 
 

 

Control No. 95/001,581, mailed January 27, 2012, 152 pages.

 
, Patent Ow er'5 Respondent Brief on Appeal Under 37 C.FR. § 41 6.81n Inter Partes

NPL741 Reexamination of U.S Patent No 7, 714,747, Control No 95/001,517, filed February

3 17, 2012,20 pages. 

Patent Owner's Reply to Second Non-Final Office Action of January 27, 2012 in Inter
NPL742 Partes Reexamination ofU.S. Patent No. 7,777,651, Control No. 95/001,581, filed

5 February 24,2012, 30 pages---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

NPL743 Ex Parte Reexamination Certificate in Ex Parte Reexamination of US. Patent No.
6,601,104, Control No. 90/009,428, issued February 28, 2012, 2 pages.
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iExaminer‘s Answer to Appeal Brief1n Inter Partes Reexamination of U S. Patent No
:7 ,,714747, ControlNo. 95/001, 517, mailed March 1, 2012, 4 pages\ :. 1 .

c...__..__.......____.....g....................... E .............................................................................................................................................................................................

'NPL744:

Right of Appeal Notice in Inter Partes Reexamination of U.S. Patent No. 7,417,568,
NPL745 Control No. 95/001,533, mailed March 1,2012, 8 pages.

Right of Appeal Notice in Inter Partes Reexamination of U.S. Patent No. 7,400,274,
NPL746 Control No. 95/001,544, mailed March 6, 2012, 7 pages.

..................................................l
1 Request for Inter Partes Reexamination of U.S. Patent No. 7,321,937, Control No.

NPL747 95/001,922, filed March 2, 2012, including accompanying Exhibits PA—A to PA-D,

; PAT-A to PAT-C, CC-A to COD, Oth-A, and Form PTO/S‘B/08a, 2865 pages......................+ttWMWt

Request for Inter Partes Reexamination ofU.S. Patent No. 6,604,158, Control No.
NPL748 95/001,923, filed March 2, 2012, including accompanying Exhibits PA-A to PA-D,

l PAT—A to PAT—B, CC-A to CC-F, Oth-A, and Form PTO/SB/08a, 560 pages.
1
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Request for Inter Partes Reexamination of US. Patent No. 7,352,300, Control No.

NPL749 95/001,924, filed March 2,2012, including accompanying Exhibits PA-A to PA-H,

‘ PAT—A toPAT-B,CC-AtomCC-F,“Oth—A,andForm PTO/SB/08a1012 pages

 
Request for Inter Partes Reexamination of U. S. Patent No. 7 ,,395345, Control No

NPL750 95/001,925, filed March 2,2012, including accompanying Exhibits PA-A to PA-C,

3 PAT-A, CC-A to CC-C, Oth—A, and Form PTO/SB/08a, 204 pages.

. :1 Request for Inter Partes Reexamination of U.S. Patent No. 7,161,506, Control No.
NPL751 95/001,926, filed March 2, 2012, with accompanying Exhibits PA-A to PA—C, PAT—A

5 E to PAT-C, CC-A to CCB, OthA to Oth-B, and Form PTO/SB/08a, 2651 pages._................_......__................................................................................................................................................................................................................................

Request for Inter Paites Reexamination of US Patent No. 7,415, 530, Control No.
NPL752 95/001,927, filed March 2,2012, including accompanying Exhibits PA—A to PA-F,

‘ PAT—A to PAT—B, CC-A to CC-O, Oth—A, and Form PTO/SB/08a, 700 pages.\.........................\....c..................L........“‘,““,““,““,‘4,44‘44“,“"44,,4‘4,4,44,44,4444444‘44,.‘..............................................................................................................

Request for Inter Partes Reexamination of U.S. Patent No. 7,378,992, Control No.
NPL753 95/001,928, filed March 2,2012, including Exhibits PA-A to PA-D, PAT-A to PAT-C,

5 COA to CC—B, Oth—A, and Form PTO/SB/08a, 2316 pages.‘3‘ ‘ ....................................... f.”
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Official Order Granting Request for Inter Partes Reexamination of US. Patent No.

7,395,345, Control No. 95/001,925, mailed March 19, 2012, 11 pages.
.....................................................................................................................................................................................................................................

Non-Final Office Action in Inter Partes Reexamination of US. Patent No. 7,395,345,

Control No. 95/001,925, mailed March 19, 2012, 20 pages.

Notice of Intent to Issue Inter Partes Reexamination Certificate in Inter Partes

NPL756 Reexamination of US. Patent No. 7,321,937, Control No. 95/000,466, mailed March

21, 2012, 7 pages. 

Right of Appeal Notice for Inter Partes Reexamination of US. Patent No. 6,604,158,

Control No. 95/000,486, mailed March 26, 2012, 253 pages.
.........._I.II.I.___.I.___._____.I.____.______....,‘..............0......“........................................0...»....A...»...»»»»»»..~.----------------------------------------------------------------------------------------------------------

Notice of Intent to Issue Inter Partes Reexamination CertificateIn Inter Partes

NPL758 Reexamination of US. Patent No. 6,624,761, Control No. 95/000,464, mailed April 3,
2012, 7 pages.

Notice of Intent to Issue Inter Partes Reexamination Certificate in Inter Partes

NI‘L759 Reexamination 0fU.S. Patent No. 7,161,506, Control No. 95/000,479, mailed April 4,
2012, 15 pages.

Notice of Intent to Issue Inter Partes Reexamination Certificate in Inter Partes

NPL7605Reexamination of US. Patent No. 7,378,992, Control No. 95/000,478, mailed April 6,
I 2012, 5 pages.-.“auvm‘I‘fi“wk-Aw.I -.I‘I:II\\\\\“--MI-.w “awIxIII»eIee:eexI:Ieee:eIIxxIeIIeIIIe:IIII:IIII:IIIIIIIIIIIIIIIIIIIIIIII»IeIIIIxIwIeIwIeIwIe“““wwexee....»“..W.«WWWW .

 
Official Order Granting Request for Inter Partes Reexamination of US. Patent No.

7,321,937, Control no. 95/001,922, mailed April 20, 2012, 17 pages.

I NPL762 Non-Final Office Action in Inter Partes Reexamination of US. Patent No. 7,321.937,
3 Control No. 95/001,922, mailed April 20, 2012, 8 pages.

NPL761

  
.....,,.,. .-.,....,.,.,.,.,.,.,.,.........,..,.,.,.,.,..,.,.,.,...,.,.,.,......................,...,.,...........‘....,.,..,.,..,.,.......,..---.“““‘“«‘w.“IIIIIIIIIIIIIIIIIIIIIIIIIIIIII~xx~~~~~

I
I

I Official Order Granting Request for Inter Partes Reexamination ofUS. Patent No.
,NPL76 I 7,1615,06, Control No 95/001,926, mailed Aprll 25 2012 9pages.  
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g-NonFinal Office Action1n Inter Partes Reexamination of US Patent No. 7,161,506,

,,i§NPL764C01tI‘OlNO 95/001, 926, mailed Apr1125, 2012 ,7 pages.
............................

Official Order Granting Request for Inter Partes Reexamination of US. Patent No.
NPL765 7,378,992, Control No. 95/001,928, mailed April 25, 2012, 8 pages. 

NPL766 Non-Final Office Action in Inter Partes Reexamination of US. Patent No. 7.378,992,
Control No. 95/001,928, mailed April 25, 2012, 8 pages.

Official Order Denying Request for Inter Partes Reexamination of US. Patent No.
NPL767 7,415,530, Control No. 95/001,927, mailed April 27, 2012, 52 pages.  
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Official Order Granting Request for Inter Partes Reexamination of US. Patent No.

NPL768 6,604,158, Control No. 95/001,923, mailed May 7,2012, 14 pages.

 
 
 
 
 

Non-Final Office Action in Inter Partes Reexamination of US. Patent No. 6,604,158,
NPL769 Control No. 95/001,923, mailed May 7,2012, 8 pages.

Petition Under 37 CF.R §§ l 181 and 1.182 for Correction of Notice of Intent to Issue

NPL7701Reexamination CertificateIn Inter Partes Reexamination of U. S. Patent No. 7 ,,378 992,
,iControl No. 95/000,478, filed May 9, 2012, 8 pages.......................................................................................................................................................................................................................................

NPL771 Inter Partes Reexamination Certificate in Inter Partes Reexamination of US. Patent No.
7,321,937, Control No. 95/000,466, issued May 15, 2012, 2 pages.

NPL772 Official Order Granting Request for Inter Partes Reexamination of US. Patent No.
, 7,352,300, Control No. 95/001,924, mailed May 17, 2012, 12 pages.
 

§Non-Final Office Action1n Inter Partes Reexamination of US Patent No. 7,352,300,
NPL773Control No 95/001,924 mailed May 17 2012 18pages 

 

Examiner“ml,n ‘DateI e. l .r‘ ..l ,
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Patent Owner's Response to Office Action of March 19, 2012 in Inter Partes

Reexamination of U.S. Patent No. 7,395,345, Control No. 95/001,925, filed May 21,
2012,21 pages.eee:~‘eexxeex\~e\xeeeeeeeeKb.~aceccee--~A---~A_AA~,AAcce~utkkkkkk..~~~~....\\--eeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

 
 

Inter Partes Reexamination Certificate in Inter Partes Reexamination of US. Patent No.

7,161,506, Control No. 95/000,479, issued May 22, 2012, 2 pages.  ‘tteccecettttt1“......‘.~..““““““‘..‘c..“.ftt..“....11‘1‘11‘1‘11‘1"tecc1.‘1..1.1.11‘1....““‘.t..1..ececcaaa“-“---.‘~“““‘-...............................................................................

lnter Partes Reexamination Certificate in Inter Partes Reexamination of U.S. Patent No.

6,624,761, Control No. 95/000,464, issued June 12,2012, 2 pages.
...__._.........___._...__ ......_....._.........1........1...............................................................at...................._.............._:..........—....—....—....—....—..aa-----:=--~-~1-~--4“““:‘\\\\\\»»\~~~~~~~<

NPL777 Action Closing Prosecution in Inter Partes Reexamination of US. Patent No. 7,777,651,
Control No. 95/001,581, mailed June 18, 2012,45 pages. ' 1

Patent Owner‘s Response to Office Action of April 20, 2012 in Inter Partes
NPL778 Reexamination ofU.S. Patent No. 7,321,937, Control No. 95/001,922, filed June 20,

2012, 11 pages.

Patent Owner’s Response to Office Action of April 25, 2012 in Inter Partes
Reexamination of US. Patent No. 7,161,506, Control No. 95/001,926, filed June 25,

2012,20 pages.  

Patent Owner's Response to Office Action of April 25, 2012 in Inter Partes
Reexamination ofU.S. Patent No. 7,378,992, Control No. 95/001,928, filed June 25,

2012,20pages

iPatent Owner's Response to Office Action of May 7,20121n Inter Partes
;;Reexamination ofU.S. Patent No. 6,604,158, Control No. 95/001,,923 filed July 9,

2012,19 pages. I

g Patent Owner's Response to Office Action of May 17, 2012 in Inter Partes

NPL782 Reexamination of US. Patent No. 7,352,300, Control. No. 95/001,924, filed July 17,

E $2012, 31 pages.\‘........................\,............‘,‘.......x......,....1,..“.........‘,,“‘,“,.1‘11‘1‘11‘1“,‘1“,‘,‘1“,“1‘,“““‘111111‘1‘11‘1‘11‘1‘11‘,"1‘1‘.....‘..................................................................__...........

§~NPL781

NPL78“ New Decision on Appeal after Board Decision in Inter Partes Reexamination of US.
J Patent No. 7,714,747, Control. No. 95/001,517, mailed July 24, 2012, 24 pages.

 
memmmmmw‘mmmm . . ......................................
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Examiner§ Cite
Initials* No.1

NPL784 Right of Appeal Notice for Inter Partes Reexamination of US. Patent No. 7,777,651,
Control No. 95/001,581, mailed August 3, 2012, 7 pages. 

g Notice of Intent to Issue Inter Partes Reexamination Certificate in Inter Partes

NPL785 Reexamination ofU.S. Patent No. 6,604,158, Control No. 95/000,486, mailed August

5 30, 2012, 5 pages.

1 Notice of Intent to Issue Inter Partes Reexamination Certificate in Inter Partes

NPL786 Reexamination of US. Patent No. 7,378,992, Control No. 95/000,478, mailed August

i E31,2012,6pages.

ecision on Petition for Supervisory Review of Refusal to Order Reexamination for

NPL787 Claims 1-2, 16—21, and 23 (37 CFR §§ 1.927 and 1.181) in Inter Partes Reexamination
l ofU. S. Patent No. 7,415,530, Control No. 95/001,927, mailed August 31, 2012, 10

‘\ ”e252

 
 

  
 

 

.....................................................................

s ; Decision on Petition Under 37 C.F.R. §§ 1M181 andw1 182forCorrection ofNotice of
NPL788 Intent to Issue Reexamination CertificateIn Inter Partes Reexamination of US. Patent

' No. 7,378,992, Control No. 95/000,478, mailed September 10, 2012, 6 pages.

Decision on Petition for Supervisory Review of Refusal to Order Reexamination of
Claims 5-7, 14-16, and l8—l9 (37 CFR §§ 1.927 and 1.181) in Inter Partes

NPL789 Reexamination ofU. S Patent No. 7,321,937, Control No. 95/001,922, mailed
2§2_September1202,222021222, 2212222\a)es 2222222222

Decision on Petition for SupervisoryRev1ew ofRefusal to Order Reexamlnatlonfor

NPL790 Claims 86, 89, 90, 9296, and 98 (37 CFR §§ 1.927 and 1. 181)1n Inter Partes
Reexamination of US. Patent No. 7,161,506, Control No. 95/001,926, mailed

September 21, 2012, 10 pages.

 

 

 

 

NPL791 Non—Final Office Action in Inter Partes Reexamination ofUS. Patent No. 7,415,530,
Control No. 95/001,927, mailed September 21, 2012, 15 pages.

Patent Owner’s Request to Reopen Prosecution Before the Examiner Under 37 CF.R. §
NPL792 4177(b)1n Inter Partes Reexamination of U. S. Patent No. 7 ,714,,747 Control No

95/001,517, filed September 24, 2012, 29 pages

Examiner's Answer to Appeal Brief in Ex Parte Reexamination of US. Patent No.

   

Nme 7,400,274, Control No. 95/001,544, mailed October 1, 2012, 17 pages.

3 Examiner F H '7 7‘ 7 Date
'gnature 'aidet Boeure/ Considered 2 01/23/20l 6  
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NPL794 g: Inter Partes Reexam Certificate in Inter Partes Reexamination of US. Patent No.
7,378,992, Control No. 95/000,478, issued October 4, 2012, 2 pages. 

*—,.I.,.WWWWWWWWV m“.,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,.

NPL795 Inter Partes Reexam Certificate in Inter Partes Reexamination of US. Patent No.
6,604,158, Control No. 95/000,486, issued October 10, 2012, 2 pages.

7,417,568, Control No. 95/001,533, mailed October 15, 2012, 44 pages. 

Non-Final Office Action in Inter Partes Reexamination ofU.S. Patent No. 7,321,937,

Control No. 95/001,922, mailed October 18, 2012, 10 pages.
1b .

, .1

Patent Owner's Rebuttal Briernder 37 C.F.R § 41.71 in Inter Partes Reexamination of

NPL796 Examiner's Answer to Appeal Brief in Inter Partes Reexamination of US. Patent No. I

US. Patent No. 7,417,568, Control No. 95/001,533, filed November 15,2012, 15 pages.‘ _______________________,.......... l.......................V.....1.......¥........................V................WWW.............
g : p Patent Owner‘s Response to Office Action of October 18,20121n Inter Partes

NPL799 Reexamination ofU. S. Patent No. 7 ,,321937, Control No. 95/001, 922, filed November

19,2012, 30 pages.

Patent Owner's Supplemental Amendment Subsequent to Timely Submission of

NPL800 Response to Office Action of October 18,2012 in Inter Partes Reexamination of US.

: PatentNo7,321,937, Control No.95/001,922,filedNovember 27,2012:6 pages.

:mPatent Owner's Response to Office Action ofSeptember 21,20121n InterPartes
NPL801 1, Reexamination ofUS. Patent No. 7 ,415 ,,530 Control No 95/001,927, filed December

i :21,2012,51 pages.   

NPL802 Action Closing Prosecution in Inter Partes Reexamination of US. Patent No. 7,161,506,
Control No. 95/001,926, mailed March 5, 2013, 23 pages.

NPL803 Action Closing Prosecution in Inter Partes Reexamination of US. Patent No. 7,378,992,
Control No. 95/001,928, mailed March 5, 2013,29 pages.

Examiner Date
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NPL804 Examiner's Answer to Appeal Brief in Inter Partes Reexamination of US. Patent No.
7,777,651, Control No. 95/001,581, mailed March 14, 2013,21 pages.
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EControl No. 95/001,927, mailed April3, 2013, 24 pages.......................,
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NPL822 1 4177(e) in Inter Partes Reexamination of U. S. Patent No. 7,714,747, Control No.
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Control No. 95/001,533, mailed November 1,2013, 18 pages. R

NPL837!iDecision on Appeal1n Inter Partes Reexamination of U. S. Patent No. 7,400,274,
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a Patent Owner's Petition Under 37 C.F.R. §.1~182 in Opposition to CME Group's
NPL8 84 Petition to Strike Patent Owner' s Proposed New Claims in Inter Partes Reexamination

" ofU.SPatentNo~~7,417,568, Control No. 95/001533, mailed January 2,2014, 8 pages
, Patent owner's Pet1tion Under 37 CF. R. § 1.1821nOpposition to CMEGroup's

NPL885 Petition to Strike Patent Owner's Proposed New Claims, in Inter Partes Reexamination

‘ ofU.S Patent No. 7,400,274, Control No 95/001,544, mailed January 2,2014, 8 pages
‘ ‘ Patent Owner' s Petition Under 37 CF. R. § 1.1821n Oppos1t1on toCME Groups

NPL88 6 ‘ Petition to Strike Patent Owner's Proposed New Claims, in Inter Partes Reexamination
ofU.S. Patent No. 7,777,651, Control No. 95/001,581, mailed January 2, 2014, 10
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NPL887 ~ Inter Partes Reexamination Certificate in Inter Partes Reexamination ofUS. Patent No.

E 7,161,506, Control No. 95/001,926, mailed January 8,2014, 2 pages.
Inter Partes Reexamination Certificate in Inter Partes Reexamination ofUS. Patent No.

NPL888 7,378,992, Control No. 95/001,928, mailed January 8, 2014, 3 pages.
 

 
Examiner's Determination Under 37 C.F.R. § 41 .77(d) in Inter Partes Reexamination of . .

US. Patent No. 7,714,747, Control No. 95/001,517, mailed January 14, 2014, 11 pages. 
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Patent Owner's Petition Under 37 C.F.R. § 1.181 to Strike Third Party Requester's

NPL890 Improper Response Under 37 C.F.R. § 41.77(c), in Inter Partes Reexamination ofUS.

‘ Patent No. 7,417,568, Control No. 95/001,533, mailed January 22, 2014, 3 pages.

: Patent Owner‘s Petition Under 37 C.F.R. § 1.181 to Strike Third Party Requester’s
NPL891 ‘ Improper Response Under 37 C.F.R. § 41.77(c), in Inter Partes Reexamination ofUS.

‘ Patent No 7,400,274: Control No 95/001544,mailed January 22, 2014, 3 pages‘‘‘‘WW“...

i i Patent Owner's Petition Under 37 C.F.R. § 1.181 to Strike Third PartyRequester‘ s
itNPL892Improper Response Under 37 C.F.R. § 41 .,77(c) in Inter Partes Reexamination of U. S.

Patent No. 7,777,651, Control No. 95/001, 581, mailed January 22, 2014, 3 pages.

  
 

 

Patent Owner‘s Petition Under 37 C.F.R. § 1.181 to Strike Third Party Requesters

NPL893:‘Improper Response Under 37 C.F.R. § 1.132, in Inter Partes Reexamination ofU S.

Patent No. 7,417,568, Control No 95/001, 533, mailed January 22, 2014, 3 pages6,,“ . ......................... .
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1 Patent Owner's Petition Under 37 C.F.R. § 1.181 to Strike Third Party Requester‘s
NPL894 Improper Response Under 37 C.F.R. § 1.132, in Inter Partes Reexamination of US.

‘ Patent No. 7,400,274, ControlNo 95/001,544, mailed January 22, 2014, 3 pages..__._....._..__....__..............._........__...............................................................................................................................................................................

:Patent Owner's Petition Under 37 CFR. § 1.181 to Strike Third Party Requesters
NPL895§Improper Response Under 37 CF.R. § 1.132, in Inter Partes Reexamination of U. S. ,

5 PatentNo7777,651, ControlNo 95/001581,mailed January 22“2014,3 pages

mm..

.Patent Owner'5Request For Rehearing Under 37 C.FR. § 41 7.9 in Inter Partes
NPL896=: Reexamination ofU. S. Patent No. 7 ,,714747, Control No. 95/001, 517, filed February

5 5 14,2014, 11 pages.
  

   
Patent Owner's Supplemental Reply to Action Closing Prosecution in Inter Partes

NPL897‘Reexamination ofU. S. Patent No. 6,604,158, Control No. 95/001,923, filed February

‘ 2‘7 2014, 10 pages. 1

Patent Owner's Supplemental Reply to Action Closing Prosecution1n Inter Partes E
NPL898 Reexamination of US. Patent No. 7,395,345, Control No. 95/001,925, filed February 3

§ 27, 2014, 9 pages. ‘...........................E......................i....................

Corrected Request to Reopen Prosecution Before the Examiner under 37 C.F.R. §

NPL899:‘ 41 77(b) in Inter Partes Reexamination ofUS. Patent No. 7,417,568, Control No.

‘ = 95/001,533,mailedMarch11,2014,48 paves

 

 

 
 

 

Corrected Request to Reopen Prosecution Before the Examiner under 37 C.F.R. §
NPL900 41.77(b) in Inter Partes Reexamination of US. Patent No. 7,400,274, Control No.

95/001,544, mailed March 11,2014, 39 pages.

1

‘ INII’I/IIINIIIAIINMWM
 

1 Corrected Request to Reopen Prosecution Before the Examiner under 37 C.F.R. §
NPL901‘41 77(b) in Inter Partes Reexamination ofU.S. Patent No. 7,777,651, Control No.

i ‘95/001,581, mailed March 11, 2014, 67 pages.

Right of Appeal Notice Under 37 C.F.R. § 1.953 in Inter Partes Reexamination of US.
NPL902 Patent No. 6,604,158, Control No. 95/001,923, mailed June 9, 2014, 14 pages.

Right of Appeal Notice Under 37 C.F.R. § 1.953 in Inter Partes Reexamination of US.
NPL903 Patent No. 7,395,345, Control No. 95/001,925 mailed June 10, 2014, 10 pages.
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EEENPL904Notice of Intent To Issue a Reexamination Certificate1n Inter Partes Reexammation of
. EU. S Patent No. 7,352,300, Control No. 95/001,924, mailed June 27 20,14 7 pages

EEENPL905EInter Partes Reexamination Certificate1n Inter Partes Reexamination ofUS Patent No
. E7,352, 300, Control No 95/001,,924 mailed August 4, 2014, 4 pages

ENPL906EExaminer‘s Determination Under 37 CFR 41. 77(d), in Inter Partes Reexamination of
EU S. Patent No. 7,417,568, Control No. 95/001, 533, mailed October 3, 2014; 10 pages.
 

  
 
 

\ Exam'mer's Determination Under 37 C.F.R. 41.77(d), in Inter Partes Reexamination 0f
NPL907 US. Patent No. 7,400,274, Control No. 95/001,544, mailed October 10, 2014; 10 pages.

Examiner's Determination Under 37 C.F.R. 41.77(d), in Inter Partes Reexamination 0f

NPL908 US. Patent No. 7,777,651, Control No. 95/001,581, mailed October 10, 2014; 12 pages.1

. E
E'Comments1n Response To Examiner‘s Determination Under 37 C.F.R 4177(e)1n Inter

NPL909 Partes Reexamination ofU S. Patent No. 7,417, 568, Control No 95/001,533, filed

5 November 3, 2014; 30 pages.  
Inter Partes Reexamination Certificate in Inter Partes Reexamination of US. Patent No.

NPL910 7,395,345, Control No. 95/001,925, mailed November 3, 2014; 2 pages.

Comments in Response To Examiner's Determination under 37 C.F.R. 41.77(e) in Inter
NPL911 Partes Reexamination ofU.S. Patent No. 7,400,274, Control No. 95/001,544, filed

3 November 10, 2014; 19 pages“‘44-...--,........-,-.-.-,.......0.1..................uuA“...u,1........nnntttntW4x4xxxxx\cccccc“tut““““-.-.-.-.-..,.,....................».._..................................................................

 
 

  
 

E Comments in Response to Examiner' s Determination under 37 C.FR. 41 7.7(e)1n Inter
NPL912 Partes Reexamination 0fU. S. Patent No. 7 ,777 ,,651 C0ntr01No. 95/001, 581, filed

5 November 10,“2014; 19 pages 

Patent owner' s Reply to Third PartyRequeSter'5 Comments Under 37 CF.R.41.77(e)
NPL913 in Inter Partes Reexamination ofU. S. Patent No. 7 ,,417 568, Control No 95/001,533,

E filed December 3, 2014, 6 pages.
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iPatent Owner‘3 Reply to Third Party Requester's Comments Under 37 CFR. 41 .77(8)
NPL914 : in Inter Partes Reexamination of US Patent No. 7 ,400274, Control No. 95/001,544,

E filed December 10,2014,6 pages
: Patent Owners Reply to Third PartyRequester5 Comments Under 37 C.F. R. 41. 77(e)“

NPL915 in Inter Partes Reexamination ofUS. Patent No 7,777651, Control No. 95/001 581,

‘ filed December 10, 2014, 6 pages.

\,,,,

.1 aacaa.:ua““\“~~““\“~“:~~ma. ..............................................................................
1‘(.‘

:NPL916:D‘ecision on Request for Rehearing1n Inter Partes Reexamination of U. S. Patent No.
:,7714,747, Control No. 95/001, 517, n:ailed January 6, 2015, 7 pages.

 

“““nhnnnn.......““..................“A.u....u.......................................................»..»»..»....—....—..........—....-,-,..-,-,-.-.--““1““,\\u,,~~\~~~~~~~.~.~~~.mux

iRight of Appeal Noticein Inter Partes Reexamination of U. S. Patent No 6,604,158,
NPL917Control No 95/001,,923 mailed January 9, 2015, 14 pages.

::NPL91811Notice of Intent to Issue a Reexamination Certificate1n Inter Partes Reexamination of
: :.U S. Patent No. 6,604,158, Control No 95/001,923, issued March 9,2015, 7 pages

ENPL919Inter Partes Reexamination Certificate,In Inter Partes Reexamination of US. Patent No

 
:,6604,158, Control No 95/001,923, issued April 17, 2015; 3 pages 

1Decision on Appeal No 2015—007686, in Inter Partes Reexamination of U. S Patent No §
:7,417, 568, Control No 95/001, 533, mailed October 29, 2015; 16 pages.

.4....................................................................................-.-..................................................................................................

ENPL920§
  
 
 

 E Decision on Appeal No. 2015-007706, in Inter Partes Reexamination ofU.S. Patent No.
7,777,651, Control No. 95/001,581, mailed October 29,2015; 16 pages.

: NPL922 Deciswn on Appeal No. 2015-007687, in Inter Partes Reexamination of US. Patent No.
7,400,274, Control No. 95/001,544, mailed October 29, 201.5; 15 pages.

   
 

 

NPL921

 
Opinion, with Er:ata, filedin Realtime Data, LLC d/b/a IXOv.Morgan Stanley, et a1., _

CaseNos.13— 1092, -1093,—1095, -1097, $1098, —1099, —1100, —1101, and -1103, United

:States Court of Appeals for the Federal Circuit, filed January 27, 2014,41 pages. 'v.» 
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 g Complaint for Patent Infringement, filedin Realtime Data, LLC d/b/a IXO v Microsoft

NPL924 Corporation, et al ,Case No. 4: l4--cv--00827 (E.D Texas), December 19,2014, 17
pages. .  

NPL925 Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. Actian
E Corporation, et al., No. 6: l5-cv-00463 (E.D. Texas), May 8, 2015, 18 pages.

 

NPL926 I3 Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. Dropbox, E
Inc., No. 6: l5-cv-00465 (E.D. Texas), May 8, 2015, 14 pages. -

 
NPL927 5 Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. Echostar

‘ Corporation, et al., No. 6: lS-cv-00466 (E.D. Texas), May 8, 2015, 15 pages. 5

 
NPL92 8 Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. Riverbed

5 Technology, Inc., et al., No. 6: 15-cv-00468 (E.D. Texas), May 8, 2015, 26 pages.

 
NPL929 =

“““““““““““1“““““““““

Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. BMC

' Software, Inc., No. 6:15-cv-00464 (ED. Texas), May 8, 2015, 17 pages.

 
NPL93O Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO V. Oracle

America, Inc., et al., No. 6:15-cv—00467 (E.D. Texas), May 8, 2015, 41 pages.

 

NijL93l Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO V. SAP
1 America, Inc., et al., No. 6:15-cv-00469 (E.D. Texas), May 8, 2015, 34 pages. 5.... .............................. .  

1 NPL932 Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a IXO v. Teradata

JK Corporation, eta1., No. 6: l5-cv—00470 (E.D. Texas), May 8, 2015, 17 pages.

NPL933 IXO v. SAP America, Inc., et al., No. 6: l5—cv—00469 (ED. Texas), June 2, 2015, 50
First Amended Complaint for Patent Infringement, filed in Realtime Data, LLC d/b/a

pages.

 
  

  
 ”Examiner ....... . K I K Date ............. . ..... .. , .
, Signature 11—63131th BOCUIGI Considered 01/23/2015 , »»>>r333333\.
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Defendants Actian Corporation and Pervasive Software Inc. 5 Motion to Dismiss
Complaint, filed in Realtime Data, LLC d/b/a IXO v. Actian Corporation, et al., Case

No. 6:15-cv—00463-RWS—JDL (E.D. Tex.), filed July 24, 2015; 22 pages. 

s Defendant Dropbox, Inc.’s Motion to Dismiss for Failure to State a Claim, filed in
NPL935 Realtime Data, LLC d/b/a IXO v. Actian Corporation, et al., Case No. 6:15—cv—00463-

5 RWS-JDL (E,D. Tex), filed July 24, 2015; 3 pages.h1nn1nn1nn1n,nn,1“n“,‘nn‘nnnnfl.............................................................................................................................................................................................

Defendants SAP America Inc., Sybase, Inc., Hewlett-Packard Company, HP Enterprise

1 Services, LLC, Dell Inc., BMC Software, Inc., Echostar Corporation, and Hughes
NH936 Network Systems, LLC's Motion to Dismiss First Amended Complaint, filed in

' Realtime Data LLC d/b/a IXO v. Actian Corporation, et al., Case No. 6:15—cv-00463--______--____----___----___,._-----------------__‘__.._.............-..--......_...................__-.----....-»»»_».»»»»»»..»...._....».._.»_-----------------------------------------------------------------------------------------

Defendant Riverbed Technology's Motion to Dismiss for Failure to State aClaim, filed
in Realtime Data, LLC d/b/a IXO v. Actian Corporation, et al, Case No. 6:15--cv-

00463-RWS-JDL (E.D. Tex.), filed July 27, 2015; 3 pages.
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Dell Inc.'s Motion to Dismiss, filed in Realtime Data, LLC d/b/a IXO v. Actian

NPL938 Corporation, et al., Case No. 6:15—cv—00463~RWS—JDL (E.D. Tex.), filed July 28, 2015;

3 pages...................................................................................................................................................................................................................................................................

 
 First Amended Complaint 'fot'Pa11e11t 11111-1111“, merit, filed in ,Reahiime Data, LLC d/b/a

NP1..939 1th) v. Actian Cor .111‘aiion, at 211., Case No. 6; 15-»cv-(10463-RWS-1DL (11,12). Tex), filed, P .
= 1111329, 2015; 42118.3;25.

: I (331111116 D11ta1'.JC.1;d1"-':1/3-1XO-‘sA11s111‘i11o HewlettPacka1d C(1111112111y and 111‘

NPL940 E"l(‘.1p§3$€f Servms 1.1. C‘sC01111111117:11111111, filed111 11.1111{11:11: Data, L}.C djb/a 1K0 v.
231:111111 1. 01131111111011 3.1. Case No 6:15.131!00463RWS11-31 (E.D Tex)111ed “11315135"

 

Defendant's Reply Brief on their Motion to Dismiss First Amended Complaint, filed1n
NPL941=, Realtime Data LLC d/b/a IXO v Actian Corporation, et al., Case No 6:15--cv——00463-

RWS-JIE’D‘L, filed September 11, 2015; 15 pages.

5 E Defendants Actian Corporation and Pervasive Software Inc.'s Motion to Dismiss First
NPL942 Amended Complaint, filed in Realtime Data LLC d/b/a IXO v. Actian Corporation, et

al., Case No. 6:15-cv-00463—RWS—JDL, Eled September 29, 2015; 32 pages.
Defendants Hewlett-Packard CompanyandHP Enterpnse Serv1cesLLC‘s- Answer and
Counterclaims to Plaintiffs Second Amended Complaint for Patent Infringement
Against Oracle America, Inc ,filed in Realtime Data LLC d/b/a IXO v. Actian

Corporation,et111., filedQctober 1,2015; 23 pages.“““P'. ...............................................................

 
   

NPL943

 Examiner IT “CHE” r.l . .. :Date U / A
Slgnature 1 65 a e 01.11 131 C01151dered ”23,2010Lm‘m“ “hen“
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Defendant Oracle America, Inc.'s Answer to Realtime Data LLC‘s Second Amended

Complaint and Counterclaims, filed in Realtime Data LLC d/b/a IXO v Actian
Corporation, et a1., Case No 6: 15——cv———00463RWS-JDL, filed October 1,2015; 30

Defendants SAP America Inc, Sybase, Inc., Hewlett-Packard Company, HP Enterprise ‘ E E
Services, LLC, Dell Inc Echostar Corporation Hughes Network Systems, LLC,

ExaminerE Cite
Initials* No.1

Dropbox, Inc., and Riverbed Technology, Inc.’s Motion to Dismiss Amended

Complaints, filed in Realtime Data LLC d/b/a IXO v Actian Corporation, et a1,, Case

No. 6: 15--cv--00463-RWS-JDL, filed October 1, 2015; 11pages.
Defendant Teradata Operations, Inc}5 AnsWer, Affirmative Defensesand”
Counterclaims to Plaintiff Realtime Data LLCfs Amended Complaint, filed1n Realtime

Data LLC d/b/a IXO v. Actian Corporation, et al., Case No. 6:15-cv-00463-RWS—JDL,

filed October 2, 2015; 23 pages.

 

 

Complaint for Patent Infringement, filed in Realtime Data LLC d/b/a IXO v. Apple,
Inc., Case No. 6: 15-cv—00885, filed October 6, 2015; 17 pages.

_______....__..________......__________...........;_.. ................................................................................................................................................................................................................

Court Docket History for Realtime Data, LLC d/b/a IXO v. Microsoft Corporation, et

a1., Case No. 4:14-cv-00827 (E.D. Texas), downloaded October 28, 2015, 5 pages. 

Court Docket History for Reaitime Data, LLC d/‘e/a IXO v. Actiau Corporation, at 31.,

' Case No. 6;15~cv~00463 (ED. Texas), downloaded October 28, 20 S, 19 pages
...................................................................................................................................................................................................................................................................................

 
6: 15———cv—00465 (E.D. Texas), downloaded October 28, 2015, 4 pages9

,,,,,,,ese,---t,,,~,.,,;,,L,.,,,,,.,,,,.tt,.-,;,,,,~.. .. ,-~ ,.,,,,,,,,,,,,,,,,,,
CEOurt Docket History for Realtime Data, LLC d/b/a IXO v. Dropbox, Inc, Case No. I  

Court Docket History for Realtime Data, LLC d/b/a IXO v. Echostar Corporation, et a1.,

Case No. 6:15—cv-00466 (ED. Texas), downloaded October 28, 2015, 3 pages.
.................................................................................................................................................................................................................................................................

E Court Docket History for Realtime Data,‘LLC d/b/a IXO v. Riverbed Technology, Inc.,
: NPL952 et a1., Case No. 6:15—cv-00468 (E.D. Texas), downloaded October 28, 2015, 3 pages.  ~ exx“........“““~“~\~ \ucdxctddtxtcfid, cccwxccwcccwcc..~ccxwcccwc\xc»\\\\c\aa\\\aacxa\\xx~ccwccc“cc~xuxx~~~\“...vmwwwWWWWW.m“mcm,,,,,y.

Court Docket History for Realtime Data, LLC d/b/a IXO v. BMC Software, Inc., Case

No. 6:15-cv-00464 (E.D. Texas), downloaded October 28, 2015, 3 pages.
,
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NPL956 Case No. 6:15—CV-00470 (E.D. Texas), downloaded October 28, 2015, 5 pages..ny.."WA....LLL‘1LLL.txxx\\“‘«-.-.-.-.-.-.-.-.----»-»-

Court Docket History for Realtime Data, LLC d/b/a IXO v. Apple, Inc., Case No. 6:15-

: NPL957 cv~00885 (E.D. Texas), downloaded October 28, 2015, 2 pages.

1NPL9 5 81'US. Patent Application No 14/577,286, FALLON et al., "System and Methods for
: EVideo and Audio Data Distribution, " filed December 19, 2014

1NPL9591‘U S. Patent Application No 14/733, 565, FALLON et al., "System and Methods for
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NPL962 September 14, 2015.
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Prior Art Searches

mm

((select$4 or choos$4) near4 ((multiple or plural$4 PGPB, n/a OR 01-23-2016

or two or three or four or five) near5 encoder$) USPT,

and ((assymetric$ or (lempel adj2 ziv)) near4 USOC,

((Fallen adj James).1n. or (McErlain adj

Stephen).'1n.)

((Fallen).in. or (McErlain).in.)

(select$4 or choos$4) near4 ((multiple or plural$4

or two or three or four or five) near5 encoder$)

and ((assymetric$ or (lempel adj2 ziv)) near4

(compressing or compression))

((select$4 or choos$4) near4 ((multiple or plural$4

or two or three or four or five) near5 encoder$)

and ((assymetric$ or (lempel adj2 ziv)) near4

(compressing or compression)) ) and
@ad<=20010213

(select$4 or choos$4) near4 ((multiple or plural$4 ,

or two or three or four or five) near5 encoder$) ,

same ((assymetric$ or (lempel adj2 ziv)) near4 ,

(compressing or compression)) , 
WEST Search History for Application 14876276 1
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(compressing or compression)) ) and ( (((Fallen adj EPAB,

James).in. or (McErlain adj Stephen).in.) ) or JPAB,

(((Fallen).in. or (McErlain).in.) ) ) DWPI,
TDBD

((select$4 or choos$4) near4 ((multiple or plural$4 01-23-2016

or two or three or four or five) near5 encoder$)

and ((assymetric$ or (lempel adj2 ziv)) near4

(compressing or compression)) ) and ( (((Fallen adj

James).in. or (McErlain adj Stephen).in.) ) )

(selecting or select or choose or choosing) near4 01-23-2016

((compress or compression or compressing) near4

(algorithm or algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression))

((compress or compression or compressing) near4 01-23-2016

(algorithm or algorithms or mode or modes)) same

(parameter or parameters or attribute or

attributes) same (assymetric $4near4 (compressing

or compression))

((compress or compression or compressing) near4 01-23-2016

(algorithm or algorithms or mode or modes)) same

(parameter or parameters or attribute or

attributes) same (assymetric$4 near4 (compressing

or compression))

((compress or compression or compressing) near4 01-23-2016

(algorithm or algorithms or mode or modes)) same

(parameter or parameters or attribute or

attributes) same ((fast near4 slow) near4

(compressing or compression))

((multiple or plural$4 or two or three or four or 01—23-2016

five) near5 encoder$) same ((assymetric$ or

(lempel adj2 ziv)) near4 (compressing or

compression))

 
Prior Art Searches 2
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((selecting or select or choose or choosing) near4 01-23-2016

((compress or compression or compressing) near4

(algorithm or algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) ) and

((((H03M7/30)) | ((H03M7/3084)) | ((H03M7/6094))

| ((G06F15/7867)) | ((G06T1/60)) |

((H04N19/136))).CPC. )

(((multiple or plural$4 or two or three or four or 01—23-2016

five) near5 encoder$) same ((assymetric$ or

(lempel adj2 ziv)) near4 (compressing or

compression)) ) and ((((H03M7/30)) |

((H03M7/3059)) | ((H03M7/3093)) | ((H04L69/04)) |

((H04N19/152)) | ((H04N9/8042))).CPC.)

("20010019630" | "20010031092" | "20010032128" 01—23-2016
| "20010047473" | "20010052038" | "20020037035"

| "20020069354" | "20020078241" | "20020080871"

| "20020097172" | "20020101367" | "20020104891"

| "20020126755" | "20020169950" | "20020191692"

| "20030030575" | "20030034905" | "20030058873"

| "20030084238").PN.

((375/$8).ccls. or (370/$8).ccls. or (348/$8).ccls. or 01—23-2016

(341/$8).ccls. or (711/$8).ccls. or (701/$8).ccls. or

(381/$8).ccls. or (375/382).ccls. )

((375/$8).ccls. or (370/$8).ccls. or (348/$8).ccls. or 01—23-2016

(341/$8).ccls. or (711/$8).ccls. or (701/$8).ccls. or

(381/$8).ccls. or (375/382).ccls. ) and ( ((select$4 or

choos$4) near4 ((multiple or plural$4 or two or

three or four or five) near5 encoder$) and

((assymetric$ or (lempel adj2 ziv)) near4

(compressing or compression)) ) or ((selecting or

select or choose or choosing) near4 ((compress or

compression or compressing) near4 (algorithm or

algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) ) or (((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) ) )

 
((375/240).ccls. or (375/240.01).ccls. or PGPB, 49 OR YES 01-23-2016

(375/240.02).ccls. or (341/50).ccls. or (341/51).ccls. USPT,

or (341/126).ccls. ) and ( ((select$4 or choos$4) USOC,

Prior Art Searches 3

Page 434 of 1785



Page 435 of 1785

near4 ((multiple or plural$4 or two or three or EPAB,

four or five) near5 encoder$) and ((assymetric$ or JPAB,

(lempel adj2 ziv)) near4 (compressing or DWPI,

compression)) ) or ((selecting or select or choose or TDBD

choosing) near4 ((compress or compression or

compressing) near4 (algorithm or algorithms or

mode or modes)) same ((assymetric$4 or (lempel

adj2 ziv)) near4 (compressing or compression)) )

or (((multiple or plural$4 or two or three or four

or five) nearS encoder$) same ((assymetric$ or

(lempel adj2 ziv)) near4 (compressing or

compression)) ) )

((multiple or plural$4 or two or three or four or

five) near5 encoder$) same ((assymetric$3 or

(lempel adj2 ziv) and (arithmetic)) near4

(compressing or compression))

01—23-2016

( ((select$4 or choos$4) near4 ((multiple or 85

plural$4 or two or three or four or five) near5

encoder$) and ((assymetric$ or (lempel adj2 ziv))

49

ill
YES 01—23-2016

near4 (compressing or compression)) ) or

((selecting or select or choose or choosing) near4

((compress or compression or compressing) near4

(algorithm or algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) ) or (((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) ) or

(((multiple or plural$4 or two or three or four or

five) near5 encoder$) same ((assymetric$3 or

(lempel adj2 ziv) and (arithmetic)) near4

(compressing or compression)) ) )

 
(((select$4 or choos$4) near4 ((multiple or plural$4 PGPB, OR YES 01-23-2016

or two or three or four or five) near5 encoder$) USPT,

and ((assymetric$ or (lempel adj2 ziv)) near4 USOC,

(compressing or compression)) or (selecting or EPAB,

select or choose or choosing) near4 ((compress or JPAB,

compression or compressing) near4 (algorithm or DWPI,

algorithms or mode or modes)) same TDBD

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) or ((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) or ((multiple

or plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$3 or (lempel adj2 ziv)

Prior Art Searches 4
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and (arithmetic)) near4 (compressing or

compression)) ) ) and (((375/240).ccls. or

(375/240.01).ccls. or (375/240.02).ccls. or

(341/50).ccls. or (341/51).ccls. or (341/126).ccls.)

and ((select$4 or choos$4) near4 ((multiple or

plural$4 or two or three or four or five) near5

encoder$) and ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) or (selecting

or select or choose or choosing) near4 ((compress

or compression or compressing) near4 (algorithm

or algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) or ((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) ) )

(((select$4 or choos$4) near4 ((multiple or plural$4 PGPB, YES 01-23-2016

or two or three or four or five) near5 encoder$)

and ((assymetric$ or (lempel adj2 ziv)) near4

(compressing or compression)) or (selecting or

select or choose or choosing) near4 ((compress or

compression or compressing) near4 (algorithm or

algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) or ((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) or ((multiple

or plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$3 or (lempel adj2 ziv)

and (arithmetic)) near4 (compressing or

compression)) ) ) and (((375/$8).ccls. or

(370/$8).ccls. or (348/$8).ccls. or (341/$8).ccls. or

(711/$8).ccls. or (701/$8).ccls. or (381/$8).ccls. or

(375/382).ccls. ) )

 
(((select$4 or choos$4) near4 ((multiple or plural$4 PGPB, 64 OR YES 01-23-2016

or two or three or four or five) near5 encoder$) USPT,

and ((assymetric$ or (lempel adj2 ziv)) near4 USOC,

(compressing or compression)) or (selecting or EPAB,

select or choose or choosing) near4 ((compress or JPAB,

compression or compressing) near4 (algorithm or DWPI,

algorithms or mode or modes)) same TDBD

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) or ((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) or ((multiple

or plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$3 or (lempel adj2 ziv)

Prior Art Searches 5
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and (arithmetic)) near4 (compressing or

compression)) ) ) and ( ( H03M7/30 | H03M7/3059 |
H03M7/3084 | H03M7/6094 | H03M7/3088 |

H03M7/6023 | H03M7/6064 | H04N19/152 |

G11B20/00007 ).CPC.)

("20150334390" | "3394352" | "3490690" |
"4021782" | "4032893" | "4054951" | "4127518" |

"4302775" | "4325085" | "4360840" | "4386416" |

"4394774" | "4464650" | "4494108" | "4499499" |

"4574351" | "4626829" | "4646061" | "4682150" |

"4701745").PN.

01-23-2016

01-23-2016

Prior Art Searches 6

(("20150334390" | "3394352" | "3490690" | 1 YES
"4021782" | "4032893" | "4054951" | "4127518" |

"4302775" | "4325085" | "4360840" | "4386416" |

"4394774" | "4464650" | "4494108" | "4499499" |

"4574351" | "4626829" | "4646061" | "4682150" |

"4701745").PN. ) and (((select$4 or choos$4) near4

((multiple or plural$4 or two or three or four or

five) near5 encoder$) and ((assymetric$ or (lempel

adj2 ziv)) near4 (compressing or compression)) or

(selecting or select or choose or choosing) near4

((compress or compression or compressing) near4

(algorithm or algorithms or mode or modes)) same

((assymetric$4 or (lempel adj2 ziv)) near4

(compressing or compression)) or ((multiple or

plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$ or (lempel adj2 ziv))

near4 (compressing or compression)) or ((multiple

or plural$4 or two or three or four or five) near5

encoder$) same ((assymetric$3 or (lempel adj2 ziv)

and (arithmetic)) near4 (compressing or

compression)) ) )
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appropriate), title of the item (book, magazine journal, serial symposium catalog, etc.)
date, page(s,) volume1ssue11umber(s), publisher city and/or countty Where published

Examiner

' Initials*   

7 Plaintifi Realtime DatalIC d/‘b/a IXO3 Opposition to DefendantS Motions to Dismiss Amended
Complaints with associated attachments, tiled1n Realtime Data 11C d/b/a IXO v. Action
Corporation, (:1 al.. Case No. 6:lS—cv-00463—RWS-lDl.. (13.1). Texas), tiled October 19, 2015; 200
pages.

Realtime Data LIC d/b/a lXO'5 Answer to ilewlett—Iackard Company and HP Enterprise
Services, LLC5 Counterclaims to Second Amended Complain-t tiled1n Realtime Data, LlC d/b/a
IXO v. Action Corporation. e-t al., Case No. 6: 15—cv—00463-RWS-JDL (ED. 'l‘exas). filed October
19, 2015: 9 pages.———1 --— -—~-————»--.—

Realtime Data LLC, d/b/a IXO‘s Answer to Oracle America, Inc's Counterelaims to Second
Amended Complaint. filed in Realtime- Data, LLC d/b/a IXO v. Action Corporation, et al., Case
No. 6:15—cv—00463SRWS-JD‘L (ED. Texas), tiled OctOber 19, 2015; 8 pages.

Realtime Data LLC, d/b/a IX 0’s Answer to Tcradata Operations. Inc's Counterclaims to First

Amended Complaint, tiled in Realtime Data, LLC d/b/a IXO v. Action Corporation, et 111., Case.

JNo 6:15-cvv00463-RWS-JDL (E...D Texas). filed October 19 2015; 9 pages. 
Deiendants SAP America Inc_SyT3asc 1,1.1c Hewlett-Packard Compam HP Enterprise Services,
LLC, Dell Inc. Echostat Corporation, Hughes Network Systems 1LC Dropbox, Inc" and
Riverbed Technology, Inc.‘s Reply Brief on their Motion to Dismiss Amended Complaints, tiled
in Realtilne Data, LLC d/b/a IXO v. Action Corporation, et al., Case No. 6:15-cv-00463HRWS-
.lDL (ED. Texas), tiled October 30. 20,15; 15 pages.

1 Reply in Support ochfendants Actian Corporation and Pervasive Software Inc's Motion to
i Dismiss First Amended Complaint, tiled in Realtime Data, LLC d/b/a IXO v. Action Corporation,
; et al.. Case No. 6;l5-cv-00463-RWS~1DL (ED. Texas), tiled November 6,2015; 14 pages.-.1-.. ..... . . .. : ,

Plaintiff Realtime Data, LLC d/b/a l‘XO's Stir—Reply to SAP Del‘endants' Motions to Dismiss, filed
in Realtime Data, LLC d/b/a lXO v. Action Corporation, ct al.. Case No. 6:15-cv~00463—RWS« 3

JDL (12.1). Texas), tiled November 9. 2-015; 13 pages.

 

Reply1n Support of Dciendants Actian Co1poration and Pervasive Software lne.’ 3 Motion to
Dismiss First Amended Complaint,ltiled1n Realtime Data, L1C d/‘b/a IXO v Action Corporation
et 211., Case No. 6215 cv-OO463-RW’S-JDL (11D Texas) til ed Novembei 10,0-l5;13 pages.

1 _---

PlaintifiiRealtime Data 1]C db/a IXO‘s Sur——chly to SAP Deiendants' Motions to Dismiss, tiled
in Realtirne Data, LLC d/b/a IXO v Action Corporation, et al Case No 6:15—cv—00463-RW’S~
JDL (ED. Texas), filed November 10, 2015; 13 pages.p—._. - _---.

Report and Recommendation of United States Magistrate Judge regarding Defendant Dell, 1n-c.'s
Motion to Dismiss Failure to State a Claim pursuant to Fed. R. Civ. P. 12(b)(6), tiled in Realtime
Data. LLC d/b/a IXO v. Action Corporation, et al., Case No. 6:15-cv-00463-RWS-JDL (ED.
Texas), filed NoVembcr 30, 2015; 12 pages.

 

 

  
NON PATENT LITERATURE DOCUMENTS

Examiner ,T f 1 , I, L X Date
Signature ,iesiaidetBoeme, 01,

*EXAMINER initial if reterence considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance
and not considered. Include copy of this form with next communication to applicant.
1 Applicant 5 unique citation designation number (optional). ' Applicant15 to place a check mark here ifEnglish language Translation1s attached

ALL REFERENCES CONSEDERED EXCEPT WHERE LENED THROUGH /T B/

Page 439 of 1785

 



Page 440 of 1785

  
Substitute tor torm I449/PIO

FIRST SUPPLEMENTAL

INFORMATION DESCLOSURE

STATEMENT BY APPLICANT
(Use as many sheets as necessaty)

Examiner
Initials“

2015; 10 pages.

"Application Number

Equivalent of Form PTO/831081) (7-09}

Complefllt’nowg MM
14/876,276

Filing Date October 6, 2015

First Named Inventor I James J. FALL-ON
Art Unit 2482 """"

 

 

., j AttorneV Docket Number

1. ._
US. Patent Application No. 14/936,312, FALLON, "Data Compression Systems and
Method," filed November 9, 2015.

Examinei Name [.0Be Asssignecl
2855.OOSOOOC

Include nameofthe author (in CAPITAL LETTERS), title ofthe article (when
appropriate), title ofthe item (book, magazine, journal serial, symposium, catalog,
etc.), date, page(s), volume number, publisher, city and/or country where published

Copy of Final Office Action for U.S. Appl. No. 14/305,692, mailed November 12,

 ”hr...
1
i

 

 

 

 

 

 

 

  
2743150 1DOCX

 
 
 

Examiner

Signature
1Tesiaidet Bocure/

 
Date 4 1

0 1123/2111 6   
*EXAMINER: Initial it reference, considered whether or not citation is in contormancc with MPEP 609. Draw line through citation if not in conformance
and not considered Include copy of111is form with next communication to: applicant.

licants uniq11c citation designation number (optional). Appiieant15 to place a check mark 11ch it' English language Translation is attached.
ALL REFERENCES CONSEDERED EXCEPT WHERE LENED THROUGH /T B/

Page 440 of 1785



Page 441 of 1785

 

Application/Control No. Applicant(s)/Patent Under
Reexamination

Search NOTES 14876276 FALLON ET AL.

Examiner Art Unit

TES FALD ET BOCURE 2634

CPC- SEARCHED

                          

((H03M7/30)) | ((H03M7/3084)) | ((H03M7/6094)) | ((G06F15/7867)) 01/22/2016 TB
G06T1/60 H04N19/136.CPC.

((H03M7/30)) | ((H03M7/3059)) | ((H03M7/3093)) | ((H04L69/04)) | 01/22/2016 TB
H04N19/152 H04N9/8042.CPC.

TB(( H03M7/30 | H03M7/3059 | H03M7/3084l H03M7/6094 | 01/23/2016

H03M7/3088 | H03M7/6023 | H03M7/6064| H04N19/152 |
G11B20/00007 .CPC.

CPC COMBINATION SETS - SEARCHED

US CLASSIFICATION SEARCHED

—_~m_-m_-mal
240, 240.01, 240.02 01/22/2016

50,51,126 01/22/2016

375, 370, Search ALL ($8.ccls.) 01/22/2016 TB
348, 341,

711, 701, 381

375, 370, Search Updated ALL 01/23/2016

711, 701, 381

SEARCH NOTES

Search Notes mm
WEST and Inventor's Name Searched

See Realted parent application 14/733,565 for further presecution History

WEST Search Updated

 
 

US. Patent and Trademark Office Part of Paper No. : 20160123

Page 441 of 1785



Page 442 of 1785

 

INTERFERENCE SEARCH
 

 

 

 

US Class/ US Subclass / CPC Group Date Examiner

CPC Symbol

US. Patent and Trademark Office Part of Paper No. : 20160123

Page 442 of 1785



Page 443 of 1785

UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addless. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, VIngIIIa 22313-1450www.uspto.gov

APPLICATION NUMBER F ING OR 371 (C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
 
   

14/876,276 10/06/2015 James J. FALLON 3421.005000C

CONFIRMATION NO. 3403

26111 PUBLICATION NOTICE

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

1100 NEW YORK AVENUE, NW. 1111 IIIIIIIIIIIIIIIIIIIIIIIIIIIIII1111111111111 IIIII 111111
WASHINGTON, DC 20005

Title:Video Data Compression Systems

Publication No.US-2016-0029018—A1

Publication Date:01/28/2016

NOTICE OF PUBLICATION OF APPLICATION

The above-identified application will be electronically published as a patent application publication pursuant to 37

CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases via the

Internet at www.uspto.gov. The direct link to access the publication is currently http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the publication to

applicant. A copy of the publication may be obtained from the Office upon payment of the appropriate fee set forth

in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO's Office of

Public Records. The Office of Public Records can be reached by telephone at (703) 308-9726 or (800) 972-6382,

by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the

dates of receipt of correspondence filed in the Office, may also be accessed via the Internet through the Patent

Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and

Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.uspto.gov/. Prior to

publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.

 

Office of Data Managment, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101

page 1 of 1

Page 443 of 1785



Page 444 of 1785

Equivalent of Form PTO/SB/08a_(7-__)H

 
 
 

5 Substitute for form i449/PTO

THIRD SUPPLEMENTAL Mfgmglfwlllbr 5418162“
INFQRMATEQN19159LUSHRE F’1r...__‘:1f{e:§1§dlnvent0r Jame I ~ FALLQN ,
STATEMENT BY APPLICANT S tlJrrit .,.3§§. ‘

(WWW mmNam BUCURB LSALDFT

Attorney Docket Number 3421,005000C

 

 

 

 
_.““uu‘uu‘a‘v—a»:...  

“Y.....WWW~\“‘“““““.W»...,..“u“... “c““h‘ “u““aa...g».

us. PATENT DQQLM ANTSwaaaaaaaaaaacaaaogr __.,“,mm««\«a\aaaaa-----~>,>.»»,»»,»»-n“m--ww~' tt

Name of Patentee or Pages, Columns, Lines, Where
Applicant of Cited Doerrment 5 Relevant Pas-sages or Relevant Figures Appear

.‘ .......§ PublicationDare

i MM-DD-YYYY\
known)

 

1ma   xmaaaaaaauannufiugggggcc».“n“

4,558,302

' 4,568,983
1 .
t“WW.“‘memwr»mm.“C u. VV

s3 5,046,119...........MW

‘ 54 $5,227,878 “07—13—1993

55 35,333,212 ‘ 7—2 :1994

S6 : 5,379,351 ' 01—03—1995 1 Fandrianto eta
S7 5,379,356 0103-1995 Purcell et al.“

Welch«~«««“««---.-->n»»»»n--‘“m.-"§-“WW“““‘““u.«««»,»g»,

Bobick

, Hc wwww» WW -..rt et a].

Purl et al.

“a““auuug-Ms»up»

 
 

 

9.

 

i
('2  

 
 

 
 

 

 
 
 
 

 

v“«\«-------.-.---»»>n““ “mm“..~.~.,AN».».».».~1

 
 
  
  
 
 

  
 

("i

i..igtenberg

.““‘“.«-«.,.grg 

  
 
 

 
 

("i
1»

“van“.“u‘a‘oyc»»»».“ ‘\‘s\“\\iik§§\--k‘v>,>>‘>v>>>>»y““'fi

  ('2

““«a‘“uaaefiucggcc»..»_““_.....~4    ..,.”,.,,,,,,,,,,,,, ('1

 
 
  

  
  
 

 ‘Lsgm ‘ 03334995 ‘1Roch-$633???'93::m , .
U , , ....... .. 3,04—18-1995 ’ Callahan, .

..““““««0,»*cccc.‘,hnnnnmwwwwmu“.««awa.rcc_r,,cc,,..,.mm“+wmm“w“a.«.~W»wwmm‘mi, t : . , 1 :
* ll~04~l997 Panaoussis

3 02—09—1999 l‘ranaszek et ai. 1 1

S9 5,408,542

5,684,478

5,870,036

  
 
 

 
 
 
 

 
  

 
   

 

, US12 6,023,233 02-08~2000 Craven et al.§-~«««««««-,- m»... -«««- a» »» »‘n «wauwfl»-->>»»»unvmn-QW..«.««««~«A»».»»»»nn----‘: 
6,092,071 "07113192000 Boian et al.

514 g6,169,499 B1 0102:2001 Cooper

5 $6,215,983 131““ “04-16-2601 60666131“m.“ . »»».u

3 6,370,631 B1 04-09-2002 Dye

“"32 6,404,919 131‘ 1 06—11«2002 1 Nishigaki etal.. . .
. “W“.w“mwww ,1 m» -«~««mm»--»»»--»“m---W.; :1 :> .

 

 
 

 

 
3"“““““““--- 66““‘~‘«“.,,r..»»c._ .

 
 

 

““NNWM“__,»»»...,,“_......:me“‘“w“.urar.Drawnw

 
 
 

x , ‘( "

PATENT DOLUM 1....._n.... “ww,«Nauru»,gram..mmmn_wmmmm“w“ ,, N...
Pages, Columns, Lines, '

Name or Patenree or ii Where Relevant Passages .. .. . a ‘1 . ‘~ 7 I

Applicant or Cried Documenr i or Relevant figures 6 5
i
3 Appear\
5

  
 r Patenr Documenr : Publica. on

“country Code3 -Number4— Dale

W

  

   
 

 

 
 

  
  

 
 
 

 
  

««««««~«u.-»w»»»»»»-..‘mmnwmmwmwwwm«ww«mm» 1A,

Sensormatic Electronics CorporationM FP]
ymw«ms«uwa-fo.»-,A-.»».».-»--m

NW....«NN.+..

1

 
 

 
  

  “““-«-»,~mu~—»»»»,».»nn «““aauaauaae-f.

l.
paw«““«“«

“a“..«‘««~««-M-»»»» -Wmua“

iir 4”,»,.W‘+“““m««ww ».»»»»nnn...m«a ‘Q\Q\\\\§\--AA,A,A,5>55>>¥¥“‘v-+nmw\\\\\\\‘\\\\~A~§~\xx-.AAA.A>>>,>>>>>\
lt

,»”””  
”0,,

t

37632"i3:1".'136'('55{"

 [Examiner SignatureWWW a, , 

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance
and not considered, Include copy of this form with next communication to applicant. 1 Applicant’s unique citation designation number (optional). 2 See
Kinds Codes of USPTO Patent Documents at www.uspt0.gov or MPEP 901.04. 3 Enter Office that issued the document, by the two-letter code (WIPO
Standard ST.3). 4 For Japanese patent documents, the indication of the year of the reign of the Emperor must precede the serial number of the patent
document. 5 Kind of document by the appropriate symbols as indicated on the document under WIPO Standard ST.16 if possible, 6 Applicant is to place a
check mark here if English language Translation is attached. .

Page 444 of 1785



Page 445 of 1785

Equivalent of Form PTO/SB/OBb (-7-09)

it”Known

‘ 76 276

Substitute for form l449/PTO

'1‘1111111 SUPPLEMENTAL.

INFDRMATION mamasuaa ,mdmmo,

STATEMEN’I‘ 1312' 11111111111311.1111 W
(Use as many sheefs as necessary) 1375312111115;Name n“

E of 4 Attomey DoCketNumb-eri

 
  
 

  
 

 

   

 310111.11T-
3421.005666c  
 

“NON PATENT LITIRAIURE DOCUMENTS 

Include name. of the authm(iii CAPIIALLFTTFRS}, title 01theartlele (when

 

Examiner Cite

 
 

1,11,31,11 a No‘ appropriate),1intle of the item (book, magazine, jout'nai, se11211. symposium, catalog, etc),i T2
3.............................. date, pageIS) volumeissue nurnoertw p.11)1she1 city and)or coun-rvwherepublished

Order Adopting Report and Recommendation of tJnited States Magistrate Judge, fiIed1n
NFL] 5 Realtime Data, I.I..C d/b/a 1X0 v. Actian Corporation, e1 211., Case No 6: 15ch-00463~ 1

‘ RWSJDI (E.D. Texas) filedJanuaiy .21, 2016;4 pages
Defendants Prelimz--nary Invalldty Contentions,lubmitted1n Realtime Data, LLC d/b/a

NPL2 IXO v. Acti-an Corporation, et al., C21se No 6: 15——-ev0063~RWSJDL (E.D. Iexas),
serveo December 4, 201‘.2. 138 pages
 
 

 

, N011Confidential Exhibits A1~A7 and A9A10 to Defendanfis P1e11m1r1ary Invalidity
NPL3 ‘1 Contentions, submitted111 Realtime Data, LLC 111b/a 1X0 V.A1:tian Corporat-1011. et al.,

1 Case. No 6: 1.‘,u-CV006‘RW‘nJDI (E.D Texas), served Decem‘-:39: 4, 201:2743 pages
 

1 Non-confidentialExhibits 131M131/ and 1319 to Defendants Preliminary In-vaalidit‘V
NEL4 5 Content-1ons, submittedin Realtime Data. LLC d/"b/a 1X0 V Actian Corporation, et a1,

Case No 6:15—-ev0063RWSJDL (LD. Texas), served Decenber4, 2015; 506 pages 
Non-Confidential Exhibits C1-C36 to Defendants’ Preliminary Invalidity Contentions,

5 NPL5 submitted1n Realtime Data, LLC d/b/a IXO v. Actian Corporation, et al., Case No.

5 6: 15--cv--0063 -RWS-JDL (E.D Texas), served December 4,2015; 1,445 pages
1 Non-Confidential Exhibits D1-D14 andD16 to Defendants’ Preliminary Invalidity
1 NPL6 Contentions, submitted1n Realtime Data, LLC d/b/a 1X0 v. Actian Corporation, et al.,

CaseNo.6:l5—c-v--0063—RWSJDL(ED. Texas), servedDecember 4, 2015 1,052 pages

 
~ Non—Confident1al Exhibits E1-E36 to Defendants Preliminary Invalidity Contentions,

NPL7 submitted1n Realtime Data, LLC d/b/a 1X0 v. Actian Corporation, et al., Case No.

3 6:15-cv-0063-RWS—JDL (E.D. Texas), served December 4, 2015; 1,205 pages.  

 

E a KA’I‘Z, ET AL, "The Bay Area Research W1101er Access Network {BARWAN),”
1 ' " Proceedings ofCOMPCON‘96, 1996; pp 1520.

 
US. Provisional Patent Application No. 60/100,671, "Hybrid Compression Method with

NPL9 Compression Ratio ContTol," filed September 16, 1998; 50 pages.

 

WELCH T., ”A Technique for High—Performance Data Compression, " Computer, Vol.

3,18 Issue6, 1984; pp. 8- 19.

WWWI.WWWWWT...“,‘Examiner 1 Date\ “ "

Signature Considered 1We“‘“““““\W.M.WWM««“\““ . . . s\\\\\\\\\ “\\\\\\\\\\\\hW-W\K\\

*EXAMINER: Ir 1t1a1 if reference considered, whether or not citation is in conformance with MPEP 609. Draw lir:e through citation if not in conformance
and not considered. Include copy of this form with next communication to applicant.
' Applicant 5 unique citation designation number (optional) 2Applicant18 to place a check mark here if English language Translation15 attached.

Page 445 of 1785

 



Page 446 of 1785

   
 

  
  

  
  

 
 

 
 
  

 

 

Substitute for form 1449/PTO

THIRD SUFFLEMENTAL

  

 
 
 
 
 

AEPHEEQQBNHERESLWML} 44.82.62.229. .

 

 
   
 

 ,7 _ T - 1. ~ ._ gDate a0°t0b6r62015mmww
INFQRMAE 181“ Bhii‘QSURE Flrstl‘lammwgilnventor amWON
S'I‘A'I‘EMENT 3y APPLICANT §Art my“, " ' 12634 “ “ 

 

 
 

 
‘E’fiifiiiifififiw‘ ,_,..._1,..ExamineP713536)n::.......__.lBOCUWLDET

, Attorney DocketNumber 3421.005000C AAAAA

{[1572 as many '1  

 

 

Examiner Cite
lr=itials* i No 1 appropriate), title of the item (book, magazine, journal, serial, symposium, catalog, T2

etc.), date, page(s), volume number, publisher, city and/0r country where published  “wuuuav.»»...xi“.._f... . . \

. Internet Archive version of the web page www.imatix.com/indexhtm, dated May 20,

‘ NPL11 1998, available at
http://web.archive.org/web/19980520033922/http://imatix.com/index.htm; 1 page.

E Internet Archive version of the web page www.imatix.com/index.htm, dated January 10,
NPL12 1998, available at

5 http://web.archive.org/web/19980110141513/http://imatix.com/index.htm; 1 page.c.mmwwuufiaaw-u-fi

Internet Archive version of the web page www.imatix.corn/, dated January 9, 1998,

available at https://web.archive.org/web/19980109064903/http://imatix.com/; 1 page.

Internet Archive version of the web page www.imatix.corn/, dated October 14, 1997,

NPL14 available at https://web.archive.org/web/19971014195839/http://www.imatix.com/; 1
page.

15

WW,
,

ii

g Internet Archive version of the web page www.imatix.c0m/, dated June 29, 1997,
NPL15 available at https://web.archive.org/web/19970629063852/http://www.imatix.corn/; 2

 

 
  

L pages.
NPL16 5 Internet Archive version of the web page www.imatix.com/, dated April 16, 1997,

available at https://web.archive.org/web/19970416061218/http://imatix.c0m/; 2 pages.
 ..

 
 

Internet Archive version of the Web page www.imatix.com/, dated December 21, 1996,
NFL” available at https://web.archive.org/web/19961221064553/http://imatix.com/; 2 pages.  

Internet Archive version of the web page www.imatix.com/, dated November 6, 1996,

NPL18 available at https://web.archive.org/web/19961 106161211/http://imatix.c0m/; 2 pages.  
“Liberetto, The iMatix Newsletter,” vol. III, issue 9, September 1998, available at
http://legacy.imatix.com/html/libero/doc/news9809.txt; 9 pages.

“Liberetto, The iMatix Newsletter,” vol. III, issue 4, April 1998, available at
NPL20 http://legacy.imatix.com/html/libero/doc/news9804.txt; 8 pages.  
   5\W«K\\\K\‘\\\

Examiner l ‘ Date ,;
Signature i ’ Considered«\\\\\\\ , V M\\\\ %\\\\\\\\\\‘ , , \\\\\\\\\\myyyy-&W\\\\\K\\\K\\ , , . . -

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance
and not considered. Include copy ofthis form with next communication to applicant,
1 Applicant’s unique citation designation number (optional), 2 Applicant is to place a check mark here if English language Translation is attached.

”a,«4 

Page 446 of 1785



Page 447 of 1785

 
 

 

 

. . .............................. .. Equivalent 0f Form PTO/SB/08b (7'09)
Substitute for form 1449/PTO 1 CompletezfKnown I

TEIRI} SUP?I_.-EMENTAL

INFQRl‘t/IATIGN DISCLOSURE [Fm Named Inventor
S’I‘ATENEENT BY AE’PLICANT W‘2634 """"WW VVVVV»»»............1. _,

z’L’Sc‘ d5 mmy'WeiifS firuféidrw ExamlnerName BOCURETESFALDET
i ' ,Attorney Docket Number 3421 005000C

NON PATENT LITERATURE DOCUMENTS 
Include name of the author (in CAPITAL LETTERS), title of the article (when

appropriate) title of the item (book, magazine journal, serial, symposium, catalog,

etc.)date, page(s), volume number, publisher, cityand/or country where published

Examiner Cite

Initia1s* No.‘

Liberetto, The iMatix Newsletter,” vol. 111, issue 1, January 1998, available at

E NPLA i http://legacy.imatix.com/html/libero/doc/news9801.txt; 7 pages.
 

Liberetto, The iMatix Newsletter,” vol. 11, issue 8, August 1997, available at

ttp://legacy.imatix.com/html/libero/doc/news9708.txt; 8 pages.

“Liberetto, The iMatix Newsletter,” vol. 11, issue 6, June 1997, available at

http://1egacy;Mimatix.com/htlnl/libero/doc/news9706txt; 6 pages 

“Liberetto, The iMatixNewsletter,” vol. II,1ssue 2, February 1997, available at
NPL24 http://legacy. imatix. com/html/libero/doc/news9702.txt; 9 pages

W TlnternetArchiveversion of the webpaoe'wwwseas.upennnedii/~liefl<e/, dated October

NPL25 5, 1999, available at
5 https://web.archive.org/web/19991005050552/http:/www.seas.upenn.edu/~liefl<e/; 2

.....WWME?_EE§..W W ...... m
=.Internet Archiveversion of the web page wwwseas.upennedu/~11efl(e/researchhtml,“
,dated January 18,2000, available at

NPL26 izhttps//web.archive.org/web/200001 18224540/http: /www.seas.upenn.edu/~liefl<e/resear
F__c____htm1; 2 graves. . vvvvv

Internet Archive version of the webpagemwwwseas.upennedu/~11efl<e/xm121plitml

NPL27 dated January 19,2000, available at
https://web.archive.org/web/200001 19051403/http:/www.seas.upenn.edu/~liefl(e/xmlzi

3 latml4pages,“
‘ Internet Archive version of the web pagew

g www.research.att.com/~suc1u/strudel/eXternal/NodeExternal,internal.genoid_3.html,
NPL28 dated March 10, 2000, available at

55 https://webarchive.org/web/200003 10042016/http: /www.research.att.com/~suciu/strud
el/external/NodeExternalinternaloenoid 3.html; 12pages“
Internet Archive version of the web page wwwresearch.att com/sw/tools/xm1ll/ dated
August 31, 2000, available at

https: //web.archive.org/web/20000831200854/http:/www.research.att.com/sw/tools/xmi

__,__E___1_l/_;__2_page/WM
Internet Archive version of the webpage»
www.research.att.com/sw/tools/xmill/download.html, dated September 25, 2000,

NPL3Q available at

https://webarchive.org/web/20000925084557/http://www.research.att.com/sw/tools/xm

ill/download.html; 1 page.

 (m1

 

i N?I..-29  
 
 

Aha\\\\\\\\\\\\\\\\\‘Wmmmbw\\\\\\\\\\\\\\\\\\\\‘H .. .

 

  
Examiner

Signature s Considered  \s‘ws\\\\\\,§\ . . \\\W\\\\\\\\\\\

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance
and not considered. Include copy of this form with next communication to applicant.
1 Applicant’s unique citation designation number (optional). 2 Applicant is to place a check mark here if English language Translation is attached.

Page 447 of 1785



Page 448 of 1785

Ezuivalent of Form PT_/B/08b <7-09)

1Known

1 14/87 ,276

lOctober6 2015
FirstNamed Inventor E James J FALLON

 

 Substitute for 101111 1449/1210 Complflfi '

THERE) SUPPLEIE’EENTAL

INFURMATIQN BISCI.1GSURE

STATEMENT BY APPLICANT
I'Use as many sheets as necessary,‘ Exammer

\“\\\‘VVWFWKKN's:\‘44““.-‘-- >>> \“xxW-~“‘«\‘1-.-n->>>-A---
5 4 5 Of 4

  

 
WW...

Art Unit _

  

 
«44,,,..14..  M44“ >4...»...M......

CURE, “TESFALDET“44‘444‘ “We“

Attorney DocketNumber 3421OOSOOOC

 
 

1.
t

NON PATENT LnERAIURE DOLUM EN1‘1»," 
z Examiner Cite Include name of r"1:: author (11 C'APlTAL LE’ITLRQ‘1 title of the artici-e (when
' Initials* N01 appropriate) title of the item (book. magazine journal, se11al symposium, catalog, 3 T2

' etc),“<1'-ate 1)age(s) volume number pubiiSher city and/or countryWhire publishe 

 1lIEFKF ET AL., "Xniill: an Efficient Comeressor101 XML Data ” Proceedings of the
i NPLB] 2000 ACM SIQMCDD international Conference on the Management of Data 2000; pp

:' 153164.nn‘ “2“. .....1.....“Ww~\“4...r».__“..n..““W~~4“..44.fi..._..11..__..e‘4‘4Weexek‘44444»44.4.4444.-»».“““.

NPL32 “User Manual for XMill,” XMill Version 0.7 (1999); 16 pages.  
.

n,“ ~__-.-.44-t-,4.4.4.»........n...““....WM~““4444........nx““W..e“‘“44»......I.....“‘“W4e4‘uvm.................ee‘Weeekkum.44.44444“. 
4.1“4444444_..I....nenm4uuw4u4uuu....C‘W~~~e\4“44»4.......nu.C‘.YW“““4.,.,.,..._..11......“4

  
““4444...“I.._.hWeAeku—emuu11....nn,W4uu~m>»+A~-----num~-~vuu==>uuu-----~»wwvvvw-----w---uu~==--

 

111

 

 

.1“ .Nu“_._.....____i:.__._..“me..,..,_,.........“.me““.......1......mmW.wm...,m...“...“www.mu»mum.mm“ ................... 4. .. .

: 1

I 1'. 1
: A

“WM—,2.mu...“.;........W‘t~..~w“fi»n..........““W.._Nm.,...n.......“Wuemu...Mun“.....mmWwwwmmu..........“W.W“N., .: t
.; \1111
l1

... .1
W “m“.,......_ii.........“,Ww.‘4m....._.........“.,Wm4..».,.._......“n“,WEwNWE.m...“.._..“..W.mm.m._..mimmum

..

.t‘......................‘£....“thmz....................W.W“..........._.mmwam‘w.....................Ww“wm.............“‘..W.Nw.»... 1. 1
1 1: 1
.r1  

2763226_

Examiner 1Date t
Signature . Considered § .~{\\\\\x\ , ‘ “““\“Wl

  

,w»»4,»4 w»
“44““ 

“HFWM\“\« W\x\«x . . . 

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance
and not considered. Include copy of this form with next communication to applicant.
1 Applicant’s unique citation designation number (optional) 2Applicantis to place a check mark here if English language Translation is attached.

Page 448 of 1785



Page 449 of 1785

 
PCT WORLD INTELLECTUAL PROPERTY ORGANIZATIONInternational Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(51) International Patent Classification 6 : WO 98/19450

H04N A2
(43) International Publication Date:

(11) International Publication Number:

7 May 1998 (07.05.98) 

Diego, CA 92129 (US). KLEIN, Harry, Eric; 9627 Babuata
Road, San Diego, CA 92129 (US). NGUYEN, William,
Thanh; 13750 Caminito Vizzini, San Diego, CA 92129
(US). LIN—LIU, Sen; 13005 Brixton Place, San Diego,
CA 92130 (US). NGUYEN, Lyn; 3114 Chollas Road, San
Diego, CA 92105 (US). AUYEUNG, Alex, Kamlun; 13446

US Little Dawn Lane, Poway, CA 92046 (US). PEDERSEN,
Chris, Harvey, Jr.; 9621 Pebble Beach Drive, Santee, CA

(21) International Application Number: PCT/US97/ 17886

(22) International Filing Date: 1 October 1997 (01.10.97)

(30) Priority Data:
08/742,017 31 October 1996 (31.10.96)
08/74l,715 31 October 1996 (31.10.96) US
08/740,628 31 October 1996 (31.10.96) US 92071 (US). SMITH, Gordon, W.; 1331 Hampton Road,
08/741,982 31 October 1996 (31.10.96) US San Marcos, CA 92069 (Us). OUSLEY, David, James;
08/741,914 31 October 1996 (31.10.96) US 10030—58 Scripps Vista Way, San Diego, CA 92131 (US).
O8/741,983 31 October 1996 (31.10.96) US WANG, Sherwin, Sheng—shu; 13124 Polvera Way, San
08/729,620 31 October 1996 (31.10.96) US Diego» CA 92128 (US)-
08/740,651 31 October 1996 (31.10.96) US . , .
08/742,015 31 October 1996 (31.10.96) US (74) Agent: LEVIN, Nathamel; Robin, Blecker, Daley & Driscoll,
08/741,650 31 October 1996 (31.10.96) US 330 Madison Avenue, New York, NY 10017 (US).
08/740,627 31 October 1996 (31.10.96) US

(81) Designated States: AL, AM, AT, AU, AZ, BA, BB, BG, BR,
BY, CA, CH, CN, CU, CZ, DE, DK, EE, ES, FI, GB, GE,
GH, HU, IL, IS, JP, KE, KG, KP, KR, KZ, LC, LK, LR,
LS, LT, LU, LV, MD, MG, MK, MN, MW, MX, NO, NZ,
PL, PT, RO, RU, SD, SE, SG, SI, SK, SL, TJ, TM, TR,
'11", UA, UG, UZ, VN, YU, ZW, ARIPO patent (GH, KB,

(71) Applicant: SENSORMATIC ELECTRONICS CORPORA—
TION [US/US]; 951 Yamato Road, Boca Raton, FL
33431—0700 (US).

(72) Inventors: MACCORMACK, David, Ross; 3344 Slst Street,
San Diego, CA 92104 (US). NUNALLY, Patrick, 0.;
2989 Racetrack View, Delmar, CA 92014 (US). WILSON,
Charles, Park; 9807 Highdale Road, Santee, CA 92071 (US).
WINTER, Gerhard, Josef; 7408 Park Village Road, San

LS, MW, SD, 82, UG, ZW), European patent (AT BE, CH,
DE, DK, ES, FI, FR, GB, GR, IE, IT, LU, MC, NL, PT,
SE), OAPI patent (BF, BJ, CF, CG, CI, CM, GA, GN, ML,
MR, NE, SN, TD, TG).

Published

Without international search report and to be republished
upon receipt of that report.

(54) Title: INTELLIGENT VIDEO INFORMATION MANAGEMENT SYSTEM

(57) Abstract

A flexible video information

storage and analysis apparatus stores
a video information data base and

a plurality of moving image content
analysis algorithms for analyzing the
video information in the data base. A

user can manipulate a mouse to select
one of the analysis algorithms. The
selected algorithm is used to analyze
video information in the data base.

The apparatus records and displays
plural streams of video information.
Content analysis algorithms may be
downloaded from a remote location.

The apparatus takes appropriate
actions in response to detected
features in incoming video streams.
Tile—based conditional—refresh Video

data compression is employed. A
support stiucture efficiently supports
several record—medium drive units.

A tape back—up drive serves as an
archiving mechanism for video data
stored on hard disks. Recording of
incoming video, and archiving and
displaying of stored video, all proceed
simultaneously.

 
Page 449 of 1785



Page 450 of 1785

Codes used to identify States party to the PCT on the front pages of pamphlets publishing international applications under the PCT.

Albania
Armenia
Austria
Australia
Azerbaijan
Bosnia and Herzegovina
Barbados
Belgium
Burkina Faso
Bulgaria
Benin
Brazil
Belarus
Canada
Central African Republic
Congo
Switzerland
C6te d‘Ivoire
Cameroon
China
Cuba
Czech Republic
Germany
Denmark
Estonia

Page 450 of 1785

ES
FI
FR
GA
GB
GE
GH
GN
GR
HU
IE
IL
IS
IT
JP
KE
KG
KP

KR
KZ
LC
LI
LK
LR

FOR THE PURPOSES OF INFORMATION ONLY

Spain
Finland
France
Gabon
United Kingdom
Georgia
Ghana
Guinea
Greece
Hungary
Ireland
Israel
Iceland
Italy
Japan
Kenya
Kyrgyzstan
Democratic People’s
Republic of Korea
Republic of Korea
Kazakstan
Saint Lucia
Liechtenstein
Sri Lanka
Liberia

LS
LT

LV
MC
MD
MG
MK

ML
MN
MR
MW
MX
NE
NL
NO
NZ
PL
PT
RO
RU
SD
SE
SG

Lesotho
Lithuania
Luxembourg
Latvia
Monaco

Republic of Moldova
Madagascar
The former Yugoslav
Republic of Macedonia
Mali
Mongolia
Mauritania
Malawi
Mexico

Niger
Netherlands
Norway
New Zealand
Poland
Portugal
Romania
Russian Federation
Sudan
Sweden
Singapore

SI
SK
SN
SZ
TD
TG
TJ
TM
TR
TT
UA
UG
US
UZ
VN
YU
ZW

Slovenia
Slovakia
Senegal
Swaziland
Chad

Togo
Tajikistan
Turkmenistan
Turkey
Trinidad and Tobago
Ukraine
Uganda
United States of America
Uzbekistan
Viet Nam

Yugoslavia
Zimbabwe 



Page 451 of 1785

W0 98/19450 PCT/US97/17886

INTELLIGENT VIDEO INFORMATION MANAGEMENT SYSTEM

5 FIELD OF THE INVENTION

The present invention is related to closed circuit

video security surveillance systems, but also is nwre

generally concerned with application of machine

intelligence to management, interpretation and use of

10 video information. The system disclosed herein can

therefore be referred to as an "intelligent video

information management" (IVIM) systenn The IVIM field has

not hitherto been recognized as distinct from other

related.endeavors, and it is among the primary purposes of

15 the present disclosure to teach fundamental principles of

general application to the emerging art of intelligent

video information management.

BACKGROUND OF THE INVENTION

It is well known to provide video security systems in

20 which video cameras are used to generate video signals

representative of locations for which security

surveillance is desired. In a typical system, some or all

of the video signals are displayed on video screens for

monitoring by security personnel. It is also known to

25 record some or all of the video signals on video tape,

either to provide evidentiary support for the observations

of security personnel or in cases where "real—time" human

monitoring of the signals is impractical or is not

desired.

30 However, video tape suffers from serious drawbacks as

a storage medium, particularly' in 'view of the large

quantity of video information generated by video security

systems. A major concern is the sheer quantity of tapes

to be stored, especially when it is desired to record

35 signals generated by a large number of surveillance

cameras. Moreover, jil a large system nmrqr video tape

recorders may be required, resulting in a large capital

expenditure, and also the need to allocate space for the

-1-
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recorders. Another problem is the need to frequently

change tape cassettes.

Retrieving information of interest from recorded

tapes presents additional challenges. It is the nature of

5 video surveillance that a large part of the tape—recorded

video surveillance signal is of no interest whatsoever,

since it typically represents a static image of a hall—way

or the like. Finding a particular sequence representing

a significant event can be extremely difficult and time—

10 consuming, requiring tedious human review of hours or days

of tape—recorded signals.

Another problem occurs when the video signals of

interest were generated so recently that the tape on which

the signals were recorded is still being used in current

15 recording operations. In such a case, it is necessary to

interrupt recording to remove the tape from the tape deck

and to insert another tape. Then the signals of interest

are played. back using a separate tape deck. As is

evident, this procedure entails inconvenient and time—

20 consuming tape cassette handling, and there is a risk that

new signals of interest will fail to be recorded while the

exchange of tape cassettes takes place.

There have been a number of attempts to overcome

these disadvantages, but so far with limited success, or

25 at the cost of additional drawbacks. For example, it is

known to use "quad multiplexers" to combine signals from

four video cameras into a single dynamic image, having

four quadrants each dedicated to a respective one of the

cameras. The resultant space—multiplexed signal can then

30 be recorded, realizing a four—to—one compression ratio in

terms of required storage capacity. However, the

multiplexed image suffers from a corresponding loss of

spatial resolution, which may impair the value of the

recorded images as evidence or may interfere with

35 subsequent review. .Also, recording of multiplexed images

does not address the problems involved in finding

sequences of interest on the recorded tapes.

It is also known to record the surveillance video

-2-
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signals selectively in response to input from a human

operator who is monitoring the signals or in response to

signals generated by sensor devices arranged to detect

events such as opening of doors or windows. This

5 technique reduces the total information to be recorded,

while preventing storage of much uninteresting

information, but at the risk of failing to record

significant events which cannot readily' or timely' be

detected by sensors or human operators. Also, the

10 reliance on external input can result in unreliability and

increased expense, particularly where human operators are

to initiate recording.

The OPTIMA II video surveillance multiplexer

introduced by the assignee of the present application

15 employs a more sophisticated technique for culling out

uninteresting information.prior to storage. In the OPTIMA

II multiplexer, respective streams of video image

information are received from a plurality of cameras and

a combined stream of images is formed by time—division

20 multiplexing of the images from the cameras. The combined

stream is then output to a conventional video tape

recorder for storage on tape. The OPTIMA II multiplexer

applies motion detection analysis to the respective input

streams and adaptively allocates the "time slotsll in the

25 output stream by allocating a larger number of slots to

images from an input stream in which motion is detected.

In this way, a relatively large portion of the system’s

storage capacity' is allocated to image streams which

contain moving objects and are therefore more likely to

30 include significant information.

The OPTIMA II multiplexer represents a significant

advance over conventional tape-based surveillance video

storage techniques, but still greater efficiency and

flexibility are to be desired.

35 The "MultiScop" video disc recorder sold by

Geutebruck GmbH is an application of digital recording to

the problem of storing video surveillance information.

The MultiScop systenlemploys the above—mentioned selective
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recording technique to minimize recording of

"uninteresting" information. In addition, some redundant

information is excluded from recording by use of a

conventional digital image compression technique. Random

5 access to stored information based on date and time

indexing, or based on indexing indicative of an externally

sensed_alarn1condition, provides a modest improvement over

conventional tape—based systems in terms of convenience in

retrieving stored video.

10 Although the random—access retrieval aspect of the

MultiScop recorder is undoubtedly beneficial, it is a less

desirable feature of this recorder that all recording is

interrupted during retrieval operations. To mitigate the

potential for missing new video information that should be

15 recorded, the MultiScop recorder can be programmed to

automatically interrupt retrieval in response to an alarm

condition, so as to return immediately to recording mode.

When this automatic interrupt feature is not actuated,

either for lack of an alarm condition, or because the

20 feature was not selected, new ‘video information goes

unrecorded. Although the MultiScop avoids tape—swapping,

recording by the MultiScop recorder is interrupted during

the entire duration of retrieval operations, instead of

the relatively brief time required to swap tapes in tape—

25 based systems that have a separate VCR for playback.

It would be most desirable that an intelligent video

information management system avoid the mutual

interference between record and playback operations that

has characterized prior systems, while in general

30 providing greater efficiency and flexibility than have

previously been known.

Greater efficiency and flexibility than are provided

by the MultiScop system are greatly to be desired. In

particular, it would be most useful to exclude

35 uninteresting information from recording while minimizing

the chance of missing significant information. Also, more

efficient information retrieval techniques are needed.

It is believed that the MultiScop system employs a
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transform—based compression encoding technique, such as

the well-known JPEG standard, which.provides a compression

factor on the order of 40:1 or 50:1. Given data storage

capacity of, say, 2,000 megabytes and a recording rate of

5 25 fields/sec., the MultiScop system is able to record

video signals over a period of little more than one hour.

It would be desirable to provide a higher degree of

compression so that higher recording rates and/or longer

recording times can be provided for a given data storage

10 capacity.

It would be another desirable feature of a video data

compression technique, for the purpose of IVIM and video

surveillance operations, if the respective computational

complexities for compression and decompression were

15 roughly in balance, to accommodate an implementation in

which both compression and decompression may be performed

using a general purpose processor device. Also, it would

be most helpful if the compression. technique were to

facilitate machine analysis and reverse—directior1playback

20 of the video image streams.

It also has been observed by the inventors that the

most widely supported video data compression techniques

have not taken into account particular characteristics of

surveillance video that may allow for high rates of

25 compression, while preserving image quality adequate for

surveillance purposes. The well-known MPEG techniques,

for example, can provide a high level of compression and

the high image quality required for consumer broadcast

applications, but at the cost of great complexity.

30 Moreover, techniques of the MPEG type are poorly adapted

for features such as reverse playback, or simultaneous

compression of plural input video streams.

The large quantity of information (useful or

otherwise) present in a stream of video signals places

35 great demands not only on digital data storage devices,

but also on the circuitry arrangements employed to route

and manipulate the video information before storage on, or

after retrieval from, a storage device. These demands are
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much greater when, as is often the case, it is desired to

record a number of video signal streams simultaneously.

Moreover, compressing the video information promotes

efficient use of storage capacity, but adds to the burdens

5 on routing and processing circuits.

Another disadvantage of existing systems is the

requirement that the user be physically present at the

recorder in order to gain access to video data stored by

the recorder. Moreover, the user’s options for searching

10 the video data are limited to capabilities provided by the

recorder.

Another design issue in connection with video data

storage ii; the total storage capacity tx: be provided.

Known systems include only a single internal hard disk

15 drive, and require use of external storage medium drives

when the user needs more storage than is available on the

internal drive. Given that a recorder comprising several

internal drive units would. allow for‘ greater storage

capacity and would provide other benefits, it is also

20 desirable that the internal drive units be mounted

securely in a structure that is easy to manufacture and

assemble. Further, other internal electronic components

of a digital video recorder should be arranged so as to

minimize manufacturing cost while facilitating capture and

25 processing of video information.

Supposing that an intelligent video information

management system may have a larger effective hard disk

storage capacity than prior art devices, even so that disk

storage capacity will remain finite and may need to be

30 reused as time passes and more current video information

is captured and recorded. It will therefore still be

desirable to permit permanent or "archival” video

information storage on removable media even though fixed

magnetic disks are used instead. of videotape as the

35 primary storage mediunn The system archiving capabilities

should be easy for users to manage and should dove—tail

effectively with other system features.

While it is probably inescapable that increased
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flexibility in a recording system will be accompanied by

increased complexity, it is also important that the system

not become difficult to use. Ease of use may be a crucial

factor in determining whether an IVIM system

5 satisfactorily performs its intended functions.

The intelligent video information management system

disclosed hereinafter represents a novel fusion of video

recording and personal computer technologies, to realize

an over—all improvement in capabilities for capturing and

10 retrieving video information. Certain user-settable

options are presented.which enhance the flexibility of the

systent and. permit the user to tailor the systenl to

particular applications.

There have been proposed many techniques for

15 filtering video image data in order to detect significant

features of the image represented. by the image data.

Writings in this field include the following: M.P.

Cagigal, et al., "Object movement characterization from

low—light—level images", Optical Engineering, Aug. 1994.

20 vol. 33, no. 8, pp. 2810—2812; S.J. Nowlan, et al.,

"Filter selection model for motion segmentation and

velocity integration," J. Opt. Soc. Am. A, Dec. 1994, vol.

11, no. 12, pp. 3177—3200; T.G. Allen, et al., "Multiscale

approaches to moving target detection in image sequences,”

25 Optical Engineering, Jul. 1994, vol. 33, no. 7, pp. 2248—

2254; M.—P. Dubuisson, et al., "Contour Extraction of

Moving Objects in Complex Outdoor Scenes," International

Journal of Computer Vision, 14, pp. 83—105 (1995); M.

Bichsel, "Segmenting Simply Connected Moving Objects in a

30 Static Scene," IEEE Transactions on Pattern Analysis and

Machine Intelligence, Nov. 1994, vol. 16, no. 11, pp.

1138—1142; M. Irani, et al., "Computing Occluding and

Transparent Motions," International Journal of Computer

Vision, 12:1, pp. 5—16 (1994); I.J. Cox, "A Review of

35 Statistical Data Association Techniques for Motion

Correspondence," International Journal of Computer Vision,

10:1, pp. 53—66 (1993); D. Koller, et al., "Model—Based

Object Tracking 1J1 Monocular Image Sequences of Road
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Traffic Scenes," International Journal of Computer Vision,

10:3, pp. 257—281 (1993); J.H. Lee, et al., "A VLSI Chip

for motion estimation of HDTV Signals," IEEE Transactions

on Consumer Electronics, May 1994, vol. 40, no. 2, pp.

5 2154—160; T. Koivunen, "Motion detection of an interlaced

video signal," IEEE Transactions on Consumer Electronics,

Aug. 1994, vol. 40, no. 3, pp. 753—760; S.—I. Jang, et

al., "A real—time identification method on motion and out—

of—focus blur for a video camera," IEEE Transactions on

10 Consumer Electronics, May 1994, vol. 40, no. 2, pp. 145—

153. However, commercial applications of these proposed

filtering techniques have been rare, and for the most part

have been limited to analysis of static images, rather

than attempting to acquire information by analyzing a

15 dynamic stream of images.

Advances in management and use of the information

contained in single or concurrent video image streams are

to be desired. It would be especially desirable to permit

a user of a video surveillance system, or other system

20 which stores dynamic image information, increased

flexibility' in the Inanagement of incoming video

information and in the use of both incoming and stored

video streams.

In addition to the above—mentioned OPTIMA II

25 multiplexer, other devices intended to provide automatic

response to detected features of video information have

been directed primarily to detecting motion and to

actuating an alarm condition when mothm1 is detected.

Such devices are disclosed in U.S. Patent Nos. 4,737,847

30 (Araki et al.); 4,160,998 (Kamin); 4,198,653 (Kamin);

3,988,533 (Mick et al.); 4,081,830 (Mick et al.);

3,743,768 (Copeland); and 4,249,207 (Harmon et al.).

It would be desirable to extend application of

machine intelligence to detection of video information

35 features, and automatic performance of functions, beyond

those contemplated in the prior art.

-8.—
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OBJECTS AND SUMMARY OF THE INVENTION

It is an object of the invention to gmovide an

apparatus which permits the user to select a desired one

or ones from among a plurality of video data analysis

5 options available by use of the apparatus.

It is a further object of the invention to permit the

user of such apparatus to tailor a selected video

information analysis algorithm to known or anticipated

features represented by the information to be analyzed.

10 It is still another objection of the invention to

provide an intelligent video information.management system

having a number of user—selectable operating modes which

enhance the flexibility and ease of use of the system.

It is yet another object of the invention to provide

15 a distributed video information data base system. It is

a further object to provide a capability for performing

content—based searches for video information stored at a

location that is remote from the individual desiring to

retrieve the video information.

20 It is a further object of the invention to provide an

intelligent video information management systenl which

detects significant features of an incoming video

information stream, and takes appropriate action in

response to detection of features of interest.

25 It is yet another object of the invention to provide

a method and apparatus for compressing, with a high degree

of efficiency, Video data representing streams of dynamic

video images.

It is another object of the invention to provide a

30 video data compression technique that is well suited for

video surveillance security applications.

It is still another object of the invention. to

provide compressed video data in a form that is suitable

for machine analysis of the data.

35 It is still a further object of the invention to

compress a stream of video images in a form which

facilitates reverse playback of the image stream.

It is yet another object of the invention to provide

-9-
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techniques for capture, formatting and temporary storage

of video information so as to facilitate processing and

routing of the video information in an intelligent video

information management system.

5 It is still a further object of the invention to

provide ea support structure for several record—medium

drive units that are to be mounted within a digital video

recorder.

It is another object to provide such a support

10 structure in a configuration that is convenient to

manufacture and assemble.

It is still another object of the invention to

provide an efficient and cost effective architecture for

data processing circuitry included le a digital Video

15 recording apparatus.

It is a further object of the invention to provide an

intelligent video information nmnagement systen1 having

video information archiving capabilities.

It is still a further object to provide an IVIM

20 system in which the archiving capabilities are flexible

and user—friendly.

It is another object of the invention to provide an

intelligent video information management system in which

information concerning the status of the system is

25 provided in an intelligible and useful form to a user of

the system.

It is also an object of the invention 1x3 employ

parallel processing and multi—tasking techniques in an

intelligent video information system so that the system

30 may carry out basic functions simultaneously while

eliminating or minimizing interference between the

functions.

It is a further object of the invention to provide

techniques for identifying, marking and indexing

35 respective portions of video information to support

flexible and efficient storage and retrieval of the video

information.

According to an aspect of the invention, there is

_ 1 O _
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provided a flexible video information analysis apparatus

including first storage capability for storing a video

information data base, second. storage capability for

storing’ a plurality of moving image content analysis

5 algorithms for analyzing the video information in the data

base, a mechanism actuatable by a user of the apparatus

for selecting one of the algorithms, and circuitry,

responsive to the user actuatable mechanism, for analyzing

the video information in the data base in accordance with

10 the one of the algorithms selected by the user actuatable

mechanism.

The apparatus may further include a plurality of

video cameras for generating respective sequences of video

signals, and circuitry for digitizing the respective

15 sequences of video signals generated by the video cameras

and for supplying the digitized sequences of video signals

to the first storage capabilityz There may also be

included in the apparatus a display device for displaying

a plurality of word designations or icons each

20 representing a respective one of the algorithms for

analyzing video information and the user actuatable

mechanism may include a mouse or other device for

selecting one of the displayed icons or word designations.

A touch—sensitive screen is an alternative that may be

25 employed to both display the word designations or icons

and to implement the user actuatable mechanism.

The user actuatable mechanism may also include

circuitry for setting a parameter for constraining

execution. of a selected. one of the algorithms. The

30 circuitry for setting the parameter may include location

circuitry for selecting a portion of an image plane which

corresponds to the Video information, with the analysis

circuitry responding to the location circuitry by

analyzing the video information with respect to the

35 portion. of the image plane selected by the location

circuitry.

In.a preferred.embodiment of the invention, more than

one analysis algorithm may be selected for application to
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a single image stream, and/or each of 51 plurality of

streams may' be analyzed, using‘ the same algorithm or

respective algorithms. One or more of the stored

algorithms may be for detecting moving objects represented

5 by data in the stored video information data base. The

analysis circuitry may generate analysis data indicative

of results of the analysis performed, by the analysis

circuitry‘ in accordance with the selected one of the

algorithms, and the first storage capability may include

10 capability for storing the analysis data generated by the

analysis circuitry.

According to another aspect of the invention, there

is provided a method of storing and retrieving video data,

including the steps of storing data representing plural

15 images of a dynamic video image stream, selecting a search

algorithm to be used for a desired image among the images

represented by the stored data, setting a parameter for

constraining execution of the selected search algorithm,

and searching the stored data in accordance with the

20 selected search algorithm and the parameter as set during

the setting step.

According to still another aspect of the invention,

there is provided a method of carrying out an algorithm

for detecting features represented by video data stored in

25 a video information data base, including the steps of

setting a parameter for constraining execution of the

algorithm, and executing the algorithm in accordance with

the parameter as set in the setting step. The algorithm

in question may be for detecting at least one moving

30 object represented Inf the stored 'video data and the

setting step may include selecting a portion of an image

plane which corresponds to the video data, that portion

being a portion at which the moving object is to be

detected by execution of the algorithm.

35 The portion of the image plane may be selected by

displaying an image which corresponds to an image

represented by the stored video data and superimposing a

line or polygon on the displayed image, where the
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superimposed line represents the selected portion of the

image plane. The image displayed during selection of the

portion of the image plane may be provided by retrieving

data representing the image from the video information

5 data base, or the image may be supplied as a live image

based on a signal currently being generated by a video

camera.

Where the algorithm is for detecting at least one

moving' Object, the step) of setting the parameter‘ may

10 include indicating at least one of a maximum size and a

minimum size of the object to be detected. This may be

done by displaying an image corresponding to an image

represented by the stored video data and superimposing on

the displayed image an image element indicative of the

15 maximum or minimum object size. An image element

representing the maximum size may be displayed in a first

color, and an image element indicative of the minimum size

of the object to be detected may be displayed in a second

color that is different from the first color, the image

20 elements being superimposed on the displayed image. Both

image elements may be displayed simultaneously. Somewhat

more generally, the parameter setting step may include

displaying a graphical user interface element and

adjusting the displayed graphical user interface element

25 by means of a user input device. For example, a slide bar

or dial interface element may be displayed, and may be

adjusted by user manipulation of a mouse.

According to still another aspect of the invention,

there is provided a flexible video information analysis

30 apparatus, including a video information source for

providing video information which includes at least one

dynamic sequence of video information frames, a storage

device for storing a plurality of algorithms for analyzing

the video information provided by the video information

35 source, a user actuatable mechanism for selecting one of

the algorithms, and analysis circuitry responsive to the

user actuatable mechanism for receiving the video

information provided by the video information source and
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for analyZing the received video information prov1ded by

the video information source in accordance with the one of

the algorithms selected by the user actuatable mechanism.

The video information source may be a video camera which

5 generates a dynamic sequence of video information frames,

a plurality of video cameras which generate respective

sequences of video information frames, or a video

information storage and playback device which provides to

the analysis circuitry video information which was

10 previously generated and stored on the video information

storage device.

According to yet another aspect of the invention,

there is provided_a method of analyzing video informatiCHL

including the steps of receiving an analog video signal

15 which represents a dynamic sequence of images, digitizing

the received analog video signal to form a sequence of

video data frames which represent the dynamic sequence of

images, first analyzing the sequence of video data frames

using a first predetermined video data analysis algorithm

20 and generating first analysis data indicative of results

of the first analyzing, storing the sequence of video data

frames in a data base, storing the first analysis data in

the data base in association with the stored sequence of

video data frames, retrieving fronl the data base the

25 stored sequence of video frames, second analyzing the

retrieved sequence of video data frames using a second

predetermined video<data analysis algorithnland generating

second analysis data indicative of results of the second

analyzing, and storing the second analysis data in the

30 data base in association with the stored sequence of video

data frames.

According to still another aspect of the invention,

there is provided an apparatus for analyzing video

information, including receiving circuitry for receiving

35 an analog video signal which represents a dynamic sequence

of images, A/D circuitryy connected. to the receiving

circuitry for digitizing the analog video signal to form

a sequence of 'video data frames which represent the

-14-

SUBSUTUTESHEET(RULE26)

Page 464 of 1785



Page 465 of 1785

WO 98/19450 PCT/US97/17886

dynamic sequence of images, first analysis circuitry,

connected to the A/D circuitry, for analyzing the sequence

of video data frames using a first predetermined video

data analysis algorithm to generate first analysis data,

5 a storage device connected to the A/D circuitry and the

first analysis means, for storing the sequence of video

data frames formed by the A/D circuitry and the first

analysis data generated by the first analysis circuitry,

and second analysis circuitry, connected to the storage

10 device, for retrieving the sequence of video data frames

stored in the storage device and for analyzing the

retrieved sequence of video data frames using a second

predetermined video data analysis algorithm to generate

second. analysis data, the second analysis data being

15 stored in the storage device. The apparatus may also

include a display device, connected to the storage device,

for' displaying at least one image represented. by the

stored sequence of images. The storage device may include

compression circuitry for receiving the sequence of video

20 data frames from the A—D circuitry and for applying a

compression algorithm to the sequence of video data frames

to form compression video data, and a storage medium on

which the compression video data is stored. The storage

medium may be a hard disk, magneto—optical disk, writable

25 optical disk or other conventional mass storage device.

The first analysis circuitry may include a first

processing device and the second analysis circuitry may

include a second processing device different from the

first processing device. It is also contemplated that

30 both of the first and second analysis devices be realized

using a single processor which performs a first analysis

on the video data prior to storage and performs a second

analysis on the video data after the video data has been

stored and then retrieved from the storage device.

35 According to yet a further aspect of the invention,

there is provided a video information analysis apparatus,

including circuitry for receiving video information,

analysis circuitry‘ for analyzing the received video
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information in accordance with a predetermined analysis

algorithm, and a parameter mechanism, actuatable by the

user of the apparatus, for setting a parameter to

constrain execution of the analysis algorithm, the

5 analysis circuitry" being responsive to the parameter

mechanimn so as to execute the analysis algorithm in

accordance with the parameter set by the parameter

mechanism.

According to still another aspect of the invention,

10 there is a provided a method of searching an image

information data base, including the steps of storing a

plurality of algorithms for identifying respective

features in images represented by the image information in

the data base, selecting two of the stored algorithms for

15 respectively identifying a first feature and a second

feature, selecting a logical operator to form a logical

combination of the two selected algorithms, and searching

the data base to identify images which satisfy the logical

combination of the two selected algorithms. The

20 information in the image information data base may include

data representative of at least one dynamic sequence of

video image frames and. at least one of the selected

algorithms may be for detecting a moving object in the

sequence of video information frames. The logical

25 operators may include the well known "AND", "OR" operators

or the like. For example, an image may be identified as

satisfying a combination of two algorithms where either

one of the respective features detected by the algorithms

is present ("OR" operation) or, alternatively, only those

30 images are identified as satisfying the combination where

both of the respective features as present ("AND"

operation). Similarly, the image may be identified as

satisfying the combination where either one, but not both

of the respective features are present ("XOR" operation).

35 "NOR", "NAND", and other logical operations may also be

implemented, and more than two search algorithms may be

subjected to logical operations in other to construct

criteria for determining whether images are to be
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identified.

According to still another aspect of the invention,

there is provided. apparatus for analyzing video

information, including a first video information source

5 for providing a first stream of video data frames, a

second video information source for providing a second

stream of video data frames, first analysis circuitry for

receiving the first stream of video data frames provided

by the first video information source and performing a

10 first moving image content analysis algorithnlwith respect

to the received first stream of video data frames, and

second analysis circuitry for receiving the second stream

of video data frames provided by the second video

information source and performing a second moving image

15 content analysis algorithm with respect to the received

second stream of video data frames. The first and second

analysis circuitry may operate simultaneously' in

performing the first and second moving image content

analysis algorithms. The first and second analysis

20 circuitry may respectively be implemented by first and

second signal processing integrated circuits that are

distinct from each other, or both of the first and second

analysis circuitry' may' be implemented using a single

processor IC. The first analysis circuitry nun! be a.

25 digital signal processing IC which processes live video

currently being generated by a video camera, and the

second signal processing circuitry may be a general

purpose microprocessor operating under a standard

operating system and performing the second moving content

30 analysis algorithm with respect to a stream of video data

frames played back from a memory device such as a hard

disk.

The apparatus according to this aspect of the

invention may include compression circuitry for applying

35 a data compression algorithm to the first stream of video

data frames to produce compressed video data and circuitry

for transmitting the compressed video data from the

compression circuitry to the hard disk for storage on the
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hard disk. Also included in the apparatus may be

circuitry for retrieving the stored compressed video data

from the hard disk and applying a data decompression

algorithm to the retrieved compressed video data to form

5 the second stream of video data frames. Each of the first

and second video information sources may be a respective

video camera in which case the first and second analysis

circuitry may operate simultaneously in performing the

first and.second moving image content analysis algorithms.

10 Moreover, the first and second streams of video data may

be retrieved simultaneously or virtually simultaneously

from the hard disk and then respectively supplied to the

first and second analysis circuitry: As noted.before, the

first and second analysis circuitry may be constituted by

15 separate processing IC's or' may' be provided. by time—

division multiplexing processing using a single processing

IC or by task—switching multiplexing or other multiplexing

techniques.

According to yet another aspect of the invention,

20 there is provided a video information analysis apparatus,

including circuitry for generating a first streanl of

dynamic images and a second stream of dynamic images,

variable—rate image selection circuitry for selecting

images for storage from the first stream of images at a

25 first image interval rate, and for selecting images for

storage from the second stream of images at a second image

interval rate that is different front the first image

interval rate, a storage device for storing the images

selected for storage from the first stream of images by

30 the image selection circuitry and for storing the images

selected for storage in the second stream of images by the

image selection circuitry, playback circuitry for

selectively retrieving from the storage device the stored

images from the first and second streams of images, and

35 analysis circuitry for applying a moving image content

analysis algorithm to images retrieved by the playback

circuitry from a selected one of the first and second

streams of images, the analysis circuitry adapting the
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moving image content analysis algorithm to the respective

image interval rate of the selected stream of images.

The generating circuitry may include a first video

camera for generating the first stream of dynamic images

5 and a second video camera for generating the second stream

of dynamic images. Alternatively, both of the first and

second streams may be generated by the same video camera,

the first having been generated at a first time period

which is earlier than a second time period during which

10 the second stream of dynamic stream of images was

generated.

The moving image content analysis algorithm may be

for detecting moving objects represented by the selected

stream of images. The apparatus may include a display

15 device for displaying images retrieved from the storage

means and the moving image content analysis algorithm may

be for detecting moving objects at a selected portion of

an image plane displayed on the display device.

According to yet a further aspect of the invention,

20 there is provided a method of analyzing video information,

including the steps of generating a first stream of

dynamic images, selecting images for storage from the

first stream of images at a first image interval rate,

generating a second stream of dynamic images, selecting

25 images for storage from the second stream of images at a

second image interval rate that is different from the

first image interval rate, storing the selected images

from the first and second streams of dynamic images,

retrieving the stored images from the selected stream of

30 dynamic images, and applying a moving image content

analysis algorithm to the retrieved images from the

aselected stream of dynamic images, the algorithm being

adapted to the image interval rate of the selected stream

of dynamic images.

35 According to still another aspect of the invention,

there is provided a method of detecting moving objects

represented by a sequence of dynamic images, the sequence

of dynamic images being represented by stored video data,

-19-

SUBSHTUTESHEET(RULE26)

Page 469 of 1785



Page 470 of 1785

WO 98/19450 PCT/US97/17886

at least 75% of the dynamic images having been

compression—encoded using an inter—image encoding

algorithm. such. that the video data representing each

inter—image encoded image includes image data consists of

5 a plurality of image data portions each corresponding to

a respective region of an image plane, the video data for

each inter—image encoded image also including mapping data

indicative of the regions of the image plane to which the

image data portions of the video data correspond, the

10 method comprising the steps of retrieving at least the

mapping data included. in the stored 'video data, and

applying a motion detection algorithm to the retrieved

mapping data to detect the moving objects.

It is contemplated to apply this aspect of the

15 invention to a stream of dynamic images in which at least

19 out of each 20 consecutive dynamic images has been

compression—encoding using the inter—image encoding

algorithm. In a preferred embodiment of the invention 32

out of each sequence of 33 images is inter—image encoded.

20 According to yet another aspect of the invention,

there is provided a method of analyzing a sequence of

video information frames to detect changes in the video

information frames, including the steps of designating an

object represented by the video information frames,

25 selecting portions of the designated object, and

sequentially examining portions of the video information

frames corresponding to the selected portions of the

designatedl object to (determine whether' the designated

object remains in a predetermined position in the video

30 information frames. The step of designating the object

may include defining a periphery of the object, and the

selected portions of the designated object may be portions

of the object at mutually remote locations at the

periphery’ of the object. For instance, the mutually

35 remote locations may represent respective corners of the

object as viewed in an image plane.

This aspect of the invention may be operated as a

"museum tool" which permits automatic analysis of a video
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information stream to assure that a valuable object is not

removed from its location in a museum, art gallery or the
like.

According to another aspect of the invention, there

5 is provided a video data storage apparatus, including

circuitry for receiving video data which represents an

image in an image plane, discard circuitry for selecting

a portion of the image plane as to which data storage is

not required, and a storage device, responsive to the

10 discard circuitry, for storing such. portions of the

received video data as do not correspond to the selected

portion of the image plane, it being understood that the

portions of the received video data which correspond to

the selected portion of the image plane are not stored in

15 the storage device. The portion of the image plane as to

which the data is to be discarded may be selected by using

a display device which displays an image which corresponds

to an image represented by the received video data, and a

drawing device which is operable to superimpose on the

20 image displayed.by the display means an image element such

as a polygon to indicate the portion of the image plane as

to which data storage is not required. The drawing device

may be a mouse, and the storage device may be a hard disk,

magneto—optical disk or a writable optical disk.

25 This aspect of the invention permits a user of the

system to pre—edit the images to be stored on the system

so as to exclude portions of the image not expected to be

of interest, thereby conserving storage capacity in the

system.

30 According to another aspect of the invention, there

is provided.a video signal processing apparatus, including

circuitry for receiving a video signal which represents an

image in an image plane, a selection mechanism for

selecting a portion. of the image plane for contrast

35 enhancement, and enhancement circuitry, connected to the

receiving circuitry and responsive to the selection

mechanism, for expanding a dynamic range of portions of

the received video signal which correspond to the selected
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portion of the image plane, and for outputting a

selectively enhanced video signal. Again, the selection

mechanism may include a drawing means for superimposing on

an image displayed by a display device, an image element

5 indicative of the portion of the image plane selected for

contrast enhancement.

This aspect of the invention permits a user to select

portions of the image plane, such as areas in shadow, for

an automatic increase in the dynamic range in the selected

10 portion of the image prior to display and storage of the

image information.

According to a further aspect of the invention, there

is provided a video information storage apparatus,

including a video information source for generating a

15 dynamic video signal formed of a sequence of video signal

frames, each frame representing a respective image in an

image plane, the dynamic video signal having a time

resolution corresponding to a frame rate at which

successive frames of the sequence are produced, the

20 dynamic video signal also having a space resolution

corresponding to a density at which pixels in the signal

are formed in the image plane, the apparatus also

including signal processing circuitry for receiving the

dynamic video signal generated by the video information

25 source and for selectively varying at least one of the

time resolution and the space resolution of the received

dynamic video signal, a user adjustable mechanism for

entering a control signal for controlling whether and to

what degree the signal processing circuitry varies the

30 time resolution or the space resolution of the received

dynamic video signal, the signal processing means

outputting a processed dynamic video signal having a time

resolution and a space resolution at least one of which is

determined in accordance with the control signal, and a

35 storage device for storing the processed dynamic video

signal.

This aspect of the invention permits the user to make

a tradeoff between time resolution (i.e., image rate)

-22-

SUBSHTUTESHEET(RULE26)

Page 472 of 1785



Page 473 of 1785

WO 98/19450 PCT/US97/17886

and/or space resolution vis—a—vis the quantity of storage

capacity to be used in storing the video signal.

According to still a further aspect of the invention,

there is provided a method of performing data compression

5 with respect to a sequence of image data frames which

represents a dynamic sequence of video images, including

the steps of encoding every nth frame of the sequence of

image data frames in accordance with an intra—frame

compression algorithm in which each of the every nth frame

10 is encodedl without reference to any' other‘ image data

frame, n being an integer greater than 1; encoding every

frame other than the intra—frame encoded frames in

accordance with a difference-encoding compression

algorithm which includes forming difference data by

15 reference to at least one data frame which precedes the

frame which. is being difference—encoded, receiving a

compression parameter setting signal input by a user, and

varying a value of I1 in accordance with the received

compression parameter setting signal.

20 This aspect of the invention allows the user of the

system to wake a trade—off between image quality and

amount of storage capacity consumed, by varying the degree

of compression applied to an input video image stream.

According to yet another aspect of the invention,

25 there is provided a method of assigning regions of an

image plane among streams of dynamic images each generated

by a respective one of a plurality of video cameras, the

method including' the steps of displaying in a first

portion of a display screen a plurality of icons each

30 representing a respective one of the plurality of video

cameras, displaying in a second portion of the display

screen. a representation. of the image plane including

regions of the second portion of the display screen

corresponding' to the regions of the image plane, and

35 moving at least one of the icons from the first portion of

the display screen to the second portion of the display

screen to position the moved icon in a respective one of

the regions of the second portion to indicate that the
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image screen generated by the video camera represented by

the moved icon is to be displayed in the image plane

region corresponding to the respective one of the regions

of the second portion.

5 This aspect of the invention permits a user to

conveniently allocate display windows among various

cameras providing video image streams to the system.

According to still a further aspect of the invention,

there is provided.apparatus for storing video information,

10 including a plurality of video cameras, a recording device

for recording on a recording medium video information

generated.by the plurality of video cameras, the recording

device being selectively operable in accordance with a

plurality of recording modes with respect to each one of

15 the plurality’ of video cameras, a storage device for

storing scheduling information, the scheduling information

including a plurality of scheduling information portions

each corresponding to a respective 24—hour period, each of

the scheduling information portions including a plurality

20 of sub—portions each corresponding to a respective one of

the plurality of video cameras, each of the sub-portions

defining times during the respective 24—hour period for

which ones of the recording modes have been selected for

the respective one of the plurality of video cameras, and

25 control circuitry for controlling the recording device in

accordance with the scheduling information stored in the

storage device. One of the scheduling information

portions may correspond to weekdays, a second one of the

scheduling information.portions may correspond to weekend—

30 days, and. a third. one of the scheduling information

portions may correspond to holidays. Also included in the

scheduling information may be additional information for

defining the holidays by month and day of the nmnth.

Still further information included in the scheduling

35 information may include information for partitioning each

of the 24—hour periods into day and night parts. The

recording modes may include a first mode in which images

generated by a respective one of the video cameras are
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continuously recorded at intervals that do not exceed a

maximum interval, a second recording mode in which images

generated by the respective video camera are only recorded

in response to detection of an alarm condition, and a

5 third recording mode in which the images generated by the

respective video camera are not recorded.

This aspect of the invention permits the user to pre—

schedule a plurality of different operating modes for the

system, extending over many days and with different

10 operating mode schedules on different days.

According to still another aspect of the invention,

there is provided a method of storing video information,

including the steps of simultaneously generating a

plurality of dynamic video signals each. formed. of a

15 sequence of video signal fields, each of the fields

representing a respective image, recording each of the

sequences of video signal fields at regular intervals at

a field storage rate which is variable from sequence to

sequence, the field storage rate defining a duration of

20 the regular intervals at which the respective sequence of

video signals is recorded, and selectively manipulating a

user input device to generate selection signals for

selecting with respect to each of the sequences of video

signal fields, the field storage rate for the respective

25 sequence. The selection signal generated by the user

input device may include numerical data indicative of a

selected field storage rate for the respective sequence of

video signal fields and camera identification data for

identifying a video camera which is generating the

30 respective sequence.

This feature of the invention allows the user to

directly control allocation.of recording "bandwidth" among

incoming video streams.

According to yet another aspect of the invention,

35 there is provided apparatus for analyzing video

information, including a video camera, analysis circuitry

for analyzing video information generated by the video

camera in accordance with a moving image content analysis
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algorithm, the analysis circuitry being selectively

operable in accordance with. a plurality of operating

modes, a storage device for storing scheduling

information, the scheduling information including a

5 plurality of scheduling information portions each

corresponding to a respective different future period of

time, and each indicating an operating mode of said

analysis circuitry that has been selected for the period

of time, and control circuitry for controlling the

10 analysis circuitry so as to operate in accordance with the

selected operating modes during the periods of time

indicated by the scheduling information stored in the

storage device.

This aspect of the invention permits the user to

15 schedule various image analysis functions of the system

ahead of time, to be carried out automatically in

accordance with stored scheduling information.

According to an additional aspect of the invention,

there is provided a method of storing and retrieving video

20 data, including the steps of storing, in a data storage

device located at a first location, data representing

plural images of a dynamic video image stream, and also

storing, in a host processor located at a second location

remote from the first location, a program file

25 representing a search algorithm for searching for a

desired image among the images represented by the data

stored at the first location. The method further includes

downloading the program file representing the search

algorithm from the host processor to the data storage

30 device, and using the downloaded program file to search

for the desired image in the video data stored in the data

storage device.

Further in accordance with this aspect of the

invention, the method may include the additional steps of

35 using the downloaded program file to select an image from

among images represented by the video data stored in the

data storage device, and uploading from the data storage

device to the host processor data representative of the
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image selected by using the downloaded program file. The

method may also include uploading from the data storage

device to the host processor data representative of an

image which corresponds to an image represented by the

5 data stored in the data storage device and displaying at

the second location the image represented by the uploaded

data. The image displayed at the second location may be

simultaneously displayed at the first location and

respective human operators at the first and second

10 locations may'exchange oral telephone communication and/or

text or other data communication at the same time that the

image is being displayed at the first and second

locations. There may also be included in the method the

steps of setting a parameter for constraining execution of

15 the search algorithnland executing the search algorithm at

the first location and in accordance with the set

parameter. The parameter setting step may be performed

before or after the program file is downloaded from the

host processor to the data storage device. The search

20 algorithm may be an algorithm for detecting at least one

moving object represented by the data stored in the data

storage device, and the parameter setting step may include

selecting a portion of an image plane which corresponds to

the stored data, that portion being a portion at which the

25 moving object is to be ckiected by execution of the

algorithnh The portion of the image plane may be selected

by superimposing a line on the image displayed at either

the second or the first location.

This aspect of the invention allows a system user at

30 the location where the data of interest is stored to

engage in a consultation with an expert located at a host

computer location to receive advice and assistance from

the expert concerning approaches for retrieving the data

at the first user’s location. The expert may download a

35 suitable search algorithm program to the first user’s

location. Before doing so, the expert may set parameters

for the search algorithm or otherwise customize it so as

to meet the first user’s needs. In this way, search
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capabilities not previously present at the first user’s

location may be imported into the video information

storage device at the first user’s location and the first

user may benefit from system operating knowledge not in

5 the possession of the first user.

According to another aspect of the invention, there

is provided apparatus for storing a distributed video data

base, including a first video information source, at a

first location, for providing first video information

10 which includes at least one dynamic sequence of video

information frames, a first analysis device for receiving

the first video information provided by the first video

information source and for analyzing the received first

video information in accordance with a first image

15 analysis algorithm to generate first analysis data, a

first storage device for storing, in the form of digital

data, the first video information provided by the first

video information source and the first analysis data

generated by the first analysis device, a second video

20 information source, at a second location remote from the

first location, for providing second video information

which includes at least one dynamic sequence of video

information frames, a second analysis device for receiving

the second video information provided by the second video

25 information source and for analyzing the received second

video information in accordance with a second image

analysis algorithm to generate second analysis data, a

second storage device, provided at a location remote from

the first storage device, for storing, in the form of

30 digital data, the second video information provided by the

second video information source and the second analysis

data generated by the second analysis device, and a device

operatively connectable to the first and second storage

devices for selectively retrieving the first and second

35 video information from the first and second storage

devices, respectively.

In the system apparatus provided in accordance with

this aspect of the invention, a user at a central site can
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access and retrieve video information stored at remote

sites, where the remote sites have a capability for

providing indexing information based on the content of the

video information stored at the respective remote site.

5 The apparatus provided in accordance with this aspect of

the invention may be arranged so that the first and second

video information sources are respectively a first and

second video camera, or each of the first and second video

information sources may include a respective plurality of

10 the video cameras. The device provided for selectively

retrieving the first and second video information may

include a processor located remotely from the first and

second storage devices, circuitry for selectively

establishing a data communication path between the

15 processor and the first storage device, and circuitry for

selectively establishing a(data communication.path between

the processor and the second storage device. The device

for selectively retrieving the first and second video

information may do so on the basis of the stored first and

20 second analysis data, respectively. The first and second

analysis algorithms may be for respectively assigning to

portions of the video information analyzed by the

algorithnlanalysis scores indicative of respective degrees

to which the portions of the video information represent

25 ea predetermined analysis feature. The scores may be

permitted. to :range over‘ a set of values that may" be

defined over eight bits, i.e., 256 distinct analysis score

values.

According to still another aspect of the invention,

30 there is provided apparatus for storing a distributed

video data base, including a first video information

source, at a first location, for providing first video

information which includes at least one dynamic sequence

of video information frames, a first storage device for

35 storing in the form of digital data, the first video

information provided by the first video information

source, a second video information source, at a second

location remote from the first location, for providing

-29-

SUBSHTUTESHEET(RULE26)

Page 479 of 1785



Page 480 of 1785

WO 98/19450 PCT/US97/17886

second. video information. which. includes at least one

dynamic sequence of video information frames, a second

storage device, provided at a location remote from the

first storage device, for storing, in the form of digital

5 data, the second video information provided by the second

video information source, a third storage device, located

remotely from the first and second storage devices, for

storing an image analysis algorithm, a first processor

operatively connected to and co—located with the first

10 storage device, a second processor operatively connected

to and co—located with the second storage device, and

circuitry for sequentially downloading the image analysis

algorithnl fronl the third. storage device to the first

processor and to the second processor. According to

15 further features of the apparatus, the first processor

responds to the downloading to the first processor of the

analysis algorithm by retrieving the first video

information from the first storage device and analyzing

the retrieved first video information in accordance with

20 the downloaded analysis algorithm, and the second

processor responds to the downloading by the second

processor of the analysis algorithm by retrieving the

second video information from the second storage device

and analyzing the retrieved second video information in

25 accordance with the downloaded analysis algorithm.

The third storage device may store a plurality of

image analysis algorithms, with. the first and second

processors each including circuitry for selecting one of

the algorithms to be downloaded to the respective

30 processor from the third storage device. Each of the

first and second processors may also include a mechanism

for setting a parameter for constraining execution of the

image analysis algorithn1 downloaded. to the respective

processor. The image analysis algorithm may assign

35 respective analysis scores to portions of the first and

second video information, the analysis scores being

indicative of respective degrees to which the portions of

the video information represent a predetermined analysis
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feature, with the analysis scores ranging over 256 values.

This aspect of the invention provides for maintenance

of a library' of analysis algorithms, accessible from

remote locations, so that a desired search algorithm can

5 be downloaded to the remote location on demand and used at

the remote location to analyze video data stored at the

remote location.

According to an additional aspect of the invention,

there is provided apparatus for analyzing and storing

10 video data, including a device for generating the video

data, an analysis device for analyzing the video data

generated by the video data generating device to detect a

predetermined characteristic of the video data, and a

storage facility for storing the analyzed video data, with

15 the storage facility including a first data storage device

and a second data storage device, and the storage facility

routing the analyzed video data to a selected one of the

first and second data storage devices in response to

detection by the analysis device of the predetermined

20 characteristic of the video data. The second storage

device may be selectively connectable to the video data

generating device, with the storage facility establishing

a data communication path connection between the video

data generating device and the second data storage device

25 in response to detection by the analysis device of the

characteristic of the video data. The communication path

connection may include a (Mal—up telephone connection

between the video data generating device and the second

data storage device. Alternatively, the data

30 communication.between.the video data generating device and

the second storage device may be by ISDN link, satellite

link, local area network, or wireless infra red

communication.

The characteristic of the video data to be detected

35 by the analysis device may include a characteristic of an

object represented by the video data, including a

characteristic selected from the group consisting of size

of the object, change of size of the object, motion of the
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object, velocity of the object, acceleration of the

object, change in rate of acceleration of the object,

shape of the object, change of shape of the object, and

texture of the object. Alternatively, or in addition, the

5 predetermined characteristic of the video data to be

detected. by' the analysis device Inay ‘be a chrominance

characteristic of the video data and/or a change of the

chrominance characteristic of the video data.

According to another aspect of the invention, there

10 is provided apparatus for analyzing video data, including

a first video camera for generating first video data, an

analysis device for analyzing the first video data

generated by the first video camera to detect a

predetermined characteristic of the first video data, a

15 second video camera for generating second video data, and

circuitry, responsive to the analysis device, for

selectively storing the second video data generated by the

second 'video camera in response to detection. of the

predetermined characteristic of the first video data by

20 the analysis device. The predetermined characteristics to

be detected by the analysis device may be as indicated

above in connection with the first aspect of the

invention. According t1) still another‘ aspect of the

invention, there is provided apparatus for analyzing video

25 data, including a first video camera for generating first

video data, an analysis device for analyzing the first

video data generated by the first video camera to detect

a predetermined characteristic of the first video data,

where the analysis device selectively performs a

30 predetermined analysis algorithm with respect to the

second video data generated by the second video camera

when the analysis device detects the predetermined

characteristic of the first video data. The predetermined

characteristic of the first video data to be detected by

35 the analysis device may be as described above in.

connection with the first aspect of the invention.

According to still a further aspect of the invention,

there is provided apparatus for analyzing video data,
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including a source of video data and a device for

analyzing the video data provided by the source of video

data to detect a first predetermined characteristic of the

video data by performing a first predetermined analysis

5 algorithm, and for performing a second predetermined

analysis algorithm to detect a second predetermined

characteristic of the video data when the analysis device

detects the first predetermined characteristic.

Further in accordance with this aspect of the

10 invention, the source of video data may include a video

camera, and the apparatus may' also include a storage

device for storing the video data and for supplying the

stored video data for analysis in accordance with the

second predetermined analysis algorithm when the analysis

15 device detects the first predetermined characteristic of

the video data.

According to this aspect of the invention, the

apparatus has the capability not only of detecting

features of interest in an incoming live video data

20 stream, but also is able, upon detecting the feature of

interest, to play back and further analyze the video data

to see if a second characteristic of interest was also

present in the video data.

According to still another aspect of the invention,

25 there is provided apparatus for analyzing and storing

video data, including a video camera for generating video

data, an alarm device for detecting an alarm condition, a

compression device for performing compression processing

on the video data generated by the video camera according

30 to a predetermined compression algorithm to form

compressed video data, and a storage device for storing

the compressed video data formed by the compression

device, where the compression device is responsive to the

alarm device so as to vary the compression algorithm in

35 dependence upon whether the alarm device detects an alarm

condition. The compression algorithm may include

comparing predetermined portions of a present field of the

video data to corresponding portions of a reference image
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generated by the video camera, to form comparison

statistics, comparing the comparison statistics with a

threshold that is set at a first value when the alarm

device does not detect an alarm condition and that is set

5 at a second value, different from the first value, when

the alarm device detects an alarm condition, and

selectively discarding the predetermined portions of the

present field on the basis of the comparing of the

comparison. statistics with the threshold” The alarm

10 device may include circuitry for analyzing the video data

generated by the video camera to detect a predetermined

characteristic of the 'video data. The predetermined

characteristic may be a spectral characteristic of the

data or a measure of information content per unit quantity

15 of the data.

According to a further aspect of the invention, there

is provided apparatus for analyzing and storing video

data, including a first video camera for generating first

video data, a second video camera for generating second

20 video data, a storage device for storing the second video

data generated by the second video camera and a device for

analyzing the first video data generated in! the first

video camera to detect a predetermined characteristic of

the first video data, and for selectively analyzing the

25 second video data stored in the storage device to detect

a predetermined characteristic of the second stored video

data in dependence upon whether the predetermined

characteristic of the first video data is detected by the

analysis device.

30 According to still another aspect of the invention,

there is provided apparatus for analyzing and storing

video data, including a first video camera for generating

first video data, a second video camera for generating

second video data, a storage device for storing the second

35 video data generated by the second video camera, and a

device for analyzing the first video data generated by the

first video camera to detect a predetermined

characteristic of the first video data, with the storage
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device storing a first predetermined number of fields of

the second video data per unit time during periods in

which. the analysis device does not detect the

predetermined characteristic of the first video data, and

5 storing a second predetermined number of fields, larger

than the first predetermined number of fields, of the

second video data per unit time during periods in which

the analysis device detects the predetermined

characteristic of the first video data.

10 According to still a further aspect of the invention,

there is provided an apparatus for analyzing, storing and

displaying video information, including a first camera for

generating a first stream of video data, a second camera

for generating a second stream of video data, a first

15 storage device for selectively storing at least one of the

first and second streams of video data, a second storage

device for selectively storing at least one of the first

and second streams of video data, transmission circuitry

for selecting one of the first and second storage devices

20 to receive the first stream of video data, 21 display

device for selectively displaying at least one of the

first and second streams of video data, an analysis device

for analyzing the first stream of video data to detect a

predetermined characteristic of the first stream of video

25 data, and an action device, responsive to the analysis

device, for performing at least one of a selected group of

actions, in dependence upon whether the analysis device

detects the predetermined. characteristic of the first

stream of video data. The predetermined characteristic of

30 the first stream of video data to be detected by the

analysis means is selected from the group consisting of

acceleration of an object represented by the first stream

of video data, change in acceleration of an object

represented by the first stream of video data, shape of an

35 object represented by the first stream of video data,

change of shape of an object represented by the first

stream of video data, and texture of an object represented

by the first stream of video data. The action to be
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performed. by' the action. device upon detection. of the

predetermined characteristic is one or more of changing a

characteristic of an image displayed on the display means,

where at least part of the image represents the first

5 stream of video data, controlling the transmission

circuitry to change over between the first and second

storage devices, changing a field of view of at least one

of the first camera and the second camera, causing the

analysis device to carry out a video data analysis

10 algorithm with respect to the second streanlof video data,

selecting the second stream of video data for storage in

at least one of the first and second storage devices,

causing the display device to display an image at least

part of which is representative of the second stream of

15 video data, and causing the analysis device to carry out

a video data analysis algorithm with respect to video data

stored in and read out from one of the first and second

storage devices.

According to yet another aspect of the invention,

20 there is provided apparatus for analyzing, storing and

displaying Video information, including a first camera for

generating a first stream of video data, a second camera

for generating a second stream of video data, a first

storage device for selectively storing at least one of the

25 first and second streams of video data, a second storage

device for selectively storing at least one of the first

and second streams of video data, a transmission device

for selecting one of the first and second storage device

to receive the first stream of video data, a display

30 device for selectively displaying at least one of the

first and second 'video data, an analysis device for

analyzing the first stream of video data to detect a

plurality of predetermined characteristics of the stream

of video data, and an action device, responsive to the

35 analysis device, for performing at least one of a group of

actions in dependence upon whether the analysis device

detects the plurality of predetermined characteristics of

the first stream of video data. The plurality of
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characteristics to be detected by the analysis device are

selected from the group consisting of motion of an object

represented by the first stream of video data,

acceleration of an object represented by the first stream'

5 of video data, change in acceleration of an object

represented by the first stream of video data, shape of an

object represented by the first stream of video data,

change of shape of an object represented by the first

stream of video data, and texture of an object represented

10 by the first stream of video data. The action device

performs at least one action, depending upon whether the

analysis means detects the plurality of predetermined

characteristics of the first stream of video data,

selected from the group consisting of changing a

15 characteristic of an image displayed. on the display

device, at least part of that image representing the first

stream of video data, controlling the transmission device

to change over' between the first and second storage

devices, changing a field of view of at least one of the

20 first camera and the second camera, causing the analysis

device to carry out a video data analysis algorithm with

respect to the second stream of video data, selecting the

second streanlof video data for storage in at least one of

the first and second storage devices, causing the display

25 device to display an image at least part of which is

representative of the second stream of video data, and

causing the analysis device to carry out a video data

analysis algorithm with respect to video data stored in

and read out from one of the first and second storage

30 devices.

According to yet another aspect of the invention,

there is provided an apparatus for storing, analyzing and

displaying video information, including a storage device

for storing a stream of video data, the stream of video

35 data representing 61 dynamic video image, a detecting

device for detectingeapredetermined.characteristic of the

stream of video data stored in the storage device, a

display device for displaying images corresponding to the
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stream of video data stored in the storage device, a

display buffer for storing image data transferred from the

storage device and for reading out image data stored in

the display buffer, the image data read out from the

5 display buffer being supplied to the display device to

cause the display device to display an image corresponding

to the supplied image data, and an action device,

responsive to the detecting device, for performing at

least one of a group of actions in dependence upon whether

10 the detecting device detects the predetermined

characteristic of the stream of video data stored in the

storage device. The predetermined characteristic of the

stream of video data to be detected by the detecting

device is selected from the group consisting of motion of

15 an object represented by the stream of video data stored

in the storage device, texture of an object represented by

the stream of video data stored in the storage device,

amplitude of a high frequency component of the stream of

video data stored in the storage device, a degree to which

20 the stream of video data stored in the storage device has

been compressed, a degree to which the stream of video

data stored in the storage means exhibits spatial

correlation, and a degree to which the stream of video

data stored in the storage means exhibits temporal

25 correlation. The group of actions, at least one of which

is performed by the action device, includes selecting

between a first display buffer update mode in which the

data stored in the display buffer is updated according to

a progressive image scan, selecting a rate at which data

30 stored in the display buffer is updated, selecting a

spatial resolution with which the display device displays

‘the images corresponding to the streanl of video data

stored in the storage device, and selecting for updating

a portion of an image plane corresponding to the image

35 plane displayed on the display device.

According to still another aspect of the invention,

there is provided. a method. of analyzing 'video data,

including the steps of generating a stream of dynamic
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images, applying a moving image content analysis algorithm

to the stream of dynamic images, and inhibiting

application of the analysis algorithm to the stream of

dynamic images, in. response to detection. of an alarm

5 condition. The alarm condition may be detected by

application of the analysis algorithm, and the algorithm

may be for detecting a moving object represented by the

stream of dynamic images.

According to still a further aspect of the invention,

10 there is provided a method of simultaneously recording on

a recording medium a plurality of streams of video

information each generated by a respective video camera,

including the steps of determining whether an alarm

condition. is present, and in the case that no alarm

15 condition is present, recording images generated by the

video cameras on the recording medium at a first aggregate

image rate, the aggregate image rate defining a total

number of images currently being recorded on the recording

mediunl per‘ unit time, and. in, the case that an alarm

20 condition is determined to be present, recording images

generated by the video cameras on the recording medium at

a second aggregate image rate that is higher than the

first aggregate image rate. The step of determining

whether an alarm condition is present may include

25 analyzing content of at least one of the streams of video

information and/or receiving a signal from an alarm

sensor. In one embodiment of the invention, the aggregate

image recording rate is 30 images per second when no alarm

condition is present and is 45 images per second when an

30 alarm condition is present.

According to an additional aSpect of the invention,

there is provided a method of performing data compression

with respect to a frame of image data, the image data

being representative of pixels arrayed in an image plane,

35 the method including the steps of dividing the image data

into a plurality of data blocks, each data block

representing a respective rectangular part of the image

plane, comparing each of the data blocks with a
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corresponding data block of a preceding frame of image

data to generate a similarity Inetric indicative of a

degree of similarity’ between the data block and the

corresponding block of the preceding frame, comparing the

5 similarity metric with a predetermined threshold value,

selecting, on the basis of the comparison of the

similarity metric with the threshold value, one of a first

mode for generating and coding values for the data block

and a second mode for generating and coding values for the

10 data block, generating and coding values for each data

block in accordance with the selected one of the first

mode and the second mode, and applying a transformation to

the encoding values of the data block to form a respective

block of coefficient values.

15 According to another aspect of the invention, there

is provided a method of reconstituting compressed image

data, where the compressed image data includes image data

frames representative of a dynamic sequence of m images,

every nth one of the m image data frames having been

20 compression—encoded using an intra~frame compression

algorithm in which each of every nth frame is encoded

without reference to any other image frame, n being an

integer greater than 2, m being an integral multiple of n

and at least twice as large as n, all of the image data

25 frames other than the every nth frame having been

compression—encoded using a difference encoding algorithm

such that the other image data frames are formed of data

representing differences relative to a preceding image

data frame, and the method including the steps of

30 reconstituting all of the difference—encoded image data

frames, storing all of the reconstituted image data frames

in a storage device, and retrieving the reconstituted

image data frames from the storage device and displaying

the retrieved image data frames, with a plurality of the

35 reconstituted difference—encoded image data frames being

stored in the storage device before any of the

reconstituted difference—encoded image data frames are

retrieved from the storage device and displayed.
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According to still another aspect of the invention,

there is provided a method of reconstituting compressed

image data, with the compressed image data including image

data frames representative of a dynamic sequence of

5 images, every nth one of the image data frames having been

compression-encoded using an intra—frame compression

algorithm in which each of the every nth frames is encoded

without reference to any other image frame, n being an

integer greater than one, all others of the image data

10 frames having been compression—encoded using a difference

encoding algorithm such that the other image data frames

are formed of difference data representing differences

relative to a respective preceding image data frame, and

the method including the steps of reconstituting all of

15 the intra—frame-encoded image data frames, forming, for

each of the difference—encoded image data frames, second

difference data representing differences relative to a

respective succeeding reconstituted image date frame, and

storing the second difference data in association with the

20 respective difference—encoded image data frame.

According to yet another aspect of the invention,

there is provided a method of representing video data in

compressed form, including the steps of dividing into

rectangular blocks a present image to be compressed, the

25 present image being formed in an image plane, comparing

each of the rectangular blocks of the present image with

a corresponding rectangular block of a reference image to

generate comparison data from the block of the present

image, selecting for representation the rectangular blocks

30 of the present image for which the generated comparison

data meets a selection criterion, generating mapping data

indicative of locations in the image plane which

correspond to the selected rectangular blocks for the

present image, and representing the present image in

35 compressed form by use of header data for identifying the

present image, the mapping data generated for the present

image, and image data representative of the selected

rectangular blocks of the present frame. Preferably,

_4l-

SUBSHTUTESHEET(RULE26)

Page 491 of 1785



Page 492 of 1785

WO 98/19450 PCT/US97/l7886

blocks of pixels corresponding to the selected_rectangular

blocks of the present frame are subjected to an orthogonal

transfornl and. then the resulting coefficient data is

quantized. For example, JPEG compression may be applied

5 to the blocks of pixels in the selected rectangular

blocks. (In a conceptual sense, the latter aspect of the

invention contemplates dividing the image plane into

"postage stamps", selecting for further compression

processing and storage only those "stamps" which differ

10 significantly from a reference image, and then, when the

present image is to be reconstituted, the compressed

"postage stamp" data is reconstituted and then "pasted" at

the appropriate points on the reference image, according

to mapping data generated at the time of selection of the

15 ''postage stamps".)

The mapping data represents, for each image, a coarse

indication of changes vis—a-vis the reference image. The

mapping data therefore is suitable for analysis to detect

motion, moving objects, or other features of interest in

20 the stream of video images.)

According to still a further aspect of the invention,

there is provided a method of representing video data in

compressed form, including the steps of dividing an image

plane into a plurality of rectangular areas, processing a

25 first video image to generate a first set of

characteristic statistics including at least one

characteristic statistic corresponding to each of the

plurality of rectangular areas, storing the first set of

characteristic statistics, processing a second.video image

30 to generate a second set of characteristic statistics

including at least one characteristic statistic

corresponding to each of the plurality of rectangular

areas, comparing, for each of the plurality of rectangular

areas, corresponding ones of the first and second sets of

35 characteristic statistics, selecting, on the basis of the

comparing step, ones of the rectangular areas for which

the corresponding ones of the first and second sets of

characteristic statistics differ from each other by at
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least a predetermined degree of difference, updating the

stored set of characteristics statistics by replacing the

stored characteristics statistics corresponding 13) the

selected rectangular areas with the characteristics of the

second set which correspond to the selected rectangular

areas, processing a third video image to generate a third

set of characteristics statistics including at least one

characteristic statistic corresponding to each of the

plurality of rectangular areas, and comparing, for each of

the plurality of rectangular areas, corresponding ones of

the updated set of characteristic statistics and the third

set of characteristic statistics.

According to yet another aspect of the invention,

there is provided a method of displaying in an image plane

a video image represented by compressed video data, the

compressed video data including replacement image data

consisting of a plurality of image data portions each

corresponding to a respective region of the image plane,

the compressed video data also including mapping data

indicative of the regions of the image plane to which the

image data portions correspond, and the method including

the steps of storing in a buffer reference data

representative of a reference video image, performing a

first displaying step consisting of displaying the

referenced video image, reading the mapping data,

updating, on the basis of the mapping data, the stored

reference data by replacing portions of the stored

reference data corresponding to the image plane regions

indicated. by' the mapping data with the corresponding

replacement image data portions of the compressed video

data, and performing a second displaying step consisting

of displaying the second video image corresponding to the

updated stored reference data. The reference image

displayed at the first displaying step may correspond to

an image that was generated either earlier in time or

later in time by the same video camera which generated the

image displayed at the second displaying step. Thus, the

"postage stamp replacement" technique for providing the
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reconstituted images may be applied either to forward or

reverse playback operations.

According to an additional aspect of the invention,

there is provided a random—access data storage device in

5 which is stored, compressed. video data representing a

sequence of images formed in an image plane by a video

camera, the compressed video data including a plurality of

first compressed data. portions representing reference

images consisting of every nth one of the sequence of

10 images, the first data portions having been respectively

formed by applying an intra—image compression process to

data representing each one of the reference images, n

being an integer greater than 3, the compressed video data

also including a jplurality of second compressed. data

15 portions, each representing a respective one of the

sequence of images that is not one of the reference

images, each of the compressed data portions including

replacement image data corresponding to selected portions

of the image plane and mapping data indicative of the

20 selected portions of the image plane.

According to another aspect of the invention, there

is provided video information storage apparatus, including

a plurality of video images, each for generating a

respective stream of dynamic images, a multiplexer for

25 multiplexing the streams of dynamic images to form a

combined sequence of video images, images generated by

respective ones of the video cameras being interspersed

with each other in the combined sequence, compression

circuitry for receiving the combined sequence of video

30 images and for applying a data compression algorithm to

the images of the combined sequence, the compression

algorithm applied to each of the images of the combined

sequence being subject to variation depending on which

camera generated the image to which the algorithm is

35 applied, and a storage device for storing compressed video

images formed by the compression circuitry.

According to a further aspect of the invention there

is provided video data storage apparatus, including a
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video information source for outputting 2a sequence of

fields of video data, each field of video data

representing a respective image, a storage device for

storing the video data fields in the form of compressed

5 video data, a microprocessor for controlling storage of

compressed video data by the storage device, and a digital

signal processing integrated circuit (DSP—IC) for

exchanging data with the microprocessor and for applying

a data compression algorithm to the fields of video data,

10 the DSP—IC applying the data compression algorithm to a

first field of the sequence of fields in accordance with

a parameter which constrains operation of the data

compression algorithm, and the DSP—IC receiving a signal

from the microprocessor to change the parameter when the

15 DSP—IC completes compression—processing of the first

field; and then the DSP—IC applying the data compression

algorithm to a second field, immediately following the

first field, in accordance with the changed parameter, and

then receiving a signal from the microprocessor to again

20 change the parameter after completing compression—

processing of the second field, and then applying the data

compression algorithm to a third field of the sequence of

fields in accordance with the again—changed parameter,

with the third field immediately following the second

25 field in the sequence of fields.

According to still a further aspect of the invention,

there is provided a method of characterizing a block of

video data in a first field of video data, the block of

video data being provided to be characterized in

30 comparison with a corresponding block of video data in

another field of video data, the block of video data in

the first field being in the form of an 8 x 8 pixel data

array, the method including the steps of dividing the 8 x

8 pixel data into four quadrants each consisting of a 4 x

35 4 pixel data array, selecting pixels from each of the

quadrants le accordance with 51 checker—board sampling

pattern, summing, with respect to each of the quadrants,

the pixels selected from the quadrant and dividing the
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resulting sum by a scaling factor to generate a

characterizing' statistic for the respective quadrant,

subtracting each of the respective characterizing

statistics from a characterizing statistic for a

5 corresponding quadrant of the corresponding'block of video

data in the other field to generate a difference value for

each quadrant of the block of video data in the first

field, comparing each of the difference values with a

threshold level, and characterizing the block of video

10 data in the first field as different from the

corresponding block of video data in the other field if

the absolute value of any one of the difference values for

the four quadrants of the block of video data in the first

field exceeds the threshold level.

15 According to still another aspect of the invention,

there is provided a method of performing data compression

with respect to a plurality of streams of dynamic video

images, each of the streams being generated by a

respective video camera, images from the streams being

20 interspersed with each other to form a composite stream,

the method including' the steps of storing statistics

characterizing a respective reference image from each of

the plurality of streams, and performing compression—

encoding with respect to later images of each of the

25 plurality of streams by comparing each of the later images

with the statistics characterizing" a reference image

corresponding to the respective stream.

According to an additional aspect of the invention,

there is provided an apparatus for storing video signals,

30 including at least four video cameras, first, second and

third video decoding circuits each for receiving a field

of a video signal generated by a respective one of the

video cameras concurrently connected to the video decoding

circuit and for extracting luminance, chrominance and

35 reference signal components from the received video

signal, circuitry for selectively connecting each of the

video decoding circuits to every one of the video cameras,

first and second signal conversion circuits, each for

-46-

SUBSHTUTESHEET(RULE26)

Page 496 of 1785



Page 497 of 1785

WO 98/19450 PCT/US97/l7886

converting into digital form the luminance and chrominance

signal components extracted by a respective one of the

video decoding circuits currently connected to the signal

conversion circuit, circuitry for selectively connecting

5 each of the signal conversion circuits to every one of the

first, second and third video decoding circuits, a first

storage device connected to the first signal conversion

circuit for sequentially storing fields of the luminance

and chrominance signal components converted into digital

10 fornlby the first conversion circuit, and a second storage

device connected to the second signal conversion circuit

for sequentially storing fields of the luminance and

chrominance signal components converted into digital form

by the second conversion circuit.

15 The apparatus provided in accordance with this aspect

of the invention. may' also include a (data compression

circuit for applying a data compression algorithm to the

digital components stored in the first and second storage

devices to form compressed video data, and circuitry for

20 selectively connecting the data compression circuit to

each of the first and second storage devices. There may

further be included in the apparatus a mass storage

device, such as a hard disk drive, magneto—optical disk

drive, writable optical drive, etc., connected to the data

25 compression circuit for storing the compressed video data

formed by the data compression circuit. The chrominance

signal components may include first and second chrominance

signal components, and each of the first and second signal

conversion circuits may include circuitry for formatting

30 digital data representing the luminance signal component

and the first and second chrominance signal components

according to a 4:1:1 data format. Alternatively, 4:2:2 or'

4:4:4 formats may be used.

In a preferred embodiment of the invention, 16 video

35 cameras are selectively connectable to the three decoding

circuits, and fields of the video signals from the cameras

are captured and converted to digital form at an aggregate

rate of 45 fields per second.
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According to another aspect of the invention, there

is provided a method of updating a display buffer, the

display buffer being for storing image data to be supplied

to a display device to cause the display device to display

5 an image corresponding to the image data, the display

device displaying the image in the form of a plurality of

rows of picture elements, the rows of picture elements

consisting of a first set of rows that are alternate ones

of the rows of picture elements and a second set of rows

10 that are all of the rows of picture elements not included

in the first set of rows, the display buffer including a

first set of memory locations corresponding to the first

set of rows and a second set of memory locations

corresponding to the second set of rows, the method

15 including the steps of first updating the image data

stored in the first set of memory locations, and then

following completion of the first updating step, second

updating the image data stored in the second set of memory

locations, and then sequentially repeating the first and

20 second updating steps.

According to still another aspect of the invention,

there is provided apparatus for formatting an image plane

represented as a two—dimensional array of pixel locations

according to a 4:1:1 digital color video format, including

25 circuitry for dividing the image plane into n rectangular

regions having a vertical dimension of m pixels and a

horizontal dimension of 4m pixels, n being an integer

greater than 1, m being an even integer greater than 1, a

luma block circuit for forming with respect to each of the

30 n rectangular regions four m x m luminance—value pixel

blocks arranged in a horizontal sequence in the

rectangular region, and a chroma block circuit for forming

exactly two m x m chrominance value blocks with respect to

each of the n rectangular regions, a first one of the two

35 chrominance—value blocks corresponding to a first

chrominance signal, and each value of the first

chrominanceevalue block:representing an.area corresponding

to four horizontally sequential pixels of the respective
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rectangular region, the second one of the two chrominance~

value blocks corresponding to a second chrominance signal

different from the first chrominance signal, each value of

the second chrominance—value block representing an area

5 corresponding to four horizontally—sequential pixels of

the respective rectangular region.

In a preferred embodiment of the invention, each of

the pixel blocks is made up of an 8 x 8 block of pixels,

each of the regions is made up of four, horizontally—

10 sequential, 8 x 8 pixel blocks, and the entire image plane

is formed of 600 of the rectangular regions, having a

horizontal dimension equivalent to 20 of the rectangular

regions and a vertical dimension equivalent to 30 of the

rectangular regions. The first chrominance signal may be

15 a U signal, in which case the second chrominance signal is

a V signal.

According to still a further aspect of the invention,

there is provided a method of transmitting a field of

video data on a multi—bit parallel data bus, the field of

20 video data corresponding to an image, the method including

the steps of dividing the field of video data into first

video data portions each corresponding to at least one and

no more than m raster—scan lines of the field, m being a

positive integer that is less than a number of raster—scan

25 lines making up said field of video data, transmitting

each of the first video data portions in a respective one

of a first sequence of discrete time intervals, formatting

the field of video data into a plurality of n x p data

blocks, each of the data blocks corresponding to a

30 respective rectangular portion of the image that overlaps

at least two raster—scan lines, n and. p both being

positive integers greater than 1, dividing the block-

formatted 'video data into ’second data portions, each

consisting of a plurality of the n x p data blocks, and

35 transmitting each of the second data portions in a

respective one of 21 second sequence of discrete time

intervals, the second sequence of discrete time intervals

being interleaved with_the first sequence of discrete time
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intervals. In a preferred embodiment of the invention, m

= 1 (i.e., exactly 1 raster—scan line is sent during each

interval of the first sequence of intervals), while n = p

= 8, and each of the second data portions consists of 15

5 of the 8 x 8 data blocks (i.e., 15 of the 8 x 8 data

blocks are transmitted during each interval of the second

sequence of intervals). In short, this aspect of the

invention contemplates transmitting all of the pixels of

the field of video data twice, with raster—scan lines

10 being interspersed with rectangular blocks. As will be

seen from subsequent disclosure herein, this video data

transmission technique facilitates parallel processing of

fields of video data.

According to still a further aspect of the invention,

15 there is provided a method of updating a display buffer,

the display buffer being for storing image data to be

supplied to a display device to cause the display device

to display an image corresponding to the image data, the

display device displaying the image in the form of a two—

20 dimensional array‘ of picture elements, the array of

picture elements defining an image plane, the method

including steps of dividing the image plane into a

plurality of rectangular regions, generating ea present

field of video data representative of an image formed in

25 the image plane, and, for each one of the rectangular

regions of the image plane, detecting a characteristic of

a portion of the present field of video data, that portion

corresponding to the respective one of the rectangular

regions, comparing the detected characteristic with a

30 reference characteristic, and selectively' storing the

portion of the present field of video data in the display

buffer, in dependence upon a result of the comparing step.

According to an additional aspect of the invention,

there is provided a video data storage apparatus,

35 includingaiplurality'of video cameras each for generating

a respective stream of video information, one or more hard

disks for storing video data, a housing in which the hard

disk(s) is contained, a motherboard mounted in the housing
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and having mounted thereon a ndcroprocessor for

controlling storage of video data on the hard disks, a

second printed circuit board mounted in the housing and

having integrated circuits mounted thereon for receiving

5 the streams of video information generated by the video

cameras, the integrated circuits on the second printed

circuit board being for selecting for storage ones of

fields of video information included in the streams of

video information, and. a third. printed circuit board

10 mounted in the housing and connected to the motherboard

and the third printed circuit board, with the second

printed circuit board being connected to the motherboard

only through the third printed circuit board, and the

third circuit board having mounted thereon integrated

15 circuitry for digitizing the selected fields of video

information and for applying data compression processing

to the selected fields of video information. Filtering

circuitry for performing analog signal conditioning on the

fields of video information may be mounted on the second

20 printed circuit board, and an integrated circuit

processing device for applying a moving image content

analysis algorithm to the digitized fields of video

information may be mounted on the third printed circuit

board. The apparatus may also include an archive device,

25 such as a DAT drive or other removable recording medium

drive unit, for recording video data copied from the hard

disk. The archive device may' be mounted ‘within the

housing.

In a 'preferred. embodiment of the invention, the

30 motherboard may have a configuration, including a

population of IC components and connecting traces, like

those found in standard.personal computer motherboards, to

minimize the component and manufacturing cost for the

motherboard. The novel and customized front—end

35 processing circuitry, provided on the second and third

printed circuit boards, permits rapid and flexible pre-

processing of the video information.

According to another aspect of the invention, there
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is provided a video data storage apparatus, including a

video information source for outputting at least one

stream of video data fields, a storage device for storing

the video data fields in the form of compressed video

5 data, a housing, a motherboard mounted in the housing, the

motherboard having mounted thereon a microprocessor for

controlling storage of the compressed video data by the

storage device, a second printed circuit board mounted in

the housing and connected to the motherboard, a first

10 digital signal processing integrated circuit (DSP—IC),

mounted on the second printed circuit board, for

exchanging data with the microprocessor and for applying

a data compression algorithH1to the at least one stream of

video data fields, the second printed circuit board also

15 having mounted thereon display processing circuitry for

applying scaling processing and overlay mixing to the

stream of video data fields, a second DSP—IC for

controlling the display processing circuitry, and a third

DSP—IC for applying a moving image content analysis

20 algorithm to the stream of video data fields, with the

first DSP—IC transmitting command messages to, and

receiving status messages from, the second and third DSP-

IC’s.

According to still another aspect of the invention,

25 there is provided a structure for supporting a plurality

of recording medium drive units in a video data storage

apparatus, the structure including a base member for

supporting at least one of the drive units, a second

member, supported on the base member, for supporting at

30 least a second one of the drive units, and a third member,

supported on the second member, for securing the at least

second one of the drive units on the second- member.

Preferably, the structure is arranged to support up to six

drive units, with up to two drive units being mounted on

35 each of the base member, the second member and the third

member. The drive units may include a floppy disk drive

unit and a DAT drive unit supported on the base member,

two hard disk drive units supported on the second member,
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and one or two additional hard disk drive units supported

on the third member. Instead of the DAT drive, a digital

video disk (DVD) drive, a writable optical disk drive or

a magneto—optical disk drive may be mounted on the base

5 member. The base member preferably includes a

substantially planar and horizontal bottom plate and two

vertical end walls emerging upwardly and integrally from

respective opposite side edges of the bottom plate. Also,

the second member is preferably substantially planar and

10 a vertical end wall of the base member has a pair of slots

formed therein, with the second member having a pair of

hinge—tabs formed therein at respective positions that

correspond to the respective positions of the slots of the

base member, each of the hinge—tabs being for pivotally

15 engaging a respective one of the slots. Preferably the

third member includes a substantially planar and

horizontal top plate and two vertical end walls emerging

downwardly and integrally from respective opposite side

edges of the top plate. The base member, the second

20 member and the third member preferably all have a

respective attachment tab formed thereon with the

attachment tabs each having a hole formed therein for

accommodating a fastener, and the three members being

positioned with respect to each other so that the three

25 holes in the attachment tabs are aligned to permit

simultaneous insertion of the fastener through all three

holes. In this way, the three members may be fastened

together to form the drive unit support structure by means

of a single fastener.

30 According to an aspect of the invention, there is

provided a 'video data storage apparatus, including a

source device for providing video data, a first storage

device including a first storage medium for storing the

video data provided by the source device, a second storage

35 device including a second storage medium on which video

data provided by the source device has been recorded, a

third storage device including a third storage medium for

storing video data to be archived, and a control device
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for controlling the first storage device to store video

data provided by the source device, while controlling the

second and third storage devices to transfer the video

data stored on the second storage medium from the second

5 storage medium to the third storage medium.

The first and second storage media may respectively

be a first hard disk and a second hard disk, and the third

storage medium may be a magnetic tape, with the third

storage device being a helical—scan tape recorder such as

10 a recorder employing the standard DAT format.

Alternatively, the third storage medium may be a writable

optical disk, a magneto—optical disk, a DVD (digital video

disk), or a removable hard drive.

The apparatus may include plural video cameras, each

15 generating respective sequences of frames of video

signals, and conversion facilities for‘ converting the

respective sequences of frames of 'video signals into

sequences of frames of digital video data for storage on

the storage media. There may also be included in the

20 apparatus facilities for generating index data with

respect to the frames of digital video data, the index

data being indicative of respective times at which the

frames of digital video data were generated, as well as

identifying which camera generated each frame of digital

25 video data and locations on the first storage medium at

which the frames of digital video data are recorded. The

index data may also include data indicative of events

represented by the sequences of frames (fl? the digital

Video data. Such events may include alarm conditions,

30 either indicated by alarm sensing devices, or generated by

analysis of the data itself. A fourth hard disk drive may

be provided in the apparatus for storing the index data,

which is also stored on the first hard disk. When video

data is transferred from one of the hard disks to the

35 archiving medium (e.g. the DAT), it is accompanied by

corresponding index data, including index data previously

stored on one of the hard disks.

The control device may be operable to determine what
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portion of the first hard disk remains available for

storing video data provided by the source device and for

determining what quantity of the video data recorded on

the second hard disk remains to be transferred to tape for

5 permanent storage, the control means also being arranged

to compare the available proportion of the first hard disk

and the quantity of video data remaining to be transferred

from the second hard disk, and then selecting, as a result

of the comparison, a rate at which video data from the

10 source device is stored on the first hard disk. For

example, the storage rate may be a frame rate at which the

video data from the source device is stored on the first

hard disk.

According to another aspect of the invention, there

15 is provided a method of archiving video data stored in a

video data storage apparatus, the apparatus including a

plurality of video cameras, first and second video data

storage hard disks, an index data storage hard disk, an

archive recording medium and a drive unit for the archive

20 recording medium, the method including the steps of (A)

storing on the first video data storage hard disk video

data representative of dynamic video signal streams

generated_by the video cameras, while storing on the index

data storage hard disk, index data indicative of times of

25 recording and sources of the video data being stored on

the first video data storage hard disk, (B) concurrently

with step (A), recording on the archive recording medium

all video data stored on the second video data storage

hard disk and index data stored on the index data storage

30 hard disk and indicative of times of recording and sources

of the video data stored on the second video data storage

hard disk, and (C) after completion_of step (B) storing on

the second video data storage hard disk video data

representative of dynamic video signal streams generated

35 by the video cameras, and concurrently recording on the

archive recording medium index data stored on the index

data storage hard disk and indicative of times of

recording and sources of the video data stored on the
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first video data storage hard disk during step (A) and

also storing on the archive recording medium the video

data stored on the first video data storage hard disk

during step (A).

5 The above—recited step (C) may be performed

immediately upon completion of step (B) (i.e. as soon as

archiving of the data from the second hard disk is

complete) or may be deferred until all or a predetermined

proportion of the storage capacity of the first hard disk

10 has been filled.

According to still another aspect of the invention,

there is provided an apparatus for storing and retrieving

video data, including a plurality of video cameras

generating respective sequences of video signals, a first

15 hard disk for selectively storing video data corresponding

to the video signals generated by the video cameras, and

for selectively outputting the video data stored on the

first hard. disk, a second hard disk for selectively

storing video data corresponding to the video signals

20 generated by the video cameras, and for selectively

outputting the video data stored on the second hard disk,

an archive medium drive unit for selectively recording on

an. archive recording Inediunl video data stored. on and

outputted from the first and second hard disks, a display

25 device for selectively displaying an image corresponding

to video data stored on and outputted from the first and

second hard disks, and a control device for controlling

the first and second hard disks, the archive medium drive

unit and the display device, wherein the control device

30 selectively performs recording operations in which video

data corresponding to the video signals generated by the

video cameras is recorded on a selected one of the hard

disks, playback operations in which the display device

displays an image corresponding to video data read from a

35 selected one of the hard disks and archiving operations in

which video data outputted from a selected one of the hard

disks is recorded on the archive recording medium, at

least some of the recording, playback and archiving
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operations exhibiting dynamic variations in a quantity of

video data involved in the operations, and the control

device having a finite processing capacity and allocating

its processing capacity so as to give priority to the

5 recording operations relative to the playback operations

and so as to give priority to the playback operations

relative to the archiving operations.

According to yet a further aspect of the invention,

there is provided a video data storage apparatus,

10 including a video information. source for providing a

sequence of frames of video data, a primary storage device

including a storage medium for storing video data provided

by the video information source, an archive storage device

for storing video data to be archived, and a control

15 device for controlling the primary storage device to store

the video data provided by the video information source at

a storage rate selected by the control device, the control

device also controlling the primary storage device and the

archive storage device to transfer to the archive storage

20 device video data stored by the primary storage device,

the control device calculating a first time for completion

of transferring of a predetermined quantity of stored

video data from the primary storage device to the archive

storage device, and calculating a second time for

25 completion of storing on the primary storage device of a

predetermined number of fields of video data to be

provided by the video information source, the control

means comparing the calculated first and second times and,

on the basis of a result of the comparison, selecting the

30 storage rate at which the primary storage device stores

the video data provided by the video information source.

For example, when the control device calculates that the

primary storage device will be filled before archiving of

the data from the primary storage device is completed, the

35 control device may select a first field rate for the

primary storage device that is slower than a second field

rate that would otherwise be used. The first storage

device may be a hard disk drive storing the video data on
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a hard disk and the archive storage device may be a DAT

drive. Alternatively, the archive storage device may be

a writable optical disk, a magneto—optical disk, a DVD

(digital video disk), or a removable hard drive.

5 According to still a further aspect of the invention,

there is provided a video information storage apparatus,

including a plurality of video cameras each for generating

a respective stream of video information, a housing, a

storage device including first and second hard disk drives

10 fixedly mounted in the housing for storing the streams of

video information, an archive device for driving a

removable recording medium such as a DAT, the archive

device being operated to copy onto a sequence of DATs

video information sequentially stored on the hard disk

15 drives, and circuitry for generating removable media data

and for recording the removable media data on one of the

hard disk drives, the removable media data including data

corresponding to each of a plurality of the DATs upon

which video information was copied, the data corresponding

20 to each of the DAT’s including data indicative of the

video cameras by which and the times at which the video

information copied on the DAT was generated. It should be

understood that other removable media, such as digital

video disks, may be employed instead of or in addition to

25 magnetic tape (DAT format) for the purposes of archival

storage. The latter aspect of the invention provides

quasi—permanent data storage within the apparatus itself

of index information. relating to 'Video data that has

previously been archived on the removable media.

30 According to an additional aspect of the invention,

there i1; provided ea closed—circuit 'video surveillance

system, including a plurality of video cameras, a

selection device for selecting one or more of the video

cameras, a display device for displaying video images

35 generated by ones of the video cameras selected by the

selection device, and a control device for controlling the

display device, the control device causing the display

device to display‘ a plurality of symbols each
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representative of a respective one of the video cameras,

the control device also causing the display device to

display an indication in association with at least one of

the symbols to indicate that the camera or cameras

5 corresponding to the at least one of the symbols have been

selected by the selection device. The display device may

display the video images generated by the selected video

camera or cameras in a first portion of a display screen

and the symbols representative of the plurality of video

10 cameras in a second portion of the display screen. The

symbols representative of the plurality of video cameras

may be buttons on which a cursor is selectively positioned

to select corresponding ones of the video cameras. The

second portion of the display screen may be displaced

l5 downwardly from the first portion of the display screen.

According to another aspect of the invention, there

is provided a closed—circuit video surveillance system,

including a plurality of video cameras, display—selection

means for‘ display—selecting one or more of the video

20 cameras, a display device including a display screen for

displaying respective streams of video images generated.by

ones of the video cameras display—selected by the display—

selection device, each respective display stream of video

images being displayed in a respective display window on

25 the display screen, a record—selection mechanism for

record—selecting’ one or Inore of the video cameras, a

recording device for recording video information

corresponding to the video images generated.by ones of the

video cameras record—selected by the record—selection

30 mechanism, and a control device for controlling the

display device, the control device causing the display

device to display a record—enable indicia at a border of

each display window, the record—enable indicia being for

indicating whether the display—selected video camera

35 corresponding to the respective display window is

currently record—selected by the record—selection means.

According to still another aspect of the invention,

there is provided, in a closed—circuit video surveillance
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system including a video camera, a method of automatically

diagnosing the video camera, including the steps of

storing a reference image generated by the video camera,

analyzing the stored reference image to form reference

5 parameters indicative of characteristics of the stored

reference image, analyzing the reference parameters,

automatically and periodically operating the video camera

to generate comparison images, storing and analyzing the

comparison images to generate comparison parameters

10 indicative of characteristics of respective comparison

images, and comparing the comparison parameters with the

stored reference parameters.

The automatic camera diagnosis technique provided in

accordance with this aspect of the invention makes it

15 possible for the system to automatically and periodically

compare the performance of each camera against a base line

set of performance parameters. The capture and analysis

of the images for diagnosis may occur at regular

intervals, say monthly, after the base line parameters are

20 generated. The reference parameters may include a color

histogram and a spatial frequency distribution, to detect

"blooming" or loss of resolution, which may occur as a

camera ages.

According to yet a further aspect of the invention,

25 there is provided a method of displaying status

information relating to a video surveillance system, the

system including at least one hard disk for storing in

digital form video image information generated by a

plurality of video cameras, the system also including an

30 archive storage device for driving a removable recording

medium and. copying video image information onto the

removable recording medium from the hard disk, and the

method including the steps of displaying on a display

screen first information indicative of unused recording

35 space available on the at least one hard disk, displaying

on the display screen second information indicative of

unused recording space available on the removable

recording medium, displaying additional information
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indicative of a number of alarm events with respect to

which alarm information has been stored le the video

surveillance system, and the alarm information has been

reviewed, within 51 predetermined. period of time, and

5 displaying further additional information indicative of a

number of alarm events with respect to which alarm

information has been stored in the video surveillance

systenxand has not been reviewed, displaying still further

additional information indicative of how many video

10 cameras are connected to the video surveillance system,

and displaying yet further additional information

indicative of a number of video cameras currently selected

for recording by the video surveillance system, and

further displaying information indicative of a one of a

15 plurality of image display configurations currently

selected in the video surveillance system.

According to still another aspect of the invention,

there is provided a video data storage apparatus for

simultaneously recording a plurality of streams of video

20 images each. generated. by a respective video camera,

including a plurality of video cameras, a housing having

a front panel, a storage device disposed. within. the

housing for storing video information generated by the

video cameras, a display device including a display screen

25 for displaying the video information generated by the

video cameras, a control device disposed within the

housing for receiving the video information generated by

the video cameras and transmitting the video information

to the storage device and. to the display device, a

30 plurality' of Inanually—operable switches, mounted. in. a

layout pattern on the front panel of the housing, for

inputting respective command signals to the control

device, and a cursor device for transmitting signals to

the control device to control positioning of a cursor on

35 the display screen, the control device being arranged to

control the display device to display 61 plurality of

switch areas on the display screen in accordance with the

switch layout pattern on the front panel, each of the

—6l—

SUBSTITUTE SHEET (RULE 26)

Page 511 of 1785



Page 512 of 1785

WO 98/19450 PCT/US97/17886

switch areas on the display screen corresponding to one of

the switches on the front panel and being actuatable by

the cursor device to generate a command signal which is

the same as the command signal generated by actuation of

5 the corresponding switch on the front panel.

In a preferred embodiment, the switches on the front

panel include camera selection switches, each

corresponding to one of the video cameras, for selecting

the respective video camera so that the video information

10 generated by the camera is displayed by the display

device, and the switch areas on the display screen include

camera switch areas corresponding to the camera selection

switches on the front panel. Also, the switches on the

front panel include a circular jog—shuttle switch manually

15 rotatable by- a user to generate command signals for

controlling' playback and. display’ of video information

stored by the storage device, and the switch areas on the

display screen include a circular switch area

corresponding to the jog—shuttle switch on the front panel

20 and having a control point actuatable by the cursor device

for controlling playback and display of the video

information stored by the storage device. There may also

be a plurality of light-emitting diodes mounted on the

front panel, each adjacent to a respective one of the

25 camera selection switches, for indicating that the

respective video camera is selected for display, and the

display screen displays adjacent to each of the camera

switch areas a camera selection indication corresponding

to a respective one of the LEDs on the front panel.

30 According to an additional aspect of the invention,

there is provided a method of processing fields of video

data, including the steps of dividing each of the fields

of video data into a plurality of rectangular data blocks,

each data block consisting of an n x m array of picture

35 elements, where n and m are positive integers greater than

1, comparing each data block with a corresponding data

block in a preceding field to generate comparison data,

performing a data compression algorithm with respect to
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the data blocks on the basis of the comparison data, and

performing a data analysis algorithm with respect to the

data blocks on the basis of the comparison data.

According to another aspect of the invention, there

5 is provided. a 'video information storage and analysis

apparatus, including a video information source for

generating a dynamic sequence of video data frames, a

compression circuit for applying a data compression

algorithm to the dynamic sequence of video data frames to

10 form compression video data, a display device for

displaying a dynamic image which corresponds to the

dynamic sequence of video data frames, an analysis circuit

for receiving the dynamic sequence of video data frames

and performing a moving image content analysis algorithm

15 with respect to the received dynamic sequence of video

data frames, and signal transmission circuitry for

simultaneously transmitting the dynamic sequence of video

data frames from the video information source to all three

of the compression circuit, the display device and the

20 analysis circuit.

According to a further aspect of the invention, there

is provided an apparatus for storing video data, including

a plurality of signal sources each for providing a

respective stream of video signals, a difference circuit

25 for detecting differences between successive frames in

each of the streams of video signals and for generating

difference data indicative of the detected differences, a

compression device for processing the difference data to

form compression-encoded data representative of the

30 streams of video signals, and a storage device for storing

the compression—encoded data formed by the compression

circuit.

The apparatus provided in accordance with.this aspect

of the invention may further include an analysis circuit

35 for processing the difference data in accordance with a

moving image content analysis algorithm to form analysis

data indicative of respective characteristics of the

streams of video signals.
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According to still a further aspect of the invention,

there is provided an apparatus for storing and displaying

video information, including a first video camera for

generating first video information, a second video camera

5 for generating second video information, a recording

device for recording, on. a first occasion, first and

second video information simultaneously generated by the

first and second video cameras on the first occasion, a

storage device for storing the recorded first and second

10 video information, circuitry for retrieving from the

storage device and displaying, on a second occasion later

in time than the first occasion, the first video

information generated on the first occasion by the first

video camera, a selection device actuatable by a user of

15 the apparatus on the second occasion for selecting the

second video camera while the first video information

generated on the first occasion by the first camera is

being displayed, search circuitry, responsive to selection

of the second video camera by the selection device while

20 the first video information generated on the first

occasion by the first video camera is being displayed, for

searching the storage device to locate the second video

information generated by the second video camera on the

first occasion and stored on the storage device, and an

25 arrangement for displaying the located second video

information.

According to yet another aspect of the invention,

there is provided.a method of analyzing video information,

including the steps of receiving an analog video signal

30 which represents a dynamic sequence of images, digitizing

the received analog video signal to form a sequence of

digitized video data fields which represent the dynamic

sequence of images, transmitting on. a video bus the

sequence of digitized video data fields according to a

35 timing sequence which includes a vertical blanking

interval between each two adjacent video data fields,

receiving the sequence of digitized video data fields

which were transmitted according to the timing sequence,
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and applying a moving image content analysis algorithm to

each received video data field during the vertical

blanking interval which follows receipt of the video data

field.

5 According to still a further aspect of the invention,

there is provided an apparatus for storing and analyzing

video information, including a video camera for generating

a sequence of video fields, circuitry for comparing

predetermined portions of a present field of the sequence

10 of video fields with a reference field of the sequence of

video fields to form comparison statistics, the reference

field having preceded the present field in the sequence of

video fields, a compression circuit for comparing the

comparison statistics with El first threshold, and for

15 selectively discarding the predetermined portions of the

present field. on the basis of the comparing of the

comparison statistics with the first threshold, a storage

device for storing the predetermined portions of the

present field which were not discarded by the compression

20 circuit, and an analysis circuit for comparing the

comparison statistics with a second threshold, different

from the first threshold, to generate analysis statistics,

and for analyzing the sequence of video fields, on the

basis of the analysis statistics, to detect moving objects

25 represented by the sequence of video fields.

According to still a further aspect of the invention,

there is provided a video camera for generating a first

streanlof dynamic images, a hard disk drive unit including

a hard disk for storing data representing the first stream

30 of data images, data. representing 51 second streanl of

dynamic images having previously been stored on the hard

disk, a display device for displaying a selected one of

the first streawt of images and. the second strean1 of

images, and a control device for controlling the hard disk

35 drive unit and the display device so that data

representing the first stream of dynamic images is being

recorded on the hard disk while the second stream of

dynamic images is simultaneously played back fronlthe hard
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disk and displayed by the display device.

The second stream of dynamic images (i.e. the played—

back stream) may have been generated by the same camera

currently generating the first stream of dynamic images,

5 or may have been generated by a different camera.

Further in accordance with this aspect of the

invention, data representing a third stream of dynamic

images, different from the first and second streams, may

have been stored on the hard disk, and the system may

10 include an output device for transmitting data reproduced

from the hard disk to a remote device, with the control

device controlling the hard. disk 'unit and. the output

device so that the data representing the third stream of

dynamic images is reproduced from the hard disk and

15 transmitted to the remote device by the output device,

simultaneously with the recording of the first stream of

dynamic images and the displaying of the second stream of

images.

There may further be included in the apparatus an

20 archive device for receiving video data reproduced from

the hard disk and for recording the received.video data on

a removable recording medium, and the video data to be

recorded on the removable recording medium may be

reproduced from the hard disk simultaneously with the

25 recording of the first streawl of dynamic images and

displaying of the second stream of dynamic images.

It is to be understood that the term "simultaneously"

as used herein encompasses actual simultaneity, as in the

case where a played back image is being displayed on a

30 display screen at the same time that newly generated video

information is being recorded on a hard disk, as well as

“virtual" simultaneity, which may be achieved by multi-

tasking. As is commonly understood by the term, "multi—

taskingll implies time—division multiplexing of functions

35 which are performed in discrete but rapidly alternated

(i.e., densely interleaved in the time dimension) time

slots such that each of the "virtually' simultaneous“

functions is performed.a plurality of times within a short
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period such as one second.

It should further be understood that, when a hard

disk is referred to herein, another type of record medium

drive, such as a DVD, writable optical disk, or magneto-

5 optical disk drive, may be employed.

According to another aspect of the invention, there

is provided a method of storing and retrieving video

information, including the steps of generating a first

sequence of dynamic video images on a first occasion and

10 recording the first sequence of video images on a

recording medium, generating a second sequence of dynamic

video images on a second occasion that is later than the

first occasion, and recording the second sequence of video

images on the recording medium, and simultaneously

15 reproducing from the recording medium both the first and

second sequences of video images. The simultaneously

reproduced sequences may also be simultaneously displayed,

either on different respective display screens, or in

respective display windows on the same display screen.

20 The two sequences may have been generated at different

times by different video cameras, or at different times by

the same video camera.

According to still another aspect of the invention,

there is provided a method of storing and retrieving video

25 information, including the steps of storing on a recording

medium a plurality of segments of video information, each

segment of video information having been generated at a

different respective period of time, inputting a first

parameter signal indicative of a first one of the periods

30 of time, displaying the segment of 'video information

generated during the period of time indicated by the first

parameter signal, and, while performing the displaying

step, inputting a second parameter signal indicative of a

second one of the periods of time and also displaying the

35 segment of video information generated during the period

of time indicated by the second parameter signal.

According to an aspect of the invention, there is

provided_a video information analysis apparatus, including
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a storage device for storing a video information database,

and an analysis circuit for analyzing video information in

the database in accordance with a predetermined analysis

algorithm, the algorithnlbeing for assigning to respective

5 portions of the video information analysis scores each

indicative of a degree to which the respective portion of

the video information represents a predetermined analysis

feature, each. analysis score being ea value within. a

predetermined range of values which may encompass 256

10 values (indicated by an eight—bit analysis score). The

apparatus may' also include a selection. mechanisnl for

selecting a specific one of the range of values, and a

search circuit for identifying portions of the video

information having analysis scores greater than or equal

15 to the selected one of the range of values.

According to another aspect of the invention there is

provided a video information storage apparatus, including

circuitry for receiving video information, a circuit for

analyzing the received. video information to detect a

20 predetermined feature in the received video information,

and for generating a detection signal indicative of the

detected feature, a memory device for storing the received

video information, and circuitry for storing the detection

signal as an index signal in association with the stored

25 video information. The memory device may include a

facility for storing the received.video information in the

form of digital data, with the stored video information

being in the form of plural frames of video data, each

frame of video data having header data stored in

30 association with the frame of video data, and the index

signal being included in the header data. The apparatus

may also include a facility for reading the stored index

signal, and a facility for retrieving from the memory

device a selected portion of the stored video information

35 in accordance with the index signal read by the reading

facility.

According to still another aspect of the invention,

there is provided a video information storage apparatus,
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including a storage device for storing video information,

circuitry for retrieving the stored video information from

the storage device, circuitry for analyzing the retrieved

video information to detect a predetermined feature in the

5 retrieved video information, and for generating a

detection signal indicative of the detected feature, and

circuitry for transmitting the detection signal to the

storage device to store the detection signal as an index

signal in association with the stored video information.

10 Assuming that the video information is stored in the form

of digital data, and includes plural frames of video data,

header data is stored with each frame of video data and

includes an index signal generated by the analysis

circuitry. The header may include separate index signals

15 generated by analyzing the video information both before

and after storage.

According to still a further aspect of the invention,

there is provided a method of operating an apparatus for

storing and retrieving video data, the method including

20 the steps of storing a plurality of frames of video data

on a first hard disk, storing index data on the first hard

disk, the index data including data indicative of

respective times at which the frames of video data were

generated and respective locations on the first hard disk

25 at which frames of video data are stored, and storing the

index data on a second hard disk. A desired frame of

video data stored on the first hard disk may be searched

on the basis of index data read out from the second hard

disk. Further, a quantity of video data read out from the

30 first hard disk may be cached (i.e., temporarily stored)

on the second hard disk.

The above described storage and retrieval techniques

may be applied to plural streams of video signals each

generated by a different respective video cameras and

3S stored together on the first hard disk, in which case the

index data is indicative of the respective camera which

generated each frame of video data.

According to yet another aspect of the invention,
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there is provided a video data storage apparatus,

including a video data source for providing a dynamic

stream of video data frames, a data memory device for

storing the dynamic stream of video data frames provided

5 by the video data source, and a control device for

designating a main portion of the data memory device, the

main portion being for recording the dynamic stream of

video data frames at a first frame rate, the control

device also designating ea buffer‘ portion. on the data

10 memory device, the buffer portion being for recording the

dynamic stream of video data frames at a second frame rate

that is higher than the first frame rate. The data memory

device may be a hard disk drive including a hard disk, and

the apparatus may further include a detection device for

15 detecting an alarm condition. The control device may

designate the buffer portion of the data memory device by

maintaining a jpointer indicative of where the buffer

portion is located in the data memory device, and may

respond to detection of the alarm condition by the

20 detection device by changing a value of the pointer, so

that the buffer portion is thereby moved to a new location

in the data memory device. ,

According to yet a further aspect of the invention,

there is provided a data storage medium on which is stored

25 video data representing a plurality of video image frames,

frame identification data indicative of respective times

at which the video image frames were generated, and

characteristic data indicative of respective

characteristics of the video image frames represented by

30 the video data, the respective characteristics having been

detected by applying an image analysis algorithm to the

video data. The characteristic data may include first

sub—data indicative of a type of characteristic

represented by the characteristic data, and second sub—

35 data indicative of a degree to which a respective video

image frame exhibits the type of characteristic

represented by the characteristic data. The image

analysis algorithm may have been applied to the video data
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before the data was stored on the storage medium or may

have been applied to the video data by reading the video

data from the storage medium. The characteristic data may

include first characteristic data generated by applying a

5 first image analysis algorithnl to the ‘video data and

second characteristic data generated by applying a second

image analysis algorithm, different from the first image

analysis algorithm, to the video data. There may also be

stored on the data storage medium audio data indicative of

10 audio signals generated at times when the video image

frames were generated. Video data representative of

respective streams of video image frames generated by a

plurality of video cameras may also be stored on the data

storage medium, together with data identifying the

15 respective one of the plurality of video cameras which

generated each of the video image frames. The storage

medium may be a hard disk, a magnetic tape (including a

helical—scan magnetic tape) or another type of data

storage medium.

20 According to still another aspect of the invention,

there is provided a video information storage apparatus,

including a video camera for generating a stream of

dynamic images, a storage device for storing respective

video data portions each of which represents an image from

25 the stream of dynamic images, each video data portion

including header data, a mechanism for moving the video

camera to change a field of view of the video camera, and

a control device for providing control signals to the

movement mechanism to control movement of the video

30 camera, the control device being connected to the storage

device to provide to the storage device signals indicative

of times when the control device is causing the camera to

be moved, the storage device responding to the signals

provided thereto, by including a motion signal in the

35 header data included in the video data portions

corresponding to images generated at the times when the

camera is being moved, the motion signal indicating that

the respective image was taken by the camera when the
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camera was moving.

The apparatus provided in accordance with this aspect

of the invention may further include circuitry for

retrieving the stored video data portions from the storage

5 device, an analysis circuit for analyzing the retrieved

video data portions to detect a predetermined feature in

the images represented by the retrieved video data

portions, and for generating a detection signal indicative

of the detected feature, circuitry for transmitting the

10 detection signal to the storage device to store the

detection signal as an index signal in association with

the stored video data portions, and inhibit circuitry for

reading the movement signal included in the header data of

respective ones of the stored video data portions and for

15 inhibiting the analysis circuitry from analyzing the

respective ones of the stored video data portions for

which the movement signal is included in the respective

header data. The predetermined feature to be detected by

the analysis Circuitry may be a moving object represented

20 by the stream of dynamic images.

According to still another aspect of the invention

there is provided a method of transmitting and displaying

video information, including the steps of receiving a

plurality of streams of video information each generated

25 by a respective video camera, transmitting the plural

streams of video information to a display device field—by—

field, and displaying each of the plural streams of video

information in a respective display window on a display

screen, the transmitting step including appending, to each

30 field of the plural streams of video information, header

data which includes data indicative of the one of the

display windows in which the field is to be displayed.

The appended header data may also include data for

identifying the one of the video cameras which generated

35 the field.

According to still another aspect of the invention,

there is provided a method of storing video information,

including the steps of recording plural fields of video
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data on a recording medium, each of the fields of video

data representing a respective image, recording on the

recording medium, in association with each of the fields

of video data, header data including data indicative of a

5 source of the image represented by the respective field,

reproducing from the recording medium the recorded fields

of video data, processing the reproduced fields of video

data to obtain a processing result, and, on the basis of

the processing result, recording processed result data on

10 the recording medium in the header data for at least one

of the reproduced fields of video data.

The processing step may include applying a moving

image content analysis algorithm to the reproduced fields

of video data, in which case the analysis algorithm may be

15 for detecting moving objects represented.by the reproduced

fields of video data, and the processed result data would

constitute data indicative of detection of the nmving

object. The recording medium may be a hard disk, and the

header data may include data for identifying a camera

20 which generated the respective field of video data, and

data indicative of a time at which the field of video data

was generated.

The foregoing and other objects, features and

advantages of the invention will be further understood

25 from the following detailed description of preferred

embodiments and practices thereof and from the drawings,

wherein like reference numerals identify like components

and parts throughout.

3O BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 presents in block diagram form an overview of

a distributed intelligent video information management

system provided in accordance with the invention.

Fig. 2 represents, in functional block form, a video

35 analysis and storage apparatus forming a functional part

of the system of Fig. 1.

Fig. 3 is a block diagram of electronic components of

a video recording/personal computer (VR/PC) unit provided
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in accordance with the invention and used in the system of

Fig. 1.

Fig. 4 is a pictorial representation of a circuit

board architecture employed in the VR/PC unit of Fig. 3.

5 Fig. 5 is a perspective view showing the housing and

front panel of the VR/PC unit.

Fig. 6 is an elevational view of the front panel of

the VR/PC unit.

Fig. 7 is a rear elevational view of the VR/PC unit.

10 Fig. 8 is an isometric View of a structural support

assembly provided within the VR/PC unit for the purpose of

supporting disk drive units and the like.

Fig. 9 is an exploded representation of the disk

drive support structure of Fig. 8.

15 Fig. 10 is an isometric view of the drive support

structure of Fig. 8, as assembled and supporting hard disk

drive units and other media drive units.

Fig. 11 is a print of a screen display generated by

the VR/PC unit when operating in a live display mode, and

20 including cursor—actuatable control regions.

Fig. 12 is a print of a screen display generated by

the VR/PC unit when operating in a playback mode, and also

having cursor—actuatable control regions.

Fig. 13 is a schematic block diagram of an analog

25 processing/multiplexing circuit board shown in Fig. 4.

Fig. 14 is a block diagram of a

digitizing/compression/analysis circuit board. shown in

Fig. 4.

Fig. 15 represents functional blocks of an analog—to—

30 digital conversion, field buffering and video bus control

block shown in Fig. 14.

Fig; 16 shows some details of the analog—to—digital

conversion function shown in Fig. 15.

Fig. 17 shows some details of a video digitizing

35 control function shown in Fig. 15.

Fig. 17A illustrates in flow~chart form processing

carried out in a controller logic block shown in Fig. 17.

Fig. 18 shows sone details of a field buffering
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function shown in Fig. 15.

Fig. 19 shows some details of a video output control

function shown in Fig. 15.

Figs. 20A and 20B represent, respectively, raster—

5 scan and rectangular tile formats of an image plane

(field) of video data formed in the VR/PC unit.

Fig. 21 illustrates a rectangular tile format

employed in the VR/PC unit.

Fig. 22 represents the format of a minimum coding

10 unit (MCU) employed in the VR/PC unit.

Fig. 23 represents a 4:1:1 color video data format

employed in the VR/PC unit.

Fig. 24 is indicative of a color data format used for

each MCU.

15 Fig. 25 is a pictorial representation of a first mode

of transmitting video data on a video bus shown in Fig.

14.

Fig. 26 pictorially‘ represents a second mode of

transmitting video data on the video bus.

20 Fig. 27 pictorially represents a third mode of

transmitting video data on the video bus.

Fig. 28 pictorially represents a data format for

raster—scan lines of video data transmitted on the video

bus.

25 Fig. 29 is a pictorial representation of a format for

video data tiles transmitted on the video bus.

Fig. 30 indicates a format for header‘ data bits

included in headers for fields of video data transmitted

on the video data bus.

30 Fig. 31 indicates in functional block form processing

performed by an output control logic block shown on Fig.
19.

Fig. 31A represents, as a flow diagram, processing

performed by the output control logic block of Fig. 31 for

35 the purpose of forming field header data.

Fig. 31B illustrates in flow diagram form processing

performed by the output control logic block of Fig. 31 for

the purpose of using line and tile header data to control
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line and tile output operations.

Fig. 32 illustrates in flow diagram form processing

performed by the output control logic block of Fig. 31 for

the purpose of generating raster—scan lines of video data.

Fig. 33 illustrates in flow diagram form processing

performed by the output control logic block of Fig. 31 for

the purpose of forming rectangular tiles of video data.

Fig. 34 illustrates in flow diagram form processing

performed by the output control logic block of Fig. 31 for

the purpose of generating an interleaved. sequence of

raster—scan lines and rectangular tiles of video data.

Fig. 35 is a state machine diagram which represents

operation of the output control logic block of Fig. 31.

Fig. 36 is a schematic block diagram representation

of a digital signal processing chip, and associated

circuitry, which together perform control functions for

the video front end processing, and initial processing

with respect to video data compression.

Fig. 37 represents in block form certain details of

the live video data analysis processing block of Fig. 14.

Fig. 38 illustrates in block diagram form certain

details of the live display processing block of Fig. 14.

Fig. 39 is a schematic representation of major

software modules which program the operation of the

control DSP chip of Figs. 36 and 14.

Fig. 39A represents in flow—chart form the "changed

tile" map generator module of the software for the control

DSP.

Fig. 40 is a flow chart representation of the PCI

interface driver module of the software for the control

DSP.

Figs. 41A and 41B together form a flow—chart

representation of the compressor manager module of the

software for the control DSP.

Fig. 42 represents in flow—chart form the video data

tile comparison function carried out by the control DSP.

Fig. 43A is a pictorial representation of a video

data tile format utilized in the present invention.
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Figs. 43B and 43C pictorially represent division of

the video data tile format of Fig. 42A into quadrants, and

a checker—board subsampling pattern applied to the data

elements in each quadrant.

5 Fig. 44 is a representation of a data format used for

compressed video data generated by the front end

processing board of Fig. 14.

Fig. 45 represents an overview of major software

components which control operations of the motherboard

lO microprocessor shown in Fig. 3.

Fig. 46A is a COM (Component Object Model)

representation of the system director module of the

motherboard CPU software.

Fig. 46B is a COM representation of a generalized

15 form of other components of the CPU software.

Fig. 47 is a flow—chart representation of the

security manager software module for the motherboard CPU.

Fig. 48 represents a typical remote object which may

be instantiated from time to time in the processing

20 performed by the motherboard CPU.

Fig. 49 represents a software object which handles

interaction between the motherboard CPU and the physical

front panel of the VR/PC unit of Fig. 5.

Fig. 50 shows in flow—chart form a setup manager

25 software module for the motherboard CPU.

Fig. 51 illustrates video data and index data formats

utilized by the VR/PC unit in storing video data on the

hard disk provided therein.

Fig. 52 illustrates in flow—chart form a video

30 storage processing software module for the motherboard

CPU.

Fig. 53 illustrates in flow—chart fornxa video search

processing software module for the motherboard CPU.

Fig. 54 illustrates in flow—chart form the “perform

35 search” block of Fig. 53.

Fig. 55 illustrates in flow—chart form processing

performed by the motherboard CPU in connection with video

playback operations.
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Fig. 56 illustrates in flow—chart form the "restart

decompressor" block of Fig. 55.

Fig. 57 illustrates in flow—chart form the

I'decompress reference image'I block of Fig. 56.

5 Fig. 58 illustrates in flow—chart form the l‘stop

decompressor" block of Fig. 55.

Fig. 59 illustrates in flow—chart form the

"decompress difference image" blocks of Fig. 56.

Fig. 60 illustrates in flow—chart form the portion of

10 the process of Fig. 59 which. relates to decoding of

certain blocks of video data.

Fig. 61 is a pictorial representation of a technique

used in the VR/PC unit for reconstituting ea field of

compressed video data.

15 Figs. 62A and 62b illustrate, respectively,

alternative techniques for refreshing' a 'videC) display

buffer in connection with the VR/PC unit.

Figs. 63A and 63B illustrate, respectively, lower—

resolution and higher—resolution video data storage and

207 playback techniques that may be used in the VR/PC.

Fig. 64 is a pictorial illustration of a technique

used for reconstituting compressed video data when the

VR/PC is operated to provide a reverse—direction playback

function.

25 Fig. 65 is a high—level flow—chart representation of

the reverse playback decompression technique of Fig. 64.

Fig. 66 illustrates in flow—chart form the "build

backward history buffer" blocks of Fig. 65.

Fig. 67 is a flow—chart representation of the

30 processing employed to decompress and re—code reference

image data as part of the reverse direction decompression

process.

Fig. 68 illustrates in flow—chart form the

"decompress & re—code tile" block of Fig. 67.

35 Fig. 69 illustrates in flow—chart fonn a command

handling portion of a software module which programs the

motherboard CPU to interact with the front—end processing

electronics.
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Fig. 70 is a flow—chart illustration of the status

message handling portion of a software module which

programs the motherboard CPU to interact with the front

end processing electronics.

5 Fig. 71 is a flow—chart representation of video data

handling processing carried out by the motherboard CPU

with respect to video data transferred thereto from the

front end pr‘ocessing electronics.

Fig. 72 illustrates processing carried out by the

10 motherboard CPU'in connection.with initiating recording of

incoming video data on a hard disk of the VR/PC unit.

Fig. 73 illustrates processing carried out by the

archive manager software module in connection with

handling search requests.

15 Fig. 74 illustrates in flow—chart form processing

carried out by the motherboard CPU in connection with

recording and/or playback of video data on or from a

removable archive recording medium.

Fig. 75 illustrates processing carried on by the

20 motherboard CPU in response to an indication of an alarm

condition.

Fig. 76 is a pictorial representation of an

allocation of a time-sequence of video data field

recording slots provided as a standard response to an

25 alarm condition.

Fig. 77 illustrates in flow—chart form processing

performed by the motherboard CPU in connection with image

processing utility features of the VR/PC.

Fig. 78 schematically illustrates operation of the

30 motherboard CPU in connection with operation of the

graphical user interface.

Fig. 79 illustrates in flow—chart form software which

programs the motherboard CPU for selection of main

scheduling options.

35 Fig. 80 illustrates in flow—chart form operation of

the motherboard CPU in connection with setting up a

selection of holidays for the purpose of scheduling

operation of the system.
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Fig. 81 is a pictorial representation of a screen

display used to define "day" versus "night" periods of a

24—hour calendar day interval.

Fig. 82 illustrates in flow-chart fornlprogramming of

5 the motherboard CPU to carry out the day/night partition

function pictorially illustrated in Fig. 81.

Fig. 83 illustrates in flow—chart fornlprogramming of

the motherboard CPU to carry out option selections in

connection with scheduling of system operations.

10 Fig. 84 illustrates in flow—chart fornlprogramming of

the motherboard CPU in connection with generating scripts

for controlling pre—scheduled system operations.

Fig. 85 illustrates a data format for a queue that

controls pre—scheduled operations of the system.

15 Fig. 86 is a data format which illustrates a

scheduling script table cf the lchui generated fur the

processing of Fig. 84.

Fig. 87 illustrates in flow—chart fornlprogramming of

the motherboard CPU to control system operation in

20 accordance with pre—set scheduling parameters.

Fig. 88 illustrates in summary form operations

carried out by the motherboard CPU in performing a typical

image analysis algorithm.

Fig. 89 illustrates in flow—chart form the select and

25 setup portions of the image analysis tool operation of

Fig. 88.

Figs. 9OA—90D are flow—charts representing parameter

setting operations in connection with a perimeter

violation detection image analysis tool provided in the

30 system disclosed herein.

Fig. 91 is a flow—charts based illustration of

preparatory steps required before performing an image

analysis.

Fig. 92 illustrates in flow—chart form an

35 initialization phase of an image analysis algorithm

performed on an incoming video image.

Fig. 93A illustrates processing performed by the live

image analysis processor of the front end video board of
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Fig. 14, and Figs. 93B and 93C are associated processing

steps carried on by the video board controller.

Figs. 93D and 93B illustrate in flow—chart form

further processing carried on by the live image analysis

5 processor.

Fig. 94 is a flow—charts illustrating initialization

steps carried on in connection with image analysis applied

to a reproduced video image stream.

Figs. 95A—95C are flow—charts illustrating processing

10 carried out by the motherboard CPU for the purpose of

applying an image analysis algorithfllto a reproduced video
stream.

Fig. 96 is a pictorial _illustration used in

explaining a curve-fitting analysis performed on a

15 reproduced video stream.

Fig. 97 illustrates in flow—chart form.application of

a perimeter violation detection image analysis algorithm

to a reproduced video stream.

Fig. 98 illustrates in flow—chart form actuation of

20 a live video analysis algorithm in response to occurrence

of an event.

Fig. 99 illustrates in flow—chart form a video data

compression technique provided in an alternative

embodiment of the invention.

25 Fig. 100 illustrates in flow—chart form a

decompression technique carried out with respect to data

compressed according to the processing of Fig. 99.

Figs. 101A and 101B illustrate in flow—chart form

system operations which permit a user to adjust video

30 display time resolution and/or space resolution settings.

Fig. 102 illustrates in flow—chart form operation of

the system to permit a user to adjust video data

compression parameters.

Figs. lO3A—103C are flow—charts illustrating system

35 operations in connection with downloading of image

analysis algorithms from one system device to another.

Fig. 104 is a flow—chart illustrating selective

transmission of an incoming video stream in response to a
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condition detected by a live video analysis algorithm.

Fig. 105 is a flow—chart illustrating a change in

camera—stream storage sequencing in response to detection

of a predetermined characteristic by a live video analysis

5 algorithm.

Fig. 106 illustrates in flow—chart form actuation of

a second live video stream analysis algorithm in response

to detection of a predetermined characteristic by a first

live video analysis algorithm.

10 Fig. 107 is a flow—chart which illustrates an

automatic change in a video data compression parameter in

response to detection of an alarm condition.

Fig. 108 is a flow—chart which rillustrates an

automatically actuated software zoom—in operation in

15 response to detection of a predetermined condition by a

live video analysis algorithm.

Fig. 109 is a flow—chart which illustrates operation

of the system to automatically actuate a movement of a

video camera in response to detection of a predetermined

20 condition by live video analysis.

Fig. 110 is a flow—chart which illustrates operation

of the system to take a predetermined action when

respective predetermined conditions are detected by two

different live video analysis algorithms.

25 Fig. 111 is a flow—chart which illustrates operation

of the system to inhibit live video stream analysis when

the camera providing the video stream is in motion or an

alarm condition is detected.

Fig. 112 is a flow—chart which illustrates operation

30 of the system to store header data indicating that a

camera which is generating an input video stream is in

motion.

Fig. 112A is a flow—chart illustrating operation of

the system to inhibit application of an image analysis

35 algorithm to a reproduced video stream that was generated

by a moving camera.

Fig. 113 is a flow—chart which illustrates operation

of the systenlto increase aggregate field through—put rate
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when an alarm condition is detected.

Fig. 114 is a flow—chart illustrating operation of

the systenlto provide for compression parameters that vary

among different incoming video data streams.

5 Fig. 115 is a flow—chart illustrating operation of

the system to vary a display—buffer updating technique in

dependence upon whether an alarm condition is detected.

Fig. 116 is a flow-chart which illustrates system

priorities with respect to recording, reproduction and

10 archiving of video data streams.

Figs. 117A and 117B are flow—charts which

respectively illustrate alternative archiving operational

modes of the system.

Fig. 118 is a flow—chart illustrating operation of

15 the system to reduce the rate at which incoming video

signals are stored in order to prevent over—running of an

archiving operation.

Fig. 119 is a flow—chart illustrating operation of

the system to store data relating to previously archived

20 video signals.

Fig. 120 is a flow—chart illustrating operation of an

automatic camera diagnosis function.

Fig. 121 is a flow—chart which illustrates operation

of the system to provide a system status display to the

25 user.

Fig. 122 is a flow-chart illustrating operation of

the systenl to automatically’ search. for and display’ a

reproduced video stream generated contemporaneously with

a currently displayed reproduced video stream.

30 Fig. 123 illustrates, in the form of a flow-chart,

operation of the systenl for simultaneously' recording

incoming video signals while displaying a reproduced video

image stream.

Fig. 124 is a flow—chart illustrating operation of

35 the system to simultaneously display two reproduced video

image streams.

Fig. 125 is a flow—chart illustrating operation of

the systenl to record 'Video data indexing information
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simultaneously on two different hard disks.

Fig. 126 is a flow—chart illustrating operation of

the system to provide pre-alarm buffering with respect to

a video image stream that is being recorded at a time—

5 lapse rate.

Fig. 127 is a flow-chart showing operation of the

systenl to change and/or‘ supplement video data header

information on the basis of a machine analysis of

reproduced video information.

10 Figs. 128(a) and (b) are together illustrative of a

user—operable image enhancement utility.

Fig. 129 is a screen display presented to a user in

connection with searching for recorded video information.

Fig. 130 is a screen display presented to a user in

15 connection with searching for recorded video information.

Fig. 131 is a screen display presented to a user in

connection with searching for recorded video information.

Fig. 132 is a screen display presented to a user in

connection with searching for recorded video information.

20 Fig. 133 is a screen display presented to a user in

connection with searching for recorded video information.

Fig. 134 is a screen display presented.to the user to

allow the user to select a setup operation.

Fig. 135 is a screen display presented to the user to

25 permit the user to select a video data recording mode.

Fig. 136 is a screen display presented to the user to

permit the user to select a video data recording mode.

Fig. 137 is a screen display presented to the user to

permit the user to login to the system.

30 Fig. 138 is a screen display presented to a user to

permit the user to add an authorized user to the system.

Fig. 139 is a screen display presented to a user to

permit selection of system functionality that is to be

accessible to an authorized user.

35 Fig. 140 is a screen display presented to a user to

permit selection of system functionality that is to be

accessible to an authorized user.

Fig. 141 is a screen display presented to a user to
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permit selection of system functionality that is to be

accessible to an authorized user.

Fig. 142 is a screen display presented to a user to

permit selection of system functionality that is to be

5 accessible to an authorized user.

Fig. 143 is a screen display presented to a user to

permit selection of system functionality that is to be

accessible to an authorized user.

Fig. 144 is a screen display presented to the user to

10 configure security functions of the system.

Fig. 145 is a screen display presented to a user to

permit the user to assign names to cameras connected to

the system.

Fig. 146 is a screen display presented to the user to

15 permit the user to assign names to alarm signal outputs

provided by the system.

Fig. 147 is a screen display presented to a user to

permit the user to assign names to alarm signal inputs

that may be received by the system.

20 Fig. 148 is a screen display presented to the user to

permit the user to select among a number of utility

functions which the system is capable of performing.

Fig. 149 is a screen display which presents to the

user system status information.

25 Figs. 150 and 151 are screen displays presented to

the user‘ to 'permit the user to assign. video display

windows among a plurality of cameras connected to the

system.

Fig. 152 is a screen display presented to the user to

30 permit the user to designate calendar dates as holidays

for the purpose of scheduling system operating modes.

Fig. 153 is a screen display presented to the user to

permit the user to adjust parameters with respect to an

image analysis algorithnlwhich detects changes in lighting

35 in a scene represented by a video image stream.

Fig. 154 is a screen display presented to the user to

permit the user to adjust parameters of an image analysis

algorithm which detects motion in a scene represented by
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a video image stream.

Fig. 155 is a screen display presented to a user to

permit the user to adjust parameters of an image analysis

algorithm which determines whether a perimeter boundary

5 has been crossed by a moving object.

Fig. 156 is a screen display presented to a user to

permit the user to adjust parameters of an image analysis

algorithm which detects removal of an object of interest.

Fig. 157 is a screen display presented to a user to

10 permit the user to define a list of holidays for the

purpose of pre-scheduling system operating modes.

Fig. 158 is a screen display presented to the user to

permit the user to schedule recording modes for each of a

plurality of cameras.

15 Fig. 159 is a screen display presented to a user to

permit the user to define scheduling periods with regard

to pre—scheduled system operating modes.

Fig. 160 is a screen display presented to a user to

permit the user to define scheduling periods with regard

20 to pre-scheduled system operating modes.

Fig. 161 is a screen display presented to a user in

connection with operation.of the image enhancement utility

illustrated in Figs. 128(a) and (b).

Fig. 162 is a screen display presented to the user to

25 permit the user to instruct the system to discard video

data corresponding to a user—selected portion of an image

plane.

Fig. 163 is a live display screen format similar to

Fig. 11, except that a live video region of the screen is

30 divided in.a quad configuration.with recording indications

for each display window.

Fig. 164 is a screen display presented to a user in

connection with selecting an archiving operation mode.

Fig. 165 is an alternative format of the display of

35 Fig. 164.

Fig. 166 is a screen display presented to the user in

connection with searching for video data recorded on a

removable archive recording medium.
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Fig. 167 is a screen display presented to the user to

permit access to a 1database of index. information. for

previously recorded removable archive recording media.

Fig. 168 is a screen display presented to the user to

5 update a listing of archive media drive devices installed

with the VR/PC unit.

Fig. 169 is a screen display presented to the user to

permit selection of an image analysis algorithm to be used

in searching the video database stored in the VR/PC unit.

10 Fig. 170 is a screen display like that shown in Fig.

169, but also showing a pull—down menu listing image

analysis algorithms available for selection by the user.

Fig. 171 and 172 are screen diSplays which permit the

user to select, in connection with pre—scheduled system

15 operating modes, an image analysis algorithnlto be applied

to a live incoming video stream.

Fig. 173 is an example of a hard—copy screen print

generated in response to actuation of a "print" option

provided at Fig. 161.

20

DESCRIPTION OF PREFERRED EMBODIMENTS

IVIM SYSTEM OVERVIEW

Fig. 1 presents an overview of an intelligent video

information management (IVIM) system, generally indicated

25 by reference numeral 500. The system 500 is shown as

extending over' multiple locations and. a plurality of

business enterprises. For example, the business

enterprises may include a multi-branch bank 502 and a

multi—location retailer 504. The bank 502 and retailer

30 504 are, respectively, served by IVIM systems 506 and 508,

which are quasi—independent from each other, but are at

least selectively interactive with a master node facility

510 provided by a security service organization 512. For

example, the service organization 512 may provide, install

35 and service intelligent video information management

systems and other video security systems.

The master node 510 is preferably in the form of a

host computer which provides support functions and
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downloadable software resources to the IVIM systems 506

and 508. Although only two business enterprise IVIM’s are

shown in Fig. 1, it is contemplated that the master node

510 may provide support for a large number of businesses

5 each maintaining its own IVIM systenL The business

enterprises may be located and have branches across the

United States (for example), and in other countries as

well. It is contemplated that the system disclosed herein

will be used in many other types of enterprises in

10 addition to banks and retailers.

As shown in Fig. 1, each of the IVIM systems 506 and

508 includes a local node 514 which provides oversight and

management functions for the respective IVIM systenL Each

of the local nodes 514 is connected via a respective data

15 communication channel 516 to the master node 510. Each

data communication channel 516 may, for example, be

constituted by a dedicated telecommunication channel, or

the channel 516 may be implemented upon demand on a dial—

up basis. The local nodes 514 are preferably implemented

20 using standard personal computer hardware and software,

augmented with novel software capabilities which will be

described below.

Key components of each IVIM system are video analysis

and storage units 518 connected by data communication

25 paths 519 to the respective local node 516. Each unit 518

has connected thereto one or more video cameras, indicated

as cameras 520-1 through 520-N. Each video analysis and

storage unit 518 provides storage, analysis and selective

retrieval of video information streams generated by the

30 video cameras 520 connected thereto.

The number of video cameras connected to each unit

518 may vary from one analysis and storage unit to

another. For example, the number of cameras may vary from

one to more than a dozen. As will be seen, a preferred

35 embodiment of the unit 518 supports up to 16 video

cameras.

It should. also be recognized. that the number‘ of

analysis and storage units 518 in each IVIM system may
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vary. Although only 2 or 3 of the units 518 are shown per

IVIM system in Fig. 1, the actual number of analysis and

storage units in each enterprise may number in the dozens

or higher.

5 Associated with each analysis and storage unit 518

are other components typically found in Video security

systems, as indicated by dotted—line boxes 522. The other

security components 522 associated with each unit 518 may

vary fronl unit to unit. An example of such other

10 components is shown in the lower left hand corner of Fig.

1 as including two video display monitors 524,

mechanically actuatable alarm sensors 526, and a camera

control device 528.

Streams of video signals respectively generated by

15 the video cameras 520 and received at the analysis and

storage unit 518 are selectively directed from the unit

518 for display on the monitors 524. As will be seen, the

signals may be displayed in a variety of formats including

full screen, or in windows taking up only a portion of the

20 image plane. Plural display windows may be formed on one

or both of the displays 524 so that plural video streams

are displayed simultaneously on a single video display

524. Preferably, the displays 524 are conventional items

such as the NTSC monitor model JC—1215MA available from

25 NEC and/or the SVGA monitor model C1591E available from

Panasonic. One advantage provided by the analysis and

storage units 518 of the novel system disclosed herein is

that the units 518 perform the video stream distribution

function which is performed in conventional video

30 surveillance systems by a video switch. Therefore, in a

practical embodiment of the IVIM system, no video switch

is required to be included in the “other security system

components" 522.

The alarm sensors 526 are preferably conventional

35 items which detect events such as opening or closing of

doors, windows, display cases, etc., and.generate signals

indicative of such events and alarm signals. The alarm

signals are provided to the analysis and storage unit 518
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and to the camera control device 528.

The camera control unit 528 may be, for example, a

conventional device such as the "TOUCHTRACK’R" camera

control pad commercially available from the assignee of

5 this application. The camera control device 528 and the

analysis and storage unit 518 are connected for exchange

of data messages therebetween.

It is assumed that some of the video cameras 520 are

movable. That is, some of the cameras 520 are

10 conventional items, such as dome cameras marketed by the

assignee of this application, which have a direction of

view that is adjusted in response to control signals.

Movable ones of the video cameras 520 may also include

cameras movable along a rail. Typically in movable

15 cameras the zoom and focus settings thereof are also

controllable by control signals. As indicated at 530, the

camera control device 528 is arranged to supply control

signals to the movable ones of the video cameras 520.

It is also assumed that some of the video cameras 520

20 are fixed as to field of view. It should be understood

that it is contemplated that all cameras connected to a

particular analysis and storage unit 518 may be movable,

or all may be fixed.

As indicated at 532, the analysis and storage unit

25 518 and the camera control device 528 are connected for

exchange of data therebetweenn The control device 528 may

be arranged so that, in response either to outputs from

alarm sensors 526 or in response to a data message from

the analysis and storage unit 518, control signals are

30 automatically transmitted over the control signal path 530

to a selected one of the movable cameras 520 so that the

movable camera is automatically positioned in response to

an. event detected. by the zalarnl sensor~ 520 or by the

analysis and storage unit 518.

35 The additional component configuration 522 described

above is only exemplary, and may be subject to numerous

variations. For example, the number of monitors may be

reduced to one or increased to a number larger than two.
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As another possibility, both the alarm sensors 526 and the

camera control device 528 may be omitted. Particularly,

it will be understood that if all of the cameras 520 are

fixed, no camera control device 528 would be required.

5 Other peripheral devices, such as printers, may be

present, and there may also be alarm enunciating devices

such as flashing lights, sirens or the like. There may

also be auxiliary data storage devices in addition to

those included within the analysis and storage unit 518.

10 There may also be included in the additional

components 522 a Point Of Sale Exception Monitoring system

of the type marketed by the assignee of this application

under the trademark POS/EM.

In addition to the communication links that have

15 previously been described as being in place between the

local nodes 514 and associated analysis and storage units

518, there may be direct communication links, as indicated

at 534, between the master node 510 and the analysis and

storage units 518. The data links may' be formed. by

20 conventional dedicated lines, dial—up connections,

satellite, LAN, WAN and/or via the Internet. If the

Internet is used, the nodes and storage units are

preferably arranged to support "streaming" protocols for

efficient data transmission.

25

VR/PC UNIT OVERVIEW

Fig. 2 provides a functional overview of the video

analysis and storage block 518. A main unit 550, which

will be described in detail below, provides a control

30 function 552, an analysis function 554, a storage function

556, an archiving function 558, and a video processing

function 560.

Inputs to the unit 550 include video inputs 562 from

the cameras 520 (Fig. 1) and auxiliary inputs 564 such as

35 the alarm condition detection signals provided from alarm

sensors 526 (Fig. 1).

Continuing to refer to Fig. 2, user control signals

for the main unit 550 may be provided from 51 cursor
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positioning and feature selection device 566. The device

566 is preferably a conventional mouse, such as those

commercially available from Microsoft, but may

alternatively be a track ball, touch screen, light pen,

5 and so forth. A preferred embodiment of the unit 550 also

includes a front panel (not shown in Fig. 2) including

switches for manipulation by the user.

Outputs from the unit 550 include live video data

568, provided through a video display buffer 570 to a

10 display unit 524. Another output of the unit 550 is a

reproduced video signal as indicated at 572. Although the

reproduced video output 572 is shown as separate from the

live video output 568, it should be understood that the

reproduced video may be transmitted through video display

15 buffer 570 for display on the video display unit 524.

Further outputs from the unit 550 include control signals

574 and reproduced video data and accompanying indexing

information, as indicated at 576, for storage on external

storage devices. Such devices, which are not shown, may

20 include digital or analog tape recorders, write—once or

re—writable video disk recorders, and/or DVD recorders,

whether connected by dedicated lines or on a dial up basis

to the main unit 550.

Data communication links 578 provide for data

25 communication between the main unit 550 and other

computing devices, and include, for example, the

communication channels 516, 519 and 534 shown in Fig. 1.

Although not shown in the drawing, a conventional modem

may be incorporated in or attached to the VR/PC unit.

30 Fig. 3 illustrates the hardware architecture of the

main unit 550. The unit 550 shown in Fig. 3 incorporates

unique hardware and software features that provide an

unprecedented fusion. of PC and video recording

capabilities, and will therefore be referred tn) as a

35 ‘VR/PC’ (Video Recorder/PC) unit. In addition to novel

video data compression and recording techniques, the VR/PC

unit 550 performs data management, routing and analysis

functions that have not previously been proposed. The
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VR/PC 'unit 550 also implements unique user interface

features that make the unit’s capabilities conveniently

available for selection and operation by the user.

The VR/PC unit 550 includes a motherboard 580, front

5 end video processing and video data compression hardware

582, a back panel 584 and a front panel 586 (Figs. 5 and

6).

As somewhat schematically illustrated on Fig. 4, the

front end processing and compression hardware 582 is made

10 up of two separate printed wiring boards: an analog

processing/multiplexing board 588, which receives video

signals directly from the back panel 584, and a

digitizing/compression/analysis board 590 connected

between the analog board 588 and the motherboard 580.

15 In an alternative embodiment of the invention, the

digitizing/compression/analysis components of board 590

are arranged on two separate PWB’s connected between the

analog board 588 and the motherboard 580.

Referring again to Fig. 3, the motherboard 580

20 preferably is similar in architecture to standard personal

computer motherboards and is populated entirely with

standard, commercially available components. Thus, the

VR/PC hardware is essentially implemented as a standard PC

platform, although with novel front end electronics, as

25 described in detail below. The components on the

motherboard 558 include a microprocessor 592, functioning

as a CPU. The microprocessor 592 is preferably a Pentium

P5—120C from Intel, operating at 100 megahertz with the

Windows 95 operating system. Other processors, including

30 those operating at higher speed, may be used. A bus 594,

provided in accordance with the PCI standard,

interconnects the CPU 592 with other components on the

motherboard 580. As indicated at 596, the PCI bus 594 is

extended to interconnect the nwtherboard 580 with the

35 front end. electronics 582. Other components on the

motherboard 580 include a program memory ROM 598, and a

working memory 602. In. a preferred embodiment, the

working memory 602 is constituted by 16 megabytes of RAM.
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Also provided on the motherboard 580 is an SVGA chip

set 604, which may be the "Alpine" chip set marketed by

Cirrus Logic. An SVGA video data input path 606 is

provided directly from the front end electronics 582 to

5 the SVGA chip set 604. The SVGA chip set provides an

output 608 to drive one or more SVGA monitors. (An NTSC

output is provided directly from the front end electronics

582 for driving NTSC monitors. If the presence of an NTSC

monitor is sensed (by conventional means, not shown), then

10 the SVGA output may be disabled.)

The motherboard 580 also includes a number of serial

ports 612, to handle data communication between the

motherboard and auxiliary devices. The auxiliary devices

may include the above—mentioned alarm sensors, as well as

15 alarm enunciators, electronically controlled door locks,

conventional POSEM (point of sale exception monitoring)

devices, and so forth. A mouse port 614 is included on

the motherboard 580 for the purpose of receiving user—

actuated control signals from the mouse 566 (Fig. 2).

2O Continuing to refer to Fig. 3, a parallel port 616 is

provided on the motherboard 580 as a source of data used

to drive a report printer (not shown). Also connected to

the motherboard 580 is a conventional floppy disk drive

618, which preferably is arranged to accept 3 1/2 inch

25 disks.

Also provided. on the motherboard 580 is an IDE

(integrated drive electronics) controller 620 which

provides an interface to a plurality of IDE hard drives

622, mounted within the VR/PC unit 550. The hard drives

30 622 provide mass storage for video data, indexing

information, programs and so forth. Preferred embodiments

of the VR/PC unit include two, three or more hard drives

622. A suitable hard drive unit for use in the VR/PC 550

is the "Caviar" 2 or 2.5 gigabyte drive available from

35 Western. Digital. Hard drives from Seagate or other

suppliers may also be used.

A SCSI interface 624 is also present on the

motherboard 580. A DAT (digital audio tape) drive 626 is
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connected to the motherboard 580 through the SCSI

interface 624, and constitutes the primary archive medium

drive device for the VR/PC unit. The DAT drive may, for

example. be 51 Sony model SDT—7000/BM, which stores 2

5 gigabytes of data on a 4 mm x 90 m magnetic tape. Other

known DAT recorders may also be used. It is contemplated

to use other archive medium drive devices in addition to

or instead of the DAT drive 626. For instance, a digital

video disk (DVD) drive or a linear digital tape drive may

10 be employed.

Also provided through the SCSI interface 624 is a

SCSI output port 628.

The outward physical appearance of the VR/PC unit 550

is illustrated by Figs. 5 and 6. Fig. 5 shows a molded

15 plastic housing 630 having a front elevation 632, which

includes the front panel 586 and a hinged dust—shield 634.

The dust—shield 634, shown in a closed position in Figs.

5 and 6, may selectively be opened by the user to permit

access to the floppy and DAT drives, which are contained

20 within the housing 630.

As an alternative to the stand alone housing

configuration. shown. in. Fig. 5, it is contemplated to

provide a housing configured with suitable hardware for

rack mounting.

25 Switches 636, provided on the front panel 586, permit

the user to control much.of the functionality of the VR/PC

unit. The switches 636 include display format switches

638, 640, 642 and 644. As indicated by the labels on

these four switches, the user may use these switches to

30 select among display formats in which 1, 4, 9 or 16 video

image streams are displayed on the monitor or monitors.

Switch 646 allows the user to select a display screen

which_provides information indicative of the status of the

VR/PC unit, and switch 648 permits the user to select a

35 mode of operation in which a plurality of video streams

are presented one at a time, but in accordance with a

predetermined sequence.

The front panel 586 also has mounted thereon camera
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selection switches 650, labeled from "1" to "16". Each of

the camera selection switches 650, when actuated, calls up

for display on the monitor the video signal currently

generated by the corresponding video camera. Associated

5 with each one of the camera selection switches 650 is a

respective LED 652, which is illuminated when the live

signal from the corresponding camera is being displayed.

Also mounted on the front panel 586 is an LED 652 which is

illuminated when the VR/PC unit is recording one or more

10 incoming video signals generated by the cameras 520.

Another LED 656 is mounted on the front panel 586 to

indicate that an alarm condition has been detected (either

through the alarm sensors 526 or by image analysis carried

on within the VR/PC unit itself). An alarm switch 658 is

15 near the alarm indicator 656 and may be actuated by the

user to cause the system to display information concerning

the detected alarm or alarms.

Another notable feature mounted on the front panel

586 is a jog—shuttle switch 660. The jog—shuttle 660 is

20 similar in appearance, operability and functionality to

switches provided on conventional VCR’s, and is provided

for controlling playback of video image streams that have

been stored on the hard drive or drives within the VR/PC

unit 550 .

25 The jog—shuttle 660 is arranged to allow the user to

control such. well—known playback features as forward

playback, reverse playback and pause (still image)

playback. Preferably, at least two forward and reverse

playback rates are provided, corresponding to different

30 amounts by which the jog—shuttle switch is rotated

clockwise or counterclockwise. Preferably; the jog—

shuttle switch 660 automatically returns to a "neutral"

position after being released by the user and playback or

rewind continues at the rate selected by the latest

35 manipulation of the switch 660.

To summarize the overall layout of the front panel

586, four areas may be defined, proceeding from left to

right:
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Area 1: two rows of camera selection switches 650

(eight switches per row) with associated camera selection

indicators 652 (also forming two rows), and also including

the recording indicator 650;

5 Area 2: alarm indicator 656 and selection switch

658;

Area 3: jog—shuttle switch 660; and

Area 4: display control switches 638—648.

As will be seen, a substantially similar switch and

10 indicator layout, which emulates the front panel 586, is

provided in mouse—actuatable screen displays which form

part of the graphical user interface (GUI) supported by

the VR/PC unit 550. Examples of such screen displays are

shown at Figs. 11 and 12 and will be discussed further

15 below.

According to another embodiment at the VR/PC unit all

of the switches, LEDs and other features shown on the

front panel 586 may be omitted, so that the VR/PC unit is

controlled.only through.mouse—actuatable screen displays.

20 Turning now to Fig. 7, details of the back panel 584

of the VR/PC unit will now be described.

In an upper central region of the back panel 584 are

provided 16 video input ports arranged in two rows of

eight ports each, and indicated by reference numeral 662.

25 Below the video input ports 662 are provided 115 loop—

through output ports (also in two rows of eight apiece),

indicated by reference numeral 664. Both the input ports

662 and output ports 664 are for analog video. In a lower

tier underneath the ports 662 and 664 are provided, from

30 right to left, a serial port 666, a printer (parallel)

port 668, an SVGA (digital video) output port 670 and an

SCSI port 672. An additional (analog) video output port

674 is provided adjacent to the input video ports 662.

At an upper left portion of the back panel 584 there

35 is a multi—position connector jack 676 to permit the VR/PC

unit to be connected for digital communication with other

devices. Below the data communication port 676 are

provided 51 power—in receptacle 678 and a. loop—through
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power—out receptacle 680. Adjacent the power receptacles

678 and 680 is a ventilation aperture 682. At the right

side of the back panel 584 are three expansion slots 684.

MEDIA DRIVE SUPPORT STRUCTURE

A compact and efficient media drive support structure

is mounted within the housing 630 of the VR/PC unit 550.

The medium drive support structure will now be described

10 with reference to Figs. 8-10 and is indicated generally by

reference numeral 700 in Fig. 8.

The major components of the support structure 700 are

a base member 702, an intermediate member 704 and a top

member 706.

15 As best seen from the exploded view shown in Fig. 9,

the base member 702 is substantially u—shaped in cross—

section, the intermediate member 704 is essentially

planar, and the top member 706 is substantially an

inverted. u—shape. When. the support structure 700 is

20 assembled, the intermediate member 704 is supported on the

base member 702, and the top member 706 is, in turn,

supported on the intermediate member 704. All of the

members, 702, 704 and 706 are preferably formed by

applying bending and punching operations to sheet metal.

25 The base member 702 includes a substantially planar

base plate section 708. The base plate 708 is

substantially rectangular, except for an extension.portion

710 which extends rearwardly in the plane of the plate 708

from a portion of a rear side 712 of the base plate 708.

30 At opposed end sides of the plate 708, vertical side walls

714 and 716 are formed and extend upwardly from the base

plate 708. Positioning studs 718 are mounted in a right—

ward region_of base plate 708. The studs 718 are provided

to define a position for a DAT drive unit to be mounted on

35 base member 702. At a front side of the base plate 708,

curved tabs 720 are formed. Additional tabs 720 are

formed at respective rear portions of the base plate 708

by means of cutouts 722. (One of the additional tabs 720
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and its corresponding cutout 722 is occluded by the side

wall 716 and riser member 726 in the view provided in Fig.

9). The tabs 720 are shaped for insertion into bridge

lances formed on the chassis (not shown) of tflna VR/PC

5 unit. By means of these bridge lances and the tabs 720,

the base member 702, and consequently the entire media

drive support structure (with drives installed therein) is

secured within the housing 630 of the VR/PC unit.

A raised access hole 724 is formed in a left—ward

10 portion of the extension portion 710 of the base plate

708. The access hole 724 is provided to permit insertion

of a fastener such as a screw used to secure the base

plate 708 to a pin nut (not shown) provided on the chassis

of the VR/PC unit. A riser member 726 is secured to the

15 base plate 708 at a left—ward portion of the base plate.

A plurality of positioning studs 728 (of which only one is

shown, Fig. 8) are provided on the riser member 726 to

arrange for positioning of a floppy disk drive unit to be

supported on the riser member 726. When the drive support

20 structure 700 is assembled, as seen from Figs. 8 and 10,

the space provided between the upper surface of the riser

member‘ 726 and. the lower‘ surface of the intermediate

member 704 provides a form factor corresponding to one—

half of a standard drive unit form factor, suitable for

25 accommodating a standard floppy disk drive.

Referring again to Fig. 9, the right side wall 714 of

the base member 702 has three slots 730 formed therein,

extending horizontally adjacent to a top edge 732 of the

side wall 714. The left side wall 716 of the base member

30 702 has a top edge 734, from which short tabs 736 extend

vertically upward from, respectively, front and rear

portions of the top edge 734. A fastener tab 738 extends

horizontally outwardly from a central portion of the top

edge 734 of the side wall 716. A hole 740 is formed in

35 the tab 738 to permit insertion of a fastener through the

tab 738. Still referring tx: Fig. 9, the intermediate

member 704 carries eight positioning studs 742, arranged

in two groups of four, each. group for jpositioning a.
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respective hard disk drive unit.

Carried on the under side of the intermediate member

704 are pressure pads 744 (shown in phantom). When the

support structure is in its assembled condition, as shown

5 in Fig. 10, with drive units mounted therein, the pressure

pads 744 exert downward pressure, respectively, on a DAT

drive unit 746 and. a floppy‘ disk drive unit 748, to

maintain those drive units in place in the drive support

structure 700. The pressure pads 744 are preferably made

10 of a resilient elastomeric material.

Punched—out fastener tabs 749 extend upwardly from

positions at the four corners of the intermediate member

704. Holes formed in the tabs 749 permit insertion of

fasteners for securing to the intermediate member 704 hard

15 disk drive units mounted on the member 704. A u—shaped

bracket 751 is provided for attachment via a fastener 753

at a central portion of the intermediate member 704. The

bracket 751 aids in securing to the intermediate member

704 the hard drive units mounted thereon.

20 A short tab 750 extends horizontally outwardly from

a right side edge 752 of the intermediate member 704. Two

hinge tabs 754 curve outwardly and upwardly from the edge

752, and are positioned respectively at front and rear

positions on edge 752. The tabs 754 and 750 are spaced

25 along edge 752 of member 704 so as to be simultaneously

insertable through the slots 730 in side walls 714 of base

member 702. After insertion of the hinge tabs 754 into

the outer slots 730, the intermediate member 704 may,

during assembly, be swung downwardly" toward the base

30 member 702. At the left side of the intermediate member

704, there are provided slots 756 spaced so as to

accommodate insertion therein of the short tabs 736 on the

side wall 716 of base member 702. Also at the left side

of member 704 are downwardly extending flaps 758 and a

35 fastener tab 760 (similar to the fastener tab 738 of

member 702) and having a hole 762 formed therein.

Two further pairs of slots 764 are also formed in the

member 704, each pair of slots 764 being spaced a short
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distance from a respective side edge of the member 704.

A short downward flap 766 is formed at each of the front

edge and the rear edge of the member 704.

The top member 706, like the intermediate member 704,

5 carries eight positioning studs 742 arranged in two groups

of four apiece, each of the groups for positioning a

respective hard disk drive unit. These positioning studs

742 are carried on a substantially planar top plate 768

which forms most of the top member 706. As indicated in

10 Fig. 9, the underside of top plate 768 has mounted therein

pressure pads 744 which are provided to press down upon

hard drives mounted on the intermediate member 704.

Extending downwardly from respective left and right

edges of the top plate 768 are side walls 770 and 772.

15 Short tabs 774 extend vertically downwardly from lower

edges of the side walls 770 and 772. The tabs 774 are

spaced so as to be simultaneously insertable into the

slots 764 of the intermediate member 704. (One of the

four tabs 774 provided on the top member 706 is occluded

20 by the top plate 768 in the view provided by Fig. 9). A

fastener tab 776 extends horizontally outwardly from a

central portion of the lower edge of side wall 772. The

fastener tab 776 is similar to the above—mentioned

fastener tabs 738 and. 760 and. has a 'hole 778 formed

25 therein. The members 702, 704 and 706 in general, and

particularly the respective fastener tabs 738, 760 and

778, are dimensioned so that when the three members 702,

704 and 706 are assembled as shown in Fig. 8, the

respective holes 740, 762 and 778 are brought into

30 vertical juxtaposition.with.each.other, thereby permitting

a single fastener 779 to be inserted simultaneously

through the three holes and permitting the single fastener

to secure the three members 702, 704 and 706 together to

form the drive support structure 700.

35 Fig. 10 shows the media drive support structure 700

in fully assembled form, including media drive units. In

addition to the previously mentioned DAT drive 746 and

flOppy drive 748, hard disk drive units 786 and 788 are
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shown mounted side by side on intermediate member 704, and

a single hard disk drive unit 790 is shown mounted on top

member 706. It will be observed that a space for mounting

a fourth hard drive unit (not shown) remains in the right—

5 ward portion of the top plate 768 of the top member 706.

Assembly of the drive units and the support structure

may' proceed rapidly' and efficiently' according to the

following sequence: 1, mount DAT drive and floppy drive

on base member; 2, using hinge tabs mount intermediate

10 member onto base member; 3, mount two hard drive units on

intermediate member; 4, using' straight tabs extending

downward from side walls, mount top member on intermediate

member; 5, insert fastener (indicated by reference numeral

779 in Fig. 10) through all three holes in corresponding

15 fastener tabs to form a single stable structure out of

members 702, 704 and 706; 6, mount one or two hard drives

on top member, using bracket 782 and fasteners through

tabs 780. The completed media drive assembly can then be

installed on the chassis of the VR/PC unit. If only two

20 hard drives are to be provided in the unit, then step 6

may be omitted.

It is to be understood that the media drive support

structure shown in Figs. 8—10 allows the mass storage

hardware portion of the VR/PC unit to be assembled in a

25 manner that is convenient as well as cost— and timev

effective.
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ANALOG VIDEO HARDWARE

The analog front end circuitry provided on board 588

(Fig. 4) will now be described with reference to Fig. 13.

As seen from Fig. 13, the sixteen analog video signal

streams generated by the sixteen cameras attached to the

VR/PC unit are provided in common to three sixteen—to—one

multiplexers, together‘indicatedknrreference numeral 802.

Together the multiplexers 802 provide three outputs,

respectively constituting inputs to three field locking

channels 804. Each of the multiplexers 802 is controlled

by a respective control signal (the control signals

together are indicated at 806) to select a respective one

of the cameras 16 for acquisition through the respective

locking channel 804. The control signals 806 are provided

from the digital front end board 590 (Fig. 4).

Continuing to refer to Fig. 13, the three locking

channels 804 are identical, so that only one of the three

channels will be described. The selected input video

signal is provided, through amplifiers 808 and 810,

respectively, to a chroma notch filter 812 and a chroma

bandpass filter 814. A luminance signal is output from

the chroma notch filter 812 and provided to a

synchronizing signal separator circuit 816, which outputs

a composite sync signal extracted front the luminance

signal. The composite sync signal from the sync separator

816 is provided to a vertical synchronizing signal

separation circuit 818, which separates a vertical sync

signal from the composite sync. The vertical sync and the

composite sync are both provided to the digital front end

board. 590. The composite sync output fronl the sync

separator 816 is also provided to a burst gate detection

’circuit 820, which outputs a burst gate detection signal.

The burst gate detection signal and the chrominance signal

output from the chroma bandpass filter 814 are provided as

inputs to a phase lock loop (PLL) circuit 822. The PLL
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822 outputs a baseband chrominance signal and a reference

signal. AnOtheI‘multiplexer block 824 is provided between

the field locking channels 804 and two selection channels

826. The multiplexer block 820 is made up of six three—

5 to~one multiplexers, of which three multiplexers are used

for each of the two selection channels. The control

signals for the multiplexer block 824 are indicated at 828

and are provided from the digital front end board.

The two selection channels 826 are identical, and

10 accordingly only one of the two channels will be

describedi The three inputs to each selection channel are

a luminance signal, a chrominance signal and a reference

signal, all of which correspond to the video signal

provided by a single one of the three input camera signals

15 selected for locking by one of the three locking channels

804. The output of a respective three—to—one mux from the

block 824 is used for each of the luminance, chrominance

and_reference signals, so that, correspondingly, the three

inputs of the respective mux are the three luminance,

20 chrominance or reference outputs, as the case may be, from

the locking channels 804. The selected luminance signal

is provided to a luma clamp circuit 830, which outputs a

clamped luminance signal for selected channel one. The

selected reference and chrominance signals, which

25 correspond to the selected luminance signal, are provided

to a chroma demodulation circuit 832, which outputs R—Y

and B—Y signals to a multiplexer 834. The multiplexer 834

is controlled as indicated at 836 (control signal provided

by front end digital board), to provide an alternating

30 sequence of R—Y and B-Y signals as the chrominance signal

for selected channel one. The clamped luminance and the

sequentially alternating color difference signals making

up the chrominance signal are then output for further

processing to the digital front end board 590.

35 As noted above, the selection channel 826

corresponding tx) channel two is identical to that of

channel one.
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FRONT END D I G I TAL HARDWARE

Fig. 14 provides an overview, in functional block

form, of the digital front end board 590. Major

functional blocks on the front end board 590 include an

5 analog—to—digital conversion and buffering block 840, a

control and compression processing block 842, a live video

display processing block 844, a live video image analysis

block 846 and a "back end" compression block 848. Also

included is an interface 850 to the PCI bus extension 596

10 (Fig. 3).

Continuing to refer to Fig. 14, the block 840

receives two channels of analog video acquired through and

selected. by the analog front end. 588, digitizes the

selected two analog channels, and buffers fields of the

15 digitized video data in buffers 852 and 854, respectively

corresponding to the two selected. channels. Control

signals to be output to the analog front end, and signals

indicating the status of the analog front end, including

sync signals, are received and transmitted through the

20 block 840. In addition, the block 840 controls a video

data bus 852 and distributes the buffered fields of video

data, in accordance with a format to be described below,

to the blocks 842, 844, 846 and 848. A control/status bus

854 interconnects the control block 842 and other blocks

25 of the digital front end. board. 590, and permits the

control block 842 to control the other blocks and to

receive signals indicative of the status of the other

blocks. Control and status signals ultimately transmitted

to or from the analog front end are also carried on the

30 control/status bus 854.

In addition. to providing overall control of the

function of the front end boards, the block 842 also

performs initial data compression processing with respect

to the video data output on video bus 852. Block 844

35 provides display processing of the video signals carried

on video bus 852 and outputs a processed video signal,

including overlay information and image plane allocation,

in an output signal provided to the motherboard 580 and to
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the display monitors. The block 846 performs moving image

analysis with respect to the video data carried on the bus

852, according to techniques described below, to permit

the VR/PC to detect characteristics of the images

5 represented by the incoming video data.

The block 848 is preferably implemented as a standard

commercially available integrated circuit which performs

data compression processing on the video data that has

been pre—processed in block 842. In a preferred

10 embodiment of the invention, the compression—processing

carried out by the block 848 is in accordance with the

well-known JPEG standard, and is iwplemented using IC

model CL 560, available from the C3 Corporation.

According to this embodiment, only the encoding, but not

15 the decoding, capability of the JPEG IC is utilized.

The PCI interface 850 is used for providing the

incoming, compression-encoded video signal to the

motherboard 580 via direct memory access (DNA) techniques,

under control by block 842. Control signals received

20 from, and status signals sent to, the motherboard 580 from

the block 842 are also transferred through the PCI

interface 850.

DIGITIZING AND BUFFERING VIDEO DATA

25 The digitizing and buffering block 840 of Fig. 14

will now be described in more detail, initially with

reference to Fig. 15. In Fig. 15, main functional

portions of block 840 are shown, schematically, as

including analog—to—digital conversion (856), video

30 digitizing control (858), field buffering (860), video

output control (862) and control register access (864).

The control register access function 864 is provided to

permit the control block 842 (Fig. 14) to write control

messages with respect to the block 840 and the analog

35 front end board, and to read incoming video data and

status messages relating to block 840 and the analog front

end board. The other portions of block 840 shown in Fig.

15 will be discussed with reference to subsequent drawing
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figures.

Details of the analog—to-digital conversion function

856 are shown le Fig. 16. Four discrete conversion

channels 866-874 are provided. Channels 866 and 868 are

5 respectively for the luminance signals in channels one and

two, and 870 and 872 are respectively for the chrominance

signals in channels one and two. Each. of the four

conversion channels includes a buffer amplifier 174 and an

analog—to—digital conversion circuit 876. Each channel is

10 controlled in accordance with an analog/digital conversion

clock (pixel clock), as indicated at 878 and a reference

level, as indicated at 880.

As shown in Fig. 17, the digitized video signal

output fronlthe A/D conversion function 856 is provided in

15 two channels (channel one including luminance one and

chrominance one, channel two including luminance two and

chrominance two), to video digitizing controller 858. The

digitizing is performed so that an eight—bit word

represents each pixel. The pixel data is provided to

20 controlling logic 882 which performs processing as will be

described in connection with Fig. 17A. A FIFO memory 884

is provided for each channel to permit timing adjustments

required when a video signal according to the PAL standard

is being processed.

25 The controller logic 882 performs the process shown

in Fig. 17A with respect to each channel independently.

With respect to a particular channel, the controller logic

waits until the beginning of a video signal field is

detected in the particular channel (block 886) and then

30 waits for a predetermined period of time (to clear the

vertical blanking interval) and then waits until the

beginning of a line is detected (block 888). When the

start of the line is detected, the first pixel value is

loaded into the field buffer corresponding to the

35 particular channel and the logic then performs a loop made

up of blocks 892 and 894, whereby all of the subsequent

pixel values in the line are loaded until the end Of the

line is detected. When the end of the line is detected,

—lO7—

SUBSHTUTESHEET(RULE26)

Page 557 of 1785



Page 558 of 1785

WO 98/19450 PCT/US97/17886

the loop is exited to block 896, at which it is determined

whether this was the last line of the field. If not, the

processing loops back. to block 888. Otherwise, the

processing loops back to block 886.

5 Advantageously, the processing of Fig. 17A may be

implemented using a state machine formed as firmware in a

programmable logic device. Design of such firmware is

well within the capabilities of those who are skilled in

the art, and need not be described further.

10 Referring again to Fig. 17, the control logic block

882 outputs the pixels of video data for the first and

second channels, in accordance with the processing of Fig.

17A, and also provides to the following field buffering

block a control signal, as indicated at 898.

15 Details of the field buffering block 860 are shown in

Fig. 18. In addition to the previously mentioned field

buffers 852 and 854 (each implemented using a VRAM), the

field buffering block 860 also includes a VRAM controller

902. The VRAM controller 902 controls the buffer VRAMs

20 852 and 854 and is in turn controlled by signals 898 (from

the video digitizing controller 858) and by signals 904

(from video output controller 862). The video data output

from the video digitizing controller 858 is stored in the

field buffers 852 and 854, and is read out therefrom via

25 a bus 906. Address and.enable signals for the buffers 852

and 854 are carried on an address bus 908 controlled by

the VRAM controller 902.

As seen in Fig. 19, the heart of the video output

control block. 862 is output control logic 910, which

30 implements an output state machine (Fig. 35, to be

discussed below). The output control logic 910 receives

the video data from the VRAMs 852 and 854. The VRAM

controller 902 generates the control signal 908 for

controlling the VRAMs and generating required addresses.

35 The output control logic 910 controls a delay FIFO 912, a

header module 912B, and a FIFO accumulation 914. Data

from these modules are buffered onto the video bus by bus

drivers 912A. The FIFO 914 accumulates video data to be
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used by the control/compression front end block 842 for

the purpose of video data compression. This data is made

available to the block 842 via the control register access

864 (Fig. 15).

5

VI DEO DATA FORMATTING

There will now be described aspects of the format in

which the output control logic 910 causes the video data

to be transmitted on the video bus 852.

10 Figs. 20A and 20B each show an image plane 920, which

is divided, for internal data representation purposes,

into 240 lines in the vertical direction, and each line is

divided into 640 pixels in the horizontal direction. The

actual video data used to drive the display monitors is

15 formed as 480 lines by 640 pixels, with the additional

lines being generated by vertical interpolation from the

240 data lines provided for each field in the internal

data representation. The image plane is also represented

in the form of tiles, each tile measuring eight pixels in

20 both the horizontal and vertical direction (Fig. 21). The

image plane is thus divided into 80 tiles in the

horizontal direction and 30 tiles in the vertical

direction (Fig. 20B).

A 4:1:1 data format is employed whereby a group of

25 four pixels is represented by four bytes of luminance data

and two bytes of chrominance data. In effect, each line

is divided into discrete groups of four pixels, and for

each such group four luminance pixel bytes are provided,

as well as one pixel byte of U color data and one pixel

30 byte of V color data (Fig. 23). This format contrasts

with conventional 4:1:1 formats, in which each chrominance

data byte corresponds to a two pixel by two pixel area of

the image plane. The format utilized herein and

illustrated in Fig. 23 helps to minimize "smearing" of the

35 color information in the vertical direction and lessens

any adverse effects upon image quality that may result

from allocating only 240 horizontal lines to each video

data field.
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For compression encoding purposes, the image plane is

divided into discrete<groups of four, horizontally—arrayed

eight—by—eight tiles (Fig. 22). Each group of four

horizontally sequential tiles constitutes a "minimum

5 coding unit" (MCU). The data required to represent each

MCU is made up of four eight—by—eight pixel blocks of

luminance data, and one eight—by—eight block each of U

data and V data. As shown in Fig. 24, a preferred order

for transmitting the data in each MCU is the U data block,

10 the V data block, and then the four luma data blocks.

According to the novel video data format employed in

the VR/PC unit, each field of video data output from the

block 840 by the video output controller 862 is

transmitted twice, once in the form of tiles and once in

15 the form of raster scan lines. The tiles are interleaved

with the scan lines, as illustrated in Fig. 25. In a

preferred format, 15 8 x.8 tiles are transmitted, preceded

by a block of field header data, which identifies the

field of video data being transmitted. Then the field

20 header is transmitted again, followed. by the pixels

corresponding to the first raster scan line of the field.

After the first raster scan line of the field, another 15

tiles are transmitted, followed by the second raster scan

line, then another 15 tiles and then the third raster scan

25 line, and so forth. This process of interleavedly

transmitting raster scan lines and groups of rectangular

tiles continues until all of the tiles have been sent and

all of the raster scan lines have been sent. As a result,

as indicated above, each pixel data word of the field is

30 transmitted_twice, once as part of a rectangular tile, and

once as part of a raster scan line. According to the

timing shown in Fig. 25, a period of about 27 microseconds

is required to transmit each raster scan line, and a

period of about 40 microseconds is required to transmit

35 each group of 15 tiles.

Fig. 25 represents a transmission mode which

nominally corresponds to three—quarters of the NTSC

standard 60 fields per second transmission rate. In the
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mode shown in Fig. 25, 45 fields of lines, and the same 45

fields in the form of tiles, are transmitted each second.

It will be noted that 240 lines per field and 3600 tiles

per field are transmitted (2400 luminance data tiles, plus

5 600 tiles each of U data and V data). Thus, when the

video bus 852 is operated as indicated in Fig. 25, the

system has an input rate of 45 fields per second, which

may be selectively distributed among up to 16 video camera

inputs. Referring briefly to Fig. 14, the tiles are

10 provided on the video bus 852 as the preferred format by

which blocks 842 and 846 operate; whereas the raster scan

line transmission of the fields is the preferred input

format for the live display processing block 844.

Turning now to Fig. 26, another mode of operating the

15 video bus will be described. In this mode, tiles are sent

at the rate of 60 fields per second, but only every other

one of the 60 fields is sent as lines. In other words,

half of the fields are sent twice, once as lines and once

as tiles, and the remaining fields are sent only as tiles.

20 This mode may be employed, for example, when one or more

of the field locking channels 804, and one or both of the

selection channels 826 is used exclusively for a single

one of the camera inputs. In such a case, the analog

front end electronics are able to lock onto that input

25 channel without any delay between fields, allowing for a

throughput rate of 60 fields per second.

In the mode of operation shown in Fig. 26, a first

raster line is sent during a period of 27 microseconds,

then 30 tiles are sent during a period of 80 microseconds,

30 then the next raster line is sent, then the next group of

30 tiles is sent and so forth. (The field headers are

omitted from Fig. 26 to simplify the drawing.) During the

time period ill which. 240 lines, corresponding to one

field, are sent (i.e., approximately one thirtieth of a

35 second), 7200 tiles, corresponding to two fields, are also

sent.

Fig. 27 illustrates another mode of operating the

video bus 852. The mode shown in Fig. 27 is utilized when
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the field being transmitted is to be displayed. with

zooming in on a particular portion of the image plane. In

this mode only the raster lines required to produce the

magnified image are sent, and only the pixels within those

5 raster lines required for the magnified image are sent.

This reduces the bandwidth requirements for storage in the

live display frame buffer.

In the example shown in Fig. 27, it is assumed that

a two times zoom display is being implemented. If Fig. 27

10 is compared with Fig. 25, it will be observed in the mode

of Fig. 27 that in alternate ones of the raster line

transmission time slots, all of the data is omitted from

transmission. In the other time slots, only half of the

pixels for the each line are transmitted. However, to

15 maintain proper timing for the bus, the line time slots of

27 microseconds, provided between each pair of tile time

slots, is maintained, even though no raster data, or a

reduced amount of raster data, is being transmitted. (In

Fig. 27, again the field headers are omitted to simplify

20 the drawing.)

Fig. 28 illustrates the data format used in

transmitting the raster line data on the video bus 852.

In a preferred embodiment of the system, the video bus 852

consists of 19 parallel signal lines, of which 16 are

25 devoted to data (two bytes side—by—side) and the remaining

three bits are used to identify the bytes concurrently

being transmitted. In the example shown in Fig. 28, it is

assumed that the line being transmitted is the first line

in a field, so that the first four bytes (first two byte

30 transmission time slots) are devoted to a field header

926. In the field header 926, the two bytes that are

initially transmitted make up a 16 bit time code. The

next two bytes are indicative of the camera number and

other information indicative of the type of field being

35 transmitted. In the camera number byte, the first four

bits are the camera number and the last four bits are

indicative of the portion of the image plane in which the

field being transmitted is to be displayed ("pane"
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number). The pane number may indicate, for example, that

the field being transmitted is to be displayed in the

second window in the third row of a 4 x 4 multi—window

display format. The pane number aids in efficient

5 composition of multi—window displays in the live display

processing block 844 (Fig. 14).

Byte 930 contains field type and other information.

In this format, the first through fourth bits and the

eighth bit of the byte 930 are unused. The fifth bit

10 indicates whether or not the incoming video is being

captured in a single camera mode (i.e., only video

information from one camera is being captured). The sixth

bit indicates whether the field is even or odd, and the

seventh bit indicates whether frames of fields of the

15 video signal are being captured.

The next two bytes, indicated by reference numeral

940, constitute the line header, which is a 16 bit line

identifying number. There follows the pixel data for the

raster line, including first four bytes of luminance data,

20 then two bytes of U color data, then another four bytes of

luminance data, then two bytes of V color data, and so

forth. The line is complete when 640 bytes of luminance

data and 160 bytes apiece of U and V data have been

transmitted. Accompanying the last pair of bytes is an

25 identifying code indicating the end of the line, as

indicated at reference numeral 942. If the line being

transmitted is the last line in the field, then the next

pair of bytes includes a "next camera" identifying byte

944, which has the same data format as the "camera number"

30 byte 928 described above. The "next camera" byte 944

provides advance notice to the live display processing

block 844, to permit pre—generation of overlay

information, appropriate setting of buffer pointers, and
so forth.

35 As an alternative to the format shown in Fig. 28, in

which two color data bytes of the same type are

transmitted together, there could instead be transmitted

pairs of color bytes with each pair of bytes consisting of
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a U information byte and Aa V information byte

corresponding to the four immediately preceding luminance

pixels.

The format in which the tile data is transmitted on

5 the video bus will now be described with reference to

Figs. 29 and. 30. Referring initially' to Fig. 29, a

typical tile data format is shown. The first two bytes,

indicated at 952, constitute the tile header. One byte of

the header, indicated at 954, includes a seven bit column

10 identifying code which indicates, by column, the location

of the tile in the image plane. The last bit of the byte

954 indicates whether the tile has been found to be a

"changed" tile for the purpose of the data compression

processing to be described below. The other byte of the

l5 tile header, indicated. at 956, includes six bits to

indicate the row position of the tile in the image plane.

The last two bits are respectively reserved for indicating

whether the tile is considered changed for the purposes of

two different image analysis algorithms (i.e., two

20 different ”change thresholds" may' be applied for the

purpose of image analysis, and both.may be different from

the threshold applied for the changed tile bit of byte

954, the latter being used for data compression

processing.)

25 Following the header bytes 952, are the 64 bytes

which correspond to the 8 x 8 tile. In the example shown

in Fig. 29, it is assumed that the tile is a U color

information tile. The other tiles are made up of either

64 luminance bytes or 64 V color information bytes. For

30 each minimum coding unit of four horizontally sequential

eight pixel by eight pixel regions of the image plane (see

Fig. 22), four luminance tiles, one U tile and one V tile

are transmitted (Fig. 24). Since the image plane is

divided into 2400 eight pixel by eight pixel regions (80

35 tiles in the horizontal direction, 30 in the vertical

direction; see Fig. 20B) a total number of 3600 tiles,

including color information, is used to represent each

field.
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A field header is transmitted for each field of

tiles, immediately in advance of the first tile of the

field. The tile field header is like the field header

shown for the line transmission format of Fig. 28,

5 including two bytes of time code, a "camera number" byte

and a "field type" byte, except that the camera number and

a field type bytes used in the tile format differ somewhat

from those used in the line format. Referring now to Fig.

30, the camera number and field type formats used with the

10 fields of tiles will be described. The tile camera number

byte 928’ includes, in its first four bytes, the same 16

bit camera identifying code as for the line format.

However, since the tiles are not used for live display,

there is no need for pane identification information, so

15 that the other four bits of the camera number byte 928’

are unused.

As for the field type byte 930’ used in the header

for the tile field, the last six bits are the same as in

the line format field header. The first bit indicates

20 whether the field of tiles is used as a reference image

field for the purpose of image analysis, and the second

bit indicates whether the field of tiles is used as a

reference image for the purpose of data compression

processing.

25 Fig. 31 provides an overview of the processing

functions performed by the output control logic 910 of

Fig. 19. As seen from Fig. 31, the output control logic

910 includes a controlling state machine 960, a function

962 to build the field headers, header translation logic

30 964, raster building logic 966, tile building logic 968

and raster/tile sequencing 970. The output control logic

functions to generate the data formats and bus operating

modes that have been described above in connection with

Figs. 25—30. The field header building function 962 is

35 illustrated in flow chart form in Fig. 31A. As indicated

at block 972 in Fig. 31A, the field header building

function idles until the beginning of a field (first pixel

in first line) is detected. Once this occurs, the field
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header building function.obtains camera identification and

time stamp information from the front end board controller

842 (Fig. 14), as indicated at block 974, and then the

field header format is assembled (block 976).

5 As shown in Fig. 31B, the header translation logic

determines offset and scaling parameters (step 978) and

uses these parameters to drive the raster build logic 966

and the tile build logic 968 (step 980).

Fig. 32 illustrates the processing carried on by the

10 raster build logic 966. First (step 982), the raster

build logic gets the line number on the basis of the

current raster number. It is next determined whether this

is the first line of a field (step 984). If not, the line

header (shown as 940 in Fig. 28) is assembled (step 986)

15 and then the data making up the raster line is sent to the

sequencer 970 (step 988), and the process loops back to

step 982. However, if at step 984 it was found that the

first line in the field was about to be processed, then

step 990 is inserted before step 986. At step 990, the

20 information for the camera number and field bytes is

obtained and the field header bytes are assembled.

The processing carried on by the tile build logic 968

is shown in Fig. 33. The processing shown in Fig. 33 is

indicated as a continuous loop, including a first step

25 992, in which. the tile build. logic 966 obtains tile

identification data, namely row and column location for

the tile in the image plane. Then, at step 994, the data

is assembled into the tile header bytes (shown as 952 in

Fig. 29).

3O Continuing to refer to Fig. 33, step 996 follows step

994. At step 996, the tile building logic calculates the

appropriate VRAM address from ‘the row and column

information and.precedes to retrieve, from the appropriate

one of VRAMS 852 and 854 (Fig. 18), the data required to

35 construct the tile (step 998). Following step 998 is step

1002, in which the tile building logic 968 forwards to the

sequencer 970 the completed tile.

Fig. 34 illustrates the processing carried on by the
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raster/tile sequencer 970.

Initially, at 1004, it is determined whether it is

time to send a raster line. If so, the sequencer 970

transmits the data corresponding to the raster line (step

5 1006), preceded by the line header generated by the raster

build logic 996, and also preceded by the field header, if

this is the first line of the field.

If at step 1004 it was not found to be the time for

transmitting raster data, then step 1006 is reached. At

10 step 1006, it is determined whether the sequencer 970 has

received from the tile building logic 968 a complete set

of the tiles to be transmitted during the period between

two raster lines. The number of tiles will be either 15

or 30, depending upon whether the mode of Fig. 25 or Fig.

15 26, respectively, is in effect. If at step 1008 a

complete tile set is found to be present, then the tile

data, including tile headers generated by the tile build

logic 968 (and a field header if appropriate) is

transmitted onto the video bus 852 (step 1010).

20 Otherwise, step 1012 follows step 1008. At step 1012, the

tile set counter‘ is incremented. each time a tile is

received from the tile building logic 968, and the process

loops back to step 1008.

After either step 1006 or 1010, the process loops

25 back to step 1004.

The controlling state machine 960 (Fig. 31) is

illustrated in Fig. 35. As seen from Fig. 35, an idle

state 1014 is exited, in favor of a tile handling state

1016, when it is time to start a field. When transmission

30 of 15 tiles is complete (or 30 tiles, as the case may be,

depending on the mode of operating the video bus), then

the state 1016 is exited in favor of state 1018, in which

data corresponding to a raster line is transmitted. When

the line is complete, a transition is made from the line

35 handling state 1018 back to the tile handling state 1016.

However, at the completion of the last line, the field is

complete, in which case the state machine transitions from

the line handling state 1018 back to the idle state 1014.
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FRONT END BOARD CONTROL HARDWARE

Turning now to Fig. 36, the control block 842 for the

front end electronics will now be described in additional

detail. Major components of the control block 842 include

5 a digital signal processing integrated circuit 1050, a

dynamic RAM 1052, a static RAM 1054 and a DMA addressing

module 1056. The DSP 1050 (like the digital signal

processing devices which respectively supervise the live

display processing block and the live image analysis block

10 846) may be a series TMS-C32 device available from Texas

Instruments. The DSP 1050 is the "brains" and "traffic

cop” for the front end electronics. Among other

functions, the DSP 1050 manages an address bus 1058 and a

data bus 1060 which are utilized for management of video

15 data in connection with data compression processing, and

are also used for transfer of compressed video data to the

motherboard via PCI interface 850.

The DSP 1050 also manages the control/status bus 854

(Fig. 14; not shown in Fig. 36). The control status bus

20 854 may be implemented as a high—speed serial link which

carries commands from the DSP 1050 to the digitizing,

buffering and bus control block 840, the live display

processing block 844 and the live image analysis block

846. Status messages from the blocks 840, 844 and 846 to

25 DSP 1050 are also carried on the control/status bus 854.

Control and monitoring of the front end analog board 588

(Figs. 4 and 13) is also handled by DSP 1050, by means of

messages relayed through the block 840 (Fig. 14).

Referring again to Fig. 36, the DRAM 1052 stores

30 statistics generated and used by the DSP 1050 in

connection with initial compression processing of the

tiles of video data which is accessed by the DSP 1050 via

the FIFO 914 of Fig. 19 and the control register access

864 (Fig. 15). The SRAM 1054 serves as the general

35 purpose working memory for the DSP 1050, and also as an

output buffer for compressed video data that is ready for

transfer to the motherboard via the PCI interface 850.

The DMA addressing module 1056 provides the addresses used
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during DMA transfer of the compressed video data from the

digital front end board 590 to the motherboard.

Tri—state bus drivers, indicated by reference

numerals 1062, are associated with the buses 1058 and 1060

5 to route signal traffic flow as required on the buses.

LIVE IMAGE ANALYSIS HARDWARE

Details of the live image analysis block 846 will now

be described with reference to Fig. 37. A live analysis

10 block 846 includes a digital signal processing integrated

circuit 1064, which may be of the type, mentioned above,

available from Texas Instruments. Included.within the DSP

1064 are functional blocks including an arithmetic and

logic unit 1066, a boot code memory 1068, a program cache

15 memory 1070 and latch and control circuitry 1072.

Associated with the DSP 1064 are 51 serial port 1074,

program memory 1076 and image memory 1078. The serial

port 1074 receives control signals from the front end

controller DSP 1050 and relays the control signals to the

20 latch and control circuitry 1072. Similarly, status

messages are relayed from the latch and control circuitry

1072 through the serial port 1074 and then to the

controller' DSP 1050. An address and data bus 1080

interconnects the DSP 1064 and the memories 1076 and 1078.

25 The program memory 1076 stores software which

controls the DSP 1064 to execute one or more image

analysis algorithms. The image analysis algorithm

software is loaded in the program memory 1076 by the

control DSP 1050. The algorithm software, in turn, may

30 have been forwarded to the control DSP 1050 from the

motherboard. The original source of some or all of the

image analysis algorithm software may be a device that is

separate from, and located remotely from, the VR/PC unit.

The image memory 1078 stores the video information

35 which is to be analyzed by the live image analysis block

846. The video information is received in the form of

tiles from the video bus 852, and then formatted in format

logic 1082 prior to storage in the image memory 1078.
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Preferably the image memory 1078 has sufficient

storage capacity to store reference images, or statistics

derived from reference images, for plural independent

streams of video information. For example, it is

5 contemplated that the live image analysis block 846 can

contemporaneously apply image analysis to 16 live input

video streams, respectively generated by 16 cameras

connected to the VR/PC unit. Moreover, the respective

image analysis algorithms applied to each incoming video

10 stream may vary in terms of parameters used to constrain

operation of the algorithms, and one or more of the

algorithms may be directed to image characteristics that

are completely different from other contemporaneously

applied image algorithms. For example, a perimeter

15 violation detection algorithm may be applied to some

incoming image streams, while a "museum” algorithm is

applied to one or more other of the incoming video

streams. Both the perimeter violation algorithm and the

"museum" algorithm will be further described below.

20 It should be understood that the results of the image

analysis processing carried out by the block 846 are

reported to the controller DSP 1050 via the serial port

1074.

25 LIVE DISPLAY PROCESSING HARDWARE

Details of the live display processing block 844 will

now be described with reference to Fig. 38.

Major components of the live display processing block

844 are a DSP 1084, a first scaling and color space

30 conversion circuit 1086, a display VRAM 1090, an overlay

plane generating circuit 1092, an overlay mixer and

concatenator 1094, a first in/first out memory 1096, a

second scaling and color space conversion circuit 1098, an

SVGA feature connector 1102, an NTSC/PAL encoding circuit

35 1104 and a synchronizing signal generator 1106.

All of the circuit blocks shown in Fig. 38 are

preferably implemented using standard commercially

available components. For example, the live display
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controller DSP 1084 is preferably a Texas Instruments

device of the type previously mentioned. The DSP 1084

receives command messages from the controller DSP 1050 and

transmits status messages to the controller 1050. Under

5 supervision of the controller DSP 1050, the live display

control DSP 1084 controls operations of the live display

processing circuitry 844, and, in_particular, controls the

two scaling/color space conversion circuits 1086, 1098 and

the overlay plane generator 1092.

10 The first scaler/color space converter 1086 receives

and processes the raster line data provided on the video

bus 852. If the image represented by the received lines

of video data is to occupy the entire live video display

portion of the display screen, then no scaling is

15 performed at circuit 1086. However, if a split—screen

live image is to be displayed, including images

corresponding to two or more live video image streams,

then scaling is performed at circuit 1086. For example,

if four images are to be displayed in respective windows

20 in a 2 x 2 format, then each image is reduced by a factor

of two, in both the horizontal and vertical directions, at

the circuit 1086. In addition, color space conversion is

performed at the circuit 1086 so that the YUV color data

received from the video bus is converted into RGB data.

25 The converted (and if necessary, scaled) RGB data

output from the scaling and color space conversion circuit

1086 is provided to a display VRAM 1090, which functions

as a buffer, and then the buffered video data is output to

the overlay' mixer/concatenator 1094. Meanwhile,

30 responsive to control signals fronl the DSP 1084, the

overlay plane generator 1092 provides an overlay image,

such as alphanumeric characters which may represent

captions including I'live" or "camera one". The image data

representing the overlay image is supplied from the

35 overlay plane generator 1092 to the overlay mixer 1094 for

mixing with the live video image data. After suitable

buffering in the concatenator portion of the circuit 1094,

including, if appropriate, assignment to a selected
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display window, the video image information (which may be

a composite of several video image streams), is

transferred through FIFO memory 1096 to the second scaling

and color space conversion circuit 1098.

5 Scaling of the image output through the FIFO memory

1096 is performed at the circuit 1098 if the image output

from the front end electronics is to occupy less than the

entire image plane of the display monitor. If the entire

display screen on the monitor is to be devoted to the live

10 image output from the front end electronics, then no

scaling is performed at circuit 1098. However, if the

live video occupies only a portion of the video screen (as

shown, for example, in Fig. 11) then scaling is performed

so that the image generated from the front end electronics

15 fits into the window assigned thereto. It will be

observed in the display of Fig. 11 that graphical user

interface features are provided in a lower portion of the

screen display. As will be explained below, the GUI

elements are generated at the motherboard.

20 RGB video data, scaled if necessary at circuit 1098,

is provided as the SVGA output from the digital front end

board 590 (Fig. 4) to the motherboard by way of the

standard. SVGA. feature connector 1102 (Fig. 38). In

addition, the circuit 1098 performs a color space

25 conversion (after scaling, if necessary) on the RGB data

to provide a second output in the form of YUV video data.

The YUV video data is provided to an NTSC or PAL encoder

1104 which uses a sync signal generated at sync generator

1106 to form an NTSC (or PAL, as the case may be) analog

30 output signal, which may be used to drive an NTSC monitor.

FRONT END SOFTWARE

Fig. 39 presents an overview of the software which

controls operation of the video board controller DSP 1050.

35 The software which controls the DSP 1050 includes a video

board_master‘control software module 1108 which arbitrates

among the other software modules for the DSP 1050. The

other software modules include an analog board managing
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(camera sequencing) module 1110, an event manager 1112, a

time keeper module 1114, a live analysis block manager

1116, a live display block manager 1118, a compressor

manager module 1120, a tile comparison module 1122, a map

5 generator module 1124 and a driver module 1126 for the PCI

interface to the motherboard.

The software modules 1110 through 1118 and 1126 can

be thought of as handling the "administrative" duties of

the DSP 1050, while the modules 1120—1124 are concerned

10 with functions relating to compression of the video data.

Of the "administrative" software modules, all except the

PCI interface driver‘ 1126 essentially' perfornl routine

functions such as relaying messages from/to the

motherboard and to/from other components of the video

15 processing front end electronics. These software

components can be readily provided by those of ordinary

skill in the art by following standard programming

techniques, and therefore need not be further discussed.

The functioning of the PCI interface driver 1126

20 will, however, now be further described with reference to

Fig. 40. Essentially, the PCI interface performs two

functions: (1) transfer of compressed video data from the

front end board to the motherboard by DMA operations; and

(2) transferring command and status messages between the

25 motherboard and the video processing front end board. The

one-way video data traffic from the front end board to the

motherboard is much greater in volume than the two—way

message traffic.

As seen from Fig. 40, the processing carried out by

30 the PCI interface driver commences with a determination as

to whether a nessage is incoming from the motherboard

(step 1128). If it is found at step 1128 that a message

is coming in from the motherboard, then step 1130 follows,

at which the message is decoded. Then the decoded message

35 is placed in a format suitable for handling by the

relevant one of the manager modules shown on Fig. 39 (step

1132), and the reformatted message is dispatched to the

relevant manager (step 1134). The process then loops back
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to step 1128. Typically, messages received at the front

end processing board from the motherboard contain

programming and/or command data, such as that required to

Change the sequencing of cameras in the field capture

5 operations by the analog video board, changes in

parameters used in connection with video data compression

operations, selection or adjustment of live image analysis

algorithms to be carried out by the front end board, and

so forth.

10 If at step 1128 no message was found to be incoming

from the motherboard, the driver processing advances to

step 1136, at which it is determined whether there is a

message to be sent fronl the front end. board. to the

motherboard. If so, step 1138 follows, at which the

15 outgoing message is reformatted for handling by the

"system director". The "system director" is, as will be

seen, a software module which controls the motherboard CPU

and acts as a central clearing house for messaging among

the software objects supported by the motherboard CPU.

20 Following step 1138 is step 1140, at which the reformatted

outgoing message is dispatched to the system director via

the PCI connection between the front end board and the

motherboard. The process then loops back to step 1128.

If at step 1136 no outgoing message was found to be

25 present, the next step is step 1142. At step 1142 it is

determined whether compressed video data is ready for

transfer to the motherboard. If not, the process loops

back to step 1128. However, if at step 1142 it is found

that video data is ready for transfer to the motherboard,

30 then the process goes on to step 1144, at which a counter

in the DMA addressing unit 1056 (Fig. 36) is initialized

with the target location in the motherboard memory space

to which the Video data is to be transferred. Following

initialization of the target address, the DMA transfer of

35 the video data to the motherboard is itself begun (step

1146). While the transfer of the video data is going on,

the process of Fig. 40 may detect a time—out condition, as

indicated at step 1148. It is noted that a time—out
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condition may occur if the DMA transfer fails for some

reason. If a time—out is detected, a message is generated

to inform the motherboard of the time—out (step 1152).

Following the reformatting andInessage dispatch steps 1138

5 and 1140, the process then returns to step 1128. Unless

a time—out condition is encountered, the interface driver

process idles, as indicated at block 1154.

VIDEO DATA COMPRESSION

10 The video data compression operations carried out on

the digital front end board 590 (Fig. 4) will now be

discussed with reference to Figs. 41 through 44 and 39A.

The VR/PC unit disclosed herein employs a novel video

data compression technique which, under typical operating

15 conditions for the unit, provides an effective compression

ratio of at least about 250:1, while providing an image

quality that is at least adequate for video surveillance

security applications. This high degree of compression

permits efficient use of storage capacity (principally

20 hard disk capacity) while facilitating data transmission

and manipulation within the VR/PC unit. Moreover, as will

be understood from subsequent portions of the discussion,

the novel video data compression technique disclosed

herein synergistically' accommodates image analysis

25 algorithms that are subsequently performed on the

compressed video data. Moreover, even with the remarkably

high compression ratio provided by the present compression

technique, rather difficult playback functions, such as

reverse—direction playback, can be performed relatively

30 efficiently.

An overview of the present video data compression

technique, and a description of the format of the

compressed_video data, will now be provided with reference

to Fig. 44.

35 After compression, the stream of video images

produced by a given camera is represented as a sequence of

data fields 1130. There are two types of fields in the

sequence of fields: reference image fields 1132 and
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"difference" image fields 1134. The reference fields 1132

occur at regular intervals in the sequence of data fields.

For example, in a preferred embodiment of the present

compression technique, every 33rd field in the sequence is

5 a reference field; that is, 32 "difference" fields 1134

are provided between each sequential pair of reference

fields 1132. The reference fields 1132 are each

compression encoded without reference to any other image.

On the other hand, each of the difference fields 1134 is

10 compression encoded with reference. to one or more

preceding images.

Each of the reference fields 1132 begins with a field

header (not shown in Fig. 44) which may be the same as the

tile field header discussed above in connection with Fig.

15 30 (time code bytes not shown in Fig. 30 would also be

included in the field header). The balance of the

reference field 1132 is made up of compressed video data

corresponding to every one of the 2400 tiles of the image

plane. In particular, the compressed video data making up

20 the balance of the reference field is formed.by processing

every one of the 3600 data tiles (2400 luminance tiles and

1200 color information tiles) by the compression-encoding

circuitry of the JPEG chip 848 (Fig. 14). As is well

known to those of ordinary skill in the art, the JPEG

25 encoding process performed by the chip 848 entails

conventional encoding steps such as orthogonal (DCT)

transformation, quantization of coefficient values, and

run—length encoding. The compression ratio achieved with

respect to the reference fields is on the order of 30:1 to

30 70:1.

On the other hand, in the difference fields, each of

the "difference" data fields 1134 include compressed video

data only for selected tiles that represent "changes“

relative to a preceding image. When there is little or no

35 motion in the video image stream, very few, or none, of

the data tiles are represented in the difference data

fields 1134, so that a high degree of compression is

realized.
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As seen from the lower portion of Fig. 44, a typical

difference data field 1134 is made up of a field header

1136, followed. by Inap data 1138 which indicates the

portions of the image plane which were considered

5 "changed" in the current image, and are accordingly

represented by video data in the present difference data

field 1134. For example, the map data may consist of one

bit for each of the 600 minimum coding units (MCUs) in the

image plane, it being recalled that an MCU corresponds to

10 a discrete horizontal sequence of four tiles. For

example, a "1” bit corresponding to a particular MCU would

indicate that the MCU has been found to be ”changed" and

is represented_by.JPEG-compressedmvideo(data corresponding

to the six data tiles for the MCU. A "Oll value for the

15 bit corresponding to a particular MCU indicates that no

data for the MCU is included in the present difference

data field.

Following the changed MCU map 1138 are data segments

1140 made up of the JPEG—compressed video data

20 corresponding to the changed MCUs indicated by the map

data 1138. The number of "1" bits in the map data is the

same as the number of encoded MCU portions 1140.

The compression technique just described allows for

an image reconstruction technique schematically

25 illustrated in Fig. 61. According to this technique, a

reference field 1132 is reconstituted simply by reversing

the JPEG compression encoding in a conventional manner.

Then, for the immediately following difference field, the

changed MCU data segments are each JPEG—decompressed, and

30 each MCU of the resulting video data is substituted at the

appropriate portion of the image plane as indicated by the

changed MCU map. One can~ think of the process of

constructing the first difference field as one of ”pasting

in" postage stamps (reconstituted MCUs) using the MCU map

35 as a guide. The process is then repeated with respect to

each of the succeeding difference fields.

A.key portion of the compression encoding process for

the difference fields entails determining whether a
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particular‘ MCU’ is t1) be JPEG—encoded (because it is

"different" from a corresponding reference MCU) or

discarded (because it is "the same" as the reference MCU).

In a preferred embodiment of the invention, each tile in

5 the MCU is compared with a corresponding tile in the

reference MCU, and an MCU in the difference field is

considered different if any tile is found "different” from

the corresponding reference tile. The determination as to

whether a tile is different from a reference tile is made

10 by calculating certain statistics from the pixel data

making up the reference tile, and comparing the

statistics, on the basis of a threshold, with the same

statistics previously generated for the reference tile.

The threshold level for "sameness" is adjustable by the

15 user, in a preferred embodiment of the system, so that

compression ratio and image quality may be traded off

against each other by the user.

Figs. 43A—43C schematically illustrate aspects of the

tile comparison process. Fig. 43A shows the tile as an

20 eight by eight array of pixels. Fig. 43B indicates how

the tile of Fig. 43A is divided up into four quadrants

that are discrete from each other and each consist of a

four by four array of pixels. A tile comparison statistic

is calculated for each of the four quadrants by summing

25 eight of the 16 pixels in the quadrant and then dividing

by four (shifting two binary places to the right). The

result is a nine—bit quadrant statistic. (The number by

which the eight pixel sum is divided may be considered a

I‘scaling factor“ and may be a number other than four.)

30 The eight pixels to be summed are selected by what

will be referred to as "checker—board” subsampling, as

indicated in Fig. 43C. Two checker—board subsampling

techniques are possible: either the pixels marked ”x" in

Fig. 43C may be selected for summation, or the pixels not

35 marked may be selected. In either case, it will be

observed that checker—board subsampling entails

subsampling by a factor of two, with offset from line to

line. In a preferred embodiment of the invention, only
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one of the two checker—board subsampling techniques is

applied for all of the quadrants of all of the tiles, so

that no pair of vertically or horizontally adjacent pixels

is used for calculation of the tile characteristic

statistics.U'l

The same technique is used to calculate the

statistics both for the reference tiles and the tiles in

the difference fields. If one of the four quadrant

statistics for a reference tile differs by more than the

10 threshold amount from the statistic for the corresponding

reference quadrant, then the entire tile, and hence the

entire MCU, is considered to be "changed" relative to the

reference MCU. It will be understood that this procedure

is applied to six tiles (four luminance, two color) for

15 each MCU.

Processing carried on in connection with compression

encoding of the difference video data fields is

illustrated in Figs. 39A, 41A, 41B and 42. Referring

initially to Fig. 41A, a setup operation for the

20 compressor manager software module 1120 (Fig. 39) will be

described. The setup phase of the compressor manager

begins with a step 1142, at which there is received from

the motherboard a table of threshold values respectively

applicable to the input video streams from the respective

25 cameras. These threshold values, which correspond to

image quality and compression ratio parameters for the

reSpective video signal streams, are stored in an on—board

RAM for the front end board control block 842. The

threshold values in the table are then loaded for use in

30 compression processing by the DSP 1050 (step 1146) and the

compression process is reset (step 1148). In particular,

at step 1148, suitable instructions are sent to the JPEG

chip 848 to set desired parameters, such as selection of

quantization tables and.Huffman.encoding tables, selection

35 of monochrome vs. polychrome encoding, etc.

Operation of the compressor manager software module

is illustrated in Fig. 41B. As indicated at block 1152,

the same operational process is carried on with respect to
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each of the 16 incoming video streams. First, as shown at

block 1154, threshold data corresponding to the camera

which generated the present difference field to be encoded

is retrieved. It is then determined whether the threshold

5 settings are different from those most recently applied

(block 1156). If not, the compression process is applied

in. the same manner as was done for the most recent

difference data field. However, if the threshold data is

different from that most recently applied, the operating

10 tables for the compression processing are updated (step

1158) and the compression process is reset (step 1160).

It should. be understood. that the same threshold

parameter may be used in processing both luminance and

color data tiles, or different thresholds may be used for

15 the luminance data on one hand and the color (U,V) data on

the other hand.

The processing carried on by the tile comparison

software block 1122 is illustrated in Fig. 42. Initially,

the 15 tiles to be transmitted during the tile phase of

20 the video bus operation (see Fig. 25) are read in (step

1162) by accessing the tile data in the FIFO 914 (Fig. 19)

and then, as indicated at step 1164, the following

procedure is applied to each tile: the reference

Characteristic statistics for the corresponding reference

25 tile are retrieved (step 1166) and the characteristic

statistics for the present tile are calculated according

to the technique described in connection with Fig. 43

(step 1168). If, based on the applicable threshold, the

retrieved reference characteristics, and the calculated

30 characteristic statistics for the present tile, a tile is

found to be “different” from the reference tile, then the

tile is marked as different (step 1169) and the calculated

characteristic statistics for the present tile are stored

in place of the previous reference characteristics and

35 thus serve as updated reference characteristics. However,

if at step 1168 the present tile was found to be "the

same" as the reference tile (i.e, differing in its

characteristics by less than the threshold), then the tile
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goes unmarked. As indicated at step 1172, the process of

steps 1164 through 1178 continues until all 15 of the

tiles have been compared with the reference

characteristics. Then the tiles, including the tiles

5 which have been marked as “different" tiles, are returned

to the video output block (step 1174). As will be

recalled from previous discussion, all tiles that are

either marked "different" or are in the same MCU as a

"different" tile are provided to the JPEG processing chip

10 848 for JPEG compression and inclusion in the compressed

difference data field. All other tiles are not provided

to the JPEG chip, but are simply discarded.

The processing performed by the map generator

software module 1124 (Fig. 39) will now be described with

15 reference to Fig. 39A.

As indicated at block 1176, the following procedure

is carried out for each tile. First, it is determined

whether the tile has been marked "different" (step 1178).

Then, as indicated at steps 1180, 1182 and 1184, a flag

20 corresponding to the present tile is set to one if the

tile was marked "different" and is set to zero otherwise.

As shown at step 1186, the flag is then merged with a map

byte which is currently being constructed. If all eight

flags from which the map byte is to be constructed have

25 been merged into the map byte (step 1188) then a new map

byte is started (step 1190). After map bytes have been

constructed for all of the tiles for the image, the

resulting map data is transferred to the motherboard

through the PCI interface 850 (step 1192).

30 Although the foregoing discussion of Fig. 39A has

indicated use of one mapping bit per tile, it should be

understood that as a preferred alternative, one map bit is

allocated to each MCU and that the flag for a given MCU is

set to "1" if any of the six data tiles for the MCU has

35 been marked as "different".
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MOTHERBOARD SOFTWARE

There will now be discussed the software which

controls the operation of the motherboard CPU 592 (Fig. 3)

and hence controls the VR/PC unit as a ufimfle. In a

5 preferred embodiment of the VR/PC unit, a standard

microprocessor (e.g., a~Pentium) is employed, operating

with a standard operating system, in order to minimize the

cost for the motherboard. The well known Windows 95

operating system is employed for the motherboard CPU in a

10 preferred embodiment of the VR/PC unit, because of the

multi—tasking options and software development

capabilities supported by Windows 95. The application

software modules to be discussed below were implemented in

accordance with the Component Object Model (COM)

15 architecture propounded by MicroSoft. The C++ object—

oriented. programming language was used to create the

application modules.

Fig. 45 provides an overview of software components

which make up the motherboard CPU’ application. The

20 illustrated components are enumerated as follows: system

director 1202, setup manager component 1204, scheduling

component 1206, security Inanager component 1208, user

interface component 1210, alarm handling component 1212,

front panel component 1214, compressor manager component

25 1216, video recording component 1218, image processing

utility objects 1220—1 through 1220—P, image processing

utilities manager component 1222,.video search component

1224, archive manager component 1226, video play component

1228, image analysis (playback) tool objects 1230—1

30 through 1230—M, database search tool manager component

1232, video storage component 1234, remote device objects

1236—1 through 1236—N and remote object manager component

1238. Except for the remote objects 1236, playback

analysis tool objects 1230 and image processing utility

35 objects 1220, all of the components other than the system

director 1202 are shown as being in two—way message—

passing communication with the system director 1202.

The system director functions as a central message
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clearing house to permit message passing between the other

application.software components. Messages to and from the

remote objects 1236 are passed through the remote manager

component 1238, messaging to and from the image analysis

5 tool objects 1230 occurs through the database search tool

manager 1232, and messaging to and from the image

processing utility objects 1220 occurs through the image

processing utility manager component 1222. Through the

multi—tasking facilities provided by the Windows 95

10 operating system, it is expected that each software module

and object will operate its own processing thread or

alternatively utilize the main GUI thread. The

application software architecture is message oriented and

event driven. The system director 1202 is shown in Fig.

15 46A. In accordance with the standard approach of the COM

architecture, the system director 1202 supports two

interfaces, IUnknown (reference number 1240) and

INotifySrc (reference numeral 1242). As will be

appreciated by those of ordinary skill in the art, the

20 IUnknown interface 1240 is a standard COM interface for

the purpose of reference counting, freeing memory, and

gaining access to interfaces supported by the other COM

objects. The INotifySrc interface is 1242 is modelled

after standard COM design guidelines allows software

25 components to indicate interest in receiving certain

messages. The system director maintains a mapping which

relates messages to interested parties, and when.a message

comes to the system director, the system director looks up

all interested parties and actuates a call to the

30 interested party components through the INotifySrc

interface. The system director is the first component

that is loaded and initialized by the application

software. The system director then determines from a

system registry all components to be initialized by the

35 system director and then loads each of the components and

calls an initialization function passing the INotifySrc

interface pointer so that the component can register

itself.
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Other software components are illustrated in

generalized form in Fig. 46B. It will be noted that the

other components typically support interfaces IUnknown and

INotify.

5 Background. on the COM (architecture and messaging

between objects by use of interfaces can be found in an

article entitled, "How OLE and COM Solve the Problems of

Component Software Design," by K. Brockschmidt, Microsoft

Systems Journal, May‘ 1996, pp. 63—80, and a related

10 (sequel) article at pages 19—28 of the June 1996 issue of

the Microsoft Systems Journal.

Processing carried out by the security manager

component 1208 is illustrated in Fig. 47. As seen from

block 1244, the security' manager idles until a user

15 attempts to login. When a login attempt is detected, it

is determined (step 1246) whether the login attempt was

valid. If not, the component loops back to block 1244.

But if the login attempt is valid, then the user is logged

in (step 1248), and it is then determined (step 1252) what

20 system features the person logging in is permitted to

operate. This is done by accessing a security database

1254 to retrieve the feature set associated. with. the

person who has logged in. On the basis of the retrieved

feature set, the security manager component then sends

25 permission to operate to each component that the user is

allowed to access (step 1256). As also indicated in Fig.

47 at block 1258, the security manager component further

provides for a process whereby the feature sets in the

security‘ database 1254 can. be entered and edited by

30 authorized supervisory personnel.

Fig. 48 illustrates operation of a typical one of the

remote objects 1236. The remote objects function as

drivers or interfaces for devices external to the VR/PC

unit. Such devices may include external media drive

35 devices (e.g., an external DAT drive), other VR/PC units,

or local or remote nodes like those shown in Fig. 1.

Preferablyy a remote object is instantiated for each

external device which is in communication with the VR/PC
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unit.

As indicated. at ‘block 1260, data. received 'via a

communication_link.with_the remote device is received, and

then buffered (step 1262). Received data is then

translated into the message protocol in use among the

application software components (step 1264) and the

resulting message is sent to the remote manager 1238 (Fig.

45). Continuing to refer to Fig. 48, when a message is to

be sent from the VR/PC unit to a remote device, the

message is received by the appropriate one of the remote

objects 1236 from the remote manager 1238. The message is

translated by the remote object 1236 into an appropriate

format for transmission.to the external device (step 1266)

and then is placed in an output buffer (step 1268) and

transmitted via the communication link (step 1270).

Fig. 49 illustrates processing carried out by the

front panel software component 1214 (Fig. 45). When a

user of the VR/PC unit manipulates a switch on the front

panel 586 (Fig. 6), a corresponding signal is received by

the front panel software object 1214 (step 1272, Fig. 49).

The switch manipulation signal is then translated into the

message protocol used within the application software

(step 1274) and the resulting message is forwarded to the

system director.

The front panel software object also manages the

states of the LEDs provided on the physical front panel

586. When the LED display conditions on the front panel

586 are to be changed, a suitable message is received by

the front panel software object 1214 fronl the system

director. The front panel software module then operates

to translate the message into LED register commands (step

1276) and outputs the resulting data for storage in the

LED register (step 1278; LED register not shown).

Processing carried out by the setup manager component

1204 is illustrated in Fig. 50. Initially (step 1280), it

is determined whether a request for previously stored

setup information has been received. If so, the request

is fulfilled (step 1282). Following step 1282 (or
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immediately following step 1280 if no request for setup

information was received) is step 1284, at which it is

determined whether a request to change the previously

stored setup information is received. If so, the setup

5 information is changed in accordance with the request

(step 1286) and the process loops back to 1280. If no

request was received at step 1284, then the process loops

back to step 1280 directly from step 1284.

There will now be described with reference to Figs.

10 51 and 52 processing carried on by the video storage

software component 1234.

Fig. 51 illustrates a format in which compressed

video data is stored on one or more of the hard disk

drives of the VR/PC unit.

15 As seen from Fig. 51, the data stored on the hard

drives includes compressed video data 1288 and index data

1290. The video data corresponds to the incoming streams

from all 16 cameras (if as many as 16 cameras are

connected to the VR/PC and in operation) and is in a form

20 which complies with the Microsoft .AVI (audio/video

interleave) standard for audio/video files. Although the

embodiment of the VR/PC described herein does not store

audio information, it is contemplated to modify the system

so that audio pickups (microphones) are provided and

25 digitized audio data is stored in association with

relevant video information” The data corresponding to the

streams of incoming video signals are stored interleaved

together in the form of fixed length files 1292, of which

N files 1292 are shown in Fig. 51 as being recorded on the

30 hard disk. A.preferred size for each of the files 1292 is

about 20 megabytes. By dividing up the continuous streams

of video data into files, loss of data due to a drop out

or data corruption on the hard disk can be limited.

In addition to the quasi—permanent video data files

35 1292, there is also stored on the hard disk video data

maintained. in ex pre—alarn1 buffer‘ section. of the disk

(reference numeral 1294). The pre—alarm buffer 1294

preferably stores video data corresponding to the incoming
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video signals from all 16 cameras in an interleaved

fashion and at what is substantially the full frame rate

for the system (45 fields per second divided among the 16

cameras). By contrast, it should be understood that some

or all of the 16 cameras may not be currently recorded at

all in the quasi—permanent files 1292, or may be stored at

a "time lapse‘' rate that is substantially less frequent

than 45/16 fields per second. The pre—alarm buffer 1294

is preferably implemented as a ring buffer on the hard

disk and may, for example, store all of the video fields

captured at the front end electronics over the past 60

seconds.

Turning now to the index data on the hard disk,

overall indexing covering all of the files 1292 is

indicated at reference numeral 1296. For each of the N

files 1292, a starting date and time and an ending date

and time are provided” An additional, file—specific index

is provided with respect to each one of the individual

files 1292. This file—specific index is illustrated at

1298 and provides for each field of video data the date

and time at which the field was captured, the camera by

which the field was captured, event~related information,

and the offset within the file at which the field can be

found. As indicated at reference numeral 1302, the event

information given for a particular field may include data

indicative of the occurrence of more than one type of

event at the time that the field was captured. The

detection of events may be accomplished through the alarm

sensors 526 discussed in connection with Fig. 1 and/or by

analysis of characteristics of the image stream. The

analysis may have occurred either at the time the image

stream was received or by playing back the image stream at

a later time. The image stream analysis algorithms used

to detect the events may return confidence factor values

in addition to detecting that an event itself has

occurred. In such cases, the data indicating that an

event has been detected may be accompanied by the

confidence factor provided by the event detection
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algorithm, as indicated at reference numeral 1304.

In. a preferred. embodiment of the inventich the

indexing information 1290 is stored on the same hard disk

with the associated video data files 1292, and the

5 indexing information is also stored on a second hard disk.

The second hard disk may then be accessed in order to

search for the locations on the first hard disk of video

data that is of interest to the user, while access to the

first hard disk for the purpose of storing new video data

10 thereon continues without interruption for index

searching. In one embodiment of the invention, two hard

disks are provided, of which one is used for video data

storage (and associated indexing) while the other hard

disk is not used for video data storage, but rather is

15 dedicated to the backup or "shadow” index information and

storage of programs or the like. In another embodiment of

the invention, three or more hard disk drives are

provided. In the latter embodiment, one of the hard

drives is dedicated. to the shadow index. and program

20 information storage, and the other two or more hard disks

are available for video data storage.

The video storage software component 1234 performs

the functions of managing pre~alarm video data buffering

on the hard disk or disks, storing the incoming video

25 streams on the hard disk, and indexing the stored video

data on the hard disk. The processing performed by the

video storage software module is illustrated in flow—chart

form on Fig. 52. Initially; it is determined at step 1306

whether the video storage software component is now

30 engaged in the pre—alarm buffer management portion or

regular video data storage portion of its function. If

not engaged in pre—alarm buffer management, the process

stores in a currently open file on the hard disk the next

l‘chunk“ of video data intended for quasi—permanent storage

35 (step 1308). As used in the previous sentence and the

subsequent discussion, it should be understood that a

"chunk" of video data corresponds to a quantity of data

that is conveniently handled and buffered preparatory to
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writing onto the hard disk. The corresponding index data

is then updated (step 310). Next the process determines

whether the end of the current video data file 1292 has

been reached. If so, it is then determined whether the

5 disk or disks available for video data storage are full

(step 314). If not, another video data file is opened on

the disk or disks (step 316). If the disk or disks are

full, then step 318 follows step 314. At step 318, it is

determined whether the video data storage disk or disks

10 are being employed in a ring mode. If not, then the video

storage software component sends a message to the system

director indicating that the end of the storage capacity

has been reached (step 320). However, if at step 318 it

was found that the disk storage was being operated in a

15 ring mode, then the file index list is reset and storage

proceeds at the "beginning” of the hard disk (step 1322).

If at step 306 it was found to be time for execution

of the pre—alarm buffer management function, then the

process advances from 1306 to step 1324. At step 1324, it

20 is determined whether an alarm condition has been

detected. If not, the next chunk of video data to be

stored in the pre—alarm buffer is placed at the next

storage location in the ring buffer portion of the hard

disk (step 1326). Then it is determined whether the end

25 of the ring buffer portion of the hard disk has been

reached (step 328). If so, the pointer indicative of the

next storage point on the ring buffer is moved to the

front of the ring buffer (step 330). Otherwise, the

pointer is simply moved to the next storage location in

30 the ring buffer portion of the hard disk (step 332).

If at step 1324 an alarm condition was found to have

been detected, then step 1334 follows step 1324; At step

1334, the video data stored in the ring buffer is copied

into the permanent storage portion of the hard disk. As

35 indicated at step 1336, the copying of the data from the

ring buffer to the permanent storage portion of the hard

disk continues until complete, and then the pointer is

reset to the beginning of the ring buffer portion.
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Alternatively, a new portion of the hard diSK may be

assigned for use as the ring buffer, with the portion of

the hard disk previously assigned to use as a ring buffer

having been made a part of the permanent storage portion

5 in order to preserve the video data recorded in the pre—

alarm buffer prior to the detection of the alarm

condition.

Fig. 53 illustrates the processing carried on by the

video search software component 1224. When a. search

10 operation is initiated.by a user (through interaction with

the graphical user interface, as will be explained below),

the video search software component proceeds to obtain

from the user search parameters indicative of the date,

time, and source camera for the video information of

15 interest to the user (step 1340). In addition, the video

search component obtains from the user an indication as to

whether the search is to employ an image analysis

algorithm (”tool"). Step 1342 is a decision block at

which it is determined whether an image analysis based

20 search is requested. If so, the video search software

component obtains from the user input indicative of the

type of image analysis algorithm to be performed, as well

as, if appropriate, one or more parameters to constrain

the execution of the image analysis algorithm (step 1344).

25 On the basis of this information, the process then

prepares the image analysis algorithm to operate with

respect to the video data to be retrieved during the

search (step 1346). Following step 1346 (or immediately

following step 1342 if no image analysis is requested by

30 the user) is step 1348, at which the database is searched

to retrieve the video data requested by the user. If

image analysis was requested, then the analysis algorithm

is applied to the retrieved video data. In either case,

the outcome of the search is reported (step 1352).

35 There will now be provided, with reference to Fig.

54, a more detailed description of the process step shown

as step 1348 ("perform search") in Fig. 53. The step 1348

initially includes building a list of one or more date and
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time files that match the search criteria specified by the

user (step 1354, Fig. 54). For each file on the list, the

following steps are performed, as indicated at step 1356:

A list of the date, time and camera entries is generated

5 for each of the files (step 1358), and then a decision is

made as to whether an image analysis algorithm is to be

applied (step 1360). If not, i.e., if no image analysis

was requested. by the user, then the list is simply

submitted for reporting (step 1362). However, if an image

10 analysis based search has been requested, then for each

entry in the list assembled at step 1358, the following

procedure is followed, as indicated at step 1364: First

the image analysis algorithm is reset (step 1366) and then

the sequence of video images corresponding to the entry is

15 analyzed using the image analysis algorithm (step 1368).

It is then determined at step 1370 whether the sequence of

images exhibits a characteristic that was to be detected

by the image analysis algorithm. If so, the sequence is

added to a positive result list (step 1372) and the index

20 information for the file is updated to indicate detection

of the event (step 1374). That is, the event related data

shown at 1302 in Fig. 51 is updated to indicate detection

of the event, as well as the confidence factor applicable

to the event detection decision. It will be appreciated

25 that if the characteristic of the image stream is not

found to be present, the sequence is not added to the

result list and the index information is not updated. In

any case, following step 1374, or directly following step

1370 if the characteristic of interest was not detected,

30 it is determined whether more entries are present on the

list (step 1376). If not, the results obtained as a

result of the image analysis are reported (step 1362).

However, if more entries are present, the next entry is

retrieved (step 1378), and the loop starting at step 1364

35 is performed with respect to the next entry.

Fig. 55 presents an overview of the processing

carried out by the video play software component 1228.

Video playback operations may be initiated through user
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manipulation of the jog—shuttle switch 660 on the front

panel 586 (Fig. 6) or by user interaction with the

graphical user interface, as will be described below. In

some cases the video play function is entered

5 automatically upon completion of a search in order to

display the video data requested by the user.

As shown in Fig. 55, an initial step of the video

play function is determining what play command has been

asserted (step 1380). If a pause command has been

10 asserted (step 1382), then video data decompression

operations are halted (step 1384), and the video play

function reports to the system director that video

playback has been paused (step 1386). If a forward play

command, at a given speed of X fields per second, has been

15 asserted (step 1388), then again the decompression

operation is halted (step 1390) and the forward mode

playback image rate is reset (1392). Then the video data

decompression operation is restarted (step 1304) and the

new requested playback rate is reported to the system

20 director (step 1396).

If playback in the reverse direction has been

selected, at a rate of Y images per second, was asserted

(step 1398), then once more the decompression operation is

halted (step 1402) and the image rate for the backward

25 reproduction mode is reset (1404) and a reverse direction

decompression operation is initiated (step 1406).

Following step 1406 is the aforesaid step 1396, at which

the requested playback rate is reported tx> the system

director. If none of the circumstances to be detected at

30 steps 1382, 1388 and 1398 have occurred, then a playback

status unchanged message is sent to the system director

(step 1408).

VIDEO DATA DECOMPRESSION (FORWARD DIRECTION)

35 The process step 1394 shown in Fig. 55 will now be

described in greater detail with reference to Fig. 56.

The process illustrated in Fig. 56 commences with

receipt of the restart command. for the decompression
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engine (step 1410). There follows step 1412, at which the

playback rate timer is set in accordance with the

applicable X image per second rate, and the quit

decompressing flag is cleared.

5 There follows step 1414 which entails locating the

first reference image in the video stream to be played

back occurring after the point at which playback is to be

initiated. The reference image is then decompressed

(reconstituted) in a step 1416. Following step 1416 is

10 step 1418, at which it is determined whether halting of

the decompression engine has been requested. If so, a

message is sent to the system director to indicate that

the decompression engine has halted (block 1420) and the

decompression operation ceases. However, if it was not

15 found at step 1418 that decompression was to be halted,

then the process moves on to step 1422, at which it is

determined whether the time has come to decompress the

next image. If not, the process loops back to step 1418.

However, if it is time to decompress the next image, the

20 process advances to step 1424, at which it is determined

whether the next image to be decompressed is a reference

image or a difference image. If the next image is a

reference image, a procedure for decompressing a reference

image (block 1426) is applied, and then the process loops

25 back to step 1418. If the next image is a difference

image, then a procedure for decompressing the difference

image (block 1428) is applied and the process again moves

back to block 1418.

The procedure used for decompressing reference images

30 (blocks 1416 and 1426 in Fig. 56), will now be described

with reference to Fig. 57. The procedure shown in Fig. 57

is made up of nested loops, of which an outer loop,

indicated at block 1430, is applied to each row of minimum

coding units in the image (30 rows per image) and the

35 inner loop, indicated at block 1432, is applied to each

MCU in the present row (20 MCU’s per row).

At step 1434, each of the six blocks of JPEG—encoded

data is processed so as to reverse the JPEG encoding and
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recover substantially the original six tiles (four

luminance and two color) of video data. Routines for

controlling a general purpose microprocessor to decode

JPEG—encoded video data are well known and therefore need

5 not be described herein. The decoded video data

corresponding to the MCU is then copied into an output

buffer (step 1436). Once all of the MCUs in all of the

rows of the reference image have been decoded and placed

in the output buffer, the buffered data, representing the

10 entire decoded image, is bit—level transferred for display

on the monitor (step 1438).

Further discussion of blocks 1384, 1390 and 1402 of

Fig. 55 will now occur with reference to Figs. 56 and 58.

As indicated in Fig. 58, when a stop decompressor command

15 is received (step 1440) then a "quit—in—progress“ flag is

set (step 1442). If a forward playback operation is then

occurring, then the setting of the quitkin~progress flag

triggers an affirmative finding at block 1418 (Fig. 56),

leading to shutting down of the decompression engine, with

20 transmission. of an appropriate message to the system

director. As will be seen from a subsequent discussion of

the processing for reverse—direction reproduction, the

quit—in—progress flag has a similar effect with respect to

reverse—direction reproduction operations.

25 Processing carried out in connection with block 1428

(”decompress difference image”) of Fig. 56 will now be

described with reference to Fig. 59 and the representation

of difference image data as shown in Fig. 44. The initial

step for decompressing the difference image, as indicated

30 at block 1444, is to read in the data which indicates the

locations of the changed MCU data in the image plane

corresponding to the difference image. Then nested loops

are carried out, of which the outer loop is indicated at

block 1446 and is carried out for each row of MCUs in the

35 image plane (30 rows per image) and. the inner loop,

indicated step 1448, is carried out for each MCU in the

row (20 MCUs per row).

For each MCU, the bit from the map data corresponding
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to that MCU is fetched (step 1450), and it is then

determined (step 1452) whether that MCU in the image plane

is changed in the present image. E.g., if the bit has a

"0" value, then the MCU is unchanged, whereas a "1'l value

5 for the bit indicates that the MCU is changed and that

updating data corresponding to the MCU is included in the

present video data field. If a "0" bit is encountered,

then the procedure simply loops back so as to fetch the

bit for the next MCU. When there is little or no motion

10 in the image, the MCU map will normally be quite sparse,

so that entire rows of MCUs may go unchanged. However,

when a changed MCU is encountered, the process of Fig. 59

advances to block 1454, at which.the next block of changed

MCU data is decoded. The decoding of the MCU data may be

15 carried out by the same standard routines referred to in

connection with step 1434 of Fig. 57.

Continuing to refer to Fig. 59, after the changed MCU

data has been decoded, the process determines on the basis

of the current row and column count for the MCUs an

20 appropriate offset so that the just decoded block of MCU

data is "steered" to the appropriate position in the image

plane (step 1456). Then, based on the resulting offset,

the decoded block of MCU data is output to refresh the

display buffer (step 1458). The result of steps 1456 and

25 1458 is pictorially represented in Fig. 61. Fig. 61 shows

that an image that was previously displayed is updated on

an.MCU by MCU basis to generate the difference image which

is presently being decoded. As previously noted, the

changed MCUs can be thought of as "postage stamps" that

30 are to be "pasted" at locations in the image plane

determined in accordance with the changed MCU napping

data.

After steps 1456 and 1458, the process loops back to

obtain the map data bit for the next MCU in the image

35 plane.

Additional details of step 1454 of Fig. 59 will now

be described with reference to Fig. 60. Initially upon

decoding a block of changed MCU data, a buffered quantity
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of the compression—encoded video data is fetched (step

1460). It is then determined. whether enough. of the

compressed video data is available to apply the decoding

routines (step 1462). If so, the standard decoding

routines previously referred to are employed to reverse

the JPEG encoding carried out on the front end board (step

1464). When it is found at step 1462 that insufficient

compression—encoded video data is available to begin

decoding, then the buffer is refilled, as indicated at

step 1466. Moreover, if, while refilling the buffer, the

end of a data storage file is encountered, then the next

data file is opened (steps 1468 and 1470). In an

alternative and preferred embodiment, the full data

complement for the image is retrieved at once, and steps

1462, 1466, 1468 and 1470 can be dispensed with.

Alternative techniques for refreshing tine display

buffer during playback operations will now be described

with reference to Figs. 62A and 62B.

Fig. 62A shows a technique which is utilized in the

VR/PC unit to provide a refresh rate of 18 fields per

second. Initially, JPEG decoding is applied to the 600

MCUs of pixel data in a reference image or is applied to

the changed MCU data in a difference image (step 1472).

Then a vertical interpolation operation is applied by the

motherboard CPU to obtain 480 rows of pixel data (step

1474) from the 640 pixel by 240 row internal data

representation. Following a further software processing

step in which the YUV data is translated to RGB data (step

1474), the translated data, consisting of 640 pixels in

each of 480 rows, three bytes per pixel, is buffered at

1478 and then bit level transferred at 18 fields per

second to drive an SVGA monitor.

An alternative technique which provides a 30 fields

per second refresh rate during playback is illustrated in

Fig. 628. According to this technique, the same initial

JPEG decoding step 1472 is employed as in the technique of

Fig. 62A, but the decoded data is fed to a hardware module

1480 which applies a two times vertical zoom function and
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then passes the resulting 480 lines of data to another

hardware module 1482 for color space translation from YUV

to RGB. The RGB data is then output directly from the

hardware 1482 to drive the SVGA at a 30 fields per second

5 refresh. rate. The so—called "direct draw" technique

illustrated in Fig. 62B, in addition to providing a faster

refresh rate, also reduces the burden on the motherboard

CPU, albeit at the cost of providing additional hardware

components 1480 and 1482.

10 Alternative recording and playback strategies that

may be employed in the VR/PC unit will now be described

with reference to Figs. 63A and 63B.

The first alternative, schematically illustrated in

Fig. 63A, maximizes the flexibility of the unit in

15 recording simultaneous streams of video signals

respectively generated by several (say 16) cameras

connected to the unit, but provides only 240 lines of

vertical resolution per image, roughly one half of the

commercial broadcast standard. Nevertheless, it has been

20 found that with interpolation to produce 480 lines, the

vertical resolution is at least adequate for video

surveillance applications. In any case, in the technique

shown in Fig. 63A a "tri—corder" slot 1484 (which

corresponds to one of the three field locking channels 804

25 of the front end analog board (Fig. 13)) is assigned at a

given time to a field generated by camera X. The front

end analog board is operated so that only odd fields are

captured. to minimize jitter‘ and. false indications of

motion or changed MCUs. The captured field from camera X

30 is then_pipelined for digitization and.compression_through

the front end electronics as indicated at 1486 and stored

as a single .AVI data stream on the hard disk 1488.

When playback of the stream of images generated by

camera X is requested, the corresponding .AVI stream is

35 reproduced from the disk 1488, software decoded

(decompressed) in the manner discussed herein above (block

1490) and then used to drive an SVGA monitor (block 1492).

Fig. 63B illustrates an alternative technique, in
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which the VR/PC unit is operated to provide essentially

the standard commercial broadcast vertical resolution upon

playback for one camera, but at the cost of greatly

reducing the recording resources available for other

5 cameras that may be connected to the VR/PC unit. In the

technique of Fig. 63B, two of the field locking channels

804 of the front end analog board, represented by "tri—

corder" slots 1494 and 1496 in Fig. 63B, are dedicated

exclusively to capturing both odd and even fields

10 generated by camera X. The tri—corder slot 1494 captures

only the even fields and the tri—corder slot 1496 captures

only the odd fields.

In the subsequent processing up to and through

storage on the disk, the camera X even fields and the

15 camera X odd fields are treated as if the same were two

unrelated streams of video signals. Thus the even fields

are pipelined for digitization and compression separately

from the odd fields streams, as indicated at blocks 1498

and 1502. Since a third field capture channel remains

20 available, the third channel may be used by another camera

or shared among other cameras, so that one or more

additional streams (not shown in Fig. 63B) are pipelined

for digitization and compression along with the odd and

even field streams generated from camera X. In any event,

25 the two separate streams are stored, managed and indexed

as two separate .AVI streams on the hard disk 1488. As a

result, the arrangement shown in Fig. 63B allows the VR/PC

unit to store the images generated by camera X with a

vertical resolution of 480 lines.

30 Because of the separate storage of the even and odd

field streams, several software decoding options are

available upon playback, as indicated at block 1504. For

example, since all of the data required for full vertical

resolution is present on the hard disk 1488, the two

35 streams may be played back and interleaved to provide an

interlaced 480 line display, as indicated at 1506. A less

computationally—intensive approach, which could be

referred to "halt and fill" (reference numeral 1508),
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entails playing back only one of the two streams, and

vertically interpolating to provide 480 lines, when

playback with either forward or reverse motion is

occurring. But when the playback image stream is paused,

5 the field from the other stream may also be reproduced to

generate an image having full vertical resolution.

REVERSE DIRECTION VIDEO DATA DECOMPRESSION

Processing required to decompress the compression—

1O encoded video data when the image stream is to be

reproduced in a reverse direction will now be described.

Initially, a conceptual overview of the process will be

provided with reference to Fig. 64.

In Fig. 64 there is shown at reference numeral 1510

15 a sequence of compressed video data fields in the same

format discussed on connection_with Fig. 44. However, for

the purposes of the example illustrated in Fig. 64, it is

assumed that only three difference images 1134 are

provided between two successive reference images 1132,

20 rather than the 32 difference images actually employed in

a preferred embodiment of the VR/PC unit. As would be

expected from the format shown in Fig- 44, reference

numerals 1138—1 through 1138—3 indicate the changed MCU

mapping data included in the difference image data fields

25 1134—1 through 1134—3. By the same token, the reference

numerals 1140—1 through 1140—3 indicate the changed MCU

data respectively included in the reference fields 1134—1

through 1134—3. It should be understood that the left—to—

right direction. in. the sequence of image fields 1510

30 corresponds to the forward passage of time which occurred

as the fields were being recorded. In other words, the

time sequence in generating and recording the fields was

ll32—1, l134—l, 1134—2, 1134—3, 1132—2. There is

illustrated at reference numeral 1512 in Fig. 64 a

35 sequence of pre—processing steps that are carried out

before actually proceeding with reverse direction_playback

of the sequence of image shown at Fig. 1510.

Having generated an image that corresponds to the
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image originally compressed to form the reference data

field 1132—1, the pre—processing procedure then reads the

"changed'l MCU map data 1138—1 corresponding the following

image, which, is difference image 1134—1. Since the

5 mapping data 1138—2 indicates the MCU portions of the

image plane at which the next difference image 1134—1

differs from the present image 1132—1, the mapping data

1138—1 is also indicative of the MCUs in the present image

which will be "pasted over" when the next image is formed.

10 For that reason, the MCUs of the image corresponding to

the data field 1132—1 are selected on the basis of the

mapping data 1138—1, to form "backwards postage stamp”

data 1514—0 which will be used to reconstruct the present

image in the course of reverse playback. After saving the

15 "to—be—changed" MCUs 1514—0, the mapping data 1138—1 is

used again, this time to update the image corresponding to

the data field 1132—1 by I'pasting on" the changed MCU data

1140—1 to reconstruct the image corresponding to data

field 1134—1 .

20 As in the procedure described in connection with Fig.

59, the mapping data 1138—1 is used to "steer" the decoded

MCU "postage stamps" in the manner pictorially illustrated

in Fig. 61. (Unlike the procedure of Fig. 59, however,

the resulting reference image is not output for display.)

25 At this point the mapping data 1138—2 of data field

1134—2 is consulted to determine which MCUs of the image

corresponding to 1134—1 are to be saved as "to—be—changed"

MCUs 1514—1 corresponding to the data field 1134—1. Then,

as before, the mapping data 1138—2 is used a second time

30 to update the image corresponding to field. 1134—1 by

pasting in the MCU data 1134—2 to generate a reconstructed

image corresponding to the data field 1134—2.

Next, the mapping data field 1138—3 is used to

determine which MCUs of the image corresponding to 1134—2

35 are to be saved as "to be changed" MCUs 1514—2 for the

data field 1134—2. Then, once more the mapping data 1138—

3 is used to steer the MCU data 1134—3 to generate a

reconstructed. image corresponding to field 1134—3 by
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updating the image for field 1134—2. The resulting

reconstructed image, labeled_as 1134—3R (reconstructed) in

Fig. 64, is then saved for use as a backwards "reference"

image during the reverse playback sequence which is to

5 follow. The pre~processing sequence 1512 is now complete,

and the reverse playback procedure may go on to a sequence

1514 shown in Fig. 64 as proceeding from the right to left

direction.

Initially in sequence 1514, the reconstructed

10 backward "reference" image 1134—3R (corresponding to the

image captured immediately earlier in time than reference

image 1132—2) is output for display.

Then the image 1134—3R is updated using the mapping

data 1138—3 to steer the backward postage stamps (”to—be—

15 changed MCUs") 1514—2 so that the backwards reference

image 1134—3R is updated on an MCU by MCU basis to produce

an image corresponding to the next—earlier—in—time image,

i.e., the image corresponding to difference video data

field 1134—2. Then, in turn, the image corresponding to

20 data field 1134—2 is updated using the changed MCU mapping

data 1138—2 to steer the to—be—changed "backward direction

stamps” 1514—1 to appropriate positions in the image plane

so as to form an image corresponding to video data field

1134—1.

25 Next, the image for field 1134-1 is updated with the

to—be—Changed MCU 1514—0, steered by mapping data 1138—1,

to form an image corresponding to field 1132—1.

Alternatively, the entire reference field 1132—1 could be
 

decoded d§_novo, but this would take longer than using the

30 'backwards postage stamps’ 1514—0. At that point, the

procedure which was discussed above with respect to

sequence 1512 is again applied, but this time utilizing

the reference image which occurs latest in the stream

prior to the reference image 1132—1 and the set of

35 difference image data fields immediately preceding

reference image 1132—1.

In the remaining portion of Fig. 64, there is

presented a simplified pictorial illustration of the
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decompression. technique employed for reverse playback

operations. As a simplified example, a sequence 1516 of

images is shown. The sequence 1516 includes images 1132—

1E, 1134—1E, 1134—2E, 1134—3E and 1132—2E. The following

5 assumptions have been made so as to illustrate the

principles of the decompression technique without unduly

complicated drawings:

(1) It is assumed that each image is made up of a 4

X 4 array of minimum coding units.

10 (2) Each.of the minimum coding units is presented as

being square in shape, rather than the 4 x 1 rectangle of

tiles which. is the MCU configuration in an actually

preferred implementation of the VR/PC unit.

(3) The initial image 1132—1E is all white.

15 (4) A.black object, corresponding exactly in size to

an MCU, enters the image field of view at the left—most

MCU of the top row of MCUs, and exactly in time for image

1134—1E, and then proceeds in a rightward direction across

the image plane at the rate of exactly 1 MCU per frame.

20 Presented at 1518 is the mapping data 1138—1E, 1138~

2E, 1138—3E, respectively corresponding to the difference

images 1134—1E, 1134—2E and 1134—3E. (However, it should

be noted that only the first four bits of the mapping data

1138—(N)E are presented at 1518. Based on the exemplary

25 images shown in 15—16, the last 12 bits of each of the

mapping data would all be ”0" and are omitted to simplify

the drawing.)

Examining the mapping data presented at 1518, it will

be noted that the image 1134—1E has only one changed MCU

30 (the first in the top row), so that correspondingly only

the first bit of the mapping data 1138—1E has the value

"1”. In the next image, 1134—2E, the first two MCUs in

the top row are changed relative to the preceding image,

so that the first two bits in the mapping data 1138—2E

35 have the value "1” and the remaining bits have the value

"0". In the next image, 1134—3E, the second and third

MCUs in the top row are changed relative to the preceding

image, producing the mapping data "0110" as shown at 1138—
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3E.

The corresponding changed MCU data is pictorially

represented at 1520. As seen from the drawing, only a

single block of MCU data (a black “postage stamp") makes

5 up the changed. MCU‘ data 1140—1E for the data

representation.of the first difference image 1134—1E. The

changed MCU data 1140—2E for the next image consists of a

white "postage stamp" followed by a black l'postage stamp.”

The changed MCU data 1140—3E for the next image is the

10 same, namely a white "postage stamp" followed by a black

"postage stamp "

Following the pre-processing sequence discussed above

with respect to the sequence 1512, the mapping data 1138—

1E is read. The values "1000" mean that only the first

15 MCU of the reference image 1132~1E is to be saved, thereby

forming to—be—changed MCU data 1514—OE (one "backward

postage stamp" ~ all white). Next, the reference image

1132—1E is updated using the mapping data 1138—1E to apply

the all black postage stamp changed MCU data 1140—1E at

20 the first MCU location in the top row of MCUs, to produce

the reconstructed difference image 1134-1E. Then the

mapping data 1138—2E for the next difference image is

read. The values "1100" indicate that the first two MCUs

of the reconstructed image 1134~1E (a black postage stamp

25 followed. by 51 white postage stamp) are to be saved,

thereby forming the to—be—changed MCU data 1514~1E

("backward postage stamps"). Then the image 1134—1E is

updated, changed MCU by changed MCU, to form the image

1134—2E. In particular, the mapping data 1138—2E is read,

30 bit by bit, and as indicated by the values "1100", the

first postage stamp of the MCU data 1140—2E is steered to

the first MCU position in the top row, and then the next

postage stamp in 1140—2E (all black) is steered to the

second MCU location in the top row. It is then once

35 more time to save the "to—be—changed" MCUs. Thus the

mapping data 1138—3E is read and it is found that the

second and third MCUs in the top row (corresponding to a

black postage stamp followed.by a white postage stamp) are
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selected to form the ("backward direction postage stamp")

to—be—changed MCU data 1514—2E.

Following is the step of updating the image 1134—2E

MCU by MCU to form the image 1134—3E. As before, this is

5 done by using the mapping data 1138—3E to steer the

forward direction changed MCUs 1140—3E to the appropriate

positions in the image plane. Since 1134—3E is the last

difference image before a reference image, the

reconstructed image 1134—3E is saved for display and then

10 for use as a backward direction "reference'l image.

At this point, the preprocessing stage is complete,

and actual reverse direction playback may occur.

Initially, the reconstructed image 1134—3E is displayed.

Then the mapping data 1138-3E is read and used to steer

15 the backward direction MCU data 1514—2E so as to update

the image 1134—3E to form the image 1134—2E. Next, the

mapping data 1138—2E is read to steer the backward MCU

data 1514—1E so as to update the image 1134—2E to form the

image 1134—1E. Finally, the mapping data 1138—1E is used

20 to steer the backward MCU‘ data 1514—OE to form the

reference image 1132—1E by updating the difference image

1134—1E. As will be appreciated fron1 the preceding

discussion, then the pre—processing sequence is next

performed as to the reference image and set of difference

25 images which were originally generated immediately before

the image 1132—1E.

It should be understood from the foregoing

description of the decompression technique used for

reverse direction playback that the mapping data 1138 is

30 used in connection with.reverse—playback decompression as

well as forward—direction playback. In particular, the

mapping data 1138 is used for three distinct purposes in

connection with the reverse—playback decompression

technique:

35 (1) To reconstruct difference images in a forward

direction during the pre—processing stage, in a similar

manner as in forward—direction playback decompression.

(2) To select the "backward direction postage
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stamps” (to—be—changed MCUs) 1514.

(3) To steer‘ the changedl MCUs during the actual

backward direction playback.

It is believed that the multiple and highly efficient

5 use of the mapping data during reverse—direction

decompression processing represents a particularly

advantageous aspect of the compressed video data format

(Fig. 44) and corresponding compression technique

disclosed herein.

10 Against the background.of the example illustrated in

Fig. 64, there will now be provided, with reference to

Figs. 65—68, a more detailed description of the processing

represented by block 1406 in Fig. 55.

Referring initially to Fig. 65, the backward

15 decompression process starts by setting the image rate

timer in accordance with the desired backward playback

rate and clearing the quit flag (step 1522). Then, at

step 1524, the reference image corresponding to the point

in time at which the reverse direction playback is to

20 occur is located, and the reference image is then

decompressed (step 1526). Following step 1526 is step

1528, which corresponds to the pre-processing sequence

indicated at 1512 in Fig. 64.

The next step is step 1530, at which it is determined

25 whether the quit—in—progress flag has been set. If so, a

suitable message is transmitted to the system director

(step 1532), and. the backward—direction. decompression

operation is stopped. If the quit—in—progress flag was

not found. to be set at step 1530, then. the process

30 advances to step 1534, at which it is determined whether,

for the desired playback image rate, it is time to decode

and display the next image. If not, the process loops

back to step 1530. However, if it is time to decode and

display the next image, step 1536 follows, at which it is

35 determined whether the next image is a reference or a

difference image. If the next image is a reference image,

the reference image is decoded according to a suitable

procedure (step 1538) and then the next "backward history
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buffer" is built (step 1540), that is, the pre—processing

procedure shown at 1512 in Fig. 64 is applied to the next

(immediately earlier at time of recording) set of

difference images.

5 If at step 1536 it is found that the next image to be

decoded is a difference image, then the difference image

is decoded according to a suitable procedure utilizing the

previously generated backward history buffer.

Turning now to Fig. 6, the "build backward history

10 buffer", steps 1528 and 1540 of Fig. 65 will be further

explained. Initially (step 1544), the reference image

(shown at 1132—1 in Fig. 64) recorded immediately prior to

the set of difference images now to be decoded is

decompressed and then stored in re—coded form in a "last

15 field" buffer. Then, at step 1546, the process fetches

the mapping data corresponding to the difference image

1134 recorded immediately later in time than the reference

image just decoded. The fetched mapping data is used to

update the ”last field buffer" on an MCU by MCU basis

20 using the changed MCU data 1140 corresponding to that

first difference field (step 1548). There then follows a

loop, as indicated at step 1552, which is applied with

respect to each of the other difference images 1134 in the

set of difference images now being encoded. As a first

25 step of the loop, which is step 1554, the mapping data for

the difference image following the difference image most

recently reconstructed is fetched. 'Then the to—be—changed

MCUS from the difference image just reconstructed (the

backward postage stamps 1514) are generated on the basis

30 of the next—difference~field mapping data (step 1556), and

then the last field buffer is updated using the forward

direction changed MCU data 1140 to reconstruct the next

difference image (step 1558). After all the required

iterations of the loop 1552——1558, the backward history

35 buffer data as represented at 1512 in Fig. 64 has been

generated.

Fig. 67 provides a more detailed illustration of the

processing corresponding to block 1544 in Fig. 66. The
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processing of Fig. 67 takes the form of three nested

loops, of which the outer loop, indicated at block 1560 is

carried out with respect to each. row of MCUs. The

intermediate loop, as indicated at step 1562, is carried

5 out with respect to each MCU in the row. The innermost

loop, indicated at step 1564 is carried out for each tile

in the MCU. As shown at block 1566, for each tile a

decompression and then recording process is carried out.

Details of block 1566 are shown in Fig. 68. Initially, as

10 shown. at step 1568, the compressed 'video data

corresponding to the tile is processed to recover

quantized coefficient values. Then the DC coefficient is

recorded as an absolute value, rather than as a

differential value generated in comparison to a preceding

15 tile DC level.

Then. the other. coefficients are jHuffman and run—

length encoded according to standard video data

compression techniques (step 1572) and the recorded tile

of data is stored (step 1574). (Generation of a backward

20 history buffer, as just described, may also be carried out

during forward playback operations, as indicated at block

1575 in Fig. 56, to facilitate rapid changing over from

forward— to reverse-direction playback.)

25 COMPRESSOR MANAGER SOFTWARE COMPONENT

The compressor manager software component 1216 shown

on Fig. 45 will now be described in further detail with

reference to Figs. 69 and 70. It should be understood

that the compressor manager software component 1216

30 handles communication.between the motherboard CPU and the

front end electronics (particularly front end controller

DSP 1050, Fig. 36).

Fig. 69 illustrates the aspects of the compressor

manager software component relating to handling commands,

35 i.e., messages sent from the motherboard to the front end

electronics. Initially, it is determined at step 1576

whether an alarm command is to be sent. If so, the bit or

bits corresponding to the present alarm condition. or
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conditions are set in alarm condition data bytes (step

1578) and then a message carrying the alarm condition

bytes is generated in an appropriate format for receipt by

the front end controller DSP (step 1580).

5 If a command relating to the sequence at which camera

input streams are to be captured for storage is to be sent

to the front end. board (step 1582), then. a data set

indicative of the (desired sequence for capturing the

camera signal streams is generated (step 1584). The

10 resulting message is formatted for receipt by the front

end board controller (step 1586).

At step 1588 it is determined whether a field storage

rate command is to be sent to the front end electronics.

If so, data required to program the front end electronics

15 to capture video fields at the desired rate is generated

(step 1590) and the resulting data is formatted for

receipt by the front end electronics (step 1592).

At step 1594, it is determined whether there is to be

sent to the front end electronics a command relating to an

20 image analysis algorithnlto be performed in the live image

analysis block 846 (Fig. 14) of the front end electronics.

Continuing to refer to Fig. 69, if an image analysis

algorithm command is to be sent, then the data relating to

the image analysis (e.g., data specifying the algorithm to

25 be performed, or parameters for constraining the

performance of the algorithm) is generated (step 1596),

and is then placed in a format appropriate for receipt by

the front end electronics (step 1598).

It is determined at step 1682 whether a command

30 relating to video data compression is to be sent to the

front end electronics. If so, data for selecting a

compression. parameter‘ is assembled (step 1604). For

example, a compression parameter selecting one of a

standard tile I'sameness" threshold, or a second. more

35 stringent threshold. providing better‘ reproduced, image

quality, or a third parameter, which is less stringent and

reduces the average quantity of compressed video data

generated per field, may be sent. Alternatively, the
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compression parameter may be for setting the number of

bits employed for quantization of coefficents in the JPEG

chip 848.

It should be noted that the data packages assembled

5 at steps 1596 and 1604 preferably include data identifying

the camera for which the data is applicable, so that the

image analysis algorithm and/or the compression procedure

can be varied on a camera by camera basis.

Following step 1604 is step 1606, at which the

10 compression parameter package is formatted for receipt by

the front end electronics. At step 1608, it is determined

whether a message is to be sent to the front end

electronics for the purpose of controlling operation of

the live display processing block 844 (Fig. 14). For

15 example, the size of the image output from the live

display block 844, the number of video streams to be

simultaneously displayed, such as 1, 4, 9, or 16, and/or

the assignment of camera streams among display windows,

may be varied. If a positive determination is made at

20 step 1608, then the appropriate live display command

sequence is generated at step 1610, and formatted at step

1612 so as to provide a message that can be properly

handled at the front end electronics.

Following any one of the steps 1580, 1586, 1592,

25 1598, 1606 or 1612, there is a step 1614 at which the

message in question is coupled onto the PCI bus 596 (Fig.

3) for transmission. to the front end electronics.

Aspects of the compressor manager software component

relating to handling of status messages received by the

30 motherboard from the front end electronics will now be

described with reference to Fig. 70. As indicated at step

1616, message data that has come in over the PCI bus is

received, and then the type of message is detected.

If the message is found to be an alarm message (step

35 1618), then the alarm data is decoded (1620) and a message

reporting the alarm data is generated in an appropriate

format for the motherboard CPU software components (step

1622). The alarm message may specify, for example, a type
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of alarm event detected through an alarm sensor 526 (Fig.

1) or by live image analysis carried out by the front end

electronics.

Continuing to refer- to Fig. 70, if the incoming

5 message is found to be a message relating to sequencing of

camera streams for recording (step 1624), the data

including in the message is decoded (step 1626) and the

formatted for messaging within the motherboard CPU

software (step 1628).

10 If the incoming message relates to a field capture

rate implemented_by the front end electronics (step 1630),

then the field rate data is decoded (step 1632) and

formatted in a suitable manner for use in the motherboard

CPU software (step 1634).

15 If the incoming message is related to a live image

analysis algorithm being carried out in the front end

electronics (step 1636), then the data relating to the

algorithm is decoded (step 1638) and formatted for use in

the motherboard software (step 1640).

20 If the incoming message is related to a parameter

used for controlling compression operations being carried

out in the front end electronics (step 1642), then the

compression parameter data is decoded (step 1644) and

formatted for use in the motherboard software (step 1646).

25 If the message relates to live display processing

being carried out in the front end electronics (step

1648), then the data is decoded (step 1650) and formatted

for use in the motherboard software (step 1652).

Following any one of steps 1622, 1628, 1634, 1640,

30 1646 or 1652, a step 1654 follows, in which the message in

question is forwarded to the system director software

component 1202 (Fig. 45), and through the system director

is relayed to other software components that have a need

to receive the message. Typically, the messages detected

35 at blocks 1624, 1630, 1636, 1642 and 1648 are status

messages indicating that the front end board has

implemented commands previously sent from the motherboard

to the front end electronics.
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Aspects of the compressor manager software component

relating to handling of incoming compressed video data

will be described with reference to Fig. 71. It is

assumed that a DMA transfer of video data is taking place.

5 The compressor manager then determines if the DMA video

data transfer is complete (step 1656). If so, the

buffered 'video data which has just been received is

transferred for recording on the hard disk (step 1658),

and it is then determined whether the end of an image has

10 been reached (step 1660). If not, the process loops back

to step 1656. However, if the end of an image has been

reached, then the index data corresponding to the video

data. just received. is generated (step 1662), the map

indicative of the locations of the video data is generated

15 and stored and the video data is stored in locations

following the map (step 1664). Finally, in a step 1666,

the received video data and the index data are forwarded

to the video storage software component 1234 (Fig. 45).

The video record software component 1218 (Fig. 45)

20 will now be described with reference to Fig. 72.

Essentially, the video record software component performs

three functions. First, this component sets up the

compression operations in the front end electronics by

generating parameter setting messages (step 1668) which

25 are forwarded to the front end electronics through the

compressor manager software component 1216. Further,

appropriate initializing messages are provided. to the

video storage software component 1234 (Fig. 45), as

indicated at step 1670. Finally, operation of the

30 compression processing in the front end electronics is

actuated by a suitable message generated at step 1672 and

forwarded through the compressor manager software

component.

There will now be described, with reference to Fig.

35 73, aspects of the archive manager software component 1226

(Fig. 45) relating to handling of search requests.

Fig. 74 illustrates aspects of the archive manager

software component relating to command handling.
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Essentially, the commands handled in the processing shown

in Fig. 74 relate to those required to carry on "tape

recorder" functions or the like.

A first step 1674 shown in Fig. 74, indicates that

5 the archive manager component has received a search

request. The search request is parsed (step 1676) and

then translated into commands in a format suitable for

further processing in the archive manager software

component (step 1678).

10 If a record start command is detected (step 1680),

then a corresponding START message is generated (step

1682). If a stop command is detected (step 1684), then a

corresponding STOP message is generated (step 1686). If

a load. command (step 1688) is detected, then. a LOAD

15 message is generated (step 1690). If a play command is

detected (step 1692) then a PLAY nessage is generated

(step 1694). If an eject command is detected (step 1696),

then an EJECT message is generated (step 1698). If a

resume command is detected (step 1702), then a RESUME

20 message is generated (step 1704). If a search command is

detected (step 1706), then a SEARCH message is generated

(step 1708). If a rewind command is detected (step 1710),

then a REWIND message is generated (step 1712). If a go

to command is detected (step 1714), then a GOTO message is

25 generated (step 1716). In the case of each of the

messages referred to in this paragraph, the message is

forwarded to an archive software object (step 1718). The

archive object is a driver software function which

controls the archive DAT drive 626 (Fig. 3) or an

30 externally’ connected archive median drive unit. For

example, a separate DAT drive, DVD drive, magneto—optical

disk drive, or the like may be connected to the VR/PC unit

through the SCSI port 628.

It is contemplated that archive storage and/or

35 retrieval operations may be carried on simultaneously

using two or more archiving devices, including, perhaps,

the DAT drive 626 and one or more externally connected

devices.
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ALARM HANDLER COMPONENT

There will next be described, with reference to Figs.

75 and 76, operation of the alarm handler software

component 1212. For‘ the 'purposes of Fig. 75, it is

5 assumed that an alarm message has been received from the

front end electronics. It is then determined, at step

1720 whether the user has elected to have alarms handled

according to a standard protocol or a custom protocol. If

a standard protocol has been selected, then step 1722

10 follows step 1720. At step 1722, the alarm handler causes

one or more predetermined alarm out signals to be

generated according to the type of alarm message that was

received. For example, the alarm out signal or signals

may automatically close or lock doors, actuate sirens or

15 visible alarm indications, or the like. Following step

1722, is step 1724, at which a message is generated to

cause the front end electronics to change the sequence in

which video signal fields are captured from the respective

cameras attached to the VR/PC unit.

20 The next step is step 1726, at which it is determined

whether the VR/PC unit is being operated in a pre—alarm

buffering mode. If so, then step 1728 follows step 1726.

In step 1728, the alarm handler software component

dispatches a message which instructs the video storage

25 software component to capture the data in the pre—alarm

buffer, as previously described in connection with steps

1334—1338 (Fig. 52). The video storage function may be

arranged either so that all of the data in the pre—alarm

buffer is transferred to "permanent" storage on the hard

30 disk, or so that only video data fields corresponding to

particular cameras are so transferred.

Following step 1728 is step 1730 (which directly

follows step 1726 if the VR/PC unit is not being operated

in the pre—alarm mode). At step 1730, the alarm timer is

35 set (or extended, if an alarm condition is already in

effect), and the detected alarm event is added to a list

of alarm events maintained by the alarm handler software

component.
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Fig. 76 illustrates the camera sequence implemented

at step 1724 according to a standard alarm—actuated camera

sequencing scheme. The sequence shown 111 Fig. 76 is

analogous to that provided in the MV 200 analog

5 multiplexer marketed by the assignee of the present

invention (see page 33 of Multivision Optima II“

Multiplexers, Installation and Operation Manual, Robot

Research Inc., 1995). In a sequence of video fields 1732

shown in Figs. 76, the blocks 1734 bearing the label "A"

10 correspond to a field or fields generated by one or more

cameras which have been predetermined as likely to

generate video signals of interest relative to the

detected alarm. Blocks 1736, 1738 and 1740 each

respectively represent a video signal field captured from

15 three different cameras that are not particularly of

interest relative to the alarm condition. Thus, as in the

above—indicated NV 200 multiplexer, the cameras are re—

sequenced in response to an alarm so that fields generated

by a camera or cameras of relevance to the alarm are

20 accorded more frequent recording slots than other cameras.

Step 1742 follows step 1730. Step 1742 indicates

that the recording sequence indicated in Fig. 76 is

maintained until the alarm timer times out. The

determination as to whether the last alarm has timed out

25 is made at step 1744, and if so, the alarm timer is shut

down (step 1746).

Once the time for recording the alarm—relevant

cameras with an increased field rate, as per Fig. 76, has

elapsed, the field recording rate for those cameras is

30 reduced to whatever had been prescribed for those cameras

for the period before the alarm was detected. It should

be understood that the previously prescribed recording

field rate might have been “zero” (i.e., the camera status

would have been record—on—alarm—only), or recording in the

35 ordinary sequence with other cameras in the normal record

status, or a "time—lapse” recording status in which the

camera is recorded with a lower field rate than cameras

being recorded in the normal sequence.
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If at step 1720 it was determined that a custom alarm

handling mode is in effect, then step 1748 follows step

1720. At step 1748, the alarm handler software component

determines the camera, type of event and time relative to

5 the alarm condition. which has been. detected. There

follows step 1749, at which the decoded camera, event type

and time data is used to fetch the appropriate event

response script from an event response script database

1746. Following step 1749 is a loop, indicated at step

10 1750, which is carried out for each command in the

retrieved event response script. The loop is made up of

steps 1752, 1754 and 1756. At step 1752, the command

corresponding to the present line in the script is read.

At step 1754, a message corresponding to the command is

15 encoded, and at step 1756 the message is sent to the

system director software component.

An example of a typical event response script

follows:

Event Response Script gExamplez

20 ALARMl OUT = ON (1)

ALARM2 OUT = ON (2)
CAMERAlRATE = 30 (3)

CAMERAl = ON (4)

WAIT = 30 (5)
25 RESUME (6)

It will be observed that the exemplary event response

script set forth above consists of six lines. The first

line indicates that the alarm 1 output signal is to be

turned on. This may be, for example, a signal to actuate

30 a visual alarm indicator such as a flashing light. The

second line indicates that the second alarm output signal

is to be turned on. This may operate, for example, an

audible alarm indicator, such as a siren.

The third. line indicates that the rate at which

35 fields from camera one are to be captured for recording is

set to 30 fields per second. The remaining recording

bandwidth will then.be allocated among other cameras which

had previously been sequenced for recording.

The fourth line indicates that recording status for
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camera 1. is to be set to "on". This command would

override any previous command that had software~disabled

camera 1.

The fifth command indicates that the status defined

5 by the first four lines of the response script is to be

maintained for 30 seconds.

The sixth and final line of the script indicates that

the prior operating status of the system is to resume

after the 30 second alarm—response.

lO IMAGE PROCESSING UTILITIES

The image processing utilities manager software

component 1222 (Fig. 45) will now be described. with

reference to Fig. 77. Initially, at step 1758, the image

processing utilities manager software component operates

15 to present to the user of the VR/PC unit options available

to the user for processing an image or sequence of images

being displayed by the system. Following step 1758 is

step 1760, at which it is determined whether the user has

indicated that selection of an image processing utility

20 and parameters therefor has been completed. If the user

has not indicated completion of the utility and parameter

selection process, then step 1762 follows, at which it is

determined whether the user has indicated that a currently

selected utility and set of parameters therefor is to be

25 cancelled. If the user has not so indicated, then step

1764 follows step 1762. Step 1764 indicates that for a

utility selected by the user, steps 1766 through 1772 are

to be performed. As will be understood from subsequent

discussion, the image processing utility options available

30 for the user may be presented in the form of a menu or as

a collection of icons representing a "tool kit". Among

the image processing utility options contemplated for

inclusion in the VR/PC unit are a zoom—in option, a color

adjustment option, a contrast adjustment option, a focus

35 adjustment option, a histogram balance option or an object

recognition option.

Step 1766 entails receiving input from the user as to

parameters relevant to the image processing utility
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selected. The parameters may include a zone or zones in

the image plane in which the utility selected is to be

applied or is not to be applied. Other parameters may

include a degree or intensity of operation of the selected

5 utility or numeric or quantitative controls such as a

slide bar. For example, if a zoom utility is selected,

the degree of zoom (2, 3, 4 times, etc.) may be selected.

At step 1768, the parameter or parameters selected by

the user are translated into units relevant to the image

10 plane, such as pixel location. There may also be

translation, if appropriate, to color or contrast or focus

adjustment control values or the like. Then, at step

1770, the image processing utilities manager component

uses the translated parameter values to generate a

15 I'preview” image that will indicate to the user the likely

effect of the selected image processing utility. Then, at

step 1772, the preview image is displayed.

Following step 1772 is step 1774, at which it is

determined whether the user has approved for execution the

20 selected utility and parameters. If so, step 1776

follows, at which the selected utility and parameters are

applied to the image or sequence of images. The process

then loops back to step 1760. However, if at step 1774

the user indicates that the selected utility and parameter

25 settings are not satisfactory, then the image or sequence

of images is restored to the condition prevailing before

the image processing utility was applied (step 1778) and

the process loops back to step 1760. Furthermore, it will

be seen that if at step 1762 it is determined that the

30 user‘ has elected. to cancel the utility’ and. parameter

selected, again step 1778 is entered.

Of course, if at step 1750 it is determined that the

user wishes to end interaction with the image processing

utilities manager, then the process terminates, with any

35 selected and not cancelled image processing utility

continuing in effect.

GRAPHI CAL USER INTERFACE

Fig. 78 illustrates operations of the graphical user
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interface portion of the motherboard CPU software. As

indicated at 1778, a graphical user interface (GUI) engine

interprets signals input by a user via a position

selection device, such as a mouse, and generates objects

5 to be displayed on a display monitor. In a preferred

embodiment of the VR/PC, the GUI engine 1778 utilizes the

capabilities of the well—known Windows 95 operating

system. Use of other GUI kernels, such as Windows NT, is

contemplated_in alternative embodiments. Operation of the

10 GUI engine 1778 to interpret signals from the position

selection device is illustrated by steps 1780—1784 in Fig.

78.

At step 1780, the user input is received and decoded.

At step 1782, the decoded input signal data is translated

15 into a standard message format, and at step 1784, the user

interface software component sends a corresponding message

or messages to the system director.

SCHEDULING SOFTWARE COMPONENT

A portion of the scheduling software component

20 relating to setup, and in particular, to a main option

screen display, will now be described with reference to

Fig. 79. At step 1786, it is determined whether the user

has elected to setup a holiday scheduling operation. If

so, the holiday setup operation is performed (step 1788).

25 At step 1790, it is determined whether the user

wishes to setup a definition of "day time” versus “night

time” periods. If so, an operation to partition the 24

hours making up a calendar day between day and night is

performed (step 1792).

30 At step 1794 it is determined whether the user wishes

to perform a scheduling function with respect to a

specific time—block (e.g., day—time on weekdays or night—

time on weekends). If so, a scheduling operation for the

selected time block is performed (step 1796).

35 At step 1798, it is determined whether the user has

indicated that the scheduling operation is complete. If

not, the process loops back to step 1786. Otherwise, the

process is terminated.
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Fig. 80 illustrates the processing involved in block

1788 of Fig. 79. The holiday setup process illustrated in

Fig. 80 begins with a step 1802 in which a calendar screen

display is presented to the user (see, for example, Fig.

5 152).

At step 1804, it is determined whether the user has

selected a day from the calendar display. If so, the

selected day is decoded (step 1806). It is then

determined whether the user has indicated a desire to add

10 the selected day to the list Of holidays (step 1808). If

so, the selected day is added to the holiday list (step

1810).

At step 1812, it is determined. whether‘ the user

wishes to cancel a decision to add a selected day to the

15 holiday list. If a selection is not cancelled, it is

determined_whether the user has indicated that the holiday

setup session is complete (step 1814). If the session is

indicated as being completed, the list of holidays

generated during the session. is used to replace the

20 previously existing holiday set (step 1860), and. the

scheduling session the ends. Until the user indicates

completion of the session, the process loops through steps

1804, 1808, 1812, and 1814. If at a step 1812 the user

indicates a desire to cancel the selections made by the

25 session, then. the session. ends without replacing* the

holiday list as it existed prior to the holiday session.

The process entailed by step 1792 in Fig. 79 will now

be described with reference to Figs. 81 and 82. The

process illustrated in Fig. 82 begins, as indicated at

30 step 1818 with the display for the current start (night—

day) time, and end (day—night) time utilizing two time

controls as illustrated in Fig. 81, in display box 1820.

Each time control (1822, 1824) consists of an up arrow

button (1822A), a down arrow button (18228) and a time

35 display field (1822C). In addition.to those two controls,

there is 21 cancel button (1826), and a. I'done" button

(1828). The entire control box iii manipulated. using

positioner/cursor (1830). Following the initial display
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the process sits in an endless loop until the user

activates either the cancel button (1826) as indicated in

decision box 1832,‘ or the "done" button (1828) as

indicated in decision box 1836. If the cancel button

5 (1826) was activated by the cursor (1830), the process

terminates without updating the partition data as

indicated in the process box 1834. If the done button

(1828) was activated the values in the display portions

(1822C) of the controls are read and the partition data

10 updated as indicated in process boxes 1838 and 1842. If

the cursor is used to select either the start time control

(1822) or the end time control (1824), then the times may

be incremented or decremented by activating the

corresponding up arrow button (1822A) or down arrow button

15 (1822B) using the cursor (1830). The increment or

decrement operation results in an updated display value as

illustrated in decision boxes 1844 and 1848 and process

boxes 1846 and 1850.

Fig. 83 illustrates processing performed during

20 scheduling setup to permit the user to select from a

number of different modes to be selected for scheduling.

At step 1854, it is determined whether the user is

performing scheduling with respect to an archiving mode.

If so, the time selected for the pre—scheduled archiving

25 operation is set in a schedule queue (step 1856) and the

parameters for the archiving operation, as selected by the

user, are fetched (step 1858).

At step 1860, it is determined whether the user has

selected for scheduling an operational recording mode. If

30 so, the relevant operating parameters selected by the user

are received (step 1862) and the relevant time for the

operational mode is set in the schedule queue.

At step 1866, it is determined whether the user is

scheduling one or more cameras to be "off—line", that is

35 excluded from recording (also referred to as "software

disabled"). If so, the 'relevant time is set in the

schedule queue (step 1868).

Further discussion of the processing indicated in
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Fig. 83 will now proceed with reference to Figs. 84—86.

In particular, Fig. 84 illustrates details of block 1862

("get operating parameters"). As indicated at step 1870

in Fig. 84, the processing illustrated in Fig. 84 is a

5 loop carried out with respect to each camera connected to

the VR/PC unit. Step 1872 shows that, for the particular

camera, the recording mode selected by the user is noted.

If the selected mode is "off—line" (as determined at step

1874), then a indication to that effect is inserted as an

10 entry in a schedule script (step 1876).

If at step 1874 it was found that the selected mode

is not off—line, then the user’s selection for the spatial

resolution.parameter for governing the data to be recorded

is obtained (step 1880). It is then determined whether

15 the camera is to be recorded in an ongoing on—line basis

or in an event—driven mode. If on—line, such is then

indicated in a suitable table entry (step 1876).

If at step 1880 it is determined that the camera has

been selected for recording only on an event—driven basis,

20 then step 1882 follows, at which it is determined whether

the events are to be detected through external sensors or

through image analysis processing carried out by the front

end electronics. If the event detection is through alarm

sensors, then step 1884 follows, at which the alarm sensor

25 or sensors used to drive the recording of the invention

are identified. Otherwise, step 1886 follows step 1882.

At step 1886, the image analysis algorithm to be applied

by the front end electronics and used to generate event—

driven recording for the particular camera is selected.

30 Following step 1886 is step 1888, at which the

parameters for constraining the selected analysis

algorithm are received. Following either step 1888 or

1884, as the case may be, is again step 1876, in which the

relevant data is provided as an entry in an schedule

35 script or table.

Fig. 85 presents a simplified example of a schedule

queue. The schedule queue is made up of entries 1890,

1892, etc. Each of the entries starts with a time and
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operational state header, and then data indicative of

operational mode parameters or a pointer to a relevant

scheduling script or table- An example of a schedule

script or table is shown in Fig. 86. In a first entry,

5 indicated at 1894, the system is shown as being taken off—

line. At the next entry, shown at 1896, an archiving

operation. is scheduled. and it is indicated that the

operation is performed on an interactive basis with a

device designated as a "external drive 2". A third entry

10 indicates a time at which the system is made operational

and contains a script detailing the operating mode for

each camera. For example, at 1902, it is indicated that

camera 1. is to be recorded in "real time” (not time

lapse), and with a compression parameter that corresponds

15 to a high quality image. Accordingly, camera 1 will be

included in the sequence of cameras from which fields are

captured at regular intervals for recording. At 1904, it

is indicated that camera 2 is to be recorded only on the

occurrence of events detected_through an alarm sensor. At

20 1906, it is indicated that camera 3 is to be recorded only

upon the occurrence of events detected by a motion

detection algorithm carried out by image analysis in the

front end electronics.

At 1908, it is indicated that camera 4 is to be

25 recorded.at a "time lapse" rate that is less frequent than

other cameras being recorded, but with high image quality

compression.

At 1910, it is indicated that camera ES is to be

recorded in real time, but with video data compression

30 that provides comparatively low image quality.

Corresponding script lines (not shown) would also be

provided for other cameras (up to a total of 16) connected

to the VR/PC unit.

Fig. 87 represents processing carried out in

35 execution of pre-scheduled operating modes that have been

stored in the system. At step 1912, it is determined

whether the time has arrived to check the schedule. For

example, the timer may "go off" at one minute intervals,
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so that a schedule change is checked for once a minute.

When the timer goes off, the present time is decoded (step

1914) and if there is a match, the time is looked up in

the schedule queue (step 1916). In a processing loop

5 carried out for each line in the schedule queue (as

indicated at step 1918), steps 1920—1924 are carried out.

At step 1920, the entry line is read. At step 1922, a

suitable command message is built in accordance with the

entry line. Then, at step 1924, the message is sent to

10 the system director for forwarding for execution by the

relevant software component.

MACHINE ANALYSIS OF VIDEO STREAM CONTENT

Software for performing image analysis algorithms

will now be discussed, with reference to Figs. 88~98. The

15 ensuing discussion will have bearing both on application

of image analysis to "live" video by the front end

electronics and also to image analysis carried on by the

motherboard CPU with respect to sequences of video data

fields reproduced from the hard disk.

20 Fig. 88 presents an overview of aspects common to all

image analysis algorithms provided in the VR/PC unit.

Aspects related to the user interface are represented at

1926, and may be divided into those used to select an

image analysis algorithm (1928) and those used t1) set

25 parameters for a selected algorithm 1930). Blod<1932 is

indicative of the execution of the algorithm in question,

whether performed on "live” video by the front end

electronics, or executed. by the motherboard CPU with

respect to reproduced video signals. Then, as indicated

30 at 1934, results of the algorithm are reported and/or

stored and/or certain actions are taken, depending on the

outcome of the image analysis algorithm.

Fig. 89 illustrates processing involved in the

selection and setup of an image analysis algorithm or

35 "tool”. As indicated at step 1936, the user is initially

presented with a screen display in which a number of tool

(analysis algorithm) are available for selection by the

user. For example, a respective icon corresponding to
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each available tool may be displayed on the screen. Or,

a menu listing the available tools by name may be

displayed. Then, at step 1938, it is determined whether

the user has selected a tool from the tool kit. If so, a

5 new screen is generated, or the selection screen is

altered, in a manner to indicate which tool has been

selected (step 1940). It is then determined (step 1942)

whether the user wishes to actuate ewployment of the

selected tool. If not, the process loops back to step

10 1936. However, if the user does wish to actuate use of

the tool, then step 1944 follows, at which the user

indicates, by camera number or name, the source of the

video signal stream to which the selected tool is to be

applied. There follows a loop (as indicated at step 1946)

15 which is to be applied to each parameter relevant to the

selected tool. The loop is made up of steps 1948 through

1952. At step 1948, the options selectable by the user

with respect to the parameter are indicated to the user.

At step 1950, the user’s input as to the desired option is

20 received, and at step 1952 the parameter setting provided

by the user is translated into data that is relevant to

the image analysis process.

After the tool parameter loop has been carried out as

to each parameter, step 1954 follows, at which it is

25 determined whether the tool in question is to be applied

to live video or reproduced video. If live video is to be

analyzed by the selected tool, then a suitable command

message or set of command messages is generated (step

1956) and transmitted to the front end electronics by way

30 of the system director (step 1958). Ontjuaother hand,

if the selected algorithm is to be applied to reproduced

video signals, then the image analysis component of the

motherboard CPU hardware is loaded (step 1960) and a

suitable command message indicative of the selected

35 algorithm and parameters is sent via the system director

(step 1962).

Examples of parameter setting will now be described,

in the context of a "perimeter invasion tool", with
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reference to Figs. 9OA—9OD.

Fig. 155 is a screen display of the type that may be

presented to the user in connection with setting

parameters for execution of a "perimeter violation" image

5 analysis tool.

Turning to Fig. 90A, in an initial step 1964, there

is displayed over a video image a drawing element (such as

a box or line) which is indicative of a perimeter of an

area in the scene represented by the video signal, the

10 purpose of the image analysis algorithm being to detect

entry of objects into the indicated area. In the screen

display of Fig. 155 the parameter is represented by the

box graphic element 1966.

Referring again to Fig. 90A, step 1968 follows step

15 1964. At step 1968, the user is permitted to drag and/or

stretch the perimeter element 1966 in essentially the same

manner that a polygon or line may be dragged or stretched

in a conventional PC software drawing package. When the

user indicates that parameter setting is done (as detected

20 at step 1970), then the end points of the line or box

indicating the perimeter 1966 are determined on the basis

of the relevant tiles (column and row) in the image plane

Space (step 1972). The end points are then saved as

parameters indicative of the perimeter location.

25 Another parameter relevant to the perimeter tool is

the direction of crossing the perimeter. That is, the

image analysis tool may be instructed to detect crossing

of the perimeter in both directions, or in only one of the

two possible directions. For the purpose of user

30 selection, the crossing direction may be indicated by an

arrow (which may be two—headed to indicate crossing in

either direction). In Fig. 155, single—direction arrows

are indicated at 1976.

The process for selecting the crossing direction or

35 directions to be detected is illustrated in Fig. 908. In

an initial step, the crossing direction arrows 1976 are

displayed (step 1978). Following steps 1978 is step 1980,

at which it is determined whether the user has indicated
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a change in the crossing direction. If so, a crossing

direction is toggled to the next direction. For example,

the crossing direction may be toggled in a loop such as

in, out, both ways, in and so forth (step 1982).

5 As in Fig. 90A, a step 1970 is present in the process

of Fig. 90B so that the crossing direction parameter is

set (step 1984) when the user indicates that parameter

setting is complete.

Another parameter relevant to the perimeter Violation

10 detection tool is the size of the object found to be

crossing the perimeter. For example, it may be desirable

to disregard apparent perimeter crossings unless the

object which seems to be crossing the perimeter is of a

given size or larger. To specify the size of object

15 another drawing element box, perhaps shaded in a

contrasting color such as red, may' be displayed, as

indicated at 1986 in Fig. 155. Thus, turning to Fig. 90C,

the initial step 1988 entails displaying the object size

box 1986. Following step 1988 is step 1990, at which it

20 is determined whether the user has indicated that the

object size box is to be changed. If so, the new size

setting is determined from user input (step 1992) and the

size box is updated on the display screen (step 1994).

Again, a step 1970 is provided in Fig. 90C to determine

25 whether the parameter setting process is complete. If so,

the final size setting is determined (step 1996), based on

the state of the size box as currently displayed on the

screen. Then the final object size setting is translated

into tile based units (step 1998) and the corresponding

30 tile—based object size parameter is stored (step 2002).

Another parameter relevant to the perimeter violation

detection algorithm is the “sensitivity", i.e., a video

signal contrast level that will be considered to represent

motion rather than noise. The setting of the sensitivity

35 parameter is illustrated in Fig. 90D, and includes a first

step 2004, in which a slide bar or similar image element

is displayed. The corresponding sensitivity slide bar

element is indicated by reference numeral 2006 in Fig.
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155 .

Turning again to Fig. 90D, a step 2008 follows step

2004. At step 2008, it is determined whether the user has

indicated a change in the sensitivity level. If so, the

5 new slide bar setting is detected (step 2010). As in the

Figs. 90A—90C, step 1970 is again present to determine

whether the parameter setting process is complete. If so,

step 2012 follows, at which the slide bar reading is

translated into a video signal contrast ratio, and the

10 resulting contrast ratio threshold is saved as the

sensitivity parameter (step 2014).

A process for loading the image analysis engine is

shown in Fig. 91. Initially (step 2016), parameters of

general applicability to any analysis tool are loaded.

15 The parameters loaded. at step 2016 may include, for

example, data indicative of how to translate GUI input

information into tile space and/or velocity space. Then,

at step 2018, parameters relevant to velocity are

determined, and the velocity—relevant parameters are the

20 fed to a velocity-analysis component of the image analysis

engine (step 2020). Then parameters relevant to

clustering of detected motion vectors are determined (step

2022), and the cluster-relevant parameter are fed to a

clustering component of the image analysis engine (step

25 2024). Following' step 2024 is step 2026, at which

parameter relevant to analysis of individual video data

tiles are determined. The resulting tile analysis

parameters are then fed to a tile analyzing portion of the

image analysis engine (step 2028). To provide examples of

30 the parameters relevant to the perimeter violation

detection tool, the velocity—relevant parameter for the

perimeter tool would be detection of any motion (block

2030). The cluster—relevant parameter for the perimeter

tool is the object size box, as measured in image plane

35 tile units (block. 2032). The relevant tile analysis

parameter for the perimeter tool is the contrast ratio

derived from the sensitivity setting (block 2034).

A process for initializing an image analysis
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algorithm to be carried out on live video data by the

front end electronics is illustrated in Fig. 92. First,

one or more reference images (preferably live video

images) are obtained (step 2036). From the reference

5 image, relevant parameter reference values are extracted

(step 2038). Following step 2038 is step 2040. At step

2040, the extracted parameter reference values are stored

in the memory of live image analysis block 846 (Fig. 14),

then counters used in the image analysis engine are set to

10 zero (step 2042) and a message is sent to the system

director component of the motherboard software indicating

that the live analysis engine is ready to operate (step

2044). The counters zero’ed at step 2042 are used to

determine when. enough. data is available to apply' FFT

15 processing. In. the case of the perimeter violation

detection. tool, the step 2038 preferably' consists of

calculating an average luminosity along the perimeter line

to provide a base value against which changes will be

detected (block 2046).

20 Operation of the live analysis block 846 for the

purpose of carrying out the perimeter violation detection

algorithm will now be described with reference to Figs.

93A~ 93E .

First, it is assumed that the live analysis block

25 uses any of a number of conventional image sequence

filtering algorithms which generate data indicative of

optical flow. In a preferred embodiment of the invention,

motion—related analysis algorithms are implemented using

FFT—based spatio—temporal filtering applied tC) a time—

30 varying series of changed IWCU Inapping data so as to

generate X~ and Y—direction velocity estimates. (The MCU

mapping data subjected to FFT analysis may be the same

data used for compression processing, or may be generated

specifically for motion analysis based on different MCU

35 'sameness’ criteria than those used for compression.) A

clustering analysis is applied to the velocity estimates

to detect the leading and trailing edges of moving

objects. Particular examplescfifmotion—related algorithms

—l78—
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are the motion detection and perimeter violation detection

analysis tools discussed below.

Other analysis algorithms, such as the "museum" and

"light" tools discussed below, entail tile—by—tile

5 comparison of the content of a present image data field

versus a reference image data field. As indicated in Fig.

93A, data indicative of velocity vectors is obtained (step

2048), and so is data indicative of clustering of the

velocity vectors (step 2052). At step 2054, data relating

10 to analysis of the tiles at the designated perimeter is

obtained. Then, as shown at step 2056, it is determined

whether enough time is available to complete the analysis.

If not, an "analysis aborted" message is sent to the front

end controller DSP 1050 (step 2058). If appropriate, the

15 controller DSP may then issue an event report to the

motherboard, which may, in turn, declare an alarm

condition.

However, if enough time is available to complete the

analysis, then step 2060 follows step 2056. At step 2060,

20 the velocity vector data is analyzed. If the velocity

vector criteria indicative of a perimeter violation are

met (step 2062) then the 'vector clustering data are

analyzed (step 2064). It is then determined whether the

cluster "object size" criteria required to find a

25 perimeter violation have been met (step 2066). If so,

step 2068 follows, at which the data representing the

perimeter tiles themselves is analyzed.

Following step 2068 is step 2070. At 2070, it is

determined whether the analysis of the perimeter tiles

30 indicates that a perimeter violation has occurred. If so,

step 2072 is performed. At step 2072, a confidence factor

for the violation detection determination is calculated.

Then, at step 2074, the occurrence of the perimeter

violation and the confidence factor are reported to the

35 front end controller DSP 1050.

On the other hand, following step 2058, or upon a

negative determination at any one of steps 2062, 2066 or

2070, the perimeter violation detection analysis is
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terminated without finding that a violation has occurred.

Fig. 93B illustrates action taken by the controller

DSP 1050 in response to an "analysis aborted" message

generated as step 2058. As shown in Fig. 93B, the

5 controller' DSP first receives the "analysis aborted"

message (step 2076), then formats a suitable message for

receipt by the motherboard (step 2078) and forwards the

message to the system director component of the

motherboard software via the PCI connection between the

10 front end electronics and the motherboard (step 2082).

Fig. 93C illustrates processing carried out by the

front end controller' DSP in response to the message

generated by the live display analysis block at step 2074.

As seen from Fig. 93C, the controller DSP receives the

15 message reporting the detected event (step 2082), formats

a suitable message to report the event to the motherboard

(step 2084), and then sends the message to the motherboard

software system director' via the above—mentioned PCI

connection (step 2086).

20 Fig. 93D illustrates in generic terms the processing

carried out in connection with each of the decision blocks

2062, 2066 and 2070 the processing of Fig. 93A. The first

step in Fig. 93D is a step 2087 which indicates that the

processing of Fig. 93D is carried out for each parameter.

25 At a step 2088, it is determined whether the parameter

value is below an upper level threshold for the parameter.

If so, then at step 2090 it is determined whether the

parameter value is above a lower-level threshold for the

parameter.

30 A.step 2092 is reached if the response to both of the

steps 2088 and 2090 is positive. At step 2092, a flag

value indicating that the parameter criteria were met is

set, and a confidence level value is returned. On the

other hand, a step 2094 is reached if a negative result is

35 obtained at either one of steps 2088 and 2090. At step

2094, the flag is set to indicate that the parameter

criteria were not met.

Fig. 93E illustrates details of step 2072 (calculate
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confidence factor, Fig. 93A). In the processing shown in

Fig. 93E, a confidence weight is applied to the velocity

confidence level value (step 2096) then. a confidence

weight is applied to the confidence level value

5 corresponding to the clustering determination (step 2098),

and then. a confidence weight is applied. to the tile

processing confidence level value (step 2102). At step

2104, the weighted velocity, cluster and tile values are

added to obtain an overall confidence level value, and a

10 message including the resulting value is generated (step

2106). Fig. 94 illustrates a process for initializing

an analysis engine included in the motherboard CPU

software for the purpose of applying an image analysis

algorithm to a reproduced video data stream.

15 In first step shown in Fig. 94, the first reference

image in this stream after the point at which analysis is

to begin is found (step 2108). Following step 2108 is

step 2110, at which. the relevant parameter reference

values are extracted and stored. Then, at step 2112, the

20 flags for the image analysis engine are initialized to

appropriate starting values and, at step 2114, the

analysis engine reports to the system director that it is

ready to begin the analysis algorithm.

Figs. 95A—95C illustrate operation. of the image

25 analysis engine which operates on the reproduced video

stream. The image analysis engine employed for analyzing

reproduced video data is similar to the live video

analysis technique described above in connection with

Figs. 93A—93E. As indicated at step 2116, the process

30 shown in Fig. 95A is a loop applied to each difference

image field 1134 (Fig. 44) in the reproduced stream of

video image fields. Step 2118 indicates that for the

present difference image field, the changed MCU mapping

data is read, and then the mapping data is used as an

35 input to a velocity analysis process (step 2120) and also

as an input to a cluster analysis process (step 2122). On

the basis of the outputs from the velocity analysis and

cluster analysis processes, it is determined whether an
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analysis of the changed MCU tile data itself is required

(step 2124). If so, the tile-data—based analysis proceeds

(step 2126). In either case, step 2128 next follows, in

which the image is assessed on the basis of the results of

5 the analysis processes. A determination is then made

whether the criteria are met (step 2130). If at step 2130

it is found that the criteria have definitely not been

met, then there is no finding that the image

characteristic of interest has been detected. If the

10 criteria have definitely been met, then a step 2132

follows step 2130. At step 2132, detection. of the

characteristic of interest is reported to the system

director along with a confidence level. However, if the

confidence level resulting from the analysis is not high

15 enough to report the detection of the characteristic of

interest, nor low enough to definitely rule out the

presence of the characteristic, further processing occurs,

as indicated at step 2134.

Fig. 95B illustrates further details of the step 2126

20 of Fig. 95A. As shown in Fig. 95B, the changed MCU data

is read in (step 2136), and then decoded using

conventional JPEG decompression processing (step 2138).

It is then determined whether the frequency

coefficient data is required for further analysis (step

25 2140) and if so, the DCT coefficients are provided for

analysis (step 2142). Then, at step 2144, it is

determined whether pixel data (time domain data) is

required, and if so, the pixel data is obtained by inverse

transfornl processing and supplied for analysis (step

30 2146).

Fig. 95C illustrates the processing indicated at step

2134 in Fig. 95A. The first step in Fig. 95C is shown as

step 2148, in which the present set of velocity vectors

resulting from optical flow analysis is compared with a

35 history of velocity vectors generated based on previous

images in the sequence of images.

Following step 2148 is step 2150, at which it is

determined whether the analysis of the velocity vector
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history indicates that the 'velocity may have passed

through a velocity vector value that the image analysis

algorithm was intended to detect. If so, then objects

currently detected by the optical flow analysis are

5 compared with objects detected over the preceding set of

images (step 2152). It is then determined at step 2154

whether an object of the type to be detected by the

analysis algorithm might have been present. If so, step

2156 follows. At step 2156, an historical analysis of

10 tile data is jperformed, and then. at step 2158 it is

determined whether present and past detected tile

characteristics indicate that tile characteristics to be

detected by the present algorithm may have been present.

If a positive determination is made at step 2158, then

15 step 2160 is performed. At step 2160, a confidence factor

is generated for the algorithm output, and a flag

corresponding to a "maybe” determination is set. Then, at

step 2162, the confidence data generated from each

analysis portion of the algorithm is assembled and

20 weighted, and next an adjusted confidence factor is

calculated (step 2164). Following is step 2166, at which

a suitable message including a "maybe" result is forwarded

to the system director.

If a negative determination is made at any one of

25 steps 2150, 2154 and 2158, then the processing of Fig. 95C

returns a conclusion that the characteristic to be

detected by the algorithm was not present (step 2168).

A particular example of operation of an image

analysis algorithm applied to reproduced video data will

30 now be described, with reference to Figs. 96 and 97. For

the purposes of this example, it is assumed that the

analysis algorithm to be applied is of the type mentioned

above which detects violations of a "perimeter". Fig. 96

schematically represents a sequence of images generated by

35 a video camera (not shown) which provides a view, from

above, of a cash box 2170 kept in a partially enclosed

area 2172.

A graphical drawing element 2174 is indicative of a
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perimeter assigned by a user for the purpose of carrying

out a perimeter violation analysis algorithm. Shapes

2176—1 through 2176—6 are representative of a moving

object detected by the analysis algorithm as positioned in

5 respective fields of the sequence of video signals under

analysis.

Turning to Fig. 97, an initial step 2178 indicates

that the subsequent processing is carried out with respect

to each. set of difference fields in the reproduced

10 sequence of video signals that is being analyzed. For

efficiency in processing, preferred embodiments of the

motion—based image analysis algorithms, when applied to

reproduced video streams, disregard the "reference" images

and operate, as noted before, on the changed MCU mapping

15 data. As a result, a ”hole" or "seam” in the sequence of

images occurs at each reference image, but this is found

not to cause serious shortcomings in the image analysis if

a reasonably large number of difference images are

provided in each interval between reference images. Of

20 course, a larger number of difference images also produces

a higher compression ratio, while trading off image

quality and convenience in the case of reverse—direction

reproduction. As noted before, a preferred embodiment of

the VR/PC unit generates 32 difference fields between each

25 pari of reference fields.

Continuing to refer to Fig. 97, the process applied

to each set of difference fields includes a step 2180, at

which an array of the changed MCU mapping data is

generated, and a step 2182, at which a velocity profile

30 set is formed from the MCU mapping data array, by using

FFT (fast Fourier transform) processing' or the like.

Clusters of velocity vectors which may constitute objects

are then assembled at step 2184, and each association of

possible objects and velocity vectors is analyzed as per

35 Fig. 95A to generate a "yes", "no" or "maybe"

determination as to each object/velocity set (step 2186).

A decision block 2188 follows step 2186. At step 2188, it

may be determined that each object/velocity set has been
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marked "no”, in which case step 2190 follows. Step 2190

is representative of ending the analysis process without

detecting any violations of the perimeter.

For each object/velocity set marked yes (as

5 represented by step 2192), that is, for each

object/velocity set which met the criteria for indicating

a violation of the perimeter, it is determined, at step

2194, whether the sensitivity (luminance) criteria were

met. If so, a confidence level value is generated (step

10 2196), and the confidence level, as well as the values

representing the outcomes of the object and velocity

analysis, are generated as outputs (step 2198). As to

each object/velocity set marked "maybe" (i.e., neither

clearly indicative of a perimeter violation nor clearly

15 not indicative of a perimeter violation), a process

beginning at step 2202 is carried out. Initially, a

spline based on the velocity history is generated (step

2204). An example of such a spline is shown as dotted

line 2206 in Fig. 96. Then, an inflection point of the

20 spline (indicated at 2208 in Fig. 96) is determined (step

2210) and then the decision is made as to whether the

inflection of the spline has crossed the perimeter (step

2212). It will be seen from Fig. 96 that in the example

shown therein, the inflection point 2208 of the spline

25 2206 did indeed cross the perimeter 2174.

In the case of a positive determination at step 2212,

the steps 2196 and 2198, as previously described, are

carried out. In the case of a negative determination at

either one of steps 2212 or 2194, step 2190 (end of

30 processing with no violation detected) takes place.

Fig. 98 illustrates processing steps which cause a

pre—selected image analysis algorithm to be applied to'a

predetermined live video signal stream upon occurrence of

certain alarm events. In Fig. 98, step 2214 indicates

35 that an alarm signal provided by an external alarm sensor

device or the like has been received. Step 2216 is a

decision block at 2216 which indicates that a certain

image analysis algorithm is being applied on a continuous
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basis to a live video image stream generated from a camera

Y. Occurrence of either step 2214 or a positive

determination (detection.of image characteristics) at step

2216 causes step 2218 to be carried out. At step 2218,

5 the pre—selected image analysis algorithm is applied to a

live video image stream generated frmn a camera Z in

accordance with. parameters (such as a perimeter' line

location) that have been pre—stored. The image analysis

algorithm performed in connection with step 2218 may, but

10 need not, be similar to that applied in connection with

step 2216. Moreover, camera Z may be considered the same

as camera Y. In other words, detection of a feature that

is of interest in a :live 'video streanl using‘ a first

analysis algorithm may automatically lead to application

15 of a second analysis algorithm to the same live video

stream.

ALTERNATIVE VIDEO DATA COMPRESSION TECHNIQUE

Figs. 99 and 100 illustrate processing performed

according to a variation of the "postage stamp"

20 compression technique that has previously been described

herein. Essentially, in the variation of Figs. 99 and

100, instead of simply omitting from storage "same" MCUs

in difference images, the "same" MCU portions of the

difference images may’ be converted into an all black

25 condition prior to JPEG encoding.

Turning to Fig. 99, an initialization step is

performed (step 2220). Following step 2220, is step 2222,

at which the next 'video (data field to be encoded is

received. After step 2222, is step 2224, at which the

30 least significant bit of each pixel value is forced to

assume a value that is inconsistent with a black pixel

value. It is next determined (step 2226) whether the

field being processed is a reference field. If so, step

2228 follows. At step 2228, JPEG compression is performed

35 as to all of the blocks (as in the compression technique

previously described), and the reference statistics for

making "sameness" determinations are updated. 'The process

then loops back to step 2222.
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If at step 2226 it was found that the field to be

processed is a difference field, then the next tile or MCU

is fetched (step 2230) and characteristic statistics are

calculated (step 2232). The calculation of the statistics

5 may use the checker—board sub—sampling technique described

above, or other suitable techniques, including diagonal

sampling in the tiles or quadrants of tiles.

Following step 2232 is step 2234, at which the

calculated characteristics are compared with reference

10 characteristics, and at step 2236 a “sameness”

determination is made. If at step 2236 the present MCU or

tile is found to be "the same" as the reference tile or

MCU, then all of the pixels making up the MCU or tile

being processed are forced to values indicating a solid

15 color black in the MCU or tile (step 2238). I

Following step 2238 are steps 2240, 2242 and 2246,

which represent the portions of the JPEG encoding

technique which include orthogonal transformation,

quantization and run length encoding. Accordingly, the

20 blackened tile or block is JPEG encoded. However, if at

step 2236 the tile or MCU being processed was found to be

"different" from the reference statistics, then the JPEG

encoding steps are performed with respect to the tile or

MCU without first forcing the tile or MCU to be black.

25 The decision block indicated as step 2246 shows that

the process loops back to step 2230 until the last MCU or

tile or in the difference field has been processed, at

which point the process loops back to step 2222. The

decompression technique which corresponds to the ”black—

30 fill" postage stamp decompression technique of Fig. 99 is

shown in Fig. 100. Initially in Fig. 100, is a step 2248,

which represents a decision as to whether a reference

field is now to be decoded. If so, all of the tiles in

the field are JPEG-decompressed and the display buffer

35 locations corresponding to the entire image plane are

updated using the decoded tiles (step 2250). The process

then loops back to step 2248.

If at step 2248 it was found that a difference field
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is now to be decoded, then a processing loop is performed

as to each. tile or MCU in the difference field (as

indicated at step 2252). A first step in the loop is step

2254, at which. the particular tile or MCU is JPEG—

5 decompressed. It is then determined, at step 2256,

whether the entire tile or MCU is black. If so, step 2258

follows, at which the display buffer locations

corresponding to the tile or MCU are not updated.

However, if at step 2256 it is found that the tile or MCU

10 is not totally black, then the JPEG—decompression process

relative to the block is completed (step 2260) and the

I'postage stamp" corresponding tx: the block is 11sed to

update the display'buffer at the corresponding location in

the image plane (step 2262).

15 The decompression technique of Fig. 100 can be

summarized by saying that in the difference data fields,

the black postage stamps are thrown away, and the non—

black postage stamps are used to update the image plane.

It will be noted that the technique just described in

20 connection with Figs. 99 and 100 lacks the changed MCU

mapping data 1134 as in the initial "postage stamp“

compression technique described, for example, in

connection with Fig. 44. Thus, the data format and the

processing of the technique shown in Figs. 99 and 100 is

25 somewhat simpler, but lacks the benefits for motion

detection and backward—direction decompression provided by

the mapping data. Also, the "black—fill" postage stamp

technique provides a lower compression ratio. In

addition, the dynamic range of the compressed video data

30 provided by the technique of Fig. 99 is less than in the

pure "postage stamp" technique since no compressed data

pixel is permitted to have a true black value.

USER SELECTABLE DISPLAY/STORAGE OPTIONS

There will now be described, with reference to Figs.

35 101A and 101B processing which permits the user to select

spatial and temporal resolution options with respect to

storage of incoming video signal streams.

First, a setup portion of the processing will be
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described with respect to Fig. 101A. At step 2264, the

user is presented with temporal and spacial resolution

options. Then, at step 2266, it is determined whether the

user has selected a non—standard temporal resolution with

5 respect to a given video signal stream generated by a

given camera. An example of a non-standard temporal

resolution would be a "time—lapse" recording mode which

would cause the respective input stream to be recorded at

a lower field rate (lower temporal resolution) than

10 streams recorded with the standard resolution. If a

positive determination is made at step 2266, then. a

suitable message is sent to the front end electronics

(step 2268) so that the non—standard time resolution is

implemented for the camera stream in question.

15 It is determined at step 2270 whether a non—standard

spatial resolution is requested with respect to a given

camera stream. Examples of non—standard spatial

resolution would be using more or fewer than the system

standard 240 horizontal lines to represent each video

20 field of the camera stream in question. If a positive

determination. is made at step 2270, then a suitable

message is sent to the video storage software component to

implement the selected non—standard spatial resolution

(step 2272).

25 Fig. 101B represents processing performed to

implement the resolution options discussed in connection

with Fig. 101A. In particular, the processing shown in

Fig. 101B represents steps entered upon a negative

determination at block 1306 ("pre—alarm?") in Fig. 52

30 ("video storage" software component). In the processing

of Fig. 101B, first it is determined. whether‘ a non—

standard resolution message has been received with respect

to the field being stored (step 2274). If such is not the

case, then step 1308 of Fig. 52 is entered directly from

35 step 2274 of Fig. 101B. However, if a positive

determination is made at step 2274, then, for example,

alternative lines of the field being stored may be omitted

from storage (step 2276), and indexing data indicating a
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non—standard spatial or temporal resolution for the stored

data is generated (step 2278).

Fig. 102 represents processing carried out to set a

parameter related to compression of input video signal

5 streams. The first step shown in Fig. 102 is step 2280,

at which a screen display is provided to indicate to the

user parameter setting options with respect to compression

operations. The options will customarily entail trading

off image quality' against. efficient use of the VR/PC

10 unit’s storage capacity. The options may include setting

bit rates available for quantization operations in the

JPEG chip 848 (Fig. 14), increasing the number of

difference fields provided in each interval between

reference fields, and/or adjusting a tile-sameness

15 threshold used in determining whether to retain or discard

tiles in difference fields. It is to be understood that

the options presented to the user are settable camera—by—
camera.

It is determined at step 2282 whether a non—standard

20 interval between reference fields is selected. Moreover,

it is determined at step 2284 whether a non—standard

block—sameness threshold is selected. In the case of an

affirmative determination at either one of steps 2282 and

2284, then step 2286 follows, at which a suitable message

25 to implement the non—standard compression parameter is

sent to the front end electronics. Although not shown in

Fig. 102, if the user indicates a change in the

quantization bit rate, a message to this effect is also

sent to the front end electronics.

30

APPLICATIONS OF IMAGE ANALYSIS TOOLS

IN DISTRIBUTED IVIM SYSTEM

There will now be described with reference to Figs.

103A through 103C processing involved in downloading image

35 stream analysis algorithms from a remote site, such as a

local or master node, to the VR/PC unit.

The processing shown in Fig. 103A is presented from

the point of view of the external device, e.g., the master
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or remote node. At step 2286, it is determined whether a

remotely—located VR/PC unit has requested that a program

routine corresponding to an image analysis algorithm be

transmitted to the VR/PC unit from the master or local

5 node (step 2286). If so, step 2288 follows, at which it

is determined whether parameters to constrain execution of

the algorithm will be set at the requesting VR/PC unit.

Step 2292 follows step 2290, or directly follows step 2288

if the parameters are not set at the master or local node.

10 At step 2292, the program routine corresponding to the

requested analysis algorithm, with set parameters as the

case may be, is downloaded to the requesting VR/PC.

Fig. 103B provides additional details regarding the

step 2290 of Fig. 103A. In particular, at step 2294 of

15 Fig. 103B, it is indicated that a reference image is

uploaded from the requesting VR/PC unit to the master or

local node at which the algorithm parameters are to be

set. The updated reference image is then used at the

master or local node in setting the algorithm parameters

20 (step 2296).

Fig. 103C illustrates processing which_takes place at

a master or local node when the node operates to initiate

analysis—tool—based searches at two or more VR/PC units

located remotely from the node device. Step 2302 is the

25 first step shown in Fig. 103C. At step 2302, the node

device initiates communication with a VR/PC unit at a

first remote site to cause a reference image to be

uploaded to the remote device from the first VR/PC unit.

An image analysis algorithm is then selected at the node

30 device, and parameter to constrain execution of the

algorithm are set using the uploaded reference image (step

2304). Following step 2304 is step 2306. At step 2306,

time parameters (begin and end times) are specified to

indicate the time period. of interest for the ensuing

35 database search to be performed on the video data in the

first VR/PC unit. After step 2306 is step 2308. At step

2308, a data message (or more precisely a sequence of data

messages) are transmitted from the node device to the
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first remote VR/PC unit to download the selected analysis

algorithm, the parameters set at the node device, and the

time range of interest. Execution of the algorithm—based

searcri of the 'videC) database at the first VR/PC ‘unit

5 proceeds at that point.

Following step 2308 are steps 2310 through 2316,

which are the same as steps 2302 through 2308, except that

steps 2310 through 2316 are performed with respect to a

second VR/PC unit located at a site different from the

10 location of the first VR/PC unit. As before, a reference

image is uploaded (step 2310), analysis algorithm

selection and. parameter setting proceed at the node

device, along with setting of the relevant time range

(steps 2312 and 2314) and messages are sent to the second

15 VR/PC unit to download the selected algorithm, with the

parameters including the time parameters, to initiate a

video database search carried on within the second VR/PC

unit (step 2316). The final step in Fig. 103C is 2318, at

which the node device waits for the VR/PC units to report

20 the results of the respective searches carried on in each

VR/PC unit. Another practice contemplated in the

distributed IVIM system entails uploading a sequence of

dynamic video image data fields from a VR/PC unit to a

master or local node for application of an image analysis

25 algorithm to the uploaded image sequence at the node. It

is noted that this practice may not always be desirable

because of the considerable transmission bandwidth and/or

amount of time required to transmit the video data from

the VR/PC unit to the node.

30 Fig. 104 represents processing which occurs to

automatically transmit video information of interest upon

detection of a characteristic of interest by an image

analysis algorithm applied to a live input video stream.

It is assumed that the processing in Fig. 104 is carried

35 out in a VR/PC unit. Initially, in the processing of Fig.

104, it is determined whether an analysis algorithm

applied to an input stream generated by camera x has

detected a characteristic which the algorithm is intended
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to detect (step 2320). If so, the VR/PC unit operates to

automatically transmit video data fields from the incoming

camera X signal to an external device, such as a local or

master node device (step 2322).

INTELLIGENT RESPONSES TO EVENTS

Fig. 105 illustrates processing carried out j11 a

VR/PC unit to change a camera recording sequence upon

detection of a characteristic of interest by means of

10 image analysis of a live incoming video stream.

Initially, in Fig. 105 is step 2324 at which it is

determined whether a characteristic of interest has been

detected in the stream of video signals incoming from a

first video camera. When such a characteristic is

15 detected, step 2326 follows. At step 2326, a camera

different from the first camera and up to this point not

included in the recording sequence, is added to the

recording sequence. For example, the two cameras may

generate views of the same area from different angles.

20 The first camera may normally be in operation with a

motion detection analysis algorithm applied to the

incoming stream from the first camera. When motion is

detected, the second camera, normally "off line” (not

recorded) is added to the recording sequence so that the

25 motion event is captured from both angles. Although not

indicated in Fig. 105, the response at step 2326 may also

include permanently storing video signals generated

through the second camera and present ill a pre—alarm

buffer as at blocks 1726 and 1728 of Fig. 75.

30 Fig. 106 illustrates a feature implemented in

software by which detection of an image Characteristic by

an image analysis algorithm causes actuation of an

additional image analysis algorithm. An initial block

2328 in Fig. 106 is the same as block 2324 in Fig. 105.

35 If the image analysis algorithm represented by block 2328

detects the characteristic to which it is directed, then

step 2330 follow step 2328. At step 2330, a predetermined

image analysis algorithm, with pre—stored parameters, is
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retrieved from memory. Then step 2332 follows step 2330.

At step 2332, the retrieved analysis algorithm is sent to

the front end electronics to be applied to the incoming

video image stream generated either by the same camera

5 which was monitored using the algorithm referred to in

2328, or another incoming video stream, or both. The

additional algorithm retrieved at step 2330 may be of the

same type applied at step 2328, or may be substantially

different.

10 Fig. 107 illustrates processing which causes video

data compression parameters to be changed in response to

detection of an alarm condition. As seen from Fig. 107,

it is first determined, at step 2334, whether an alarm

condition is detected. The alarm condition may be

15 detected by input from an alarm sensor device, by analysis

carried out on a live video stream using an image analysis

algorithm, or by a signal input by a user of this system

to declare an alarm condition. In any case, when an alarm

condition is detected, step 2336 follows step 2334. At

20 step 2336, a script is retrieved from memory designating

a camera or cameras which are relevant to the detected

alarm condition, and also indicating updated compression

algorithm parameters which are to be applied because of

the detected. alarm condition. 'Typically, the alarm—

25 actuated. compression. parameters would be such as to

provide improved image quality. Thus, the number of bits

available for quantization in the JPEG encoding process

would be increased, the number of difference images in

each interval between reference images would be reduced,

30 and/or the "sameness” threshold for comparing difference

field tiles with reference tiles would be lowered.

Following step 2336 is step 2338. At step 2338 the

updated compression parameter retrieved at step 2336 is

sent to the front end electronics with instructions to

35 compress the designated camera video stream in accordance

with the updated compression parameter.

Fig. 108 illustrates an example of how an effective

field—of—view of a camera is changed in response to
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detection. of an image characteristic using an image

analysis algorithm applied to a live incoming video

stream. It is assumed for the purposes of Fig. 108 that

a perimeter violation detection algorithm, as previously

5 described, is being applied to a live video stream

generated by a camera designated as camera X. At step

2340 it is determined whether a perimeter violation has

been detected. If so, step 2342 follows. At step 2342,

a zoom—in operation is carried out by processing the

10 incoming video stream from camera X so that the portion of

the image plane corresponding to the designated perimeter

is magnified. In this way, a larger portion of the image

plane is devoted to what is likely to be the most

important information in the image stream, namely,

15 features at or near the designated perimeter.

Fig. 109 illustrates another‘example of automatically

changing a camera’s field of view in response to detection

of an image characteristic by an image analysis algorithm

applied to a live incoming Video stream. The initial step

20 2344 shown in Fig. 109 is the same as step 2324 in Fig.

105. If at step 2344 it is found that the feature of

interest has been detected, then step 2346 is carried out.

At step 2346, a predetermined alarm output is generated

and/or a signal is generated to cause a predetermined

25 movement of either the camera from which the video stream

is monitored at step 2344 and/or predetermined movement of

a different camera. The predetermined camera movement or

movements may be carried out with a predetermined

targeting algorithm as is described in U.S. Patent No.

30 5,526,041.

Fig. 110 illustrates processing in which a

predetermined action or actions are taken in response to

detection of two different characteristics of an incoming

video stream. It is determined at step 2348 whether a

35 first characteristic is present in an incoming stream of

Video images, by application of a first image analysis

algorithm. If at step 2348 it is determined that the

predetermined characteristic has been. detected. by the
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first analysis algorithm, then step 235O follows, at which

it is determined whether a second predetermined

characteristic has been detected in the same incoming

video stream using a second analysis algorithm. If so,

5 step 2352 follows. As indicated in Fig. 110, step 2352 is

entered only if a positive determination is made at both

of steps 2348 and 2350.

Step 2352 represents performance of one or more of

the following actions: Changing the displayed image of

10 the incoming video stream (e.g., by increasing the

vertical resolution or temporal resolution); selecting a

storage medium in which the incoming video stream is to be

stored (e.g., transmitting data representing the video

stream to an external device such as a local or master

15 node); transmitting a signal to cause an automatic

targeting or other movement of the camera generating the

incoming video stream or a different camera; and/or

selecting an additional image analysis algorithm to be

applied to the incoming video stream of a different video

20 stream. The process shown in Fig. 110 can be thought of

as applying a logical combination of two analysis ”tools",

particularly in this case, an AND combination of the two

tools. It is further contemplated that other logical

combinations of analysis tools could be employed to detect

25 an event condition, or to trigger a predetermined

response, and so forth. For example, an event condition

could be declared when any one of two or more tool "hits"

are detected. This would constitute an OR combination of

two or more tools. (As will be understood from the

30 previous sentence, logical combinations of more than two

analysis tools are also contemplated.) Moreover, there

may be employed other logical operators such as NOR, NAND,

XOR, etc., and also complex logical combinations including

two or more operators.

35 The user may be presented with a screen display (not

shown) which permits construction of a desired logical

combination of analysis tools from available choices of

tools and logical operators. The user would also be
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permitted to select a camera stream or streams to which

the analysis tools are to be employed, and also to set

parameters relevant to the selected tools.

Fig. 111 shows a process in which application of a

5 live image analysis algorithm is inhibited when the camera

generating the video stream to which the algorithm is to

be applied is le motion; or when. there is an alarm

condition relevant to the camera. In Fig. 111, step 2354

indicates a determination. whether an alarm condition

10 relevant to a certain camera (designated camera X) is

present. The alarm condition may be detected through an

alarm sensor device, through live image analysis, or may

be actuated by user input. Step 2356 indicates a

determination as to whether camera X is in motion. This

15 determination. may' be made based on whether a camera

movement signals is received. fronl the camera control

device 528 (Fig. 1).

Continuing to refer to Fig. 111, a step 2358 is

entered if a positive determination is made at either one

20 of steps 2354 and 2356. In step 2358, a suitable message

is sent to the front end electronics to inhibit

application of an image analysis algorithm to the live

video strean1 generated. by camera X. Where an. alarm

condition relevant to camera X has been detected, it may

25 be beneficial to inhibit live analysis of the camera X

video streanl so as not to unduly prolong the alarm

condition. Also, it may be desirable to inhibit live

analysis of the camera X video stream when camera X is in

motion, because it may not be possible, depending on the

30 nature of the image analysis algorithm, to generate a

meaningful analysis with respect to a video stream

generated by a moving camera. Fig. 112 illustrates

another feature designed to handle the situation in which

a video stream is being generated by a moving camera. In

35 Fig. 112, the first step, which is step 2360, is the same

as. step 2356 in Fig. 111. If at step 2360 it is

determined that a camera X is in motion, then step 2362

follows. At step 2362, a message is sent to the front end
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electronics to add an indication (e.g., set a bit value in

the video data field. headers for the camera X 'video

stream) to show that the video data fields in question

were generated while the camera is in motion. The header

5 data may later be used, upon reproduction of the video

data fields captured by a moving camera, either to inhibit

a post—recording image analysis algorithm, or as a cue for

specialized processing by an image analysis algorithnL As

an alternative to step 2362, the in—motion indicator in

10 the header data may be added at the motherboard CPU during

the recording process, and/or may be added in indexing

data generated during recording of the video stream on the

hard disk.

Fig. 112A illustrates a process in which the camera—

15 in—motion indicator is used to inhibit subsequent

application of an image analysis algorithm. The first

step shown in Fig. 112A_is step 2364. At step 2364, it is

determined whether an image analysis algorithm has been

selected, and. parameters set, for application of the

20 algorithfilto a video image stream reproduced from the hard

disk. If so, then the video stream to be analyzed is

retrieved from the hard disk (step 2366). Following step

2366 is step 2368. At step 2368, it is determined whether

the header data accompanying the reproduced video data

25 fields indicates that the camera which generated the video

data fields was in motion at the time the fields were

generated. If so, step 2370 follows step 2368. At step

2370, the performance of the selected image analysis

algorithm is inhibited, and then a messaging reporting

30 that there was camera motion during the selected video

stream is generated (step 2372). On the other hand, if no

motion indication is found at step 2368, then the image

analysis algorithm is applied, and the results of the

algorithnl are reported, in accordance with the usual

35 practice as previously disclosed herein (steps 2374 and

2376).

It would be understood that the motion indication may

be carried in index data rather than a header data, in
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which case step 2368 entails examining the index data for

the motion indication.

Fig. 113 illustrates the processing by‘ which an

overall rate at which video data fields are captured and

5 stored is increased when an alarm condition is detected.

In Fig. 113, step 2378 indicates a determination as

to whether an alarm condition is detected. The alarm

condition may be detected based on a signal received from

an alarm sensor device, by application of an image

10 analysis algorithm to a live video image stream, or by

actuation of an alarm signal by a user of the system. If

an alarm condition is found to be present at step 2378,

then step 2380 follows. At step 2380, the VR/PC unit, and

particularly the front end electronics portion thereof, is

15 switched over from a first mode in which video data fields

are captured and stored at a first rate to a second mode

in which the video data fields are captured at a higher

aggregate rate. For example, it is contemplated that when

no alarm condition is present, the VR/PC unit operates to

20 capture and store 30 fields per second. The aggregate 30

fields per second, may, for example, be allocated in

sequence to each of the cameras connected to the VR/PC

unit. But when an alarnl condition is detected, the

aggregate field capture rate may be increased to 45 fields

25 per second. The 45 fields per second being captured and

stored may be allocated according to the same sequence as

before, or, more preferably, 15 or 30 of the fields per

second may be allocated to one or two cameras of

particular interest, and the remaining field recording

30 slots would then be allocated to a sequence of the other

cameras. A sequence in which fields generated by an

alarm—relevant camera are interleaved with a sequence of

fields from other cameras has been discussed above in

connection with Fig. 76.

35 Fig. 114 illustrates a process by which different

compression parameters are applied, respectively, to

incoming video streams received from different cameras.

Step 2382, which is the first step shown in Fig. 114,
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indicates that the subsequent steps 2384 and 2386 are

performed for each camera as it is selected for recording

in the sequence of cameras to be recorded. At step 2384,

the process retrieves for the next camera to be recorded

5 the compression algorithm parameter which determines how

much difference there can be between a tile of a

difference video data field and the reference field

without considering the difference field tile to be

"different" from the reference field tile. At step 2386,

10 the compression algorithm is applied to the difference

field data using the compression parameter retrieved at

step 2384.

Fig. 115 represents a process by which detection of

an alarm condition causes a display buffer to be updated

15 in a different manner than when no alarm condition is

present. The first step in Fig. 115 is step 2388, which

is the same as step 2378 of Fig. 113. If it is determined

at step 2388 that an alarm condition is present, then the

display buffer is updated so that the entire buffer is

20 updated at each field display interval (step 2390). On

the other hand, when no alarm condition is found to be

present, step 2392 is performed. At step 2392, only some

of the display‘ buffer locations are updated. at each

display cycle. For example, an interlace updating

25 technique may be applied, whereby display buffer locations

corresponding to even line pixels are updated at a first

display cycle and then in the next display cycle, the

remaining (odd line) locations are updated, and that the

alternating updating of even and odd line display buffer

30 locations is carried out for subsequent display cycles.

VR/PC UNlT PERFORMS MAJOR FUNCTIONS SIMULTANEOUSLY

Fig. 116 represents a process by which the VR/PC unit

resolves conflicts among the recording, playback and

35 archiving functions carried out in the VR/PC unit. The

quantity of data to be handled during recording, playback

and. archiving is subject. to dynamic 'variations. For

example, there may be times when neither playback nor
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archiving is carried out. Or, the quantity of video

information to be played back or to be archived may vary.

In addition, the rate at which video data is generated for

recording is subject to variation depending upon the

5 aggregate rate at which video fields are captured, the

degree of compression achievable as to the incoming video

streams, the resolution and compression parameters

selected by the user, and other factors.

The VR/PC unit disclosed herein is intended to be

10 operable simultaneously for recording, playback and

archiving operations. As used herein and in claims that

may be appended hereto, the term "simultaneous" should be

understood both literally and in a virtual sense. As an

example of a literally simultaneous recording and playback

15 operations, one may consider a case in which 51 Video

display monitor is displaying a signal indicative of a

video image stream reproduced from the hard disk, while at

precisely the same instant video data generated by one or

more cameras connected to the VR/PC unit is being written

20 onto the hard disk. "Virtual" simultaneity can be

achieved by multi~tasking operation of the motherboard.CPU

by which independent recording, playback and archiving

control threads are contemporaneously'maintained” As will

be understood by those of ordinary skill in the art,

25 maintenance contemporaneously of the recording, playback

and archiving threads involves time division multiplexing

of the processing cycles carried by the CPU to serve the

recording, playback and archiving threads among others.

Through the multi—tasking operations, activities

30 corresponding to all three of the recording, playback and

archiving threads are carried on repeatedly within short

periods of time that are, for example, small portions of

a second.

Of course, the number of processing cycles carried

35 out by the motherboard CPU within a given period of time

is finite. Moreover, the rates at which data can be

written to or read from the hard disk drive(s) are also

finite. There accordingly may be situations in which
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simultaneous recording, playback and archiving operations

are constrained by either CPU processing capacity or hard

disk access rates. Fig. 116 indicates how such

constraints are managed in a preferred embodiment of the

5 VR/PC unit.

The first step shown in Fig. 116 is step 2394, at

which simultaneous recording, playback and archiving

operations are maintained. Following step 2394 is a step

2396, at which it is determined whether the processor

10 (and/or hard disk access bandwidth) is over burdened by

the three simultaneous recording, playback and archiving

threads. If not, the process simply loops back to step

2394. However, if the processing capacity is found to be

over burdened at step 2396, then step 2398 follows, at

15 which only simultaneous recording and playback are

maintained. Thus, archiving is accorded a lower priority

than either one of recording and playback. Following step

2398, is step) 2402. At step 2402, it is determined

whether the simultaneous recording and.playback_operations

20 are overburdening the capabilities of the processor

(and/or the hard disk access bandwidth). If such is not

the case, then it is determined at step 2404, whether

there is sufficient processing and hard disk bandwidth

available to support archiving as well as recording and

25 playback. If so, the process returns to step 2394.

Otherwise, the process returns to step 2398.

If at step 2402 it was found that recording and

playback were over burdening the processor or exceeding

the disk access capabilities, then the playback operation

30 is halted and recording alone is carried out (step 2406).

Thus, it can be seen that recording is accorded a higher

priority than both playback and archiving.

Following step 2406 is step 2408. At step 2408, it

is determined whether the processor has a predetermined

35 amount of unused capacity, and if so, step 2398, with

simultaneous recording and playback, is reinstituted.

However, if the predetermined amount of unused capacity is

not present, then the recording—only operation of step
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2406 is maintained.

The flow—chart presentation of Fig. 116 should be

understood as somewhat simplified, in that cases such as

simultaneous recording and archiving without playback are

5 not addressed. However, it should be understood that

recording is always accorded priority over playback and

archiving, and playback is always accorded priority over

archiving.

Fig. 117A is illustrative of processing carried out

10 during simultaneous recording and archiving operations.

According to the first step of Fig. 117A, which is step

2410, data is copied from a disk drive (designated disk

drive B) onto the removable recording medium (e.g.,

digital audio tape) used for archiving, while

15 simultaneously incoming video stream data is recorded onto

another disk drive, designated disk drive A. Following

step 2410 is step 2412, at which it is determined whether

all of the video data has been copied from disk drive B

onto the archive medium. If not, step 2410 continues.

20 However, once the copying of the data from disk drive B is

complete, copying of the data from disk drive A onto the

archive medium begins, while using disk drive B to record

the incoming video data stream (step 2414). At step 2416

it is determined whether all of the video data has been

25 copied from disk drive A onto the archive medium. If not,

step 2414 is maintained” However, once the archiving from

disk drive A is complete, the process returns to step

2410, with archiving from disk drive B and live recording

on disk drive A.

30 The process carried out in Fig. 117A can be

summarized by saying that the point in time at which the

disks are switched over from archiving to recording is

driven by completion of the archiving. Fig. 117B presents

an alternative technique, in which the live data continues

35 to be recorded on a first disk, even after all of the

video data on the other disk drive has been archived. The

process shown in Fig. 117B starts with a step 2418, which

is the same as step 2410 of Fig. 117A. In Fig. 117B, step
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2418 is followed by step 2420. Step 2420 is the same as

step 2412 of Fig. 117A. That is, it is determined whether

all of the video data on disk drive B has been copied onto

the archive recording medium. If not, step 2418 is

5 maintained. However, if the copying from disk drive B is

complete, then step 2422 follows, at which the archiving

is no longer carried on, but the incoming video data

continues to be recorded on disk drive A. Following step

2422 is step 2424. At step 2424, it is determined whether

10 the entire storage capacity of disk drive IX had been

utilized (or, alternatively, whether a predetermined

proportion of the recording capacity has been used). If

not, step 2422 continues. However, if disk drive A is

full or the predetermined quantity'level has been reached,

15 then step 2426 follows. Step 2426 is the same as step

2414 of Fig. 117A, and signifies that live recording has

been switched over from disk drive A to disk drive B,

while copying of the recorded video data from disk drive

A onto the archive medium is initiated. At step 2428, it

20 is determined whether the archiving from disk drive A is

complete. If not, step 2426 is continued, but if the

archiving from disk drive A is complete, then step 2430

follows, at which archiving is no longer carried out, but

live data recording onto disk drive B continues. At step

25 2432 it is determined whether the disk drive B is full.

If not, recording onto disk drive B continues, but

otherwise step 2418 is entered again. That is, live

recording switches back to disk drive A and archiving from

disk drive B begins again.

30 For the purposes of Figs. 117A and 117B it has been

assumed that the full recording capacity of one disk drive

is never reached before archiving from the other disk

drive is complete. If this ever turns Out not to be the

case, it is contemplated to switch the live recording over

35 from the full disk drive to the disk drive being archived.

It should also be understood that playback operations may

be carried on simultaneously with the recording and

archiving operations discussed in connection with Figs.
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117A and ll7B .

A technique to prevent one disk from filling up

before the other has been completely archived is presented

in Fig. 118. It is assumed for the purposes of Fig. 118

5 that recording is being carried on one disk drive while

archiving of the other disk drive takes place. At step

2434, an. estimate is made of the time at which the

archiving operation will be completed, taking into account

the rate at which archiving is taking place and the

10 quantity of data remaining to be achieved. At step 2436,

an estimate is made as to the time at which the recording

capacity of the disk being used for recording will be

exhausted. This estimate is made, for example, based on

the remaining unused storage capacity, and the rate at

15 which data is being recorded.

At step 2438, it is determined whether the archiving

operation will be completed before the other disk drive

becomes full. If the archiving will be completed first,

then the process loops back to step 2434. However, if it

20 appears that the capacity' of the other disk will be

reached before archiving is complete, a message is sent to

the front end electronics to reduce the aggregate rate at

which video data fields are being captured for storage

(step 2440). In this way, the storage rate is reduced to

25 permit archiving to be completed on the other disk.

USER—FRIENDLY FEATURES OF THE VR/PC‘ UNIT

Fig. 119 shows a process for generating a database,

to be maintained on the hard disk of the VR/PC unit, for

30 storing index information regarding archiving tapes that

have previously been recorded by the VR/PC unit. In Fig.

119 the first step, which is step 2442, calls for

accumulating index information for an archiving tape while

the archiving is going on. At step 2444, it is indicated

35 that the accumulation of the index information for the

archiving tape continues until the archive tape is

ejected. At that point, the accumulated index information

for the ejected tape is added to the archive database
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maintained on at least one of the hard disks in the VR/PC

unit (step 2446). The user is permitted to access the

archive tape database, so that the VR/PC unit can assist

the user in managing the video data stored on the archive

5 tapes.

Fig. 120 shows a process whereby the VR/PC unit

operates to automatically diagnose the onset of

malfunctions in cameras connected to the VR/PC unit.

Typical video cameras have limited service life and tend

10 to experience a degradation in function over time.

Typical problems encountered in aging video cameras are a

loss of focus, and "blooming”, i.e. a tendency for a

number of pixel locations to generate a brighter output

than is actually present in the scene. The process shown

15 in Fig. 20 enables the VR/PC unit to automatically track

and diagnose deterioration in camera characteristics over

time.

In a first step in Fig. 120, designated as step 2448,

an image generated by the camera is captured immediately

20 or soon after the camera is first connected to the VR/PC

unit. Following step 2448 is step 2450. At step 2450, a

statistical analysis of the data corresponding to the

image captured at 2448 is carried out to generate a set of

baseline statistics to be used when analyzing subsequently

25 captured images generated by the camera. Preferably, the

baseline statistics include one or both of statistics

indicative of high—frequency components of the image

signal and statistics indicative of a color distribution

in the image data. The baseline statistics are then

30 stored on a hard disk within the VR/PC unit.

It is indicated at step 2452 that periodically after

generation of the baseline statistics an automatic

diagnosis of the camera is to be carried out. For

example, the automatic diagnosis process may be carried

35 out at regular intervals, such as weekly or monthly, after

the initial installation of the camera. The first step in

the automatic diagnosis is step 2454, at which an image

currently generated by the camera is captured. Then, at
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step 2456, statistics corresponding to the baseline

statistics are generated from the current image data and

are compared with the baseline statistics. Then, as

indicated by step 2458, it is determined on the basis of

5 the comparison of the current image statistics with the

baseline statistics whether the camera continues to

exhibit satisfactory performance. For example, a

substantial reduction in the high frequency component of

the current image signal, in comparison to the baseline

10 high frequency component statistics, may indicate that the

camera no longer exhibits satisfactory focus. Similarly,

a substantial shift in the distribution of the color data

may indicate that there is excessive blooming in the

camera’s pickup elements. To avoid false findings of

15 camera Inalfunctions, it is advisable that the images

gathered for diagnosis purposes be generated under the

same lighting conditions as for the baseline image. This

may be done, for example, by taking both the baseline and

subsequent images at night under controlled lighting

20 conditions.

If at step 2458 it is found that there is a

substantial change in the image statistics indicating

unsatisfactory camera function, then appropriate steps may

be taken, such as displaying a warning (step 2460), to

25 indicate that the camera is not functioning properly.

Although automatic diagnosis of only a single camera is

illustrated in Fig. 120, it is to be appreciated that the

process of Fig. 120 may be applied to all cameras

connected to the VR/PC unit, with appropriate variations

30 in timing as to the capture of the baseline statistics and

subsequent capturing of auto-diagnosis images.

There will now be described, with reference to Fig.

121, a process whereby the VR/PC unit generates data to be

used in providing a status information display to a user.

35 An example of such a status display is provided in Fig.

149.

The process of Fig. 121 commences with a step 2462,

at which it is determined whether the user has requested
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that system status information be displayed. The request

for the status display may be entered, for example, by

actuating the status button 646 provided on the front

panel (Fig. 6).

5 Continuing to refer to Fig. 121, if a status request

display is requested, then step 2464 follows step 2462.

At step 2464, the motherboard CPU determines how much

recording capacity remains unused on the disk drive or

disk drives included within the VR/PC unit. Then, at step

10 2466, it is determined how much unused recording capacity

remains on. the recording medium (digital audio tape)

loaded within the internal archive DAT drive. Next, at

step 2468, it is determined how many alarm event

conditions have been noted and not reviewed by the user.

15 Following step 2468 is step 2470, which generates a count

of alarm event reports that have been reviewed but not

deleted. Following step 2470 is step 2472. At step 2472,

the motherboard CPU generates a count of the number of

cameras connected to the VR/PC unit, and at step 2474, the

20 number of those cameras which are in the active recording

sequence are counted. Finally, at step 2476, all of the

data gathered at steps 2464 through. 2474 is used to

generate the status information_display screen (Fig. 149).

Fig. 122 illustrates a feature of the VR/PC unit

25 which permits a user to conveniently shift from viewing a

reproduced video image stream generated by a first camera

at a given time to a reproduced video image stream

generated at the same time by a different camera. A first

step shown in Fig. 122 is step 2478. At step 2478, an

30 image stream generated at a certain point in time in the

past by a first camera is reproduced from the hard disk

and displayed on the display monitor. An example of a

playback display format, such as is provided in step 2478,

is shown in Fig. 12. The screen display of Fig. 12

35 includes a video image display area 2479, in which the

reproduced image generated by a camera (assumed to be

camera 1) is shown. For the purposes of this example, it

is assumed that the image stream displayed in the area
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2479 was generated. by‘ camera. 1 at 10:00 a.mn on. the

previous day.

Referring again to Fig. 122, step 2480 follows step

2478. At step 2480, it is determined whether a different

5 camera is selected for playback. If not, the reproduction

of the image stream generated on the day before by camera

1 continues (step 2478). However, if the user actuates

one of the camera selection buttons 650 (Fig. 6) other

than the button corresponding to camera 1, then it is

10 understood at step 2480 that the other camera (say camera

2) has been selected. In that case, step 2482 follows

step 2480. At step 2482, the motherboard CPU operates so

as to search for, reproduce and display the video image

stream generated by camera 2 (the selected camera) at the

15 same time (10:00 on the previous day) that the currently

displayed playback video was generated by camera 1.

Following step 2482 is step 2484, at which the VR/PC unit

causes the display monitor to shift to a split—screen

display mode (not shown in Fig. 12), in which the video

20 image streams respectively generated by cameras 1 and 2 at

10:00 a.m. on the previous day are simultaneously

displayed.

It should_be noted that the camera selection detected

at step 2480 may be carried out by using the mouse to

25 actuate one of the virtual camera selection buttons

displayed on Fig. 12, as an alternative to actuating the

corresponding front panel camera selection button 650.

Fig. 123 schematically illustrates operation of the

VR/PC unit to simultaneously perform recording and

30 playback operations. Fig. 123 schematically shows

contemporaneously' maintained_ control threads 2486 and

2488. Thread 2486 relates to capturing and recording live

incoming streams of video signals generated by cameras

connected to the VR/PC unit, while thread 2488 is

35 concerned with receiving and complying with user requests

to retrieve and playback video data streams stored on the

hard disk in VR/PC unit. Implementation of

contemporaneous independent control threads is made
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possible kn! the multi—tasking nature of tin: operating

system software provided for the motherboard CPU.

Thread 2486 is shown as including steps 2490 and

2492. At step 2490, the streams of video images generated

5 by the cameras connected to the VR/PC unit are

sequentially captured in a time—multiplexed fashion, and

at step 2492 the resulting sequence of video data fields

is recorded on the hard disk.

Playback thread 2488 is shown as including steps 2494

10 and 2496. At step 2494, the user initiates a request to

playback a video data stream that was previously generated

by a certain camera at a certain time and recorded on the

hard disk. At step 2496, video data corresponding to the

requested streanl is retrieved fronl the hard. disk and

15 displayed on the display monitor. For example, a display

in the format shown in Fig. 12 may be provided. It should

be understood that even as the requested reproduced video

data stream is shown in the display area 2479 of the

screen display of Fig. 12, ongoing recording of live input

20 video streams continues without interruption.

Fig. 124 illustrates in generalized form the feature

of simultaneously displaying two different reproduced

video image streams. The first step in Fig. 124 is step

2502, which corresponds to step 2478 of Fig. 122. It is 

25 then determined, at step 2504 whether the user requests

that an additional video stream be reproduced and

displayed at the same time as the stream displayed at step

2502. A particular example of step 2504 would be step

2480 in Fig. 122, at which the user requests simultaneous

30 display of a stream generated by a different camera at the

same time that the stream displayed at step 2502 was

generated. Another possible request that could be made at

step 2504 would be requesting simultaneous display of a

recorded video image stream generated at a different time

35 by the same camera which generated the image stream

reproduced at step 2502.

In any case, when playback of an additional stream is

requested at step 2504, step 2506 follows, at which the

—ZlO-

SUBSHTUTESHEET(RULE26)

Page 660 of 1785



Page 661 of 1785

WO 98/19450 PCT/US97/17886

parameters (camera and time generated) for the requested

stream are received or generated. Then, at step 2508,

both the image stream displayed at step 2502 and the

additional requested stream are simultaneously displayed

5 in a split—screen format.

There will now be described, with reference to Fig.

125, a process whereby indexing data relating to video

data fields to be recorded on a hard disk is recorded both

on the same hard disk with the video data fields and on a

10 separate hard disk. Fig. 125 includes a first step 2510,

at which a sequence of live video data fields is received.

The next step, which is step 2512, represents generating

indexing data which_corresponds to the received video data

fields. Then, following step 2512 are steps 2514 and 2516

15 which are carried out contemporaneously with each other.

At step 2514, the incoming video data fields are recorded

on a hard disk together with the indexing data generated

at step 2512. At step 2516, the same indexing data is

recorded on a different hard disk from that on which the

20 video data fields Were recorded.

By recording a "shadow” set of index data on the

separate hard drive, the index data can be searched on the

separate hard drive without impeding ongoing record,

playback or archiving operations which require access to

25 the hard drive on which. the video data fields are

recorded.

Fig. 126 portrays operation of the VR/PC unit to

provide pre—alarm buffer storage of an incoming video

signal stream at a field rate that is higher than a

30 ”permanent" field rate that has been assigned to the video

stream. The first step in Fig. 126 is step 2518. At step

2518, an incoming 'video data stream is received and

captured in the form of a sequence of video data fields.

It is assumed for the purposes of this example that the

35 video data stream is captured at a rate of about three

fields per second.

At step 2520, selected ones of the video data fields

captured at step 2518 are recorded at a lower field rate,
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say one field per second, in a main "permanent recording"

area of a hard drive. (It is to be understood that in a

preferred embodiment, only video data on the ”permanently"

recorded part of the hard drive is archived; and the pre—

5 alarm buffered material preferably is not archived unless

it is first transferred to the "permanent" part of the

hard drive.) Meanwhile, at step 2522, all of the captured

data fields are recorded in a ring buffer area on the hard

disk drive to provide a recording rate equal to the

10 capture rate, i.e., three fields per second in this

example.

Following step 2522 is step 2524, at which it is

determined whether an alarm condition has been detected.

If so, step 2526 follows, at which a pointer defining the

15 ring buffer area is moved to provide permanent storage of

the three—field—per—second(data (alternatively, the three—

field~per—second data can be copied from the ring buffer

area to the main area for permanent storage at step 2526).

At step 2528, recording at the full field rate

20 (assumed to be three fields per second) continues for a

predetermined period of time after detection of the alarm

condition.

It should be understood that the field rates given in

the above discussion of Fig. 126 are exemplary only and

25 are subject to variation, the main pointing being that at

the temporal resolution (field rate) provided at steps

2522 and 2528 is greater than that provided at step 2520.

Fig. 127 represents a generalization of the playback

image analysis practices that have been previously been

30 described herein. At a first step in Fig. 127, namely

step 2530, video data and/or corresponding indexing data,

is retrieved from a recording medium, such as a hard disk.

Then, at step 2532, the VR/PC unit analyzes the retrieved

data. For example, one or more of the image analysis

35 algorithms described previously or hereafter may be

applied. Alternatively, other image analysis algorithms,

including other algorithms relating to motion or

acceleration of objects represented in the image stream
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may be applied” The machine analysis applied at step 2532

is not limited to detection of image characteristics,

however. For example, the indexing data may be surveyed

to determine what camera streams were recorded at a given

5 point of time in the past.

At step 2534, header data, indexing data or the like

stored on the hard disk or other recording medium is

changed or added to indicate the results of the machine

analysis carried out at step 2532.

10 It is to be recognized that the process presented in

Fig. 127 generally contemplates application of a machine

analysis to a video database stored on a recording medium,

and then updating indexing or header data to indicate the

results of the machine analysis. There will now be

15 discussed, with reference to Figs. 128(a) and 128(b), an

example of the image processing utilities which have

previously been referred to. In particular, these

drawings relate to a feature which permits the user to

enhance the image contrast in a selected part of the image

20 plane.

Fig. 128(a) shows a variable—gain amplifier 808’

which may' be provided in the front end analog board

electronics of Fig. 113 in place of each of the amplifiers

808 shown in Fig. 13.

25 As indicated at 2536 in Fig. 128(a), the gain

provided. by' the amplifier 808’ is controllable by a

control signal which originates from the front end

controller DSP 1050.

Fig. 128(b) is illustrative of processing which

30 implements the selective contrast enhancement feature. At

step 2538, a portion of the image plane is selected for

contrast enhancement. Then, at step 2540, a suitable

message is sent to the front end electronics to cause each

of the variable amplifiers 808’ to be operated so as to

35 increase the image contrast (dynamic range) in the

selected portion of the image plane.

Fig. 161 is an example of a display screen presented

to the user to permit selection of a portion of the image
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for contrast enhancement. The rectangular drawing element

indicated at 2542 is the region of the image plane

selected for image enhancement.

5 EXAMPLES OF USER INTERFACE SCREENS

Fig. 11 is an example of a screen display format

provided in the IVIM system for displaying a live video

signal currently generated by one of the cameras connected

to the VR/PC unit. The screen display format of Fig. ll

10 includes an upper area 2546 and a lower area 2548. The

upper area 2546 includes a video image stream diSplay

window 2550. Six mouse—actuatable switch areas 2552 are

provided in. a horizontal array‘ below the live video

display window 2550. As seen from Fig. 11, the mouse—

15 actuatable switch areas 2552 respectively carry the

legends "Full Scr" (full screen), "Sch On" (turn on pre—

scheduled operating modes), "Utilities", "Archive”,

"Setup", and "Help”. Actuating the "full screen” switch

area causes the two—part display shown in Fig. 11 to be

20 replaced with a display format in which the entire screen

area is devoted to the live video image display window.

The ”scheduling on” switch allows the user to cause the

VR/PC unit to enter previously—scheduled operating modes.

The “utilitiesll switch area allows the user to access

25 certain system features, such as transmitting data to

other devices, or generating reports of system activities.

The I'archive" switch area allows the user to access

features relating to archiving functions performed by the

VR/PC unit. The ”setup” switch area allows the user to

30 enter a mode for configuring the VR/PC unit. The "help”

switch area provides the user with access to context—

sensitive explanatory text displays.

A mock—LED display area 2554 is provided at a lower

right hand position in the upper area 2546. A legend

35 "recording” is proximate to the mock—LED 2554. The mock—

LED 2554 corresponds to the LED 654 provided. on the

physical front panel (Fig. 6). The mock—LED 2554 is

preferably displayed in a first state (e g., red) when the
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VR/PC unit is recording live video signals, and is

displayed in a separate condition (e.g., black or dark

grey) when no recording is taking place.

If the lower area 2548 of the screen display of Fig.

5 11 is compared with the front panel layout illustrated in

Fig. 6, it will be observed that the lower area 2548 has

a layout that corresponds to the layout of the front

panel. In particular, mouse—actuatable switch areas are

provided at respective positions in the area 2548

10 corresponding to respective positions of the switches 638,

340, 642, 644, 646, 648, 650, 658 and 660 of the front

panel (Fig. 6). The camera selection switch areas of the

area 2548 bear the legends "1" through "16", respectively,

and correspond to the identically numbered camera

15 selection switches 650 on the physical front panel.

Moreover, an "alarms“ switch area, indicated at 2556 in

Fig. 11, corresponds to the "alarms" —labeled switch 658

on the front panel.

At the right side of the lower area 2548, are

20 provided six switch areas arranged in a two across by

three down array and corresponding in location and

function to the switches 638, 640, 642, 644, 646, and 648

of the front panel. The switch area corresponding to the

front panel switch 638 is overlaid with a single rectangle

25 indicated at 2558, which is representative of the single—

window display format txn be established. by actuating

either the switch 638 or the switch area bearing the

single rectangle. Similarly, an overlay representing a 2

x 2 window format is provided at the switch—area

30 corresponding to switch 640, a 3 x 3 overlay is provided

at the switch—area corresponding to switch 642 (of the

front panel, and.a 4 x 4 overlay is provided at the switch

area corresponding to the switch 644 on the front panel.

All of the above—mentioned switch—areas of the lower part

35 2548 of the Fig. 11 screen display are actuatable by

manipulating the mouse, and. with the same effect as

physically pressing the corresponding switch buttons on

the front panel. Also included in the area 2548 is a
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generally circular mouse—actuatable switch area 2560 which

bears the legend “play". The circular switch area 2560

corresponds in position as well as function, to the jog—

shuttle switch 660 on the front panel. Like the jog—

5 shuttle switch, the switch area 2560 has arrow legends.

The region. at the arrows of the switch area. 2560 is

manipulatable by the mouse to provide ”rotation" of the

switch area 2560 either in a clockwise or counter—

clockwise direction. The mouse—actuated rotation of the

10 switch. area 2560 has effects that emulate the manual

rotation of the jog—shuttle switch 660 of the front panel.

The lower area 2548 of the screen display of Fig. 11 also

includes mock—LED display regions which emulate in

position and function the LEDs 652 and 656 previously

15 discussed with reference to the front panel (Fig. 6).

Another notable feature of the screen display format

of Fig. 11 are the alphanumeric character overlays

provided in the image display window 2550. The overlays

shown in Fig. 11 include date and time information, as

20 well as a legend "live" to make clear to the reader that

a live video signal is being provided in the window 2550.

A camera identification overlay is provided at a lower

left corner of the window 2550.

Fig. 12 shows a display format utilized when the

25 VR/PC unit is operated in a playback mode. The playback

mode may be entered by actuating either the play/pause

area on the jog—shuttle switch 660 of the front panel, or

by mouse—clicking on the "play" legend at the center of

the circular switch area 2560 shown in Fig. 11. The

30 screen display format of Fig. 12 is generally similar to

that of Fig. 11, and only the differences between those

two formats will be discussed. First, it should be

understood that the video image stream displayed in the

display window 2479 of Fig. 12 represents a previously

35 recorded and currently reproduced image stream, rather

than a live, currently—generated image stream.

The switch area features and mock—LED areas in Fig.

12 are the same as those in Fig. 11, except that the
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switch areas "schedule on“, "utilities", “archive'I and

“setup” of Fig. 11 are replaced with switch areas labeled

"exit", I'search" and "tools” in the display format of Fig.

12. Actuation. of the "exit" switch. area in Fig. 12

5 returns the system to a live—display mode with the format

of Fig. 11. Actuating the “search" switch area in Fig. 12

select among video database search functions. The "tools"

switch area gives the user access to image processing

10 utilities.

Fig. 129 represents a search dialog screen display

which can be called up by the user by actuating the

"search" switch—area on the screen display of Fig. 12. A

major feature of the search dialog display of Fig. 129 is

15 the selection of tab dialog boxes respectively bearing the

legends "date/time", "camera", "alarm” and "tools”. In

the particular display example shown in Fig. 129, the

"data/time'l dialog box is uppermost. The other tabbed

dialog boxes can be actuated by clicking on the respective
20 tab.

The date/time dialog box has three mouse—actuatable

mode selection settings, indicated as "all recorded

images", llimages between .. .", and "images within”. The

first selection implements a video data base search

25 without any time limit. The second selection provides

starting and stopping limits to constrain the search

period. The third selection limits the search to a given

duration prior to and extending up to the present time.

Below the dialog box area is a l'result field'I which

30 is used to display information_identifying images found to

match the search criteria. To the right of the dialog box

area there is a vertical column of five switch—areas,

respectively legended "find", "stop", ”play", ”close”, and

llhelp”. Immediately below these switch areas is an icon

35 area in which a "search light" icon is displayed. While

a search is being carried out, the search light icon 2562

is moved in an oscillating sweep pattern to indicate to

the user that a search is in progress.
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Actuation of the "find" search button causes the

selected search to be executed. Actuation of the "stop'I

button causes a search in progress to be stopped.

Actuation of the ”play" switch area causes the VR/PC unit

5 to playback a video stream corresponding to a selected

item in the result field. Actuation of the "close" switch

area returns the user to the playback screen display of

Fig. 12. It will be observed in Fig. 129 that the "all

recorded images" selection is selected.

10 Fig. 130 is a display screen similar to that of Fig.

129, but indicating selection of the "images between

." option instead of the ”all recorded images” option.

Also shown in Fig. 130 is a pop—up calendar box which

allows the user to set a date to limit the search period.

15 To the left of the pop—up calendar box are user—adjustable

time—of—day settings.

Fig. 131 illustrates the search dialog display

provided when the "alarm" dialog box is selected. In a

left portion of the alarm dialog box, the user may select

20 search criteria relating to alarnl events detected by

external alarm sensor devices. On the right side of the

alarm dialog box, the user may select search criteria

based upon whether image analysis algorithms operated at

the time that the video data was generated have detected

25 predetermined.characteristics that were the subject of the

analysis algorithms.

Fig. 132 illustrates the search dialog display screen

provided when the camera dialog box has been selected. In

the example shown in Fig. 132, a pull—down list of cameras

30 has been actuated to allow the user to specify which

camera streams are to be searched.

It is also notable that, in Fig. 132, the results

field includes a listing of four watching video data

portions which were found ill a previous search. The

35 “play" switch area at the right side of the display in 132

is illuminated (by contrast with Figs. 129—131), to permit

the user to playback the video data portions listed in the

results field.
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In Fig. 133, again the date/time dialog box has been

selected. Ir1 addition, the first video data portion

listed in the results field has been selected and would be

played back if the user actuated the "play" switch area.

5 Fig. 134 is the set up option display screen which is

generated in response to user actuation of the "setup”

switch area of Fig. 11. The setup option display screen

provides the user with four setup options, each accessible

through a respective switch area. The options are Fname“

10 (applying names to cameras and alarm inputs and outputs),

"record" (allowing the user to select recording options),

"security” (permitting the user, if authorized, to

configure security arrangements for the VR/PC unit), and

"login” (permitting the user, if authorized, to add or

15 delete users permitted to log into the VR/PC unit). Also

provided are a "close" switch area which causes the screen

display to return to the display format of Fig. 11, as

well as the customary "help” switch area.

Fig. 135 is an. example of the recording options

20 dialog Ix»; displayed 1J1 response to actuation (of the

"record" switch area of Fig. 134. The dialog box shown in

Fig. 135 permits the user to select three types of

options: recording mode, recording quality, and recording

rate. The two possible recording modes are "linear” and

25 “circular”. In the linear mode, the recording on the hard

drive ends when the hard drive storage capacity is

exhausted. In the circular recording mode when the end of

the hard disk storage area is reached, the next incoming

video data is written at the beginning of the hard disk

30 storage area.

The recording quality options are I‘normal”, “super

fidelity", and "extendedfi. The three quality options each

correspond to different quantization bit rates carried out

in the JPEG chip 848 (Fig. 14). Continuing to refer to

35 Fig. 135, the "super fidelity" setting uses, on average,

more data bytes to represent each video data field than

are used in the ”normal” setting, so as to provide

enhanced image quality. The I'extended'I setting uses, on
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average, fewer data bytes to represent each video data

field than the normal setting, providing more efficient

use of the hard disk storage capacity, but with somewhat

lower image quality.

5 The recording rate options are implemented via a

pull—down list, as shown in Fig. 136. The rate options

correspond to different field capture rates, and are

indicative of the effective recording duration (2, 6, 12

or 24 hours) provided by the hard disk storage capacity at

10 the respective rate options. Although not indicated by

the options presented in Figs. 135 and 136, the rate and

quality settings could also be made on a camera—stream by

camera—streanlbasis. Moreover, the quality settings could

be used to adjust compression front—end l'block sameness”

15 thresholds and/or reference image frequency'rates, instead

of or in addition to the JPEG quantization setting

adjustment currently driven by the quality setting

options. It is also contemplated to display, for each of

the quality and rate options, sample video image sequences

20 to indicate to the user what sort of image quality can be

expected from each of the quality and rate settings.

Fig. 137 is the login dialog box presented in

response to actuation of the "login" switch area on Fig.

134. The dialog box in Fig. 137 invites the user to enter

25 a personal identification. number (PIN) utilizing the

virtual numeric keypad provided at the right hand side of

the dialog box. A backspace switch area 2564 is provided.

As each number in the virtual keypad is actuated, an

asterisk corresponding to each digit is displayed in the

30 field under the legend "enter PIN code:". The "okay"

switch area implements an enter function, at which the

point the entered digits are read to determine whether an

authorized user is attempting to login.

If the user currently logged in is entitled to

35 reconfigure the unit’s security features, then actuation

of the ”security” switch area in Fig. 134 causes the

display screen shown in Fig. 144 to be displayed. The

main options shown in the display of Fig. 144 are adding
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a new user (”add” switch area), changing the features

accessible by an existing user ("edit" switch area) and

removing an existing user ("delete”). In the field at the

left side of the display of Fig. 144, a list of the

5 existing authorized users is provided.

Actuating the “edit" switch area on Fig. 144 provides

access to the access privileges display of which a first

example is shown on Fig. 138. A scroll~bar provided in a

c vertical orientation. at the lower right side of the

10 display of Fig. 138 permits the user to scroll through the

various feature access privilege settings. Setting

options shown in Fig. 138 include the ability to override

pre—scheduled operating modes ("enable” under "schedule")

and configuring the pre—scheduled operating modes

15 themselves (”configure" under "schedule”).

Fig. 139 shows another view of the feature access

privileges setting options, including options relating to

system setup privileges. The setup privileges shown in

Fig. 139 correspond. to camera—related setup options,

20 selecting analysis algorithms to be applied to incoming

video streams, live video display format options, and

system security features.

Fig. 140 is the same display as Fig. 139, but

indicating the security feature access privileges are

25 being accorded to a particular user. In addition, the

illuminated areas to the left of the ”cameras" and

“analysis tools” feature privileges indicate that those

privileges have previously been accorded to the same user.

Fig. 141 represents the same display at another

30 scrolling position relative to the feature access

privileges. The privileges shown in Fig. 141 relate to

selecting recording mode options ("configure” under

IIrecord"), accessing operating systems software files

(”maintenancell under "record"), access to video data

35 stored on the hard disk (”enable” under I'playback“) and

access to video signals stored on a conventional

externally—connected video cassette recorder, which is not

shown ("VCR transcript" under "playback").
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Further feature access privileges are shown in Fig.

142, namely the ability to configure event handling modes

(“configure" under "events"), and the ability to access

reports concerning detected events ("reports" under

"events").

Still further feature access privileges are shown in

Fig. 143. These relate to retrieving data stored on an

archive recording medium ("enable" under "archive") and

storage and retrieval of data stored on a hard disk which

indexes the contents of archive recording media (”restore"

and "library”).

In Fig. 145 represents the screen display brought up

in response to actuation of the "name" switch area of Fig.

134. In the display screen of Fig. 145, three tabbed

dialog boxes are accessible namely "cameras", "alarms in”,

and "alarms out”. In the particular display shown in Fig.

145, the ”cameras" dialog box has been selected. The

cameras dialog box provides naming fields for each of

sixteen cameras. Alphanumeric names may be entered into

each.of the naming fields utilizing either a keyboard (not

shown) connected to the VR/PC unit, or a ”virtual

keyboard” (not shown) displayed on the display monitor and

actuatable by the mouse.

Fig. 146 presents the "alarms out" dialog box

accessible at Fig. 145. The alarms out dialog box permits

alphanumeric designation of sixteen alarm output signals.

Fig. 147 presents the "alarms in" dialog box which is

also accessible at Fig. 145 (or Fig. 146). At Fig. 147,

names may be entered to identify respective external alarm

sensor devices which. generate sixteen incoming alarm

detection signals.

Fig. 148 is a screen display that is brought up in

response to actuation of the "utilities” switch area of

Fig. 1. The options presented to the user in the display

of Fig. 148 are transmitting data (including video data)

to an external device, such as a local or master node,

creating reports concerning operation of the VR/PC unit,

to be printed out on a printer (not shown), and generating
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signals to control movable cameras connected to the VR/PC

unit.

Fig. 149 is a display screen brought up in response

to actuation of the "status" switch area of Figs. 11 and

5 12. The status data displayed in Fig. 149 is generated by

the process discussed above in connection with Fig. 121.

Fig. 149 displays data indicative of the remaining storage

capacity available on the hard disk or disks, the storage

capacity remaining available on a removable archive

10 recording medium, the number of alarm events that have

been detected and not yet reviewed by the user, the number

of alarm events that have been reviewed but not deleted

from the alarm event file, the number of video cameras

connected to the VR/PC unit and the number of cameras from

15 which the video streams are currently being recorded.

Fig. 150 is a display screen.provided for the purpose

of defining a pre—scheduled live video display format.

Tabbed dialog boxes accessible by the user at the display

screen of Fig. 150 are, respectively, for 2 x 2, 3 x 3, 4

20 x 4 and "custom” Video display window formats. The 2 x 2

dialog box is shown as being active in Fig. 150. The text

”weekend day" shown toward the right at the top of the

selected dialog box indicates that the user is defining

pre—scheduled operational modes to be automatically

25 carried out during time periods defined as day times on

weekends. To the left side of the dialog box, a number of

icons are provided, each corresponding to a respective

camera connected to the VR/PC unit. To the right side of

the selected dialog box is a two by two array of empty

30 boxes, representing the four video display windows in the

display format that is being set—up. As shown in Fig.

151, a camera icon may be dragged using a cursor 2566 so

that the icon is placed in one of the boxes. Placement of

the camera in the box indicates assignment of the

35 corresponding camera 'video stream for display in the

corresponding display window. In the particular instance

shown in Fig. 151, the ”parking lot” camera stream has

been designated for display in the upper left hand window
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of the 2 X 2 display format.

Fig. 152 is a display screen provided during

scheduling setup operations in. order to define which

calendar days are to be considered holidays. To the left

5 side of the display in Fig. 152, a calendar display is

provided to permit the user to select a particular day of

a particular month of a particular year. To the right

side of the display in Fig. 152, there is provides a list

of the dates which have been designated holidays.

10 Actuation of the "add" switch area in Fig. 152 causes a

date selected in the calendar display to be added to the

holiday list.

IMAGE ANALYSIS TOOL SETUP SCREENS

15 Fig. 153 represents a screen display provided to the

user to permit the user to set parameters for an image

analysis algorithm designated as the ”light tool“. This

algorithnl is designed. to detect selected changes in

illumination. in the screen. of interest. The screen

20 display in Fig. 153 includes an image display window 2568

in which a static video image is displayed. The static

video image is used.to define the parameters for the light

tool. Displayed within the image is a display element box

2570, which defines the area of the image plane with

25 respect to which the algorithm is to operate. The box

2570 may be dragged from one location to another in the

image plane, and.may'be decreased.or increased in size and

changed.in shape, by cursor manipulation in like manner to

manipulation.of similar graphic elements in a conventional

30 computer drawing software package. The portion of the

image within the box 2570 is displayed ill a brighter

manner than the balance of the image so as to highlight

the area within the box 2570. A circular spot 2572 is

within. the box, 2570. The size of the spot 2572 is

35 indicative of the size of a light spot to be detected if

a spot light detection feature of the analysis algorithm

is actuated. The spot is preferably displayed in a solid

color such as red.
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Virtual buttons and switches for selecting features

of the algorithm and setting parameters therefore are

provided on the right side of the display of Fig. 153. At

2574, the user is permitted to fix the location ("mark")

5 or delete ("erase”) the active zone defined by the box

2570. At 2576, the user is permitted to select among

three operational modes for the algorithm: detecting a

large increase in illumination ("dark to light"),

detecting a large decrease in illumination ("light to

10 dark") or detecting a bright spot of light in the active

zone (“spot light”). The first option enables the VR/PC

unit to determine when lights are turned on, the second to

detect when, lights are turned off, and the third is

intended to detect the presence of a flashlight in a

15 darkened area.

The slide bar at 2578 controls the size of the spot

2572 used as a. parameter‘ setting for the spot light

operational mode. As the slide bar is manipulated to the

left, the size of the spot 2572 is reduced. Manipulating

20 the slide bar to the right causes the spot size to be

increased.

Sensitivity setting options for the light tool are

provided at 2580. The sensitivity parameters for the

light tool constitute the thresholds for determining

25 whether the change over from dark to light or light to

dark has taken place, or whether the illuminated area to

be detected in the spot light mode is sufficiently bright

to constitute an event to be detected. If the I'default“

switch area is actuated by the user, then threshold

30 settings considered to be optimal by the designers of the

VR/PC unit are applied. The sensitivity level can also be

adjusted by’ the user by manipulating the slide bar

provided at 2580. Moving" the slide bar‘ to the left

decreases the sensitivity, which decreases the risk of

35 false alarms, while also increasing the risk that

significant events will not be noted. Sliding the slide

bar to the right increases the sensitivity, thereby

reducing the risk that significant events will go unnoted,
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but also increasing the risk of false alarms. The "ADV"

switch area allows the user to access a dialog box in

which the various sensitivity parameters are unbundled and

can be set separately from each other.

5' Above the image display window 2568, there is a

legend which identifies the type of analysis algorithm

being setup as well as the camera to which it is to be

applied. Below the window 2568 are switch. areas to

actuate application of the algorithnlto the selected video

10 image streany or~ to cancel selection. of the analysis

algorithm.

Fig. 154 presents a screen display which permits the

user to set parameters in connection with a motion

detection analysis algorithm. As with the light tool

15 setup screen shown in Fig. 153, the motion detection setup

screen of Fig. 154 includes an image display window 2568

and a graphic element box 2570 which defines an area of

the image plane within which the motion detection

algorithm is to be applied. An upper right portion of the

20 display in Fig. 154, indicated by reference numeral 2582,

provides cursor—actuatable features to allow the user to

activate, deactivate or remove one or more active zones

corresponding to one or more of the graphic image element

boxes 2570. The display shown in Fig. 154 also includes

25 a sensitivity control area 2580 corresponding to that of

Fig. 153. In regard to the motion detection tool, the

sensitivity controls provide thresholds for such factors

as the amount of motion detected in the active zone and/or

luminance levels.

30 Fig. 155 presents the setup screen display for use

with the above—described perimeter violation detection

analysis algorithm. The display of Fig. 155, includes an

image display window 2568 as in the other tool setup

screen displays just discussed. Other features of the

35 display in Fig. 155, including the graphic image element

box 1966 representing the perimeter, the crossing

direction arrows 1976 and the object size box 1986, have

previously been referred to in connection with the
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processing algorithm shown in Figs. 9OA—9OC. Controls

provided at 2584 permit the user to mark or erase the

perimeter corresponding to the box 1966. The controls at

2586 select whether the directional arrows 1976 point

5 inwardly, outwardly or in both directions relative to the

perimeter. The slide bar at 2588 controls the size of the

object box 1986. Manipulating the slide bar 2588 to the

left reduces the size of the object box, manipulation in

the other direction increases the size of the object box.

10 It should be understood that, as an alternative, the

object size box itself could be subject to cursor

manipulation so as to be decreased or increased in size,

as can. be done with. drawing elements in conventional

computer drawing software packages.

15 The sensitivity controls 2006 have previously been

referred to in connection with Fig. 90D. The sensitivity

factors controllable at 2006 may include contrast ratio

and. degree of confidence in terms of one or more of

presence of motion, location of moving object, and size of

20 the moving object.

Although not shown in Fig. 155, it is also

contemplated to allow the user to set as a parameter the

speed at which an object crosses the perimeteru A graphic

element that oscillates at a speed settable by user input

25 may be provided. Such a graphic element may, for example,

be similar in appearance to the wand of a musical

metronome. The VR/PC unit may be programmed to detect

image edges to detect perspectives indicative of depth in

the image scene, and to adjust tile—space measures of

30 velocity to take depth into account when estimating the

speed of an object. A slide bar control for setting the

velocity parameter may be provided in association with the

”metronome" element, or in place of the "metronome".

Fig. 156 is the setup screen for the analysis

35 algorithm known as the "museum tool”. The museum tool

algorithnlis intended to permit automatic detection of the

removal of an object, such as a painting, a piece of

jewelry or the like. As in the other tool setup screens,
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the screen shown in Fig. 156 includes an image display

window 2568. A graphic image element box 2590 defines a

zone which is to be monitored by the analysis algorithm.

The box 2590 can be changed in width and height or both in

5 order to change the monitored zone. Unless the monitored

zone is quite small, a preferred embodiment of the museum

tool algorithm calls for defining a number of IIhot spots"

represented by colored rectangles 2592. When hot spots

2592 are provided, it is only the portions of the image

10 plane corresponding to the hot spots themselves that are

actually monitored. The number of hot spots provided

depends on how large an area in the image plane is

occupied by the monitored zone defined by the box 2590.

The number of hot spots may be reduced by the user, but

15 may not be increased, in a preferred embodiment. The

purpose of monitoring only the hot spots, rather than the

entire monitored zone, is to save memory. In a preferred

embodiment of the museum tool, the removal of object is

detected by noting differences between the content of

20 tiles located in the hot spots and corresponding tiles in

a reference image.

Controls at 2594 permit the user to mark or erase the

monitored zone corresponding to the box 2590. Controls at

2594 permit the user to mark or erase hot spots. The user

25 is permitted to reposition hot spots within the monitored

area by dragging the hot spots with a cursor.

The control at 2598 allows the user to define for how

long the monitored area must be missing or occluded before

an event is considered to have occurred.

30 At 2602, sensitivity controls are provided to set

thresholds for factors such as variation in chrominance,

numbers of hot spots occluded, or the like.

Fig. 157 is a screen display in a format that is an

alternative to the display shown in Fig. 152 for

35 generating a list of holidays. In the format shown in

Fig. 157, the calendar selection box is implemented as a

pullsdown element, and the "set holiday” dialog is one of

a number. of tabbed. dialog boxes including ”general",
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"weekday”, "weekend", and "holiday".

Fig. 158 presents the "weekday" dialog accessible at

Fig. 157. Fig. 158 provides scheduling of the recording

status for sixteen cameras connected to the VR/PC unit.

5 In general, the format of the display in Fig. 158 is a bar

chart, with horizontal bars displayed for each of the

sixteen cameras. Bars of different colors indicate

different operating modes for the camera selected for

respective portions of the 24—hour period. The bars can

10 be manipulated, using the cursor so as to stretch or

shrink the bar, which has the effect of increasing or

decreasing the scheduled period of time for the

corresponding operating mode. The available operating

mode options for each camera are "active" (ongoing

15 recording), “alarmed" (recording only in the event an

alarm condition is detected) and "disabled” (no recording

of the camera streanfl. A pop up element indicated at 2604

states in numeric terms the period of time represented by

a selected bar element. The pOp up 2604 shown in Fig. 158

20 corresponds to the bar at camena 7, as shown by the

selection indicator 2606. The formats for the "weekend"

and ”holiday” dialog boxes are like Fig. 158.

Fig. 159 shows the dialog box corresponding to the

"general” tab which is visible in Figs. 157 and 158. The

25 controls at 2608 in Fig. 159 allow the user to select

between regular scheduling options and custom schedule

options. At 2610, the user is permitted to define for

weekdays when the "day—time" and "night—time" periods take

place. The controls shown at 2610 are an alternative to

30 the display presented in Fig. 81.

Continuing to refer to Fig. 159, controls provided at

2612 permit the user to define the starting and ending

times for weekends, and the controls at 2614 permit the

user to define starting and ending times for holidays.

35 . Fig. 160 is a variation on the display screen of Fig.
159. It will seen from the controls 2608 in Fig. 160 that

“weekend" and ”holiday” have not been selected for custom

scheduling. As a result, the weekend and holiday tab
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dialog boxes shown in Fig. 159 are not presented as

options in Fig. 160.

Fig. 161 presents a screen display which permits the

user to select and set a parameter for an image processing

5 utility. The display screen of Fig. 161 includes an image

display window 2616, for displaying an image which is to

be subjected to processing. A box 2542, which has been

referred to above, is overlaid at a portion of the window

2616 and defines the portion of the image plane in which

10 a selected processing utility is to be applied. Zoom

controls 2618 are provided at an upper right hand portion

of the display screen. The zoom controls permit a user to

zoom in or out of the portion of the image defined by box

2542, and/or to move the area which is subject to zooming.

15 The switch area marked "1:1" restores the image to an

unzoomed condition. The switch area marked "enhance"

applies a group of image enhancement processes to the

zoomed area, including emphasis of high frequency

components, an increase in contrast, normalization of

20 color and intensity distributions, and non-linear

interpolation of pixels, instead of linear interpolation.

Provided below the controls 2618 are utility selection

controls 2620, which permit a user to select from among

other image processing utilities in addition to the zoom

25 function. For example, one of the utilities that may be

selected using the controls 2620 is the selective contrast

enhancement utility previously described_with reference to

Figs. 128(a) and (b). Other image processing utility

options that may be presented to the user include

30 adjustments to brightness, "sharpness" (i.e., the degree

to which emphasis is applied to high—frequency components

of the image data), and color and/or intensity

distributions. A horizontal array of switch areas is

provided at the bottom of the display screen. A switch

35 area marked "full scr“ switches the screen format of Fig.

161 to a full screen format. The switch area marked

"load" causes an image to be retrieved from a floppy disk

inserted in the VR/PC unit so that the retrieved image can
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be displayed in the window 2616. The switch area marked

I‘save" causes the image displayed in the window 2616,

including any modifications applied by processing

utilities, to be written onto the floppy disk.

5 The "print" switch area causes the image displayed in

window 2616 to be output as hard copy via a printer or to

be transmitted as a facsimile. The switch area marked

"restore" removes any modifications that resulted from

application of processing utilities.

10 Fig. 162 is a screen display which permits a user to

implement a process for discarding video data

corresponding to certain parts of the image plane. The

display screen. of Fig. 162 includes an image display

window 2622 for displaying a video image. Polygonal

15 drawing elements such as those indicated at 2624 and 2626

may be formed by the user to define areas in the image

plane for which video data need not be stored. Controls

relating to the selected areas are provided at 2628. In

response to the user’s designation of the areas indicated

20 by the polygonal figures 2624 and 2626, the motherboard

CPU instructs the front end.electronics that corresponding

portions of an image plane in the video signals generated

by the selected camera are not to be transmitted for

storage, thereby achieving more efficient utilization of

25 the disk storage capacity. The feature illustrated in

Fig. 162 permits the user to select areas of the image

plane which are determined not to be of interest with

respect to a particular camera image stream. The areas

found not to be of interest may' be areas like those

30 indicated in Fig. 162, which are essentially static, or

may include areas which include frequent motion (e.g., a

highway in the background, or a wind—blown tree) which are

also unlikelytxnprovide significant information, although

being likely tx> generate large quantities Ci data in

35 difference video data fields if not selected for

discarding.

Fig. 163 shows a live video display format, similar

to that of Fig. 11, except that the live video display
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window 2550 has been divided into four sub—windows in a 2

x 2 configuration. In the particular example of the 2 x

2 configuration shown in Fig. 163, each of two different

live input signals is shown in two of the four windows.

5 However, it is contemplated that in the format of Fig.

163, four different live video streams may be displayed

simultaneously. In addition, as indicated at 2630, a

bright colored box (e.g., in red) is provided in the upper

left hand corner of each window to indicate that the image

10 streanl in question. is being recorded. It should. be

understood that if an image stream displayed in one of the

sub~windows is not being recorded, then the indicator 2630

is not present. Other forms of the record—selection

indicator 2630 are also contemplated, including, e.g., a

15 circular indicator positioned at the lower border of the

display window.

Fig. 164 is a screen display generated in response to

actuation of the "archive" switch area in the display of

Fig. 11 (or Fig. 163). Referring to Fig. 164, the user is

20 presented. with. a choice of two tabbed dialog boxes,

corresponding to "archiving” and “searching”. The

particular example of the display screen shown in Fig. 164

shows the ”archiving" dialog as active. The archiving

dialog permits the user to select among four modes of

25 archiving operation: “background”, in which archiving is

carried on continuously in background while other

functional operations of the VR/PC unit take place

(preferably the archiving background process is lower in

priority than either recording or playback operations, as

30 indicated in the above discussion of Fig. 116);

"background—silent", which is the same as "background”

except that the data relating to archive space is omitted

from the status display (Fig. 149); “dedicated—fast”, a

mode in which no recording or playback operations occur,

35 so that motherboard CPU processing and disk access

resources are dedicated to rapidly copying video data from

the disk to the archive medium; and "archive off”, in

which no archiving is taking place.
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The archive dialog box also indicates which device is

being used for the archiving function; in this case it is

the internally installed DAT drive. The switch areas

provided in a vertical column at the left side of the

5 screen display in Fig. 164 are analogous to those shown in

Figs. 129—133, but are not operational when the archiving

dialog box is selected. Rather, these switch areas may be

used in connection with the ”searching“ dialog box which

will be referred to below. Also provided in the format of

10 Fig. 164 is a "search light" icon analogous to the icon

2562 which was discussed above in connection with Fig.

129. In addition, a search—results field is provided at

the lower part of the screen display.

Fig. 165 presents an alternative version of the

15 display of Fig. 164. Fig. 165 differs from Fig. 164 in

that Fig. 165 offers two additional dialog boxes,

respectively tabbed "library” and "customize". In

addition, the archiving dialog box of Fig. 165 permits the

user to select among a number of internal or external

20 record medium drive devices. Among the selections

provided in Fig. 165 is an internally—installed magneto—

optical disk drive device.

Fig. 166 presents a screen display which is reached

by selecting the "searching" dialog box available at Fig.

25 164. The searching dialog box shown in Fig. 166 permits

the user to define date and time or alarm parameters to be

used in searching for video data of interest that has been

stored on the currently inserted archive recording medium.

Fig. 167 is a screen. display provided when the

30 "library" dialog box is selected at Fig. 165. The purpose

of the library dialog box is to access the previously—

recorded archive media database which was discussed above

in connection with Fig. 119. The user may request viewing

of data corresponding to all previously recorded archiving

35 media, or only those recorded within a user—defined time

period. The display field provided at the bottom of the

screen display is for displaying the requested

information. The ”add" switch area permits the user to
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'add.to the database an item corresponding to an additional

recorded archive mediunu The "delete" switch area permits

the user‘ to remove an item fronl the database. The

"details” switch area permits the user to select display

5 of detailed data relating to one of the items in the

database. The "reset" switch area permits the user to

clear all data from the recorded archive media data base.

The display screen shown in Fig. 168 illustrates the

"customized“ dialog box available to the user from the

10 screen displays of Figs. 165 through 167. In the

"customized” dialog box, the user is permitted to update

a listing of archiving media drive units that have been

installed within or connected to the VR/PC unit. Among

the types of archive media drive units that are or may be

15 installed, the following are indicated in the screen

display of Fig. 168: a digital video disk (DVD) drive, an

internal DAT drive, a magneto—optical disk drive, a so—

called ”jazz" drive (removable hard. disk), and. a DAT

carousal. It is, of course, contemplated that any or all

20 of those types of devices may be connected to the VR/PC

unit.

ANALYSIS TOOL SELECTION SCREENS

Fig. 169 is a screen display provided in response to

25 selection of the "tools" dialog box at any one of Figs.

129 through 133. The purpose of the ”tools" dialog box is

to permit a user to select for a recorded video stream

corresponding to a given camera, an image analysis

algorithm to be applied to the image stream. The "tools“

30 dialog box includes a pull—down list 2632 used to select

a camera, and another pull~down list 2634, to permit the

user to select an image analysis algorithm to be applied

to the recorded video stream which was generated by the

selected camera. A switch area labeled I'setup" allows the

35 user to bring up the tool setup screen display

corresponding to the selected analysis algorithm.

Examples of tool setup screen displays have previously

been discussed, and are shown at Figs. 153—156. At the
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lower part of Fig. 169, information indicating previous

assignments of analysis tools to recorded camera streams

is shown.

Fig. 170 shows a screen display provided when the

5 pull—down menu under ”Tool To Apply:” in Fig. 169 is

pulled. As seen at 2636, the menu provides the user with

several options as to selection of image analysis

algorithms, including "motion tool", "perimeter tool",

"museum tool" and "light tool". In addition, the user may

10 elect not to have any analysis tool applied during the

search. Thus, the screen display of Fig. 170 permits the

user to conveniently select for searching purposes from

among a Iplurality' of previously-stored image analysis

algorithms. As an alternative to the word—listing of the

15 analysis algorithms options shown in Fig. 170, it is also

contemplated to user icons representative of the

previously—stored analysis algorithms available for

selection by the user.

As can be seen from Figs. 171 and 172, pull—down

2O menus are also presented to the user to permit selection

of an analysis algorithm to be applied to live incoming

video streams. In the screen display shown in Fig. 171,

the analysis algorithms are assigned.on.a camera—by—camera

basis, while even finer ”granularity" is provided in Fig.

25 172, whereby selection of a particular analysis algorithm

is not only applicable to a particular camera, but to a

particular future time period.

Fig. 173 is an example of a hard copy screen print

generated in response to actuation of the "print” switch

30 area shown in Fig. 161. The hard copy print shown in Fig.

173 includes an image 2640, which.may be in color, and may

represent a zoomed and/or otherwise processed portion of

the image shown in the window 2616 of Fig. 161. In

addition, as shown at 2642, caption information is

35 provided, indicating times at which the image was

generated and printed out, the source of the image, and so

forth.

It has previously been mentioned that the preferred
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10

15

2O

25

3O

35

video data file format would also accommodate storage on

disk with the video data, of contemporaneously generated

audio data. One or more microphones (not shown or other

sources of audio information could be connected as inputs

to the VR/PC unit or a nwdified version thereof. The

audio information, after digitation, would be stored on

disk, possibly in association with related video data.

The VR/PC unit would have a speaker (not shown), built in

or attached as a peripheral, to reproduce in audible form,

audio information retrieved from the disk.

It is also contemplated that audio content analysis

algorithms ("tools”) might be provided in the VR/PC unit

to detect audible events such as door openings/closings,

footsteps, etc. The audio tools could be operated either

"live", or as ”search” tools, i.e. by application to audio

data retrieved from disk, and may be applied similarly to

the video "tools" described above. For example, a live

audio tool or tools could be employed to detect events and

actuate alarm conditions. Audio tools could be employed

in logical combinations with each other and/or with video

tools. As one example, detection of footsteps by an audio

tool, in the absence of detection of light by a video

tool, could actuate an alarm condition. Application of a

video tool could be triggered by detection of an audio

event, and/or application. of an audio tool could be

triggered by detection of a video event.

Audio tools preferably would be selectable and

configurable in a manner similar to the "video tool kit”

features illustrated above at Figs. 170—172 and 153—156.

User—settable parameters to constrain execution of an

audio tool might include sound volume, frequency,

direction, and so forth. Characteristics of audio

surveillance such as low cost, the relatively small

quantity of data to need be stored, omnidirectionality,

and independence front illumination, can in many

applications make audio a valuable supplement to, or even

replacement for, video surveillance. At the same time,

application of the information management philosophies
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disclosed herein.can significantly enhance the usefulness

of audio surveillance and the resulting stored data.

It should be understood that the embodiments of the

claimed invention. disclosed above are to be taken. as

5 illustrative, and not limiting. The true spirit and scope

of the invention is set forth in the following claims.
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What is claimed is:

1. A.flexible video information analysis apparatuS,

comprising:

(a) first storage means for storing a video

5 information data base;

(b) second storage means for storing a

plurality of moving image content analysis algorithms for

analyzing video information in the data base;

(c) user actuatable means for selecting one of

10 said algorithms; and

(d) analysis means, responsive tx) said user

actuatable means, for analyzing said video information in

the data base in accordance with said one of said

algorithms selected by said user actuatable means.

15 2. An apparatus according to claim 1, further

comprising:

a plurality of video cameras for generating

respective sequences of video signals; and

means for digitizing the respective sequences of

20 video signals generated by said video cameras and for

supplying the digitized sequences of video signals to said

first storage means.

3. An apparatus according to claim 1, further

comprising means for displaying a plurality of icons or

25 alphanumeric labels each representing a respective one of

said algorithms for analyzing video information.

4. An apparatus according to claim 3, wherein said

user actuatable means comprises means for selecting one of

the displayed icons or alphanumeric labels.

3O 5. An apparatus according to claim 4, wherein said

means for selecting one of the displayed icons comprises

a mouse.

6. An apparatus according to claim 4, wherein said

means for displaying and said means for selecting one of

35 the displayed icons comprise a touch—sensitive screen.

7. An apparatus according to claim 1, wherein said

user actuatable means includes means for setting a

parameter for constraining execution of a selected one of
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said algorithms.

8. An apparatus according to claim 7, wherein said

means for setting said parameter includes location means

for selecting a portion of an image plane which

5 corresponds to said video information, said analysis means

responding to said location means by analyzing said video

information with respect to the portion of the image plane

selected by said location means.

9. An apparatus according to claim 1, wherein at

10 least one of said stored. algorithns is for detecting

moving objects represented by data in said stored video

information data base.

10. An apparatus according to claim 1, wherein said

analysis means generates analysis data indicative of

15 results of the analysis performed by said analysis means

in accordance with said selected one of said algorithms

and said first storage means includes means for storing

said analysis data generated by said analysis means.

11. A method of storing and retrieving video data,

20 comprising the steps of:

storing data representing plural images of a

dynamic video image stream;

selecting a search algorithn1 to be used in

searching for a desired image among the images represented

25 by the stored data;

setting a parameter for constraining execution

of the selected search algorithm; and

searching said stored data in accordance with

the selected search algorithm and the set parameter.

30 12. A wethod according t1) clainl 11, wherein the

selected search algorithm is for detecting moving objects

represented by said stored data.

13. A method according to claim 11, wherein the

parameter for constraining execution of the selected

35 search algorithm represents a location in an image plane

at which the selected search algorithm is to be performed.

14. A, method of carrying out an algorithm for

detecting features represented by video data stored in a
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video information data base, comprising the steps of:

setting a parameter for constraining execution

of said algorithm; and

executing said algorithm in accordance with the

5 set parameter.

15. A method according to claim 14, wherein said

algorithnl is an algorithnl for detecting at least one

moving object represented by the stored video data, and

said setting step includes selecting a portion of an image

10 plane which corresponds to the stored video data, said

portion being a portion at which said at least one moving

object is to be detected by execution of said algorithm.

16. A method according to claim 15, wherein said

portion of an image plane is selected by displaying an

15 image which corresponds to an image represented by the

stored video data and superimposing a line or polygon on

said displayed image, said superimposed line or polygon

representing said selected portion of said image plane.

17. A method according to claim 16, wherein said

20 displaying of said image includes retrieving from the

video information data base data representing said image

to be displayed.

18. A method according to claim 16, wherein said

displaying of said image is performed by:

25 generating with a video camera a video signal

representing an image which corresponds to an image

represented by said stored video data; and

displaying the video signal generated by said

video camera.

30 19. A method according to claim 14, wherein said

algorithnl is an. algorithnl for~ detecting at least one

moving object represented by the stored video data, and

said setting step includes indicating at least one of a

maximum size and a ndnimum size of the object to be

35 detected.

20. A method according to claim 19, wherein said at

least one of a maximum size and a minimum size is

indicated by displaying an image corresponding to an image
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represented by the stored video data and superimposing on

said displayed image an image element indicative of said

at least one of a maximum size and a minimum size.

21. A method according to claim 20, wherein a first

5 image element indicative of said. maximunl size of the

object to be detected is displayed in a first color

superimposed on said displayed image and a second image

element indicative of said minimum size of the object to

be detected is displayed in a second color, different from

10 said first color, superimposed on said displayed image.

22. A method according to claim 21, wherein said

first and second image elements are displayed

simultaneously.

23. A method according to claim 14, wherein said

15 parameter setting step includes displaying a graphical

user interface element and adjusting the displayed

graphical user interface element by means of a user input

device.

24. A nethod according to claim 23, wherein the

20 displayed graphical user interface element is a slide bar.

25. A nethod according to claim 23, wherein the

displayed graphical user interface element is a dial.

26. A method according to claim 23, wherein the user

input device is a mouse.

25 27. A flexible video information analysis apparatus,

comprising:

(a) a video information source for providing

video information which includes at least one dynamic

sequence of video information frames;

30 (b) storage means for storing a plurality of

algorithms for analyzing the video information provided by

the video information source;

(c) user actuatable means for selecting one of

said algorithms; and

35 (d) analysis means responsive to said user

actuatable means, for receiving the video information

provided by said video information source and for

analyzing the received video information provided by the
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video information source in accordance with said one of

said algorithms selected by said user actuatable means.

28. An apparatus according to claim 27, wherein said

video information source includes a video camera which

5 generates a dynamic sequence of video information frames.

29. An.apparatus according to claim 27, wherein said

video information source includes a plurality of video

cameras which. generate respective sequences of video

information frames.

10 30. An. apparatus according to clainl 27, further

comprising display means for displaying a plurality of

icons each representing a respective one of said

algorithms for analyzing video information.

31. An.apparatus according to clain130, wherein said

15 user actuatable means comprises means for selecting one of

the displayed icons.

32. An apparatus according to clain13l, wherein said

means for selecting one of the displayed icons comprises
a mouse.

20 33. An.apparatus according to claim 31, wherein said

means for displaying and said means for selecting one of

the displayed icons comprise a touch—sensitive screen.

34. An.apparatus according to claim 27, wherein said

user actuatable means includes means for setting a

25 parameter for constraining execution of a selected one of

said algorithms.

35. An_apparatus according to claim 34, wherein said

means for setting said parameter includes location means

for selecting a portion of an image plane which

30 corresponds to said video information, said analysis means

responding to said location means by analyzing the

received video information with respect to the portion of

the image plane selected by said location means.

36. An_apparatus according to claim.35, wherein said

35 apparatus is operative to display on said display means an

image which corresponds to an image represented by said

video information, and said location means includes

drawing means for superimposing on said image displayed by
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said display means a line indicative of said selected

portion of said image plane.

37. An apparatus according to claim 36, wherein said

drawing means includes a mouse.

5 38. An apparatus according to claim 27, wherein at

least one of said stored. algorithms is for detecting

moving objects represented by said received video

information.

39. An. apparatus according’ to claiUI 38, further

10 comprising object means for selecting at least one of a

maximum size and a minimum size of objects to be detected

in accordance with said at least one moving object

detection algorithm.

40. An. apparatus according to claim 39, further

15 comprising display means for displaying an image which

corresponds to an image represented by said video

information, and wherein said object means includes

drawing means for superimposing on said image displayed by

said display means an image element indicative of said at

20 least one of a maximum size and a minimum size.

41. An.apparatus according to claim 40, wherein said

drawing means includes a mouse.

42. A method of analyzing video information,

comprising the steps of:

25 receiving an. analog video signal which

represents a dynamic sequence of images;

digitizing the received.analog video signal

to form a sequence of video data frames which represent

the dynamic sequence of images;

30 first analyzing the sequence of video data

frames using a first predetermined video data analysis

algorithnland generating first analysis data indicative of

results of said first analyzing;

storing the sequence of video data frames

35 in a data base;

storing the first analysis data in said

data base in association with.the stored sequence of video

data frames;
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retrieving from the data base the stored

sequence of video frames;

second analyzing the retrieved sequence of

video data frames using a second predetermined video data

5 analysis algorithm and generating second analysis data

indicative of results of said second analyzing; and

storing the second analysis data in said

data base in association with.the stored sequence of video

data frames.

10 43. A method according to claim 42, wherein said

first analyzing step is performed before said step of

storing the sequence of video data frames in the data

base.

44. An apparatus for analyzing video information,

15 comprising:

receiving means for receiving an analog

video signal which represents a dynamic sequence of

images;

A/D means, connected to said receiving

20 means, for digitizing the analog video signal to form a

sequence of video data frames which represent the dynamic

sequence of images;

first analysis means, connected to said.A/D

means, for analyzing the sequence of video data frames

25 'using a first predetermined video data analysis algorithm

to generate first analysis data;

storage means, connected to said A/D means

and said first analysis means, for storing the sequence of

video data frames formed by said A/D means and said first

30 analysis data generated by said first analysis means; and

second analysis means, connected to said

storage means, for retrieving the sequence of video data

frames stored in said storage means and for analyzing the

retrieved sequence of video data frames using a second

35 predetermined video data analysis algorithm to generate

second analysis data, said second analysis data being

stored in said storage means.

45. An apparatus according to claim 44, further
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comprising display means, connected to said storage means,

for displaying at least one image represented. by the

stored sequence of images.

46. An apparatus according to clain144, wherein said

5 storage means includes:

compression Ineans for receiving the

sequence of video data frames from said A/D means and for

applying a compression algorithm to the sequence of video

data frames to form compressed video data; and

10 a storage medium on which said compressed

video data is stored.

47. An apparatus according to claim 46, wherein said

storage medium is a hard disk.

48. An apparatus according to claim 44, wherein said

15 first analysis means includes a first processing device

and said second analysis means includes a second

processing device different from said first processing

device.

49. A video information analysis apparatus,

20 comprising:

means for receiving video information;

analysis means for analyzing the received

Video information in accordance with. a predetermined

analysis algorithm; and

25 parameter means, actuatable by a user of

the apparatus, for setting a parameter to constrain

execution of said analysis algorithm, said analysis means

being responsive to said parameter means so as to execute

said analysis algorithm in accordance with the parameter

30 set by said parameter means.

50. An apparatus according t1) claim 49, further

comprising display means for displaying an image which

corresponds to an image represented by said video

information, and wherein said parameter means includes

35 drawing means, actuatable by said user of the apparatus,

for superimposing on said displayed image a drawing

element to indicate the parameter set by said parameter

me ans .
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51. An apparatus according to claim 50, wherein said

drawing element is a line or polygon indicative of a

location in an image plane at which the analysis algorithm

is to be performed.

5 52. An apparatus according to claim 50, wherein said

analysis algorithm is for detecting moving objects

represented by said video information.

53. An apparatus according to claim 52, wherein said

drawing element represents at least one of a maximum size

10 and a minimum size of objects to be detected using said

analysis algorithm.

54. An apparatus according to claim 52, wherein said

drawing element represents at least one of a maximum

velocity and a minimum velocity of objects to be detected

15 by using said analysis algorithm.

55. An.apparatus according to clain152, wherein said

drawing means includes a mouse.

56. An apparatus according to claim 49, wherein said

parameter means includes display means for displaying a

20 graphical user interface element and user input means for

adjusting the graphical user interface element displayed

by the display means.

57. An apparatus according to claim 56, wherein the

displayed graphical user interface element is a slide bar.

25 58. An apparatus according to claim 56, wherein the

displayed graphical user interface element is a dial.

59. An apparatus according to claim 56, wherein the

user input device is a mouse.

60. A method of searching an image information data

30 base, comprising the steps of:

a plurality of algorithms for identifying

respective features in images represented by the image

information in said data base;

selecting two of said stored algorithms for

35 respectively identifying a first feature and ea second

feature;

selecting a. logical operator‘ to fornl a

logical combination of said two selected algorithms; and
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searching said data base to identify images which

satisfy said logical combination of said two selected

algorithms.

61. A method according to claim 60, wherein said

5 image information data base includes data representative

of at least one dynamic sequence of video information

frames and at least one of said selected algorithms is for

detecting a moving object in said at least one sequence of

video information frames.

10 62. Apparatus for analyzing video information

comprising:

video information source means for providing a

first stream of video data frames;

second video information source means for

15 providing a second stream of video data frames;

first analysis means for receiving said first

stream of video data frames provided by said first video

information source means and performing a first moving

image content analysis algorithnl with respect to the

20 received first stream of video data frames; and

second analysis means for receiving said second

stream of video data frames provided by said second video

information source means, and performing a second moving

image content analysis algorithUI with respect to the

25 received second stream of video data frames.

63. Apparatus according to claim 62, wherein said

first and second analysis means operate simultaneously in

performing said first and second moving image content

analysis algorithms.

30 64. Apparatus according to claim 62, wherein said

first analysis means includes a first signal processing

integrated circuit and said second analysis means includes

a second signal processing integrated circuit separate

from said first signal processing integrated circuit.

35 65. Apparatus according to claim 64, wherein said

first signal processing integrated circuit is a digital

signal processing integrated circuit and said second

signal processing integrated circuit is a general purpose
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microprocessor.

66. Apparatus according to claim 62, wherein said

first video information source means includes at least one

video camera, and said video information source means

5 includes a memory device from which said second stream of

video data frames is retrieved.

67. Apparatus according to claim 66, wherein said

memory device is selected from a group consisting of a

hard disk, a magneto—optical disk, and a writable optical

lO disk.

68. Apparatus according to claim 67, further

comprising:

means for applying a data compression algorithm

to said first stream of video data frames to produce

15 compressed video data; and

means for transmitting said compressed video

data from said compression means to said hard disk for

storage on said hard disk.

69. Apparatus according to claim 68, further

20 comprising means for retrieving said stored compressed

video data from said hard disk and for applying a data de—

compression algorithm to said retrieved compressed video

data to form said second stream of video data frames.

70. Apparatus according to claim 66, wherein said

25 first video information source means is a first video

camera and said second video information source means is

a second video camera.

71. Apparatus according to claim 70, wherein said

first and second analysis means operate simultaneously in

30 performing said first and second moving image content

analysis algorithms.

72. Apparatus according to claim 67, wherein said

first and second streams of video data are retrieved

simultaneously from said hard disk and then respectively

35 supplied to said first and second analysis means.

73. Apparatus for analyzing video information

comprising:

video camera for generating a stream of video
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data fields;

first analysis means for receiving said stream

of video data fields provided by said video camera for

performing a first moving image content analysis algorithm

5 with respect to the received stream of video data fields;

and

second analysis means for receiving said stream

of video fields provided by said video camera, and for

performing a second moving image content analysis

10 algorithm with respect to the received stream of video

data fields, said second moving image content analysis

algorithm being different from said first moving image

content analysis algorithm.

74. Apparatus according to claim 73, wherein said

15 first and second analysis means operate simultaneously in

performing said first and second moving image content

analysis algorithms.

75. A video information analysis apparatus,

comprising:

20 for generating a first stream of dynamic images

and a second stream of dynamic images;

variable—rate image selection means for

selecting images for storage from said first stream of

images at a first image interval rate, and for selecting

25 images for storage from said second stream of images at a

second image interval rate that is different from said

first image interval rate;

storage means for storing said images selected

for storage from said first stream of images by said image

30 selection means and for storing said images selected for

Storage from said second stream of images by said image

selection means;

playback means for selectively retrieving from

said storage means said stored images from said first and

35 second streams of images; and

analysis means for applying a moving image

content analysis algorithm to images retrieved by said

playback means from a selected one of said first and
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second streams of images, said analysis means adapting

said moving image content analysis algorithm to the

respective image interval rate of the selected stream of

images-

5 76. A.Video information.analysis apparatus according

to claim 75, wherein said means for generating includes a

first video camera for generating said first stream of

dynamic images and a second video camera for generating

said second stream of dynamic images.

10 77. livideo information.analysis apparatus according

to claim 75, wherein said means for generating includes a

video camera which generates said first stream of dynamic

images during a first time period and which generates said

second streanl of dynamic images during a second. time

15 period that is later than said first time period.

78. A.video information analysis apparatus according

to claim 75, wherein said moving image content analysis

algorithm is for detecting moving objects represented by

the selected stream of images.

20 79. Axvideo information analysis apparatus according

to claim 78, further comprising display means for

displaying images retrieved from said storage means, and

wherein said moving image content analysis algorithm is

for detecting moving objects at a selected portion of an

25 image plane displayed on said display means.

80. vaideo information.analysis apparatus according

to clainl 79, further‘ comprising' user input means for

permitting user of the apparatus to select said portion of

the image plane at which moving objects are to be detected

30 by said moving image analysis algorithm.

81. IXvideo informationmanalysis apparatus according

to claim 75, wherein said storage means comprises a hard

disk, a magneto—optical disk and a writable optical disk.

82. A method of analyzing video information,

35 comprising the steps of:

a first stream of dynamic images;

selecting images for storage from said first

stream of images at a first image interval rate;
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generating a second stream of dynamic images;

selecting images for storage from said second

stream of images at a second image interval rate that is

different from said first image interval rate;

5 storing said selected images from said first and

second streams of dynamic images;

retrieving the stored images from the selected

stream of dynamic images; and

applying a moving image content analysis

10 algorithm to the retrieved images from the selected stream

of dynamic images, said algorithm being adapted to the

image interval rate of the selected stream of dynamic

images.

83. A method according to claim 82, wherein said

15 generating steps are performed by different respective

video cameras.

84. A method according to claim 82, wherein said

first and second streams are generated during different

respective time periods by the same video camera.

20 85. A method according to claim 82, wherein said

moving image content analysis algorithm is for detecting

moving objects represented. by the selected strean1 of

images.

86. A method according to claim 82, wherein said

25 storing step includes storing said selected images on

recording medium selected from the group consisting of a

hard disk, a magneto—optical disk and a writable optical

disk.

87. A method according to claim 86, wherein said

30 retrieving step includes retrieving said selected images

from said recording medium.

88. A method of detectinglnoving objects represented

by a sequence of dynamic images, said sequence of dynamic

images being represented by stored video data, at least

35 75% of said dynamic images having been compression—encoded

using an inter—image encoding algorithm such that the

video data representing each inter—image encoded image

includes image data consisting of a plurality of image
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data portions each corresponding to a respective region of

an image plane, said video data for each inter—image

encoded image also including mapping data indicative of

the regions of the image plane to which the image data

5 portions of said video data correspond, the method

comprising the steps of:

at least the mapping data included in said

stored video data; and

applying a motion detection algorithm to the

10 retrieved mapping data to detect said moving objects.

89. A.method according to claim 88, wherein at least

80% of said dynamic images have been compression—encoded

using said inter—image encoding algorithm.

90. A method according to claim.89, wherein at least

15 90% of said dynamic images have been compression—encoded

using said inter—image encoding algorithm.

91. A method according to claim 90, wherein at least

95% of said dynamic images have been compression-encoded

using said inter—image encoding algorithm.

20 92. Apparatus for detecting moving objects

represented by a sequence of dynamic images, said sequence

of dynamic images being represented by stored video data,

at least 75% of said dynamic images having been

compressed—encoded1isingeniinter—image encoding algorithm

25 such that the video data representing each inter—image

encoded image includes image data consisting of a

plurality of image data portions each corresponding to a

respective region of an image plane, said video data for

each inter—image encoded image also including mapping data

30 indicative of the regions of the image plane to which the

image data portions of said video data correspond, the

apparatus comprising:

for retrieving at least the mapping data

included in said stored video data; and

35 means for applying a motion detection algorithm

to the retrieved mapping data to detect said moving

objects.

93. Apparatus according to clainl 92, wherein. at
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least 90% of said dynamic images have been compression—

encoded using said inter—image encoding algorithm.

94. A method of analyzing a sequence of video

information frames to detect changes in said video

5 information frames, comprising the steps of:

an object represented by said video

information frames;

selecting portions of said designated

object; and

10 sequentially' examining portions of said

video information frames corresponding to said selected

portions of said designated object to determine whether

said designated object remains in a predetermined position

in said video information frames.

15 95. A method according to claim 94, wherein said

step of designating said object includes defining a

periphery of said object.

96. A method according to claim 95, wherein said

selected portions of said designated object are portions

20 of said object at mutually remote locations at said

periphery of said object.

97. A video data storage apparatus, comprising:

for receiving video data which represents

an image in an image plane;

25 discard means for selecting a portion of

the image plane as to which data storage is not required;

and

storage means, responsive to said discard

means, for storing such portions of said received video

30 data as do not correspond to said selected portion of said

image plane;

such portions of said received video data

as correspond to said selected portion_of said image plane

are not stored in said storage means.

35 98. An apparatus according to claim 97, further

comprising display means for displaying an image which

corresponds to an image represented by said received video

data, wherein said discard means includes drawing means
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for superimposing on said image displayed by said display

means an image element indicative of said portion of an

image plane as to which data storage is not required.

99. An.apparatus according to clain198, wherein said

5 drawing means includes a mouse.

100. A video data storage apparatus according to

claim 97, further comprising a video camera for generating

the video data received by said means for receiving.

101. A video data storage apparatus according to

10 claim 97, wherein said storage means includes a recording

medium on which are recorded the portions of the video

data not selected by said discard means, said recording

medium being selected from the group consisting of a hard

disk, a magneto—optical disk, and a writable optical disk.

15 102. A method of storing video data, comprising the

steps of:

video data which represents an image in an image

plane;

selecting a portion of the image plane as to

20 which data storage is not required; and

storing on a recording mediuntonly such portions

of the received video data as do not correspond to said

selected portion of said image plane.

103. A method according to claim 102, wherein said

25 selecting step includes manipulating a graphic element on

a display screen to indicate the selected portion of the

image plane.

104. A'Video signal processing apparatus, comprising:

for receiving a Video signal which

30 represents an image in an image plane;

selection means for selecting a portion of

the image plane for contrast enhancement; and

enhancement means, connected to said means

for receiving, and responsive to said selection means, for

35 expanding a dynamic range of portions of said received

video signal which correspond to said selected portion of

the image plane, and for outputting a selectively enhanced

video signal.
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105. An apparatus according to claim 104, further

comprising display means for displaying an image which

corresponds to an image represented by said received video

signal, and wherein said selection means includes drawing

5 means for superimposing on said image displayed by said

display means an image element indicative of said portion

of an image plane selected for contrast enhancement.

106. An apparatus according to claim 104, wherein

said selection means includes means, connected to said

10 receiving means, for detecting a contrast characteristic

of said received video signal.

107. An apparatus according to claim 104, wherein

said selectively enhanced video signal is an analog

signal, and further comprising A/D conversion means, for

15 converting said selectively enhanced video signal into

video data corresponding to said selectively enhanced

video signal.

108. An apparatus according to claim 107, further

comprising storage means, connected_to said_A/D conversion

20 means, for storing said video data.

109. A video information storage apparatus,

comprising:

information source means for generating a

dynamic video signal formed of a sequence of video signal

25 frames, each of said frames representing a respective

image in an image plane, said dynamic video signal having

a time resolution corresponding to a frame rate at which

successive frames of said sequence are produced, said

dynamic video signal also having a space resolution

30 corresponding to a density at which pixels of said signal

are formed in said image plane;

signal processing means for receiving said

dynamic video signal generated by said video information

source means and for selectively varying at least one of

35 the time resolution. and. the space resolution, of the

received dynamic video signal;

user adjustable means for entering a control

signal for controlling whether and to what degree said
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signal processing means varies said at least one of the

time resolution and the space resolution of the received

dynamic video signal, said signal processing means

outputting a processed dynamic video signal having a time

5 resolution and.a space resolution at least one of which is

determined in accordance with said control signal; and

storage means for storing said processed.dynamic

video signal.

110. Apparatus according to claim 109, wherein said

10 video information source means includes a video camera.

111. Apparatus according to claim 109, wherein said

signal processing means selectively varies both of the

time resolution and the space resolution of the received

dynamic video signal in response to the control signal

15 entered by the user adjustable means.

112. Apparatus according to claim 109, further

comprising display means for displaying a selected one of

said dynamic video signal generated by said video

information source means and said processed video signal

20 outputted from said signal processing means.

113. Apparatus according to claim 112, wherein said

user adjustable means includes means for generating said

control signal by manipulating a cursor displayed on said

display means.

25 114. Apparatus according to claim 113, wherein said

user adjustable means includes a mouse.

115. Apparatus according to claim 112, wherein said

storage means includes a recording medium selected from

the group consisting of a hard disk, a magneto—optical

3O disk and a writable optical disk.

116. Apparatus according to claim 115, wherein said

display means selectively displays an image corresponding

to a processed dynamic video signal retrieved from said

hard disk.

35 117. A method of performing data compression with

respect to a sequence of image data frames which

represents a dynamic sequence of video images, comprising

the steps of:
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every nth frame of said sequence of image data

frames in accordance with an intra—frame compression

algorithm in which each of said every nth frame is encoded

without reference to any other image data frame, n being

5 an integer greater than 1;

encoding every frame other than said.intraframe—

encoded frames in accordance with a difference—encoding

compression algorithm which includes forming difference

data by reference to at least one data frame which

10 precedes the frame which is being difference—encoded;

receivingeacompressicmlparameter setting signal

input by a user; and

varying a value of n in accordance with the

received compression parameter setting signal.

15 118. A method of performing data compression with

respect to a sequence of image data frames which

represents a dynamic sequence of video images, comprising

the steps of:

a compression parameter setting signal

20 input by a user;

selecting a frame interval in accordance

with the received compression parameter setting signal;

compression—encoding in accordance with a

first compression algorithm ones of said image data frames

25 occurring at said selected frame interval; and

compression—encoding in accordance with a

second compression algorithm all other of said image data

frames, said second compression algorithm being different

from said first compression algorithm.

30 119. A method according to claim 118, wherein said

first compression algorithm is an intra—frame compression

algorithm and said second compression algoritMn is a

compression algorithm in which an image is compared with

a preceding reference image.

35 120. A method of assigning regions of an image plane

among* streams of dynamic images each generated. by‘ a

respective one of a plurality of video cameras, comprising

the steps of:
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in a first portion of a display screen a

plurality of icons each representing a respective one of

said plurality of video cameras;

displaying in a second portion of said display

5 screen a representation of said image plane including

regions of said second portion of said display screen

corresponding to said regions of said image plane; and

moving at least one of said icons from said

first portion of said display screen to said second

10 portion of said display screen, to position each said

moved icon in a respective one of said regions of said

second portion to indicate that the image stream generated

by the video camera represented by said moved icon is to

be displayed in the image plane region corresponding to

15 said respective one of said regions of said second

portion.

121. A method according to claim 120, wherein said

plurality of camera—representing icons includes at least
four icons.

20 122. A method according to claim 121, wherein said

plurality of camera—representing icons includes sixteen
icons.

123. A method according to claim 120, wherein said

regions of said second portion of said display screen

25 consist of four regions each occupying a quadrant of said

second portion and each representing a respective quadrant

of said image plane.

124. A method according to claim 120, wherein said

regions of said second portion of said display screen

30 include at least nine regions.

125. A method according to claim 124, wherein said

regions Of said second portion of said display screen

consist of sixteen regions.

126. A method according to claim 124, wherein said

35 regions of said second portion of said display screen

consist of eight regions including one large region

located at a corner of said second_portion and seven small

regions, all of said small regions being equal in size to
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each other, said large region having an area that is nine

times as large as the area of each of said small regions.

127. A method according to claim 120, wherein said

icon—moving step includes operating a mouse.

5 128. Video display apparatus, comprising:

a plurality of video cameras each for generating

a respective stream of dynamic images;

display means including a display screen for

displaying at least selected ones of said streams of

10 dynamic images;

control means for controlling said display means

to display in a first portion of said display screen a

plurality of icons each representing a respective one of

said plurality of video cameras and to display in a second

15 portion cfif said display screen 51 representation_<3f an

image plane including regions of said second portion

corresponding to respective regions of said image plane;

and instruction means for inputting first instructions

from a user of the apparatus to said control means to

20 cause said control means to move at least one of said

icons from said first portion of said display screen to

said second portion of said display screen, to position

each said moved icon in a respective one of said regions

of said second portion to indicate that the image stream

25 generated by the video camera represented by said moved

icon is to be displayed in the image plane region

corresponding to said respective one of said regions of

said second. portionq said instruction. means also for

inputting a second instruction from said user to said

30 control means to cause said display means to display said

image plane in which respective image streams generated by

selected ones of said video cameras are displayed in

respective regions of said image plane in accordance with

said image plane region_assignment indicated by said first

35 instructions.

129. Video display apparatus according to claim 128,

wherein said plurality of video cameras includes at least

four cameras and said camera—representing icons includes
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at least four icons.

130. Video display apparatus according to claim 129,

wherein said regions of said second. portion of said

display screen consist of four regions each occupying a

5 quadrant of said second portion and each representing a

respective quadrant of said image plane.

131. Video display apparatus according to claim 130,

wherein said plurality' of video cameras includes 16

cameras and said plurality of camera—representing icons

10 includes 16 icons.

132. Apparatus for storing video information,

comprising:

a plurality of video cameras;

recording means for recording on a recording

15 medium video information generated by said plurality of

video cameras, said recording means being selectively

operable in accordance with a plurality of recording modes

with respect to each one of said. plurality' of video

cameras;

20 storage means for storing scheduling

information, said scheduling information including a

plurality of scheduling information portions each

corresponding to a respective 24—hour period, each of said

scheduling information portions including a plurality of

25 subportions each corresponding to a respective one of said

plurality’ of video cameras, each of said subportions

defining times during the respective 24—hour period for

which ones of said recording modes have been selected for

the respective one of said plurality of video cameras; and

30 control means for controlling said recording means in

accordance with the scheduling information stored in said

storage means.

133. Apparatus according to clainl 132, wherein a

first one of said scheduling information portions

35 corresponds to weekdays, a second one of said scheduling

information portions corresponds to weekend—days, and a

third one of said scheduling information portions

corresponds to holidays.
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134. Apparatus according to claim 133, wherein said

scheduling information.includes additional information_for

defining said holidays by month and day of the month.

135. Apparatus according to claim 132, wherein said

5 scheduling information includes further information for

partitioning each of said 24—hour periods into day and

night parts of said 24—hour period.

136. Apparatus according to claim 132, wherein said

recording modes include a first recording mode in which

10 images generated by a respective one of said video cameras

are continuously recorded at intervals that do not exceed

a Inaximunl interval, a second. recording Inode in. which

images generated by the respective video camera are only

recorded in response to detection of an alarm condition,

15 and a third recording mode in which there is no recording

of images generated by the respective video camera.

137. Apparatus according to claim 132, wherein said

recording medium is a hard disk.

138. Apparatus according to claim 137, wherein said

20 storage means includes a storage device selected from the

group consisting of a hard disk, a magneto—optical disk

and a writable optical disk.

139. Apparatus according to claim 132, further

comprising override means, actuatable by a user of the

25 apparatus to select one of said plurality of video

cameras, for causing said recording means to operate with

respect to the selected camera in a recording mode that is

different from the recording mode for the selected camera

indicated by the scheduling information as being

30 applicable to a time at which. the override means is

actuated.

140. A nethod of scheduling recording nodes with

respect to a plurality of video cameras included in a

closed—circuit video surveillance system, comprising the

35 steps of:

storing scheduling information, said scheduling

information including a plurality of scheduling

information portions each corresponding to a respective
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24—hour period, each of said scheduling information

portions including a plurality of subportions each

corresponding to a respective one of said plurality of

video cameras, each of said subportions defining times

5 during the respective 24—hour period for which ones of

said_recording modes have been selected for the respective

one of said plurality of video cameras; and

controlling, in accordance with the stored

scheduling information, recording of images generated by

10 said plurality of video cameras.

141. A method according to claim 140, wherein a first

one of said scheduling information portions corresponds to

weekdays, a second one of said scheduling information

portions corresponds to weekend~days, and a third one of

15 said scheduling information portions corresponds to

holidays.

142. A method according to claim 141, wherein said

scheduling information includes additional information for

defining said holidays by month and day of the month.

20 143. A method according to claim 140, wherein said

scheduling information includes further information for

partitioning each of said 24—hour periods into day and

night parts of said 24—hour period.

144. A method according to claim 140, wherein said

25 recording modes include a first recording mode in which

images generated by a respective one of said video cameras

are continuously recorded at intervals that do not exceed

a InaximuHI interval, a second recording mode in which

images generated by the respective video camera are only

30 recorded in response to detection of an alarm condition,

and a third recording mode in which there is no recording

of images generated by the respective video camera.

145. A Video information storage apparatus,

comprising:

35 a plurality of video cameras each for generating

a dynamic video signal formed of a sequence of video

signal fields, each of said fields representing a

respective image;
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recording means for recording each of said

sequences of video signal fields at regular intervals at

a field storage rate which is variable from sequence to

sequence, the field storage rate defining a duration of

5 the regular intervals at which the respective sequence of

video signal fields is recorded; and

user actuatable means for selectively inputting

to the recording means selection signals for selecting

with respect to each of said sequences of video signal

10 fields the field storage rate for the respective sequence.

146. A.video information storage apparatus according

to claim 145, wherein a selection signal input by said

user actuatable means includes numerical data indicative

of a selected field storage rate for a respective one of

15 said sequences of video signal fields and camera

identification data for identifying the video camera which

is generating the respective sequence.

147. A.video information storage apparatus according

to claim 145, wherein said user actuatable means includes

20 a. mouse for inputting cursor control signals to said

recording means.

148. A_video information storage apparatus according

to claim 145, wherein said recording means includes a hard

disk on which the sequences of video signal fields are

25 recorded.

149. A. method. of storing video information,

comprising the steps of:

generating a plurality of dynamic video signals

each formed of a sequence of video signal fields, each of

30 said fields representing a respective image;

recording each of said sequences of video signal

fields at regular intervals at a field storage rate which

is variable from sequence to sequence, the field storage

rate defining a duration of the regular intervals at which

35 the respective sequence of video signal fields is

recorded; and selectively manipulating a user input device

to generate selection signals for selecting with respect

to each of said sequences of video signal fields the field
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storage rate for the respective sequence.

150. A Inethod according to claim 149, wherein. a

selection signal input by selectively manipulating the

user input device includes numerical data indicative of a

5 selected field storage rate for a respective one of said

sequences of video signal fields and camera identification

data for identifying a video camera which is generating

the respective sequence.

151. A method according to claim 150, wherein said

10 user input device is a mouse.

152. Apparatus for analyzing video information,

comprising:

video camera;

analysis means for analyzing video information

15 generated.by said video camera in accordance with a moving

image content analysis algorithm, said analysis means

being selectively operable in accordance with a plurality

of operating modes;

storage means for storing scheduling

20 information, said scheduling information including a

plurality of scheduling information portions each

corresponding to a respective different future period of

time, and each indicating an operating mode of said

analysis means that has been selected for said period of

25 time; and means for controlling said analysis means so as

to operate in accordance with the selected operating modes

during the periods of time indicated by the scheduling

information stored in said storage means.

153. Apparatus according to claim 152, wherein said

30 plurality of operating modes includes a first mode in

which said analysis means performs said analysis algorithm

according to a first parameter for constraining operation

of said algorithm and a second mode in which said analysis

means performs said analysis algorithm according to aa

35 second parameter for constraining operation of said

algorithm, said second algorithm being different from said

first algorithm.

154. Apparatus according to clainl 152, wherein a
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first one of said periods of time corresponds to a part of

a 24—hour period and a second one of said periods of time

corresponds to all of said 24—hour period except for said

part.

5 155. A method of scheduling operating modes of a

video information analysis device, comprising the steps

Of:

scheduling information, said scheduling

information including a plurality of scheduling

10 information portions each corresponding to a respective

different future period of time, and each indicating an

operating Inode of said analysis device that has been

selected for said period of time; and

controlling said analysis device so as to

15 operate in accordance with the selected operating modes

during the periods of time indicated by the stored

scheduling information.

156. A method of storing and retrieving video data,

comprising the steps of:

20 storing, in a data storage device located

at a first location, data representing plural images of a

dynamic video image stream;

storing, in a host processor located at a

second location remote from the first location, a program

25 file representing a search algorithm for searching for a

desired image among the images represented by the data

stored at the first location;

downloading said program file representing

said search algorithm from said host processor to said

30 data storage device; and using said downloaded program

file to search for said desired image in said video data

stored in said data storage device.

157. A method according to claim 156, further

comprising the steps of:

35 said downloaded program file to select an

image from among images represented by said video data

stored in said data storage device; and uploading from

said data storage device to said host processor data
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representative of said image selected by using said

downloaded program file.

158. A method according to claim 156, further

comprising the step, performed prior to said downloading

5 step, of uploading from said data storage device to said

host processor‘ data representative of an image which

corresponds to an image represented by said data stored in

said data storage device.

159. A method according to claim 158, further

10 comprising the step of displaying at said second location

said image represented by said uploaded data.

160. A method according to claim 159, further

comprising the step, performed simultaneously with said

displaying step of claim 4, of displaying at said first

15 location an image corresponding to the image displayed at

said second location.

161. A method according to claim 160, further

comprising the step of exchanging communication between

respective human operators viewing said displayed images

20 at said first and second locations, said exchanged

communication including at least one of oral telephone

communication and data communication.

162. A method according to claim 159, further

comprising the steps of:

25 a parameter for constraining execution of

said search algorithm; and executing said search algorithm

at said first location and in accordance with the set

parameter.

163. A method according to claim 162, wherein said

30 parameter setting step is performed before said

downloading step.

164. A method according to claim 163, wherein said

search algorithm is an algorithm for detecting at least

one moving object represented by the data stored in said

35 data storage device, and said setting step includes

selecting a portion of an image plane which corresponds to

the stored data, said portion being a portion at which

said at least one moving object is to be detected by

-266—

SUBSHTUTESHEET(RULE26)

Page 716 of 1785



Page 717 of 1785

WO 98/19450 PCT/US97/17886

execution of said algorithm.

165. A method according to claim 164, wherein said

portion of an image plane is selected by superimposing a

line or polygon on said image displayed at said second

5 location, said superimposed line or polygon representing

said selected portion of said image plane.

166. Apparatus for storing and retrieving video data,

comprising:

a data storage device located at a first

10 location for storing data representing plural images of a

dynamic video image stream;

a host processor, located at a second location

remote from the first location, for storing a program file

representing a search algorithm for searching for a

15 desired image among the images represented by the data

stored at the first location; and means for downloading

said program file representing said search algorithm_from

said host processor to said data storage device;

data storage device including means for using

20 said downloaded program file to search for said desired

image in said video data stored in said storage device.

167. Apparatus according to claim 166, further

comprising:

means for using said downloaded program file to

25 select an image from among images represented by said

video data stored in said data storage device; and

for uploading from said data storage device to said host

processor data representative of said image selected by

using said downloaded program file.

30 168. Apparatus for storing a distributed video data

base, comprising:

a first video information source, at a

first location, for providing first video information

which includes at least one dynamic sequence of video

35 information frames;

first analysis means for receiving the

first video information. provided. by said first Video

information source and for analyzing the received first
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video information in accordance with a first image

analysis algorithm to generate first analysis data;

first storage means for storing, in the

form of digital data, the first video information provided

5 by‘ said. first ‘video information. source and. the first

analysis data generated by the first analysis means;

a second video information source, at a

second location remote from said first location, for

providing second video information which includes at least

10 one dynamic sequence of video information frames;

second analysis means for receiving the

second video information provided by said second video

information source and for analyzing the received second

video information in accordance with a second image

15 analysis algorithm to generate second analysis data;

storage means, provided at a location

remote from said first storage means, for storing, in the

form of digital data, the second video information

provided by said second video information source and the

20 second analysis data generated by the second analysis

means; and. operatively‘ connectable to said first and

second storage means for selectively retrieving the first

and second video information from said first and second

storage means, respectively.

25 169. Apparatus according to claim 168, wherein said

first video information source includes a. first video

camera and said second video information source includes

a second video camera.

170. Apparatus according to claim 169, wherein said

30 first video information source includes a first plurality

of video cameras and said second video information source

includes a second plurality of video cameras.

171. Apparatus according to claim 168, wherein said

means for selectively retrieving includes processor means

35 located remotely from said first and second storage means,

means for selectively establishing a data communication

path between said processor means and said first storage

means, and. means for selectively‘ establishing a data
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communication path between said processor means and said

second storage means.

172. Apparatus according to claim 168, wherein said

means for selectively retrieving retrieves the first and

5 second video information on the basis of the stored first

and second analysis data, respectively.

173. Apparatus according to claim 168, wherein at

least one of said first analysis algorithm and said second

analysis algorithnlis for assigning to respective portions

10 of the video information analyzed by said at least one

algorithnlanalysis scores indicative of respective degrees

to which said portions of the video information represent

a predetermined analysis feature, said analysis scores

being values within a predetermined range of values

15 comprising at least three values.

174. Apparatus according to claim 173, wherein said

range of values comprises at least eight values.

175. Apparatus according to claim 174, wherein said

range of values comprises at least one hundred values.

20 176. A method of storing and retrieving video data,

comprising the steps of:

storing first video information in a first

information storage device at a first location;

generating first analysis data by analyzing the

25 first video information in accordance with a first image

analysis algorithm;

storing said first analysis data in the first

information storage device;

storing second video information 1J1 a second

30 information storage device at a second location remote

from the first location;

generating second analysis data by analyzing the

second video information in accordance with a second image

analysis algorithm;

35 storing said second analysis data in the second

information storage device; and

selectively‘ retrieving the first and second

video information fron1 said first and second storage
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means, for transmission to a retrieval device at a third

location remote from said first and second storage

devices.

177. A method according to claim 176, wherein said

5 selective retrieving step includes using the stored first

and second analysis data to select portions of said first

and second video information to be retrieved.

178. A method according to claim 176, further

comprising the steps of reproducing said first video

10 information from said first information storage device and

applying said first analysis algorithm to the reproduced

first video information to generate the first analysis

data.

179. A method according to claim 178, further

15 comprising the steps of reproducing said second Video

information from said second information storage device

and applying said second analysis algorithm to the

reproduced.second_video information to generate the second

analysis data.

20 180. Apparatus for storing a distributed video data

base, comprising:

a first video information. source, at a

first location, for providing first video information

which includes at least one dynamic sequence of video

25 information frames;

first storage means for storing, in the

fornlof digital data, the first video information provided

by said first video information source;

a second video information source, at a

30 second location. remote from said first locationj for

providing second video information.which includes at least

one dynamic sequence of video information frames;

second storage means, provided at a

location remote from said first storage means, for

35 storing, in the form of a digital data, the second video

information provided by said second video information

source and the second analysis data generated by the

second analysis means;
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retrieval means, located remotely from at

least one of said first storage means and said second

storage means, for selectively retrieving video

information frames stored in said first storage means and

5 said second storage means;

first connection means for forming a first

data communication path between said retrieval means and

said first storage means; and

second connection means for forming a

10 second data communication path between said retrieval

means and said second storage means.

181. Apparatus according to claim 180, wherein said

retrieval means includes means for defining search

parameters according to which video information frames

15 stored in said first and second storage means are

retrieved.

182. Apparatus according to claim 181, wherein said

search parameters include image characteristics.

183. Apparatus according to claim 182, wherein said

20 image characteristics include moving object

characteristics. '

184. Apparatus according to claim 180, wherein said

first video information source includes a. first video

camera and said second video information source includes

25 a second video camera.

185. Apparatus according to claim 180, wherein said

first video information source includes a first plurality

of video cameras and said second video information source

includes a second plurality of video cameras.

30 186. Apparatus according to claim 180, wherein said

first connection means selectively forms said first data

communication, path and said second connection means

selectively forms said second data communication path.

187. Apparatus according to claim 180, further

35 comprising lock—out means, operatively associated with

said first storage means, for selectively preventing the

first video information stored in said first storage means

from being retrieved by said retrieval means.
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188. Apparatus for storing a distributed video data

base, comprising:

a first video information source, at a

first location, for‘ providing first 'video information

5 which includes at least one dynamic sequence of video

information frames;

first storage means for storing in the form

of digital data, the first video information provided by

said first video information source;

10 a second video information source, at a

second location remote fronl said first location, for

providing second video information which includes at least

one dynamic sequence of video information frames;

second storage means, provided at a

15 location remote from said first storage means, for

storing, in the form of digital data, the second video

information provided by said second video information

source;

third storage means, located remotely from

20 said first and second storage means, for storing an image

analysis algorithm;

a first processor operatively connected to

and co—located with said first storage means;

a second processor operatively connected to

25 and co—located with said second storage means; and

means for sequentially downloading said

image analysis algorithm from said third storage means to

said first processor and to said second processor;

said first processor responding to

30 downloading thereto of said analysis algorithm by

retrieving the first video information from said first

storage means and analyzing the retrieved first video

information in accordance with the downloaded analysis

algorithm to detect a moving object represented by the

35 retrieved first video information;

said second processor responding to

downloading thereto of said analysis algorithm by

retrieving the second video information from said second
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storage means and analyzing the retrieved second video

information in accordance with the downloaded analysis

algorithm to detect a moving object represented by the

retrieved second video information.

5 189. Apparatus according to claim 188, wherein said

third storage means stores a plurality of image analysis

algorithms, and each of said first processor and said

second processor includes means for selecting one of said

algorithms to be downloaded to the respective processor

10 from said third storage means.

190. Apparatus according to claim 188, wherein each

of said first processor and said second processor includes

means for setting a parameter for constraining execution

by the respective processor of the image analysis

15 algorithm downloaded to the respective processor.

191. Apparatus according to claim 188, wherein said

image analysis algorithm is for assigning respective

analysis scores to portions of said first and second video

information, said analysis scores being indicative of

20 respective degrees to which said portions of the video

information represent a predetermined analysis feature,

said analysis scores being values within a predetermined

range of values comprising at least three values.

192. Apparatus according to claim 191, wherein said

25 range of values comprises at least eight values.

193. Apparatus according to claim 192, wherein said

range of values comprises at least one hundred values.

194. Apparatus for analyzing and storing video data,

comprising:

30 for generating said video data;

analysis means for analyzing the video data

generated by said means for generating to detect a

predetermined characteristic of said video data; and

storage means for storing the analyzed

35 video data, said storage means including a first data

storage device and a second data storage device, said

storage means routing said analyzed. video data to a

selected one of said first and second data storage devices
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in response to detection by said analysis means of said

predetermined characteristic of said video data.

195. Apparatus according to claim 194, wherein said

second data storage device is selectively connectable to

5 said means for generating said ‘Video data, and said

storage means establishes a data communication path

connection between said means for generating and said

second data storage device in response to detection by

said analysis means of said characteristic of said video

10 data.

196. Apparatus according to claim 195, wherein said

data communication. path. connection includes a dial—up

telephone connection between said.means for generating and

said second data storage device.

15 197. Apparatus according to claim 194, wherein said

predetermined. characteristic of said 'video data is a

characteristic of an object represented by said video

data.

198. Apparatus according to claim 197, wherein said

20 characteristic of said object represented by said video

data is a characteristic selected from the group

consisting of size of the object, change of size of the

object, nation of the object, velocity of the object,

acceleration of the object, change in rate of acceleration

25 of the object, shape of the object, change of shape of the

object, and texture of the object.

199. Apparatus according to claim 194, wherein said

predetermined characteristic of said. video data. is a

Characteristic selected from the group consisting of a

30 chrominance characteristic of said Video data and a change

of a chrominance characteristic of said video data.

200. Apparatus according to claim 194, wherein each

of said first and second data storage devices includes

means for storing a plurality of frames of said video

35 data.

201. Apparatus for analyzing video data, comprising:

a first video camera for generating first

video data;
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analysis means for analyzing the first

video data generated by said first video camera to detect

a predetermined characteristic of said first video data;

a second video camera for generating second

video data; and

means, responsive to said analysis means,

for selectively storing the second video data generated by

said second video camera in response to detection of said

predetermined characteristic of said first video data by

said analysis means.

202. Apparatus according to claim 201, wherein said

predetermined characteristic of said first video data is

a characteristic of an object represented by said first

video data.

203. Apparatus according to claim 202, wherein said

characteristic of said object represented by said first*

video data is a characteristic selected from the group

consisting of size of the object, change of size of the

object, motion of the object, velocity of the object,

acceleration of the object, change in rate of acceleration

of the object, shape of the object, change of shape of the

object, and texture of the object.

204. Apparatus according to claim 201, wherein said

predetermined characteristic of said first video data is

a characteristic selected from the group consisting of a

chrominance characteristic of said first video data and a

change of a chrominance characteristic of said first video

data.

205. Apparatus for analyzing video data, comprising:

a first video camera for generating first

video data;

analysis means for analyzing the first

video data generated by said first video camera to detect

a predetermined characteristic of said first video data;

a second video camera for generating second

video data; and

said analysis means selectively performing

a predetermined analysis algorithm with respect to said

—275—

SUBSWTUTESHEET(RULE26)

Page 725 of 1785



Page 726 of 1785

WO 98/19450 PCT/US97/l7886

second video data generated by said second video camera

when said analysis means detects said predetermined

characteristic of said first video data.

206. Apparatus according to claim 205, wherein said

5 predetermined characteristic of said first video data is

a characteristic of an object represented by said first

video data.

207. Apparatus according to claim 206, wherein said

characteristic of said object represented by said first

10 video data is a characteristic selected from the group

consisting of size of the object, change of size of the

object, motion of the object, velocity of the object,

acceleration of the object, change in rate of acceleration

of the object, shape of the object, change of shape of the

15 object, and texture of the object.

208. Apparatus according to claim 207, wherein said

predetermined characteristic of said first video data is

a characteristic selected from the group consisting of a

chrominance characteristic of said first video data and a

20 change of a chrominance characteristic of said first video

data.

209. Apparatus for analyzing video data, comprising:

a source of video data; and

means for analyzing video data provided by

25 said source of video data to detect a first predetermined

characteristic of said video data by performing a first

predetermined analysis algorithm, and for performing a

second.predetermined analysis algorithfllto detect a second

predetermined characteristic of said video data when said

30 means for analyzing detects said. first predetermined

characteristic.

210. Apparatus according to claim 209, wherein said

source of video data includes a video camera; and

comprising storage means for storing said

35 video data, and for supplying said stored video data for

analysis in accordance with said second predetermined

analysis algorithm when said means for analyzing detects

said first predetermined characteristic of said video
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data.

211. Apparatus for analyzing and storing video data,

comprising:

a video camera for generating video data;

5 alarm means for detecting an alarm

condition;

compression means for performing

compression processing on the video data generated by said

video camera according tx) a predetermined compression

10 algorithm to form compressed video data; and

storage means for storing the compressed

video data formed by said compression means;

said_compression means being responsive to

said alarm means so as to vary said compression algorithm

15 in dependence upon whether said alarm means detects an

alarm condition.

212. Apparatus according to claim 211, wherein said

predetermined compression algorithm includes:

comparing predetermined portions of a present

20 field of said video data to corresponding portions of a

reference image generated by said video camera, to form

comparison statistics;

comparing said comparison. statistics with a

threshold that is set at a first value when said alarm

25 means does not detect an alarm condition and that is set

at a second value, different from said first value, when

said alarm means detects an alarm condition; and

selectively discarding said. predetermined

portions of the present field on the basis of the

30 comparing of the comparison statistics with the threshold.

213. Apparatus according to claim 211, wherein said

alarm means includes means for analyzing the video data

generated by said video camera to detect a predetermined

characteristic of said video data.

35 214. Apparatus according to claim 213, wherein said

predetermined characteristic is a spectral characteristic

of said video data.

215. Apparatus according to claim 214, wherein said
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