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The Q-Coder is a new form of adaptive binary
arithmetic coding. The binary arithmetic coding

part of the technique is derived from the basic

concepts introduced by Rissanen, Pasco, and
Langdon, but extends the coding conventions to
resolve a conflict between optimal software and
hardware implementations. In addition, a robust
form of probability estimation is used in which
the probability estimate is derived solely from
the interval renormalizations that are part of the
arithmetic coding process. A brief tutorial of
arithmetic coding concepts is presented,
followed by a discussion of the compatible
optimal hardware and software coding
structures and the estimation of symbol
probabilities from interval renormalization.

1. Introduction

The Q-Coder is an adaptive binary arithmetic coding system
which allows different, but compatible, coding conventions
to be used in optimal hardware and optimal software
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implementations. It also incorporates a new probability-
estimation technique which provides an extremely simple yet
robust mechanism for adaptive estimation of probabilities
during the coding process.

This paper presents an overview of the principles of the
Q-Coder. A brief discussion of the basic principles of
arithmetic coding is presented in Section 2. A discussion of
the coding conventions which lead to optimal, compatible
hardware and software implementations of arithmetic coding
follows in Section 3. In addition, Section 3 introduces some
aspects of implementation using fixed-precision arithmetic.
Section 4 covers the estimation of probabilities by a new
technique which uses only the interval renormalization that
is a necessary part of the finite-precision arithmetic coding
process. Dynamic probability estimation makes the Q-Coder
an adaptive binary arithmetic coder. Section 5 gives some
experimental results.

2. Basic principles of binary arithmetic coding’
Traditionally, Huffman coding [2] is used to code a sequence
of symbols which describes the information being
compressed. As an example, Figure 1 shows a possible
Huffman tree for a set of four symbols—w, x, y, and z—
with respective probabilities 0.125, 0.125, 0.25, and 0.5. The
vertical axis of Figure 1 represents the number line from 0 to
1, which is the probability interval occupied by the four
symbols. Each of the four symbols is assigned a subinterval

TR - - . P .
A much more tutocial oo coding is found in {1).
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Binary
Symbol Probability Code fraction ..
z 0.5 1 0.1
] 1
y 025 01 001 .
x 0.125 001 0001 [ 9
w 0125 000 0.000 [0 D>

Examplc of a Huffman codmg tree.

of size proportional to the probability estimate of that
symbol. If each subinterval is identified by its least or base
value, the four symbols are identified respectively by the
binary numbers 0.000, 0.001, 0.01, and 0.1. Note that the
subinterval size (or probability estimate) determines the
length of the code word. Ideally this length for some symbol
a is given by log,p (a), where p(a) is the probability estimate
for symbol a. For the example in Figure 1, the probabilities
have been chosen such that the code lengths are ideal.

0.1
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Two examples of decomposition of a four-symbol alphabet into a sequence of three binary decisions: (a) Example corresponding to Figure 1.
(b) Example showing the most probable symbol encoded as a succession of three binary decisions.
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The tree in Figure 1 is constructed in a particular way to
illustrate a concept which is fundamental to arithmetic
coding: The code words, if regarded as binary fractions, are
pointers to the particular interval being coded. In Figure 1
the code words point to the base of each interval. The
general concept that a code string can be a binary fraction
pointing to the subinterval for a particular symbol sequence
is due to Shannon [3] and was applied to successive
subdivision of the interval by Elias [4]. The idea of
arithmetic coding, derived by Rissanen [5] from the theory
of enumerative coding, was approached by Pasco [6] as the
solution to a finite-precision constraint on the interval
subdivision methods of Shannon and Elias.

Any decision selecting one symbol from a set of two or
more symbols can be decomposed into a sequence of binary
decisions. For example, Figure 2 shows two possible
decompositions of the four-symbol choice of Figure 1. From
a coding-efficiency point of view there is no difference
between the two alternatives, in that the interval size and
position on the number line are the same for both. However,
from the point of view of computational efficiency,
decomposition () is better. Fewer computations are required
to code the most probable symbol. Thus, although the
Huffman coding tree is not required to achieve efficient
compression, it remains useful as an approximate guide for
minimizing the computational burden.

In general, as coding of each additional binary decision
occurs, the precision of the code string must be sufficient to

by v 0.1
0 y
J————-—L 0.01
Q x
0.001
0 w
0.000
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provide two distinguishable points within the subinterval
p(s) allocated to the sequence of symbals, s, which actually
occurred. The number of bits, b, required to express the code
string is then given by [3]

4> 2°p(s5) = 2,
which can be rewritten using the left inequality as
b < 2 —log,(p(s)).

After many symbols are coded, p(s) becomes very small,
and the code-string length required to express the fraction
approaches the ideal value of — log, p(s).

An example of Elias coding is shown in Figure 3 for the
binary decision sequence, M L L M, where M is the more
probable symbol (MPS) and L is the less probable symbol
(LPS). The interval subdivision in Figure 3 is a
generalization of that in Figures 2(a) and (b). The interval
subdivision process is defined in terms of a recursion that
selects one subinterval as the new current interval. The
recursive splitting of the current interval continues until all
decisions have been coded. By convention, as in Figure 1,
the code string in Figure 3 is defined to point at the base of
the current interval. The symbol-ordering convention is
adopted from (7], where the MPS probability estimate, P,, is
ordered above the LPS probability estimate, Q,, in the
current interval. The translation of the 0 and 1 symbols into
MPS and LPS symbols and the subsequent ordering of the
MPS and LPS subintervals is important for optimal
arithmetic coding implementations {8].

After each symbol is coded, the probability interval
remaining for future coding operations is the subinterval of
the symbol just coded. If the more probable symbol M is
coded, the interval allocated to the less probable symbol L
must be added to the code-string value so that it points to
the base of the new interval.

Arithmetic coders such as the Q-Coder avoid the
increasing-precision problem of Elias coding by using a
fixed-precision arithmetic. Implementation in fixed-precision
arithmetic requires that a choice be made for the fixed-
precision representation of the interval. Then, a
renormalization rule must be devised which maintains the
interval size within the bounds allowed by the fixed-precision
representation. Both the code string and the interval size
must be renormalized identically, or the identification of the
code string as a pointer to the current interval will be lost.
Efficiency of hardware and software implementations
suggests that renormalization be done using a shift-left-
logical operation.

The Elias decoder maintains the same current-interval size
as the encoder, and performs the same subdivision into
subintervals. The decoder simply determines, for each
decision, the subinterval to which the code string points. For
finite-precision implementations following the coding
conventions above, however, the decoder must subtract any
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Symbot: M L L M
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Examplc of Ehas-type codmg onstring ML L M,

interval added by the encoder, after decoding a given
symbol, The code-string remainder will be smaller than the
corresponding current-interval measure, since it is a pointer
to a particular subinterval within that interval.
Renormalization then keeps the precision of the arithmetic
operations within the required bounds. Decoder
renormalization must be the same as in the encoder.

Another problem to be resolved for implementation in
fixed-precision arithmetic is a carry propagation problem, It
is possible to generate a code string with a consecutive
sequence of 1-bits of arbitrary length. If a bit is added to the
least significant bit of this sequence, a carry will propagate
until a 0-bit is encountered, Langdon and Rissanen [8)
resolved this problem by “bit stuffing ” If a sequence of 1-
bits of a predefined maximum length is detected, an extra 0-
bit is stuffed into the code string. The stuffed 0-bit acts as a
carry trap for any carry from future coding operations. The
decoder, after detecting this same sequence, removes the
stuffed bit, adding any carry contained in it to the code-
string remainder. The Q-Coder follows this general scheme,
but with the additional constraints that the string of [-bits is
eight bits in length and is byte-aligned.

One final practical problem needs to be resolved. In
general, arithmetic coding requires a multiply operation to
scale the interval after each coding operation. Generally,
multiplication is a costly operation in both hardware and
software implementations. An early implementation of
adaptive binary arithmetic coding avoided multiplication [8].
However, the Skew Coder {7] uses an even simpler
approximation to avoid the multiply; the same
approximation is used in the Q-Coder. If renormalizations
are used to keep the current interval, A, of order unity, i.e.,
in the range 1.5 > 4 = 0.75, the multiplications required to
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: Codmg mcfﬁcxcncy as a function of logl(q). where q is the less
¢ probable symbol probability. The solid line is for the 12-bit integer
i representation of Q,. The dashed line shows the effect of restricting
5 the set of allowed Qc 1o the values in Table 1.

b
subdivide the interval can be approximated as follows:

AxXQ.=Q,,
AXPe=AX(1-Q‘.)=‘A—Qe_._

Both the code string and the current interval are periodically
renormalized such that the value of 4 is in the desired range
relative to @, for the next decision. The true interval is
obtained by scaling 4 by the current renormalization factor.
The idea that A4 should be kept in the range from 0.75 to 1.5
is due to Rissanen.’

A calculation of the instantaneous coding inefficiency
introduced by this approximation is shown in Figure 4. The
abscissa is a log scale of the true (not the estimated) LPS
probability, g. The ordinate is the coding inefficiency relative
to the ideal code length, assuming that the best possible
integer value of g is selected. The coding inefficiency is
dominated on the left side of the plot by the approximation
to the multiply. On the right side of the plot, the coding
inefficiency is dominated by quantization effects. The solid
line gives the coding efficiency for the 12-bit integer
arithmetic precision used in the Q-Coder. When the allowed
LPS probability estimates are further restricted to the small
subset of 30 values actually used in the Q-Coder, the dashed
curve labeled “5-bit granularity added™ results.

S—

1, J. Rissanen, IBM Almaden Research Center, San Jose, CA, ptivate
communication.
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3. Q-Coder hardware and software coding
conventions

The description of the arithmetic coder and decoder in the
preceding section is precisely that of a hardware-optimized
implementation of the arithmetic coder in the Q-Coder. It
uses the same hardware optimizations developed for the
earlier Skew Coder [7]. A sketch of the unrenormalized
code-string development is shown in Figure S(a), and a
sketch of the corresponding decoding sequence is found in
Figure 5(b). Note that the coding (and decoding) process
requires that both the current code string and the current
interval be adjusted on the more probable symbol path. On
the less probable symbol path only the current interval must
be changed,

The extra operations for the MPS path do not affect
hardware speed, in that the reduction in the interval size and
the addition to (or subtraction from) the code string can be
done in parallel. The illustration of the hardware decoder
implementation in Figure 6(a) shows this parallelism.
However, this organization is not as good for software.
Having more operations on the more probable path, as seen
in the decoder flowchart of Figure 7(a), can be avoided.
Software speed can be enhanced by exchanging the location
of subintervals representing the MPS and LPS. As illustrated
in Figure 7(b), the instructions on the more probable path
are reduced to a minimum and, instead, more instructions
are needed on the less probable path. Note that this
organization gives slower hardware, in that two serial
arithmetic operations must be done on the LPS path [see
Figure 6(b)]. To decode, first the new MPS subinterval size is
calculated, then the result is compared to the code string.

If the choices were limited to the two organizations
sketched in Figures 6 and 7, there would be a fundamental
conflict between optimal hardware and software
implementations. However, there are two ways to resolve
this conflict [9]. First, it is possible to invert the code string
created for one symbol-ordering convention, and achieve a
code string identical to that created with the opposite
convention. A second (and simpler) technique uses the same
symbol-ordering convention for both hardware and software,
but assigns different code-string pointer conventions for
hardware and software implementations. The code-string
convention shown in Figure 5(a), in which the code string is
pointed at the bottom of the interval, is used for hardware
implementations. However, a different code-string
convention, illustrated in Figure 8(a), is used for software. In
this software code-string convention the code string is
pointed at the 70p of the interval. When the software code-
string conveation is followed, coding an MPS does not
change the code string, while coding an LPS does. Figure
8(a) also shows the relationship between hardware and
software code strings. Note that the gap between the two
code strings is simply the current interval.
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Code-string treatment with hardware-oriented conventions: (2) Hardware encoder code-string development. (b) Hardware decoder code-string
remainder.
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