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PREFACE
*———__—___—__

Audio processing and recording has been part of telecommunication and enter-
tainment systems for more than a century. Moreover bandwidth issues associated

with audio recording. transmission. and storage oeeupied engineers from the very
early stages in this lield. A set .' of important technological developments paved
the way from early phonographs to magnetic tape recording. and lately compact
dislt tC'D). and super storage devices. In the following. we capture some {\I’ the
main events and milestones that mark the history in audio recording and storage.'

Prototypes ol' pltonographs appeared around MT]. and the lirst attempt to malt
RBI cylinder-hosed grarnophones was hy the L‘olumhia l’honograph Co. in lHtt‘).
l-'ive years later. Marconi demons aled the first radio transmission that mailed

the beginning oliaudio hroadeasting. 'l'lte Victor Talking Machine Company. with
the little t‘tippt'r dog as its trademark. was l'ot'ttted in I‘Mll. The “telegraphone”. a
magnetic recorder for voice. that used still wire. was patented in Denmark around
the end ol' the nineteenth century. The ()deon and His Masters Voice tHMVt
lahel produced and marketed music recordings in the early nineteen hundreds.
The eahinet phonograph with a horn called "Vietrola" appeared at about the same
lime. Diamond disk players were marketed in 19H followed by et'l'orts to produce
sound—o: tilrn [or motion pictures. Other milestones inelude the first commercial

It'ansntissitm in Pittslmrgh and the emergence. ol' public address amplifiers. lilec-
Irically reeorded material appeared in the IQZUs and the lirst sottttd-‘onefilm was
demonstrated in the mid l‘fllls hy Warner Brothers. Cinema applications in the
Willis pron'toted advances in loudspeaker technologies leading to the develop-ment ol' woofer. tweeter

 

 

 

. and crossover nettvork eoneepts. .lulte hoses for lllllh‘lt‘
also appeared in the Wills. Magnetic tape recording was demonstrated in (jer—
Inan_v in the Wills by HAHI" and Al-iU/“l'elel'ttnlten. The Atnpes tape recorders
£1llpeored in the US in the late Ill-Illls. The demonstration ol' stereo ltigltvhdelity
tHirrl'll sound in the late l‘J-llls spurred the development ol" amplifiers. speakers.
and reclxto—reel tape recorders For home use in the l‘J‘Slls hoth in linrope and
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Apple iPodrIU. (Courtesy ol‘ Apple Computer, inc.) Apple iPodH'il is a registered trademark
ol' Apple Computer, lnc,

the US. Meanwhile, Columbia produced the 33—rpm long play (LP! vinyl record,
while its rival RCA Victor produced the compact 45~|‘pm l‘ormat whose sales
took OH" with the emergence of rock and roll music. Technological developments
in the mid |95()s resulted in the emergence ol' compact transistor—based radios
and soon alter small tape players. ln 1%}, Philips introduced the compact cas-
sette tape l'ormat with its ELBllll series portable players (marketed in the US as

\lorelco) which became an instant success with accessories for home, portable,
and car use. Eight track cassettes became popular in the late l960s mainly l'or car
use. The Dolby system tor compact cassette noise reduction was also a landmark

in the audio signal processing field. Meanwhile, FM broadcasting. which had
been invented ‘arlier, took ol‘l‘ in the [960s and [970s with stereo transmissions.

Helical tapeehcad technologies invented in Japan in the l9o()s provided high
bandwidth recording capabilities which enabled video tape recorders for home
use in the “Nils te.g.. VHS and Beta formats). This technology was also used
in the I980: for audio PCM stereo recording. Laser compact disk technology
was introduced in 1982 and by the late I‘JKUH became the preferred l'ormat for
Hi—Fi stereo recording Analog compact cassette players, highaprality reelrtoereel
recorders, expensive. turntables, and virtually all analog recording devices started
l‘ading away by the late l98lls. The launch ol" the digital CD audio Format in
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the 1980s coincided with the advent of personal computers, and took over in
all aspects of music recording and distribution. CD playback soon dominated

broadcasting, automobile, home stereo, and analog vinyl LP. The compact eas-
sette formats became relics of an old era and eventually disappeared from music
stores. Digital audio tape (DAT) systems enabled by helical tape head technology
were also introduced in the 1980s but were commercially unsuccessful because
of strict copyright laws and unusually large taxes.

Parallel developments in digital video formats for laser disk technologies
included work in audio compression systems. Audio compression research papers
started appearing mostly in the 19805 at IEEE ICASSP and Audio Engineer—
ing Society conferences by authors from several research and development labs
including, Erlangen-Nuremburg University and Fraunhofcr 113, AT&T Bell Labs

oratories, and Dolby Laboratories. Audio compression or audio coding research,
the art of representing an audio signal with the least number of information

bits while maintaining its fidelity, went through quantum leaps in the late 1980s
and 1990s. Although originally most audio compression algorithms were devel-
oped as part of the digital motion video compression standards, e.g., the MPEG
series, these algorithms eventually became important as stand alone technologies
for audio recording and playback. Progress in VLSI technologies, psychoacous-
tics and efficient time—frequency signal representations made possible a series of
scalable real—time compression algorithms for use in audio and cinema applica
tions. In the 1990s, we witnessed the emergence of the first products that used
compressed audio formats such as the MiniDisc (MD) and the Digital Compact
Cassette (DCC). The sound and video playing capabilities of the PC and the

proliferation of multimedia content through the Internet had a profound impact
on audio compression technologies. The MPEG-l/—2 layer III (MP3) algorithm
became a defacto standard for Internet music downloads. Specialized web sites
that feature music content changed the ways people buy and share music. Com—
pact MP3 players appeared in the late 1990s. In the early 20005, we had the
emergence of the Apple iPod® player with a hard drive that supports MP3 and
MPEG advanced audio coding (AAC) algorithms.

In order to enhance cinematic and home theater listening experiences and
deliver greater realism than ever before, audio codec designers pursued sophis-
ticated multichannel audio coding techniques. In the mid 19905, techniques for
encoding 5.1 separate channels of audio were standardized in MPEG—2 BC and

later MPEG-2 AAC audio. Proprietary multichannel algorithms were also devel-
oped and commercialixed by Dolby Laboratories (AC-3), Digital Theater System
(DTS), Luceall IEPACJ. Sony (SDDS), and Microsoft (WMA). Dolby Labs, DTS,
Lexicon, and other companies also introduced 2:N channel upmix algorithms
Capable of synthesizing multichannel surround presentation from conventional
Stereo content (e.g., Dolby ProLogic II, DTS Ne06). The human auditory system
is capable of localizing sound with greater spatial resolution than current multi-
Channel audio systems offer, and as a result the quest continues to achieve the
ultimate spatial fidelity in sound reproduction. Research involving spatial audio,
real—time acoustic source localization, binaural cue coding, and application of
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head-related transfer functions (HRTF) towards tendering immersive attdio has
gained interest. Audiophiles appeared skeptical with the 44.likHz lo—bit CD
stereo format and some were critical of the sound quality of compression for—
mats. These ideas along with the need for copyright protection eventually gained
momentum and new stant'lards and formats appeared in the early 2000s. In par»
tieular. multichannel lossless coding such as the DVD~Audio (fDVDiAt and the
Super—Audio-L‘D (SAL‘D) appeared. The standardization of these storage for:
mats provided the audio codec designers with enormous storage capacity. This
motivated lrtsit‘fcs‘s coding of digital attdio.

Thc purpose of this hook is to provide an iii—depth treatment of audio cont
pression algorithms and standards. The topic is currently occupying several com
munities in signal processing, multimedia, and audio engineering. The intended
readership for this book includes at least three groups. At the highest level, any
reader with a general scientific background will be able to gain an appreciation for
the hettristics of perceptual coding. Secondly. readers with a general electrical and
computer engineering background will become familiar with the essential signal
processing technitptes and perceptual models etnbedded in most audio coders.
Finally. Itnt‘lcrgratltlate and Hradtlate students with focuses itt multimedia. DSP.
and computer tnusic will gain important knowledge in signal analysis and
coding algorithms. The vast body of literature provided
of the hook make it an asset for attdiophiles as well.

audio

and the tutorial aspects

Organization

This book is in part the outcome of many years of research and teaching at Arie
zona State University. We opted to include exercises and computer problems and
hence enable instructors to either use the content in existing DSP and multimedia
courses, or to promote the creation of new courses with focus in audio and speech
processing and coding. The book has twelve chapters and each chapter contains
prol'tletns, proofs. and computer exercises, Chapter I introduces the readers to
tl'lt‘ lield of audio signal processing and coding. In Chapter 2. we review the
basic signal processing theory and t.-inphasize concepts relevant to audio cod—
ing. (‘haptcr 3 describes waveform n

ptantization and entropy coding schemes.
Chapter 4 covers littcar prodicltvc coding and its utility in speech and audio cod—
ing. Chapter 5 covers psychoaeottsties and Chapter 6 explores filter bank design,
Chapter 7 describes transform coding methodologies, Subband and sinusoidal
coding algorithms are addressed in Chapters 8 and 9. respectively. Chapter l0
reviews scvcral atttlio coding standards including the |StJ/lti(' Ml‘l'iU loudly, the
cinematic Sony RUNS. the Dolby ALVA, and the DTS—eoherent acoustics (D'l‘S—
('Al. ("haptcr l l loetlses on lossless audio coding and digital audio watermarking
techniques. Chapter l2 provides information on subjective quality measures.

Use in Courses

For an undergraduate elective course with little or no background in DSP, the
instructor can cover in detail Chapters l, 2, 3, 4. and 5. then present select
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PREFACE xix

sections of Chapter 6, and describe in an expository and qualitative manner
certain basic algorithms and standards from Chapters 7—11. A graduate class in
audio coding with students that have background in DSP, can start from Chapter 5
and cover in detail Chapters 6 through Chapter 11. Audio coding practitioners and
researchers that are interested mostly in qualitative descriptions of the standards
and information on bibliography can start at Chapter 5 and proceed reading
through Chapter II.

Trademarks and Copyrights

Sony Dynamic Digital Sound, SDDS, ATRAC, and MiniDisc are trademarks of
Sony Corporation. Dolby, Dolby Digital, AC—2, AC—3, DolbyFAX, Dolby Pro-
Logic are trademarks of Dolby laboratories. The perceptual audio coder (PAC),
EPAC, and MPAC are trademarks of AT&T and Lueent Technologies. The
APT—x100 is trademark of Audio Processing Technology Inc. The DTS—CA is
trademark of Digital Theater Systems Inc. Apple iPod® is a registered trademark
of Apple Computer, Inc,

Acknowledgments

The authors have all spent time at Arizona State University (ASU) and Prof.
Spanias is in fact still teaching and directing research in this area at ASU. The
group of authors has worked on grants with Intel Corporation and would like to
thank this organization for providing grants in scalable speech and audio coding
that created opportunities for in-depth studies in these areas. Special thanks to
our colleagues in Intel Corporation at that time including Brian Mears, Gopal
Nair, Hedayat Daie, Mark Walker, Michael Deisher, and Tom Gardos. We also

wish to acknowledge the support of current Intel colleagues Gang Liang, Mike
Rosenzweig, and Jim Zhou, as well as Scott Peirce for proof reading some of the
material. Thanks also to former doctoral students at ASU including Philip Loizou
and Sassan Ahmadi for many useful discussions in speech and audio processing.
We appreciate also discussions on narrowband vocoders with Bruce Fette in the

late 1990s then with Motorola GEG and now with General Dynamics.
The authors also acknowledge the National Science Foundation (NSF) CCLI

for grants in education that supported in part the preparation of several computer
examples and paradigms in psychoaeoustics and signal coding. Also some of
the early work in coding of Dr. Spanias was supported by the Naval Research
Laboratories (NRL) and we would like to thank that organization for providing
ideas for projects that inspired future work in this area. We also wish to thank
ASU and some of the faculty and administrators that provided moral and material
SUpport for work in this area. Thanks are extended to current ASU students

Shibani Misra, Visar Berisha, and Mahesh Banavar for proofreading some of
the material. We thank the Wiley lnterseience production team George Telecki,
Melissa Yanuzzi, and Rachel Witmer for their diligent efforts in copyediting,
cover design, and typesetting. We also thank all the anonymous reviewers for

Comcast - Exhibit 1008, page 7

  



Comcast - Exhibit 1008, page 8

 
 

 

 

XX
 

PREFACE

their useful comments. Finally,
for their support.

The book cunlcnl is used frequently in ASU online courses and industry short
courses ul'l'urctl by Andrew; Spunins. Contact Andreas Spanias (spanias@asu.edu /
hIIliz/fwww.l'ultrm.nsu.milif-pruliialsf) for details.

we all wish to express our thanks to our families

  

' Resources used for obtaining important dates in recording history include web sites ill the University
of Sam Diego Arizona State University, and Wikipediil.

Comcast - Exhibit 1008, page 8

 



families 

:ry short 
su.edu / 

:rsity 

CHAPTER 1 

INTRODUCTION 

Audio coding or audio compression algorithms are used to obtain compact dig-
ital representations of high-fidelity (widchand) audio signals for the purpose of 
efficient transmission or storage. The central objective in audio coding is to rep-
resent the signal with a minimum number of bits while achieving transparent 
signal reproduction, i.e., generating output audio that cannot be distinguished 
from the original input, even by a sensitive listener ("golden ears"). This text 
gives an in-depth treatment of algorithms and standards for transparent coding 
of high-fidelity audio. 

1.1 HISTORICAL PERSPECTIVE 

The introduction of the compact disc (CD) in the early 1980s brought to the 
fore all of the advantages of digital audio representation, including true high-
fidelity, dynamic range, and robustness. These advantages, however, came at 
the expense of high data rates. Conventional CD and digital audio tape (DAT) 
systems are typically sampled at either 44.1 or 48 kHz using pulse code mod-
ulation (PCM) with a 16-bit sample resolution. This results in uncompressed 
data rates of 705.6/768 kb/s for a monaural channel, or 1.41/1.54 Mb/s for a 
stereo-pair. Although these data rates were accommodated successfully in first-
generation CD and DAT players, second-generation audio players and wirelessly 
connected systems arc often subject to bandwidth constraints that are incompat-
ible with high data rates. Because of the success enjoyed by the first-generation 

Audio Signal Processing and Coding, by Andreas Spanias, Ted Painter, and Venkatcaman Atti 
Copyright 2007 by John Wiley & Sons, Inc. 
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2 INTRODUCTION 

systems, however, end users have come to expect "CD-quality" audio reproduc-
tion from any digital system. Therefore, new network and wireless multimedia 
digital audio systems must reduce data rates without compromising reproduc-
tion quality. Motivated by the need for compression algorithms that can satisfy 
simultaneously the conflicting demands of high compression ratios and trans-
parent quality for high-fidelity audio signals, several coding methodologies have 
been established over the last two decades. Audio compression schemes, in gen-
eral, employ design techniques that exploit both permnual irrelevancies and 
statistical redundancies. 

PCM was the primary audio encoding scheme employed until the early 1980s. 
PCM does not provide any mechanisms for redundancy removal. Quantization 
methods that exploit the signal correlation, such as differential PCM (DPCM), 
delta modulation Daya761 liaya$41, and adaptive DPCM (ADPCM) were applied 
to audio compression later (e.g., PC audio cards). Owing to the need for dras-
tic reduction in bit rates, researchers began to pursue new approaches for audio 
coding based on the principles of psychoacoustics (Zwic90] [Moor03]. Psychoa-
coustic notions in conjunction with the basic properties of signal quantization 
have led to the theory of perceptual entropy [John880 (John8813J. Perceptual 
entropy is a quantitative estimate of the fundamental limit of transparent audio 
signal compression. Another key contribution to the field was the characterization 
of the auditory filter bank and particularly the time-frequency analysis capabili-
ties of the inner ear fMoor831. Over the years, several filter-bank structures that 
mimic the critical band structure of the auditory filter bank have been proposed. 
A fi lter bank is a parallel bank of bandpass filters covering the audio spectrum, 
which, when used in conjunction with a perceptual model, can play an important 
role in the identification of perceptual irrelevancies. 

During the early 1990s, several workgroups and organizations such as 
the International Organization for Standardization/International Electro-technical 
Commission (ISO/IEC), the International Telecommunications Union (ITU), 
AT&T, Dolby Laboratories, Digital Theatre Systems (DTS), Lucent Technologies, 
Philips, and Sony were actively involved in developing perceptual audio coding 
algorithms and standards. Some of the popular commercial standards published 
in the early 1990s include Dolby's Audio Coder-3 (AC-3), the DTS Coherent 
Acoustics (DTS-CA), Lucent Technologies' Perceptual Audio Coder (PAC), 
Philips' Precision Adaptive Subhand Coding (PASO), and Sony's Adaptive 
Transform Acoustic Coding (ATRAC). Table 1.1 lists chronologically some of 
the prominent audio coding standards. The commercial success enjoyed by 
these audio coding standards triggered the launch of several multimedia storage 
formats. 

Table 1.2 lists some of the popular multimedia storage formats since the begin-
ning of the CD era. High-performance stereo systems became quite common with 
the advent of CDs in the early 1980s. A compact-disc—read only memory (CD-
ROM) can store data up to 700-800 MB in digital form as "microscopic-pits" 
that can he read by a laser beam off of a reflective surface or a medium. Three 
competing storage media — DAT, the digital compact cassette (DCC), and the 

Page 24 

Comcast - Exhibit 1008, page 24



11110"•--

HISTORICAL PERSPECTIVE 3 

Table 1.1. List of perceptual and lossless audio coding standards/algorithms. 

Standard/algorithm 

1. ISO/IEC MPF,G-1 audio 
2. Philips' PASC (for DCC applications) 

3. AT&T/Lucent PAC/EPAC 
4. Dolhy AC-2 

5, AC-3/Dolby Digital 

6. ISO/IEC MPEG-2 (BC/LSF) audio 
7. Sony's ATRAC; (MiniDisc and SDDS) 
8. SHORTEN 

9. Audio processing technology - APT-s100 
10. ISO/IEC MPEG-2 AAC 
11. DTS coherent acoustics 
12. The DVD Algorithm 
13. MUSICompress 
14. Lossless transform coding of audio (LTAC) 
15. AudioPaK 
16. ISO/IEC MPEG-4 audio version 1 
17. Meridian lossless packing (MLP) 
18. ISO/IEC MPEG-4 audio version 2 
19. Audio coding based on integer transforms 
20. Direct-stream digital (DSD) technology 

Related references 

[ISOI92J 
[Lokh92] 
[.1ohn96c] [Sinh96] 
[Davi92] [FieI91] 
[Davis93J 1Fie196] 
[IS0194a] 
[Yosh94] [Tsut96] 
[Robi94] 
[Wyli96b] 
(1S01961 
[Smyt96] [Smyt99] 
[Crav96] [Crav97] 
[Wege97] 
[Pura97] 
[Hans98b] [Hans01] 
[1S0199] 
[Gerz99] 
[ISOI00] 
[Geig01] [Geig02] 
[ReefOla] [Jans03] 

Table 1.2. Some of the popular audio storage 
formats. 

Audio storage format 

1. Compact disc 
2. Digital audio tape (DAT) 
3. Digital compact cassette (DCC) 
4. MiniDisc 
5. Digital versatile disc (DVD) 
6. DVD-audio (DVD-A) 
7. Super audio CD (SACD) 

Related references 

[CD82] [1ECA87] 
[Watk88] [Tan89] 
[Lokh91] [Lokh92] 
[Yosh94] [Tsut96] 
[DVD96] 
[DVDOI ] 
[SACD02] 

MiniDisc (MD) - entered the commercial market during 1987-1992. Intended 
mainly for hack-up high-density storage (-1.3 GB). the DAT became the primary 
source of mass data storage/Transfer [Watk88] ITan891. In 1991-1992, Sony pro-
posed a storage medium called the MiniDisc, primarily for audio storage. MD 
employs the ATRAC algorithm for compression. In 1991, Philips introduced the 
DCC, a successor of the analog compact cassette. Philips DCC employs a com-
pression scheme called the PASC [Lokh91] lLokh921 11-loog9211. The. DCC began 
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4 INTRODUCTION 

as a potential competitor for :DAL's but was discontinued in 1996. The introduc-
tion of the digital versatile disc (DVD) in 1996 enabled both video and audio 
recording/storage as well as text-message programming. The DVD became one 
of the most successful storage media. With the improvements in the audio com-
pression and DVD storage technologies, multichannel surround sound encoding 
formats gained interest [Bosi93] [Ho111199] [Bosi00]. 

With the emergence of streaming audio applications, during the late 
1990s, researchers pursued techniques such as combined speech and audio 
architectures, as well as joint source-channel coding algorithms that are optimized 
for the packet-switched Internet. The advent of ISO/IEC MPEG-4 standard 
(1996-2000) [1S0199] [ISOT00] established new research goals for high-quality 
coding of audio at low bit rates. MPEG-4 audio encompasses more functionality 
than perceptual coding [Koen981 [Koen99]. it comprises an integrated family of 
algorithms with provisions for scalable, object-based speech and audio coding at 
bit rates from as low as 200 h/s up to 64 kb/s per channel. 

The emergence of the DVD-audio and the super audio CD (SACD) pro-
vided designers with additional storage capacity, which motivated research in 
lossless audio coding 1Crav961 1Gerz991 [ReefOl a]. A lossless audio coding sys-
tem is able to reconstruct perfectly a bit-for-bit representation of the original 
input audio. In contrast, a coding scheme incapable of perfect reconstruction is 
called lossy. For most audio program material, lossy schemes offer the advan-
tage of lower bit rates (e.g., less than 1 hit per sample) relative to lossless 
schemes (e.g., 10 bits per sample). Delivering real-time lossless audio content 
to the network browser at low bit rates is the next grand challenge for codes 
designers. 

1.2 A GENERAL PERCEPTUAL AUDIO CODING ARCHITECTURE 

Over the last few years, researchers have proposed several efficient signal models 
(e.g., transform-based, subband-filter structures, wavelet-packet) and compression 
standards (Table 1.1) for high-quality digital audio reproduction. Most of these 
algorithms are based on the generic architecture shown in Figure 1.1. 

The coders typically segment input signals into quasi-stationary frames ranging 
horn 2 to 50 ms. Then, a time-frequency analysis section estimates the temporal 
and spectral components of each frame. The time-frequency mapping is usually 
matched to the analysis properties of the human auditory system. Either way, 
the ultimate objective is to extract from the input audio a set of time-frequency 
parameters that is amenable to quantization according to a perceptual distortion 
metric. Depending on the overall design objectives, the time-frequency analysis 
section usually contains one of the following: 

• Unitary transform 

• Time-invariant hank of critically sampled, uniform/nonuniform bandpass 
filters 
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Figure 1.1. A generic perceptual audio encoder. 

To 
channel 

• Time-varying (signal-adaptive) bank of critically sampled, uniform/nonunif-
orm bandpass filters 

• Harmonic/sinusoidal analyzer 

• Source-system analysis (LPC and multipulse excitation) 

• Hybrid versions of the above. 

The choice of time-frequency analysi.s methodology always involves a fun-
damental tradeoff between time and frequency resolution requirements. Percep-
tual distortion control is achieved by a psychoacoustic signal analysis section 
that estimates signal masking power based on psychoacoustic principles. The 
psychoacoustic model delivers masking thresholds that quantify the maximum 
amount of distortion at each point in the time-frequency plane such that quan-
tization of the time-frequency parameters does not introduce audible artifacts. 
The psychoacoustic model therefore allows the quantization section to exploit 
perceptual irrelevancies. This section can also exploit statistical redundancies 
through classical techniques such as DPCM or ADPCM. Once a quantized com-
pact parametric set has been formed, the remaining redundancies are typically 
removed through noiseless run-length (RL) and entropy coding techniques, e.g., 
Huffman [Cove91], arithmetic [Witt87], or Lempel-Ziv-Welch (LZW) [Ziv77] 
Nelc84l. Since the output of the psychoacoustic distortion control model is 
signal-dependent, most algorithms are inherently variable rate. Fixed channel 
rate requirements are usually satisfied through buffer feedback schemes, which 
often introduce encoding delays. 

1.3 AUDIO CODER ATTRIBUTES 

Perceptual audio coders arc typically evaluated based on the following attributes: 
audio reproduction quality, operating bit rates, computational complexity, codec 
delay, and channel error robustness. The objective is to attain a high-quality 
(transparent) audio output at low bit rates (<32 kb/s), with an acceptable 
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6 INTRODUCTION 

algorithmic delay (--.5 to 20 ms), and with low computational complexity (-1 to 
10 million instructions per second, or MIPS). 

1.3.1 Audio Quality 

Audio quality is of paramount importance when designing an audio coding 
algorithm. Successful strides have been made since the development of sim-
ple near-transparent perceptual coders. Typically, classical objective measures of 
signal fidelity such as the signal to noise ratio (SNR) and the total harmonic 
distortion (THD) are inadequate IRyde961. As the field of perceptual audio cod-
ing matured rapidly and created greater demand for listening tests, there was a 
corresponding growth of interest in perceptual measurement schemes. Several 
subjective and objective quality measures have been proposed and standard-
ized during the last decade. Some of these schemes include the noise-to-mask 
ratio (NMR, 1987) IBran87a1 the perceptual audio quality measure (PAQM, 
1991) IBeer9 I I, the perceptual evaluation (PERCEVAL, 19921 [Pa iI92[, the per-
ceptual objective measure (POM, 1995) [Colo95], and the objective audio signal 
evaluation (OASE, 1997) [Spor97]. We will address these and several other qual-
ity assessment schemes in detail in Chapter 12. 

1.3.2 Bit Rates 

From a codec designer's point of view, one of the key challenges is to rep-
resent high-fidelity audio with a minimum number of bits. For instance, if a 
5-ms audio frame sampled at 48 kHz (240 samples per frame) is represented 
using 80 bits, then the encoding hit rate would he 80 bits/5 ms = 16 kb/s. Low 
bit rates imply high compression ratios and generally low reproduction qual-
ity. Early coders such as the ISO/IEC MPEG-I (32-448 kb/s), the Dolby AC-3 
(32-384 kb/s), the Sony ATRAC (256 kb/s), and the Philips PASC (192 kb/s) 
employ high bit rates for obtaining transparent audio reproduction. However, the 
developinerit of several sophisticated audio .coding tools (e.g., MPEG-4 audio 
tools) created ways for eflicient transmission or storage of audio at rates between 
8 and 32 kb/s. Future audio coding algorithms promise to offer reasonable qual-
ity at low rates along with the ability to scale both rate and quality to match 
different requirements such as time-varying channel capacity. 

1.3.3 Complexity 

Reduced computational complexity not only enables real-time implementation 
but may also decrease the power consumption and extend battery life. Com-
putational complexity is usually measured in terms of millions of instructions 
per second (MIPS). Complexity estimates are processor-dependent. For example, 
the complexity associated with Dolby's AC-3 decoder was estimated at approxi-
mately 27 MIPS using the 'Loran ZR38001 general-purpose DSP core [Vem951; 
for the Motorola DSP56002 processor, the complexity was estimated at 45 
MIPS [Vem951. Usually, most of the audio codecs rely on the so-called asym-
metric encoding principle. This means that the codee complexity is not evenly. 
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shared between the encoder and the decoder (typically, encoder 80% and decoder 

20% complexity), with more emphasis on reducing the decoder complexity. 

1.3.4 Codec Delay 

Many of the network applications for high-fidelity audio (streaming audio, audio-

on-demand) are delay tolerant (up to 100-200 ms), providing the opportunity 

to exploit long-term signal properties in order to achieve high coding gain. 
However, in two-way real-time communication and voice-over Internet proto-
col (VoIP) applications, low-delay encoding (10-20 ms) is important. Consider 
the example described before, i.e., an audio coder operating on frames of 5 ms 
at a 48 kHz sampling frequency. In an ideal encoding scenario, the minimum 
amount of delay should be 5 ms at the encoder and 5 ms at the decoder (same as 
the frame length). However, other factors such as analysis-synthesis filter bank 
window, the look-ahead, the bit-reservoir, and the channel delay contribute to 
additional delays. Employing shorter analysis-synthesis windows, avoiding look-
ahead, and re-structuring the bit-reservoir functions could result in low-delay 
encoding, nonetheless, with reduced coding efficiencies. 

1.3.5 Error Robustness 

The increasing popularity of streaming audio over packet-switched and wire-
less networks such as the Internet implies that any algorithm intended for such 
applications must be able to deal with a noisy time-varying channel. In partic-
ular, provisions for error robustness and error protection must be incorporated 
at the encoder i❑ order to achieve reliable transmission of digital audio over 
error-prone channels. One simple idea could be to provide better protection to 
the error-sensitive and priority (important) bits, For instance, the audio frame 
header requires the maximum error robustness; otherwise, transmission errors 
in the header will seriously impair the entire audio frame. Several error detect-
ing/correcting codes [Lin821 [Wick95] [Bay197] [Swee02] [Zara02] can also be 
employed. Inclusion of error correcting codes in the bitstream might help to obtain 
error-free reproduction of the input audio, however, with increased complexity 
and hit rates. 

From the discussion in the previous sections, it is evident that several tradeoffs 
must he considered in designing an algorithm for a particular application. For this 
reason, audio coding standards consist of several tools that enable the design of 
scalable algorithms. For example, MPEG-4 provides tools to design algorithms 
that satisfy a variety of bit rate, delay, complexity, and robustness requirements. 

1.4 TYPES OF AUDIO CODERS — AN OVERVIEW 

Based on the signal model or the analysis-synthesis technique employed to encode 
audio signals, audio coders can be broadly classified as follows: 

• Linear predictive 
• Transform 
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B INTRODUCTION 

• Subband 

• Sinusoidal. 

Algorithms are also classified based on the lossy or the lossless nature of audio 
coding. Lossy audio coding schemes achieve compression by exploiting percep-
tually irrelevant information. Some examples of lossy audio coding schemes 
include the ISO/IEC MPEG codes series, the Dolby AC-3, and the DTS CA. In 
lossless audio coding, the audio data is merely "packed" to obtain a bit-for-bit 
representation of the original. The meridian lossless packing (MLP) [Gerz99] 
and the direct stream digital (DSD) techniques [Brue97] [ReefOla] form a class 
of high-end lossless compression algorithms that are embedded in the DVD-
audio [DVD01] and the SACD [SACD02] storage formats, respectively. Lossless 
audio coding techniques, in general yield high-quality digital audio without any 
artifacts at high rates. For instance, perceptual audio coding yields compression 
ratios from 10:1 to 25:1, while lossless audio coding can achieve compression 
ratios from 2:1 to 4:1. 

1.5 ORGANIZATION OF THE BOOK 

This book is organized as follows. In Chapter 2, we review basic signal pro-
cessing concepts associated with audio coding. Chapter 3 provides introductory 
material to waveform quantization and entropy coding schemes. Some of the key 
topics covered in this chapter include scalar quantization, uniform/nonuniform 
quantization. pulse code modulation (PCM), differential PCM (DPCM), adap-
tive DPCM (ADPCM), vector quantization (VQ), bit-allocation techniques, and 
entropy coding schemes (Huffman, Rice, and arithmetic). 

Chapter 4 provides information on linear prediction and its application in 
narrow and wideband coding. First, we address the utility of LP analysis/synthesis 
approach in speech applications. Next, we describe the open-loop analysis-
synthesis LP and closed-loop analysis-by-synthesis LP techniques. 

In Chapter 5, psychoacoustic principles are described. Johnston's notion of 
perceptual entropy is presented as a measure of the fundamental limit of trans-
parent compression for audio. The ISO/IEC 11172-3 MPEG-I psychoacous-
tic analysis model 1 is used to describe the fi ve important steps associated 
with the global masking threshold computation. Chapter 6 explores filter hank 
design issues and algorithms, with a particular emphasis placed on the modi-
fied discrete cosine transform (MDCT) that is widely used in several. perceptual 
audio coding algOrithms. Chapter 6 also addresses pre-echo artifacts and control 
strategies. 

Chapters 7, 8, and 9 review established and emerging techniques for trans-
parent coding of FM and CD-quality audio signals, including several algorithms 
that have become international standards. Transform coding methodologies are 
described in Chapter 7, subband coding algorithms are addressed in Chapter 8, 
and sinusoidal algorithms are presented in Chapter 9. In addition to methods 
based on uniform bandwidth filter banks. Chapter 8 covers coding methods that 
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NOTATIONAL CONVENTIONS 9 

utilize discrete wavelet transforms (DWT), discrete wavelet packet transforms 
(DWPT), and other nonuniform filter banks. Examples of hybrid algorithms 

that make use of more than one signal model appear throughout Chapters 7, 8, 

and 9. 
Chapter 10 is concerned with standardization activities in audio coding. It 

describes coding standards and products such as the ISO/IEC MPEG family 

(-1 ".MPI/2/3", —2, —4, —7, and —21), the Sony Minidisc (AfRAC), the 
cinematic Sony SDDS, the Lucent Technologies PAC/EPAC/MPAC, the Dolby 
AC-2/AC-3, the Audio Processing Technology APT-x100, and the DTS-coherent 
acoustics (DTS-CA). Details on the MP3 and MPEG-4 AAC algorithms that 

are popular in Web and in handheld media applications, e.g., Apple iPod, are 
provided. 

Chapter I 1 focuses on lossless audio coding and digital audio watermarking 
techniques. In particular, the SHORTEN, the DVD algorithm, the MUSICom-
press, the AudioPaK, the C-LPAC, the LTAC, and the IntMDCT lossless coding 
schemes are described in detail. Chapter 11 also addresses the two popular high-
end storage formats, i.e., the SACD and the DVD-Audio. The MLP and the DSD 
techniques for lossless audio coding are also presented. 

Chapter 12 provides information on subjective quality measures for perceptual 
codecs. The five-point absolute and differential subjective quality scales are 
addressed, as well as the subjective test methodologies specified in the ITU-
R Recommendation BS.1116. A set of subjective benchmarks is provided for 
the various standards in both stereophonic and multichannel modes to facilitate 
algorithm comparisons. 

1.6 NOTATIONAL CONVENTIONS 

Unless otherwise specified, bit rates correspond to single-channel or monaural 
coding throughout this text. Subjective quality measurements are specified in 
terms of either the five-point mean opinion score (MOS, Table 1.3) or the 41-
point subjective difference grade (SDG, Chapter 12, Table 12.1). Table 1.4 lists 
some of the symbols and notation used in the book. 

Table 1.3. Mean opinion 
score (MOS) scale. 

MOS Perceptual quality 

I Bad 
2 Poor 
3 Average 
4 Good 
5 Excellent 
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10 INTRODUCTION 

Table 1.4. Symbols and notation used in the book. 

Symbol/notation Description 

1, it 
(0, Q 

(= co/27r) 
F.r• T. 
x(t) H X(ro) 

x(n) 4-,  X(S2) 

x(a) X(2) 
ski 

f/(Q) 

e(11) 
11(z) I + biz-1 • . 

H(.-.) —  
A(7) 1+ aiz— L 

!7(ii) = — i) 
Q(N(7)) = ,41t) 

Ni , 

In(.), logs(".) 

r,„(ni) 
R.,(ej") 

Bit rate 

1113, SPL 

Time index/sample index 
Frequency index (analog domain, 

discrete domain) 
Frequency (Hz) 
Sampling frequency, sampling period 
Continuous-time Fourier transform 

(FT) pair 
Discrete-time Fourier transform 

(DTFT) pair 
2 transform pair 
Indicates a particular element in a 

coefficient array 
Impulse-frequency response pair of a 

discrete time system 
Error/prediction residual 

Transfer function consisting of 
numerator-polynomial and 
denominator-polynomial 
(corresponding to b-coefficients 
and a-coefficients) 

Predicted signal 
Quantization/approximation operator 

or estimated/encoded value 
Square brackets in the superscript 

denote recursion 
Parenthesis superscript; time 

dependency 
Total number of samples, samples per 

frame, samples per subframe 
Log to the base-Id, log to the base-c, 

log to the base-p 
Expectation operator 
Mean squared error (MSE) 
Mean and the variance of the signal, 

x(n) 
Autoeorrelation of the signal, x(uI
Cross-correlation of .v( b) and .01) 
Power spectral density of the signal, 

x(n) 
Number of hits per second (his, kb/s, 

or Mhfs) 
Decibels, sound pressure level 
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COMPUTER EXERCISES 11 

PROBLEMS 

The objective of these introductory problems are to introduce the novice to simple 
relations between the sampling rate and the bit rate in PCM coded sequences. 

1.1. Consider an audio signal, .e(n), sampled at 44.1 kHz and digitized using a) 
8-bit, b) 24-bit, and c) 32-hit resolution. Compute the data rates for the cases 
(a)—(c). Give the number of samples within a 16-ms frame and compute the 
number of bits per frame. 

1.2. List some of the typical data rates (in kb/s) and sampling rates (in kllz) 
employed in applications such as a) video streaming, b) audio streaming, 
c) digital audio broadcasting, d) digital compact cassette, e) MiniDisc, I) 
DVD, g) DVD-audio, h) SACD, i) MP3, j) MP4, k) video conferencing, 
and 1) cellular telephony. 

COMPUTER EXERCISES 

The objective of this exercise is to familiarize the reader with the handling of 
sound files using MATLAB and to expose the novice to perceptual attributes of 
sampling rate and bit resolution. 

1.3. For this computer exercise, use MATLAB workspace chlpbl.inat from the 
website. 

Load the workspace chIpbl.mat using, 

» load('chlpbl .mat'); 

Use whos command to view the variables in the workspace. The data-vector 
audio_in ' contains 44,100 samples of audio data. Perform the following in 

MATLAB: 

>> wavvirite(audio_in,44100,16, '01_aud44 16.way' ); 
>> waywrite(audio_in,10000,16 ; '01_aud10_16.way' ) ; 
>> waywrite(audio_in,44100,8, 'pbl_aud44_08.way' ); 

Listen to the wave files pH _aud.14_16.wav, pbl_aud10_16.wav, and 
pbl_aad44_08.wav using a media player. Comment on the perceptual quality 
of the three wave tiles. 

1.4. Down-sample the data-vector audio_in ' in problem 1 .3 using 

>> aud down_4 = downsample(audio_in, 4); 

Use the following commands to listen to audio in and aud_down_4 . Com-
ment on the perceptual quality of the data vectors in each of the cases below: 

>> sound(audio_in, fs); 
>> sound(aud_down_4, fs) ; 

sound(aud_down_4, fs/4); 
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CHAPTER 10 

AUDIO CODING STANDARDS 
AND ALGORITHMS 

10.1 INTRODUCTION 

Despite the several advances, research towards developing lower rate coders for 
stereophonic and multichannel surround sound systems is strong in many industry 
and university labs. Multimedia applications such as online radio, web jukeboxes, 
and teleconferencing created a demand for audio coding algorithms that can deliver 
real-time wireless audio content. This will in turn require audio compression algo 
rithms to deliver high-quality audio at low hit-rates with resiliencel robustness to bit 
errors. M otivatedby the need for audio compression algorithms forsteaming audio, 
researchers pursue techniques such as combined speech/audio architectures, as well 
as joint source-channel coding algorithms that ate optimized for the packet switched 
Internet Liu99] [Gri102], Bluetooth [Jolia0 I] [Chen04] [BWEI3], and in 
some cases wideband cellular network 01021 Toh03]. Also the need for transparent 
reproduction quality coding algorithms in storage media such as the super audio CD 
(SACD) and the DVD-audio provided designers with new challenges. There is in fact 
an ongoing debate over the quality limitations associated with lossy compression. 
Some experts believe that uncompressed digital CD-quality audio (44.1 kHz/16 bit) 

inferior to the analog original. They contend that sample rates above 55 kHz and 
Word lengths greater than 20 bits are necessary to achieve transparency in the absence 
of ally compression. 

As a result, several standards have been developed [IS0192] fiS0194a1 [Davi941 
1Fie196.1 lWy196b1 PS0197bl, particularly in the last five years [Ger/99111S01991 

Audi, Signed Processing mid Coding, by Andreas Spimins, Tell Paintur, Vitinkiiiraman Anti 
(-"Pyi Olt a:, 21107 by John Wiley & Sons, Inc. 

263 
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264 AUDIO CODING STANDARDS AND ALGORITHMS 

11501001 11S0101b1 [IS0102111 [lans031 [Kuzu(131, and several are now ; 
deployed commercially. This chapter and the next address some of the impotale;
audio coding algorithms and standards deployed during the last decade. In garlic;,_ 
ular, we describe the lossy audio compression (LAC) algorithms in this chapter,
and the lossless audio coding (1,2AC) schemes in Chapter 1 1. 

Some of the LAC schemes (Figure 10.1) described in this chapter include 
the ISO/MPEG codec series, the Sony ATRAC, the Lucent Technologic,, 
PAC/EPAC/MPAC, the Dolby AC-2/AC-3, the APT-x 100, and the DTS-wrier, w
acoustics. 

The rest of the chapter is organized as follows. Section 10,2 revic ,.,. 
MIDI standard. Section 10.3 serves as an introduction to the multichannd 111-
round sound format. Section 10.4 is dedicated to MPEG audio standards. ;a 
particular, Sections 10.4.1 through 10.4.6, respectively; describe the MPEG-1, 
MPEG-2 BC/LSF, MPEG-2 AAC, MPEG-4. MPEG-7, and MPEG-21 audio 
standards. Section 10.5 presents the adaptive transform acoustic coding (ATRAC) 
algorithm, the MiniDisc and the Sony dynamic digital sound (SDDS) systems, 
Section 10.0 reviews the Lucent Technologies perceptual audio coder (PAC), the 
enhanced PAC (EPAC). and the multichannel PAC (MPAC) coders. Section 10.7 
describes the Dolby AC-2 and the AC-3/Dolby Digital algorithms. Section 10.8 
is devoted to the Audio Processing Technology — APTx-100 system. Finally, 
in Section 10.9. we examine the principles of coherent acoustics in coding, 
that are embedded in the Digital Theater Systems—Coherent Acoustics 
(DTS-CA). 

10.2 MIDI VERSUS DIGITAL AUDIO 

Th'ct musical instrument digital interface (MIMI encoding is an efficient way 
of extracting, and representing semantic features from audio signals [1...ehr931 
Il'enn951 Itlube98I 19\1114001. MIDI synthesizers, originally established in 1983, 
are widely used for musical transcriptions. Currently, the MUM standards arc 
governed by the MIDI Manufacturers Associati011 (MMA) in collaboration with 
the Japanese Association of Musical Electronics Industry (AME11. 

The digital audio representation contains the actual sampled audio data, while 
a MIDI synthesizer represents only the instructions that are required to play 
the 5011005. Therefore, the MIDI data files are extremely small when com-
pared to the digital audio data liles. Despite being able to represent high-quality 
stereo data : 1 10-30 kb/s, there ale certain limitations with MIDI formats. In 
particular, the MIDI protocol uses a slow serial interlace for data streaming 
at 31.25 kb/s lyoss951. Moreover, MIDI is hardware dependent. Despite such 

limitations, musicians prefer the MIDI standard because of its simplicity and 
high-quality sound synthesis capability. 

10.2.1 MIDI Synthesizer 

A simple MIDI system (Figure 10.2) consists of a MIDI controller, a sequencer,
and a MIDI sound 010011k, The keyboard is an example of a MIDI controller 
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ISO/IEC MPEG 
Audio Standards 

MPEG-1 
(ISO/IEC 11172-3) 
[IS0192] [Bran94a] 

MPEG-2 BC/LSF 
(ISO/IEC 13818-3) 

[IS0194a] 

Sony 
Adaptive Transform 

Acoustic Coding 
(ATRAC) [Yosh94] 

Lucent Technologies 
Audio Coding Standards 

MPEG -2 AAC 
(ISO/IEC 13818-7) 
PS01971311905197] 

MPEG-4 
(ISO/IEC 14496-3) 
[IS01991[1S0100] 

MPEG-7 
(ISO/IEC 15938-4) 

[IS0101b] 

Perceptual Audio Coder 
(PAC) 

[John96c] 

Dolby Audio Coding 
Standards 

Audio Processing 
Technology (APT-s 100) 

[Wyli96b] 

DTS — Coherent 
Acoustics 

[Smyt96] [Smyt99] 

Enhanced PAC 
(EPAC) 
[Sinh961 

Multi-channel PAC 
(MPAC) 

[Sinh98a] 

Dolby AC-2, AC-2A 
[FieI91] [Davi92] 

Dolby AC-3 
[Fie196]1Davis931 

Figure 10.1. A list of some of the lousy audio coding algorithms. 

that translates the music notes into a real-time MIDI data stream. The MIDI 
data stream includes a start bit, 8 data bits, and one stop hit. A MIDI sequencer 
Captures the MIDI data sequence, and allows for various manipulations (e.g., 
editing, morphing, combining, etc.). On the other hand a MIDI sound module 
acts as a sound player. 
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• 
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MIDI OUT 

01 II III I iii 
MIDI Controller 

• 
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MIDI IN 
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- 

MIDI Sequencer 

.40. 44. +114 

MIDI Sound Module } 

Figure 10.2. A simple MIDI system. 

10.2.2 General MIDI (GM) 

MIDI OUT 

In order to facilitate a greater degree of lile compatibility, the MMA developed 
the general MIDI (GM) standard, The GM constitutes a MIDI synthesizer with  
a standard set of voices (16 categories of 8 different sounds = 16 x 8 = 1280 
sounds) that are fixed. Although the GM standard does not describe the sound 
quality of synthesizer outputs, it provides details on the MIDI compatibility, 
i.e., the MEDI sounds composed on one sequencer can be reproduced or played 
back on any other system with reduced or no distortion. Different GM versions 
are available in the market today, i.e., GM Level-I, GM Level-2, GM lite, and 
scalable polyphonic MIDI (SPMIDI). Table 1(1. 1 summarizes the various OM 
levels and versions. 

10.2.3 MIDI Applications 

MIDI has been successful in a wide range of applications including music-
retrieval and classification [Mana02], music databases search [Kost961, musical 

instrument control [MID03], MIDI karaokc players [MIDI], real-time object-
based coding IBros03], automatic recognition of musical phrases Lkosi961, 
audio authoring [Mode98], waveform-editing [MI DI I, singing voice synthe-
sis [Maco97], loudspeaker design [Bald96], and feature extraction [Kost95l. The 
MPEG-4 structured audio tool incorporates many MIDI-like features. Other appli-
cations of MIDI are attributed to MIDI GM Level-2 [Mode00], XMIDI [LKur96l, 
and PCM to MIDI transportation [Mart02] [M]D03J [MIDI]. 
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I Table 10.1. General MIDI (GM) formats and versions. 

GM L-I GM L-2 GM Lite SPMIDI — . 
GM specifications 

Number of MIDI channels 16 16 16 

Pcicussion (drumming) channel 10 10, 1 1 10 

polyphony (voices) 24 voices 32 voices Limited 

16 

Other related information IMIDO3k 

GM L-2: This is the latest standard introduced with capabilities of registered parameter controllers, 

MIDI tuning, universal system exchisive messages. GM L- 2 is backwards compatible with GM L- I. 

GM Lite: As the name implies, this is a light version of GM L-I and is intended for devices with 

Heated 
polyphony. 

spItilIPI: Intended fur mobile devices. SPMIDI, functions based oil the fundamentals of GM Lile 

Lind scalable. polyphony. This GM standard has been adopted by the Third-Deneratimi Partnership 

project (KIPP) for the multimedia messaging applications in cellular phones. 

1 10.3 MULTICHANNEL SURROUND SOUND 

Surround sound tracks (or channels) were included in motion pictures, in the early 
1950s, in order to provide a more realistic cinema experience. Later, the pop-
ularity of surround sound resulted in its migration from cinema halls to home 
theaters equipped with matrixed multichannel sound (e.g., Dolby ProLogierm ). This 
can he attributed to the multichannel surround sound format [Bosi931 IFlohn99.1 
[DOLBY and subsequent improvements in the audio compression technology. 

Until the early 1990s. almost all surround sound formats were based on matrix-
ing, i.e., the information from all the channels (front and surround) was encoded 
as a two-channel stereo as shown in Figure 10:3. In the mid-1990s, discrete 
encoding, i.e., 5. I separate channels of audio, was introduced by Dolby Labora-
tories and Digital Theater Systems (DTS). 

10.3.1 The Evolution of Surround Sound 

Table 10.2 lists some of the milestones in the history of multichannel surround 
sound systems. In the early 1950s, the first commercial multichannel sound 
format was developed for cinema applications. "Quad" (Quadraphonic) was the 
lirst home-multichannel format, promoted in the early 1970s. But, due to some 
ineompatibilily issues in the encoding/decoding techniques, the Quad was not 
successful. In the mid-1970s, Dolby., overcame the incompatibility issues asso-
dated with the optical sound tracks and introduced a new format, called the 
Dolby stereo, a special encoding technique that later became very popular. With 
the advent of compact discs (CDs) in the early 1980s, high-performance stereo 
systems became quite common. With the emergence of digital versatile discs 
(DVDs) in 1995-1996. content creators began to distribute multichannel music in 
digital format. Dolby laboratories, in 1992, introduced another coding algorithm 
(Dolby AC-3. Section 10.7), called the Dolby Digital that offers a high-quality 
multichannel (5.1-channel) surround sound experience. The Dolby Digital was 
later chosen as the primary audio coding technique for DVDs and for digital 
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audio hroadcasting (DAR). The following year, Digital Theater Systems Inc
(DTS) announced a new format based on the Coherent Acoustics encoding prin-
ciple (DTS-CA). The same year, Sony proposed the Sony Dynamic Digital Sound 
(SDDS) system that employs the Adaptive Trtuisform Acoustic Coding (ATRAC) 
algorithm. Lucent Technologies' Multichannel Perceptual Audio Coder (MpAc)
also has a five-channel surround sound configuration. Moreover, the develop-nen(
of two new audio recording technologies, namely, the Meridian Lossless Packing
(MLP) and the Direct Stream Digital (DSD), for use in the DVD-Audio IDVDO 
and SACD [SACD02-1 formats, respectively, offer audiophiles listening experi. 
ences that promise to be more realistic. 

10.3.2 The Mono, the Stereo, and the Surround Sound Formats 

Figure 10,4 shows die three most common sound formats, i.e., mono, stereo. and 
surround. Mono is a simple method of recording sound onto a single channel 
that is typically played back on one speaker. In stereo encoding, a two-channel 
recording is employed. Stereo provides a sound field in front, while the multichan-
nel surround sound provides multi-dimensional sound experience. The surround 
sound systems typically employ a 5.1-channel configuration, i.e.. sound tracks are 
recorded using five main channels: left IL), center (C), right (R). left surround 
(LS), and right surround (RS). In addition to these five channels, a sixth channel 
called the low-frequency-effects (LFE) channel is used for the subwoofer. Since 
the LFE channel covers only a fraction (less than 150 Hz) of the total frequency 
range, it is referred as the .1-channel. 

10.3.3 The ITU-R BS.775 5.1-Channel Configuration 

In an effort to evaluate and standardize the so-called 5.1- or 3/2-
channel configuration, several technical documents appeared fRosi9.31 [ITUR9=tcl 
IEBU991 [HoIm991 1SMPTE991 IAES(X/J 1Bosi001 ESMPTE021. Various inter-
national standardization bodies became involved in multichannel algorithm 
adoption/evaluation process. Tilt:Se include: the Audio Engineering Society 
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Figure 10.3. Multichannel surround sound matrixing. 
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Tableoble 10.2. Milestones in multichannel surround sound. 

Year Description 

194I Farausia (Walt-Disney Productions) was the first. motion picture to be 
released in the multichannel format 

1955 Introduction of the lirst 35/70-mm magnetic stripe capable of providing 4/b 
channels 

1972 Video cassette consumer format — mono (I channel) 
Dolby's stereo in optical format j1,97799 
Videocassette — stereo (2 channels) 

1979 Dolby's first stereo surround; called the sptir-surnituid Runic/flu-mut, offered 
3 screen channels, 2 surround channels, and a subwooler (3/2/0.1) 

1992 Dolby surround format implemented on a compact disc (2 channel) 
1992 Dolby digital optical (_5. 1 channel) 
1993 Digital Theater Systems (DTS) 
1993 -94 Sony Dynamic Digital Sound (SDDS) based on ATRAC 
1994 The ISO/IEC 13818-3 MPEG-2 Backward compatible audio standard 
1995 Dolby digital chosen for DVD (5.1 channel) 
1997 DVD video released in market (5. 1 channel) 
1998 Dolby digital selected for digital audio broadcasting (DAB) in U.S. 
1999— Super Audio CD and DVD-Audio storage formats 
2(591— Direct Stream Digital (DSD) and Meridian Losslcss Packing (MIT) 

Technologies 

(AES), the European Broadcasting Union (EBU), the Society of Motion Picture 
and Television Engineers group (SMPTE), the ISO/WC MPEG, and the ITU-
Radio communication sector (ITU-R). 

Figure 10.5 shows a 5.1-channel configuration described in the 1TU-R BS.775-
1 standard ITRJR940. Ideally, five full-bandwidth (150 Hz-20 kHz) loudspeak-
ers, i.e., L, R, C, LS, and RS are placed on the circumference of a circle in the 
following manner: the left (L) and right (R) front loudspeakers are placed at the 
extremities of an arc subtending, 2B = 60°, at the reference listening position 
(see Figure 10.5), and the center (C) loudspeaker must he placed at 0° from the 
listener's axis. This enables the compatibility with the listening arrangement for a 
conventional two-channel system. The two surround speakers, i.e., LS and RS are 
usually placed at = 1 10° to 120" from the listener's axis. In order to achieve 
synchronization, the front and surround speakers must be equidistant, A, (usu-
ally 2-4 m) from the reference listening point, with their acoustic centers in the 
horizontal plane as shown in the figure. The sixth channel, i.e., the LFE channel 
delivers bass-only omnidirectional information (20—ISO Hz). This is because low 
frequencies imply longer-wavelengths where the ears are not sensitive to local-
ization. The stibwoofer placement receives less attention in the 1TU-R standard; 
however, we note that the suhwoofers are typically placed in a front corner (see 
Figure 10.4). In lOhma971, Ingvar discusses the various problems associated with 
the suhwoofer placement. Moreover, ISMPTE021 provides of information on the 
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Figure 10.4. Mono, stereo, and surround sound systems. 

loudspeaker placement for audio monitoring. The ISMPTE99.1 specifies the andi 
channel assignment and their relative levels for audio program recordings (3 —
audio channels) onto storage media for television sound. 

10.4 MPE( AUDIO STANDARDS 

MPEG is the acronym for Mol,ing PictureN Experts' Gimp that forms a work-
group (WC( I I) of isomic rrc-I subcommittee (SC-29). The main functions 
of MPEG are: a) to publish technical results and reports related to audio/video 
compression techniques; b) to define means to multiplex (combine) video, audio, 
and information hitstreams into a single bitstream, and c) to provide descriptions 
and syntax for low bit rale audio/video coding tools for Internet and bandwidth-
restricted communications applications. MPEG standards do not characterize or 
provide any rigid encodes specifications, but rather standardizes the type of infor• 
million that all encoder has to produce as well as the way in which the decoder has 
to decompress this information. The MPEG workgroup has its own official web-
page that can be accessed at IMPEG1. The MPEG video aspect of the standard is 
beyond the scope of this book, however, we include seine tutorial references and 
relevant standards ILeGa1921 IScha95] I1SO-V96.1 ilias1.97I IMitc971 
Siko97N. 
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Figure 10.5. A typical 3/2-channel configuration described in the ITU-R BS.775-I stan-
dard IITUR91cJ. L: left, C: center, R: right, LS: left surround, and RS: right surround 
loud speakers. Note that ihe above figure IS. hot according lo u scale. 

MPEG Audio — Background. MPEG has come a long way since the first 

ISO/IEC MPEG standard was published in 1992. With the emergence of the Inter-

net, MPEG is now also addressing content-based multimedia descriptions and 

database search. There are five different MPEG audio standards published, i.e., 

MPEG- I. MPEG-2 BC, MPEG-2 NBC/AAC, MPEG-4, and MPEG-7. MPEG-21 

is being formed. 
Before proceeding with the details of the MPEG audio standards, however, 

it is necessary to discuss terminology and notation. The phases correspond to 

the MPEG audio standards type and to a lesser extent to their relative release 

time, e.g., MPEG-I, MPEG-2, MPEG-4, etc. The layers' represent a family of 

coding algorithms within the MPEG standards. Only MPEG- I and -2 are pro-
vided with layers, i.e., MPEG-I layer-1, and -Ill; MPEG-2 layer-1, -II, and 

-W. The versions denote the various stages in the audio coding standardization 

phase. MPEG-4 was standardized in two stages (version- I and -2) with new 

functionality being added to the older version. The newer versions are hack-

ward compatible to the older versions. Table 10.3 itemizes the various MPEG 

audio standards and their specifications. A brief overview of the MPEG standards 

follows, 
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Table 18.3. An overview of the MPEG audio standards. 

Standard 
Standardization 

Oetrils 
Bit rates 

ikb/s) 
Sampling 

rates (kHz) Channels Related references Related information 

MPEG-) ISOflEC T1172-3 32-448 (Layer 11 32, Mono (1). [ISOI92] [Bran94a] A generic compression 
1992 32-384 (Layer 

11) 32-320 
(Layer III) 

44.1.48 stereo (2) [Shli94] [Pan95] 
[No1193] [No095] 
[No1197] [John99] 

standard that targets 
primarily multimedia 
storage and retrieval. 

MPEG-2 ISO/TEC 13818-3 32-256 (Layer .1) 16, Multichannel [ISOI94a] [Stoi93a] First digital television 
BC/LSE 1994 8-160 (Layers 22.05. Surround [Gri194J [No1193] standard that enables 

II, Br) 24 sound (5.1) [No1195] [John99] lower frequencies and 
multichannel audio 
coding. 

MPEG-2 ISOIIEC 13818-7 8-160 8-96 Multichannel [ISOI97b] [Bosi961 Advanced audio coding 
NBC/AAC 1997 jBosi 97] [J ohn 99] 

[IS0199] [Koen99] 
[Quac98b1 [Gri199] 

scheme that 
incorporates new 
coding methodologies 
(e.g., prediction, noise 
shaping. etc.). 

Comcast - Exhibit 1008, page 44



Table 10.3. (continued) 

Standard 
Standardization 

details 
Bit rates 

(Ibis) 
Sampling 

rates (kHz) Channels Related references Related information 

MPEG-4 ISO/IEC 14496-3 0.2-384 
(Version 1) Oct. 1998 

MPEG-4 
(Version 2) 

MPEG-7 

ISO/IEC 
14496-3/AMD-1, 
Dec, 1999 

ISO/1EC 15938-4 
Sept, 2001 

MPEG-21 ISO/IEC-21000 

0.2 -384 (finer 
levels of 
increment 
possible) 

8-96 Multichannel [Gri197] I Park97] 
[Edle99] [Purn00a] 
[Schc98a] [Vaan00] 
[ScheOl] 

8-96 Multichannel [ISOI001 [Kim0.1] 
[HerrO0a] [Purn99b] 
[Aila99] [Hilp00] 
[Sper00] [Sper01.1 

[TS 0I0 1 b] [Nack99a] 
[Nack99b] [Quac01] 
[Lind991 [Eind00] 
[Lind° ] 
[Speng0 I ] [IS 0102a] 

[ISO103a] [Bonn03] 
[Burn03] 

The first content-based 
multimedia standard, 
allowing universal-
ity/interactivity and a 
combination of natural 
and synthetic material, 
coded in the form of 
objects. 

A normative metadata 
standard that provides 
a Multimedia Content 
Description Interface. 

A multimedia framework 
that provides 
interoperability in 
content-access and 
distribution. 
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• 

/t/PEG- /. After four years of extensive collaborative research by audio codb 
experts worIdWide, the first ISO/MPEG audio coding standard, MPEG-1 ['Sok 
for VHS-stereo-CD-quality was adopted in 1992. The MPEG-1 supports videc 6 
rates up to about 1.5 Mh/s providing a Video Home System (VHS) quality, ah 
stereo audio at 192 kb/s. Applications of MPEG-1 range from storing video an
audio on CD-ROMs to Internet streaming through the popular MPEG-1 layer Ii 
( MP3) format. 

/1/PEG-2 Buckword Compaii.b/e (RC). In order to extend the capabilities arm 
13y MPEG-1 to support the so-called 3/2 (or 5.1) channel format and to Ilia 

tine hi)Jier [al races For video, MPEG-2 11S0194al was published in 1994, Tit 
MPEG-2 standard supports digital video transmission in the range of 2 —IS MN, 
over cable. Satellite, and other broadcast channels; audio coding is defined at Iii 
bit rates of 64-192 kb/s/chiume1. Multichannel MJ'ECr-2 is backward compatiblt 
with MPEG-I, hence, the acronym MPEG-2 BC. The MPEG-2 BC standard it 
used in the high definition Television (HDTV) (1S0194a] and products the vid 
quality required in digital television applications. 

MPEG-2 Nolthorkwo Compmriblehldvanued A utlizi Coding (MC). The hack 
-ward compatibility constraints imposed on the MPEG-2 BOTSF algorithm Made 
it impractical to code live channels at rates below 640 kb/s. As a result, MPEG 
began standardization activities for a nonbackward compatible advanced coding 
system targetity. "inclixtinguishahle" quality at a rate of 384 kb/s for five I'd 

bandwidth channels-. In 155); than three years, this el Fort led II) Ilre adoption of 

the kIPECt-2 honha.ekwarcl compatible/advanced Aldi0 COCIINg (IN BC/A ACN Ltig0-

11111111 1150197bl, a syslem that excet!ded design goal); and produced ds.) 1 1exited 

qual ity tit only 32(1 kh/s for rive 15111 hitaidwidill eharinchs. 

MPEG-4. MPEG-4 was estaNished ill Docemhet 1998 after many proposed 

algorithms were tested For compliance with the prorain ohjecd i ii estubl Ale) 

by the MPEG committee. MPEG-4 vide() supports bit rates. up 10 idiom I (Ibis. 

The MPEG-4 audio (1S0199j 11S01001 was released in )ieweral stepi.„ resl.d i l ly 

in versions 1 and 2. MPEG-4 comprises an integrated family of algorithms with 
wide-ranging provisions for soluble, object-based speech and audio coding at hit 
rates from as low as 200 his up to 61) kb/s per channel. The distinguishing features 
al MPEG-4 relative to its predecessors arc extensive scalabi lily, object-based rep-,
cem-aitto ions, user riteraciivitylabjeti manipulation, and a comprehensive set 01
codici4 took Jvailahle itccominodine trade-offs fiLlwetai Hit rate.„ complexilY,

and qual ity. Very low robs are achieve) ihrouph tii,e tiiruct wed represell -

iii i 1on5 for )iiyntheaic speech and music, auch t..; text-iv -speech and IVlllll. The 

)3c.indarid also pruyicleg 1ntei,:natec,1 eficim2 took that make use of diff-5. 1\211( 

mot.lek tie:pending upon the ()exited cats.. hiznidwidth, complrgiiy, and tithilitY• 

/14PEG-7. The 11'IPEG-7 foinnhiree tioivities statud in 199r). In 11: ,;)-: Man 

rout yeam Otarl.wa tinalized and iris firq audio taandard 

conifmt description lineriace' was published in September 200I . 

MFECi-7 11S01011i l largeoi the f.ionteni-bi:i ied multimedia LIPP-l ication3. ptirtit-

War, the ktriaTi-7 audio xuppork a hiroad range of applical iwt; — multimedid 

digital l ibrariet), broadcatit multitheila xearcttiagi 
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loultimedia indexing/searching. Moreover, it provides ways for efficient audio 

rile retrieval and supports both the text-based and context-based queries. 
MPEG-2/. The MPEG-21 ISO/IEC-21000 standard IMPEGI [IS0102a1 

l is0103a1 defines interoperable and highly automated tools that enable content 
distribution across different terminals and networks in a programmed manner. 

his structure enables end-users to have capabilities for universal multimedia 

MPEG-1 Audio (ISO/IEC 11172-3) 

The MPEG-1 audio standard (ISO/IEC 1 1172-3) [1S0192) comprises a flexible 
hybrid coding technique that incorporates several methods including subband 
decomposition, litter-bank analysis, transform coding, entropy coding, dynamic 
bit allocation, nonuniform quantization, adaptive segmentation, and psychoa-
coustic analysis. MPEG-I audio codec operates on I6-bit PCM input data at 
sample rates of 32, 44.1, and 48 kHz. Moreover, MPEG-I offers separate modes 
for mono, stereo, dual independent mono, and joint stereo. Available bit rates 
are 32-192 kb/s for mono and 64-384 kh/s for stereo. Several tutorials on 
the MPEG-I standards [No11931 [Bran94aj I.Bran9.51 {Hen-051 [No11951 
[Pati951 [No11971 1.1ohn991 have appeared. Chapter 5, Section 5.7, presents Step-
by-step procedure involved in the 1SO/IEC 1 1 172-3 (MPEG-1, layer I) psychoa-
coustic model I 11801921 simulation. We summarize these steps in the context 
of MPEG-I audio standard. 

The MPEG-1 architecture contains three layers of increasing complexity, 
delay, and output quality. Each higher layer incorporates functional blocks from 
the lower layers. Figure 10.6 shows the MPEG-1 layer -encoder block dia-
gram. The input signal is first decomposed into 32 critically subsampled sub-
bands using a polyphase realization of a pseudo-QMF (PQMF) hank (see also 
Chapter 6). The channels are equally spaced such that a 48-kHz input signal is 
split into 750-Hz subbands, with the subbands decimated 32: 1.A5I I flu-order pro-
totype filter was chosen such that the inherent overall PQMI distortion remains 
below the threshold or audibility. Moreover, the prototype filter was designed 
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for a high sidelobe attenuation (96 dB) to insure that intrahand aIiasing remai
negligible. For the purposes of psychoacoustic analysis and determination of ju
noticeable distortion ON fal thresholds, a 512 (layer I) or 1024 (layer II) point 
is computed in parallel with the subband decomposition for each decimated block 
of 12 input samples (8 ms at 48 kHz). Next, the subbands are block compandea 
(normalized by a scale factor) such that the maximum sample amplitude in elle
block is unity, then an iterative hit allocation procedure applies the JND three 
olds to select an optimal quantize!' from a predetermined set ror each subband 
Quantizers are selected such that both the masking and bit rate requirements an 
simultaneously satisfied. In each subband, scale factors are quantized using 6 hits
and quantizer selections are encoded using 4 bits. 

10.4.1.1 Layers! and 11 for layer 1 encoding, decimated subband sequene 
are quantized and transmitted 10 the receiver in conjunction with side informal' 
including quantized scale factors and quantizer selections. Layer Ii imprn 
three portions of layer I in order to realize enhanced output quality and reduce 
hit vales 01 the expense. of greater complexity and increased delay. First, the 
layer II perceptual model relies upon a higher-resolution FIT 1 1(124 points) than 
does layer 1 1512 points). Second, the maximum subband quantizer resolution 
is increased from 15 to 16 bits. Despite this increase, 0 lower overall bit rote 
is achieved by decreasing the number of available quantizers with increasing 
subband index. Finally, scale factor side information is reduced while exploiting 
temporal masking by considering properties of three adjacent 12-sample blocks 
and optionally transmitting one. two, or three scale factors plus a 2-hit side 
parameter to indicate the scale factor inode. Average mean opinion scores (MOS) 
of 4.7 and 1.8 were reported 1No11931 for monaural layer I and layer II codas 
operating, el 192 and 128 kb/s, respectively. Averages were computed over a 
range or lest material. 

10.4.1.2 Layer III The layer III MPEG architecture (Faure 10.7) achieves 
performance improvements by adding several important mechanisms on top of 
the layer I/II foundation. The MPFG layer-Ill algorithm operates on consecutive 
banes of data. Each frame consists of 1 152 audio samples; a frame is further 
split into two subframes of 576 samples each. A subframc is called a granule. At 
the decoder, every granule can he decoded independently. A hybrid filter bank 
is introduced to increase frequency resolution and thereby better approximate 
critical hand behavior. The hybrid filter bank includes adaptive segmentation to 
improve pro-echo control. Sophisticated hit allocation and quantization strate-
gies that rely upon nonuniform quantization, analysis-by-synthesis, and entropy 
coding are introduced to allow reduced bit rates and improved quality. The 
hybrid tiller hank is constructed by following each subhand filter with an adaP-
live MDCT. l'his practice allows for higher-frequency resolution and pre echo 
control. Use of an I8-point MDCT, for example, improves frequency resolu-
tion to 41.67 Hz per spectral line. The adaptive MDCT switches between 6 and 
18 points to allow improved pre-echo control. Shorter blocks (4 ins) provide 
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for temporal pre-masking of pre-echoes during transients; longer blocks duriiig
steady-stale periods improve coding gain by reducing side information and 

hence hit rates. 
Bit allocation and quantization of the spectral lines are realized in a nested

loop procedure that uses both nonuniform quantization and Huffman coding.
inner loop adjusts the nonuniform quantlzer step sizes for each block until the
number of hits required to encode the transform components 
budget. The outer loop evaluates the quality of the coded signal (analysis.by. 
synthesis) in terms of quantization noise relative to the .IND thre 

fallssi:hdsh.in the

Average

t 

MOS of 3.1 and 3.7 were reported 1No11931 for monaural layer II and layer Ill 
coders operating at 64 kb/s. 

10.4.1.3 Applications MPEG-I has been successful in numerous applica-
tions. For example, MPEG- I layer Ill has become the standard for transmis-
sion and storage of compressed audio for both World Wide Weh (WWW) and 
handheld media applications (e.g., IPodt"). In these applications, the "M13341111 
label denotes MPEG-I, layer III. Note that. MPEG-I audio coding has steadily 
gained acceptance and nhimately has been deployed in several other large scale 
systems, including the European digital radio (DBA) or Eureka [Jurg96], the 
direct broadcast satellite or "DBS" liPri1901, and the digital compact cassette or 
"DCC" [Lokh921. In particular, the Philips Digital Compact Cassette (DCC) is as 
example of a consumer product that essentially implements the 384 kh/s stereo 
mode of MPEG-I layer I. A discussion of the precision adaptive subband coding 
(PASQ algorithm and other elements of the DCC system are given in I Lokh921 
and I Hoog941. 

The collaborative European Advanced Coinmunications Technologies and Ser-
vices (ACTS) program adopted MPECI audio and video as the core compression 
technology for the Advanced Television at Low Bit rates And Networked Transmis-
sion over Integrated Communication systems (ATLANTIC) project. ATLANTIC 
is a system intended to provide functionality for television program production 
and distribution iStor971 fGilc981. This system posed new challenges for MPEG 
deployment such as seamless bitstream (source) switching I Laub981 and robust 
transcoding (tandem coding). Bitstream (source) switching becomes nontrivial 
when different bit rates and/or MPEG layers are associated with different program 
sources. Robust transcoding is also essential in the video production environment. 
Editing tasks inevitably require retrieval of compressed bit streams from archival 
storage, processing of program material in uncompressed form, and then replace-
ment of the recoiled compressed bit stream to the archival system. Unfortunately, 
transcoding is neither guaranteed nor likely to preserve perceptual noise mask-
Mg I Rits96.I. The ATLANTIC designers proposed a buried data "MOLE" signal tO 
mitigate and in some cases eliminate transcoding distortion for cascaded MPEG-I 
layer II codecs [Elett)SI, ideally allowing downstream tandem stages to preserve 
the original hit stream. The idea behind the MOLE is to apply the same set of cp tan-
tizers to the same set of data in the downstream cociecs as in the original code,c. 
The output bit stream will then be identical to the original bit stream, provided that 
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MPEG AUDIO STANDARDS 279 

merical precision in the analysis filter banks does not bias the data [tenK96bl. 

6 is passible in a cascade of MPEG-1 layer H codecs to regenerate the same set 

a decimated subband sequences in the downstream codec filter banks as in the 

original codec filler bank if the full-hand PCM signal is properly time aligned at the 

input to each cascaded stage. Essentially, delays at the fi lter-bank input intist cor-

mpond to integer delays at the subband level [tenK96b], and the analysis frames 

must contain the same block of data in each analysis filter bank. The MOLE signal, 

thorefore, provides downstream codecs with timing synchronization, bit allocation, 
and scale-factor information for the MPEG bit stream on each frame. 'The MOLE 

i emied in the PCM samples between tandem stages and remains inaudible by 

aecenying the LSB of each 20-bit PCM word. Although optimal time-alignment 

heiween codees is possible. even without the MOLE I tenK96b], there is unfortu-

nately no easy way to force selection of the same set of quantizers and thus preserve 

I the bit stream. 
The widespread use and maturity of MPEG-1 relative to the more recent 

standards provided several concrete examples for the above discussion of MPEG-

1 audio applications. Various real-time implementation schemes of MPEG-1 

111. layers-I,11, and Ill codees were proposed [Gbur96][Hans96] [Mai n96 I [Wang01]. 

We will next consider the MPEG-2 BC/LSF, MPEG-2 AAC, the MPEG-4, and 

die MPEG-7 algorithms. The discussion will focus primarily upon architectural 
o n novelties and differences with respect to MPEG-1. 

1 10.4.2 MPEG-2 BC/LSF (ISO/IEC-13818-3) 

MPEG-2 BC/LSF Audio [Sto193a] [Gri194] [IS0194a] [Sto1961 extends the capa-
bilities offered by MPEG-I to support the so-called 3/2-channel format with left 
(I.), right (R), center (C), and left and right surround (LS and RS) channels. The 
MPEG-2 BC/LSF audio standard is backward compatible with MPEG-I, which 
means that the 3/2 channel information transmitted by an MPEG-2 encoder can 
be appropriately decoded for 2-channel presentation by an MPEG-1 receiver. 

Another important feature that was implemented in MPEG-2 BC/LSF is the 
multilingual compatibiliiy. The acronym BC corresponds to the backward compat-
ibility of MPEG-2 towards MPEG-I, and the extension of sampling frequencies 
to lower ranges (16, 22.05, and 24 kHz) is denoted by LSF. Several tutorials on 
MPEG-2 INo11931 [No11951 llohn991 have appeared. Meares and Theile studied 
the potential application of matrixed surround sound I Mear97 J in MPEG audio 

algorithms. 

10.4.2.1 The Backward Compatibility Feature Depending on the hit-
demand constraints, interchannel dependencies, and the complexity allowed at 
We decoder, different methods can be employed to realize compatibility between 
the 3/2- and 2-channel formats. These methods include mid/side (MS), intensity 
coding, simulcast, and imarixing. The MS and intensity coding techniques 
are particularly handy when bit demand imposed by multiple independent 
channels exceeds the bit budget. The MS scheme is carefully controlled [Davi98 I 
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to maintain compatibility among the mono, stereo, and the surround sou
formats. Intensity coding, also known as channel coupling, is a multicharl 
irrelevancy reduction coding technique that exploits properties of spatial heart 
The idea behind intensity coding is to transmit only one envelope with so
side information instead of two or more from independent channels. The swot
information consists of a set of coefficients that is used to recover individual 
spectra from the intensity channel. The simulcast encoding involves transmission 
of both stereo and multichannel bitstreams. Two separate bitstreams, i.e., one
for 2-channel stereo and another one for the multichannel audio are transmitted, 
resulting in reduced coding efficiency. 

MPEG-2 BC/LSF employs matrixing techniques ItenK921 itenK941 IMear971 
to down-mix the 3/2 channel format to the 2-channel format. Down-mixing 
capability is essential for the 5.1-channel system since many of the playback 
systems are stereophonic or even monaural. Figure 10.8 depicts the matrix-
ing technique employed in the MPEG-2 BC/LSF and can be mathematically 
expressed as follows 

Ljotal = -v(L r yC I zL,) 

Rjotal v(1? ± (10.2) 

where x. y, and z .are constants specified by the Is-13818-3 MPEG-2 shirr 
d ard I ISOI94ial. In Eqs. (1 O. I ) and (10.2), L, C. R, and represent the 
3/2-channel configuration and the parameters l,_total and Rjotal correspond to 
the 2-channel format. 

Three different choices are provided in the MPEG-2 audio standard 1IS0194a1 
for choosing the values of v, y, and z to perform the 3/2-channel to 2-channel 
down-mixing. These include: 

Choice I : 

Choice? : 

I I 1 
r=' ---- , Y — --/ , and z -- 

1 1 ,s/2  v2 Nr2 

2 1 I 
.x= —_,; 1' -. ,,_- ; and e, = - 

3 + -sh ' s/2 '2.i, 

Choice3 : x = 1;.), 1; and z = I (10.5) 

( 10.3) 

1 10.4) 

The selection of the down-mixing parameters is encoder dependent. 'Pie availabil-
ity of (he basic stereo format channels, i.e., /.,_total and 1? total and the surround 
sound extension channels, i.e., C,L,, and R, at the decoder helps to decode both 
3/2-channel and 2-channel bit-streams. This insures the backwards compatibility 
in the MPEG-2 13C/LSF audio coding standard. 

10.4.2.2 MPEG-2 BC/LSF Encoder The steps involved in the reduction 
of the objective redundancies and the removal of the perceptual irrelevancies in 
MPEG-2 BC/LSF encoding are the same as in MPEG-I audio standard. However, 
the differences arise from employing multichannel and multilingual hitstream 
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Figure 10.8. Multichannel surround sound matrixing: (a) encoder (N) decoder. 

format in the MPEG-2 audio. A matrixing module is used for this purpose. 

Another important feature employed in the MPEG-2 BC/LSF is the "dynamic 
cross-talk," a multichannel irrelevancy reduction technique. This feature exploits 
properties of spatial hearing and encodes only one envelope instead of two or 
more together with some side information (i.e., scale factors). Note that this tech-
nique is in some sense similar to the intensity coding that we discussed earlier. 
In summary mairixing enables backwards compatibility between the MPEG-2 
and MPEG- I bitstreams, and dynamic cross-talk reduces the interchannel red-

undancies. 
In Figure 10.9, first the segmented audio frames are decomposed into 32 crit-

ically subsampled subhands using a polyphase realization of a pseudo QMF 

(PQMF) bank. Next, a malrixing module is employed for down-mixing pur-
poses. Matrixing results in two stereo-format channels, i.e., L total and R total 
and three extension channels, i.e., C, and R.,.. In order to remove statistical 
redundancies associated with these channels a second-order linear predictor is 
employed [Fuch93] [1S0194a]. The predictor coefficients are updated on each 

subband using a backward adaptive EMS algorithm [Widr851. The resulting 
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prediction error is further processed to eliminate interchannel dependencies. JND 
thresholds are computed in parallel with the subband decomposition for each 
decimated block. A hit-allocation procedure similar to the one in the MPEG-1 
audio standard is used to estimate the number of appropriate bits required for 
quantization, 

10.4.2.3 MPEG-2 BC/LSF Decoder Synchronization followed by error det-
ection and correction are performed first at the decoder. Then the coded audio 
bitstrearn is de-multiplexed into the individual subbands of each audio channel. 
Next, the subband signals are converted to subband PCM signals, based on the 
instructions in the header and the side information transmitted for every subband. 
De-matrixing is performed to compute L and R bitstrearns as follows: 

L total 
L=   — (yC +zL,) 

R total 
R=   (yC zR,) 

(10.6) 

(10.7) 

where x, y, and z are constants and are known at the decoder. The inverse-
quantized, de-matrixed subband PCM signals are then inverse-filtered to recon-
struct the full-band time-domain PCM signals for each channel. 

The second MPEG-2 standard, i.e., the MPEG-2 NBC/AAC, sacrificed back-
ward MPEG-I compatibility to eliminate quantization noise unmasking arti-
facts ltenK04l, which are potentially introduced by the forced backward com-
patibility. 

10.4.3 MPEG-2 NBC/AAC (ISO/IEC-13818-7) 

The 1 1 1723 MPEG- I and IS 13818-3 MPEG-2 BC/LSE are standardized algo-
rithms for high-quality coding of monaural and stereophonic program material. 
By the early 1990s, however, the demand for high-quality coding of multichannel 
audio at reduced bit rates had increased significantly. The hackWards compatibil-
ity constraints imposed on the MPEG-2 BC/LSE algorithm made it impractical 
10 code 5-channel program material at rates below 640 kb/s. As a result, MPEG 
began standardization activities for a nonbackward compatible advanced coil-
ing system targeting "indistinguishable" quality IlTUR91'I 1180196a1 at a rate of 
384 kb/s for five full-bandwidth channels. In less than three years, this effort led 
to the adoption of the IS13818-7 MPEG-2 Non-backward Compatible/Advanced 
Audio Coding (NBC/AAC) algorithm IIS0197111, a system that exceeded design 
goals and produced the desired quality at 320 kb/s for live full-bandwidth chan-
nels. While. similar in many respects to its predecessors, the AAC algorithm 
(Bosi961 IBosi971 lBran971 (John99) achieves performance improvements by in-
corporating coding tools previously not found in the standards such as filter-hank 
Window shape adaptation, spectral coefficient prediction, temporal noise shap-
ing (TNS), and bandwidth.. and bit-rate-scaleable operation. Bit rate and quality 
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improvements are also realized through the use of a sophisticated noiseless eodia 
scheme integrated with a two-stage bit allocation procedure. Moreover, the Aik:
algorithm contains scalability and complexity management tools not previoutt 
included with the MPEG algorithms. As far as applications are concerned, 
AAC algorithm is embedded in the atobim and LiquidAudioTM players for stream, 
ing of high-fidelity stereophonic audio. It is also a candidate for standarditadon
in the United States Digital Audio Radio (US DAR) project. The remainder 
this section describes some of the features unique to MPEG-2 AAC. 

The MPEG-2 AAC algorithm (Figure 10. 10) is organized as a sal of coding 
tools. Depending upon available CPIl or channel resources and desired quality 
one can select from among three complexity "profiles," namely main, low, an, 
scalable sample rate profiles. Each profile recommends a specific combination et 
tools. Our focus here is on the complete set of tools available for main profile 
coding, which works as follows. 

10.4.3.1 Finer Bank First, a high-resolution MDCT filter hank obtains a spec 
tral representation of the input. Like previous MPEG coders, the AAC filter-ban 
resolution is signal adaptive. Quasi-stationary segments are analyzed with a 2048 
point window, while transients are analyzed with a block of eight 256-poir 
windows to maintain time synchronization for channels using different inlet 
bank resolutions during multichannel operations. The frequency resolution i 
therefore 23 I lz for a 48-kHz sample rate, and the time resolution is 2.6 nit 
Unlike previous MPEG coders, however, AAC eliminates the hybrid filter ban 
and relies on the MDCT exclusively. The AAC filler bank is also unique in its 
ability to switch between two distinct MDCT analysis window shapes, i.e., a sine 

window (Eq. (10.8t) and a Kaiser-Bessel designed (KBD) window (B(1. (10.9)l 
Given specific input signal characteristics, the idea behind window shape. adap-
tation is io optimize filter-bank frequency selectivity in order to localize the 
supra-masking threshold signal energy in the fewest spectral coefficients. This 
strategy seeks essentially to maximize the perceptual coding gain of the tilEer 
hank. While both windows satisfy the perfect reconstruction and aliasing cancel-
lation constraints of the MDCT, they offer cliffe.rent spectral analysis properties.
The sine' window is given by 

w(n) = sin 
1 .71-

( 11  5 ) • 
(10.8 

1 

for 0 <n C Al — I, where Al is the number of subbands. This particular window 
is perhaps the most popular in audio coding,. In tact, this window has become 
standard in MDCT audio applications, and its properties are typically referenced 
as performance benchmarks when new windows are proposed. The so-called 
KBD window was obtained in a procedure devised at Dolby Laboratories, b 
applying a transformation of the form \IY" ,:s.„ )' (j) 

t>>, (n) = 7.t.),.(n) - '-i -- 77-- , 0 ...c n < II 1 , 
j —o t'(.1) 

1 10.f) 
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where the sequence DWI represents We symmetric Lame!. The resulting identieill 
analysis and synthesis windows, te,,(0) and -14),(d1, respectively, are of h.:nil
M and symmetric, i.e., u.i(2/14 n • I) = w(n). More detailed explao,,1 11
on We MDCT windows is given in Chapter 6, Section 6.7. 

A filter-bank simulation exemplifying the performance of the two windows, 
sine and K,BI), for the MPEG-2 AAC algorithm follows. A sine window 
selected when narrow pass-hand selectivity is more beneficial than strong slop.
band ;menu:Won. For example, sounds characterized by a dense harmonic struc. 
tore (less than 14)1 Hz spacing) such as harpsichord or pitch pipe benefit from 
a sine window. On the other hand, a Kaiser-Bessel designed (KBD) window is 
selected in cases for which stronger stop-band attenuation is required, or for situ-
ations in which strong components are separated by more than 220 Hz. The 1($0.
window in AAC has Its origins in the MDCT litter bank window designed ai 
Dolby Labs For the AC-3 ale.orithie using explicit perceptual criteria. By sacrific-
ing pass band selectivity, the KIM window gains improved stop-band attenuation 
relative to the sine window. In filet, the stop-band magnitude response is. below 
a conservative composite minimum masking, threshold for a tonal masker at 
the center of the pass-baud. A KilID versus sine window simulation example 
(Fieure. 10. 1 I) for a signal containing 3(10 Hz plus 3 harmonies shows We KBD 
potential for reduced hit allocation. A masking threshold estimate generated by 

psychoacoustie model 2 is superimposed (red line). It can be seen W.A. 
for the given input, the KBD window is advaidaecous in ternIS Or supra-threshold 
component minimization. All of the MDCT components below the superimposed 
masking threshold will potentially require allocations of zero hits, This tradeoff 
can tiliimaiely lead to a lower bit rate. Details of the 1'11111111111111 masking template 
design procedure are given in [Davi9z1:1 and [Fie1961. 

110.,4 3..s Spectre! Prediction The AAC algorithm realizes improved coding 

efficiency relative to its predecessors by applying prediction over time to the trans-

form coefficients below lh kHz, as was done previously in IMahi891 Wuch93,1 
ildich95]. In this ease, the spectral prediction tool is applied only during long anal-

ysis windows and then only if a hit-rate reduction is obtained when coding the 

prediction residuals instead of the original coellieients. Side infoonation is mini-

mal, since the second-order lattice predictors iire updated on each frame using a 

backward adaptive. LIVIS algorithm'. The predictor banks, which can be selectively 

activated for individual quantization seale-laetor hands, produced an impi overman 
for a fixed hit rale of -- I point on the ITU ?-point impairment scale for the critical 

pitch pipe and harpsichord lest material. 

1a4„3,3 Bit Allocation The hit allocation and quantization strategies in AAC 
bear some similarnies to previous MPIhG coders in that they make use Or LI 
nested-loop iterative procedure, and in that psycho:Acoust ic masking thresholds 

are obtained ram) an analysis inodel similar to MPEf -I. model recommendation 
number two. Both lossy and lossless coding, blocks tare integrated into the rate,-

control loop structure so that redundancy removal and Irrelevancy reduction are 

Page 58 

Comcast - Exhibit 1008, page 58



MPEG AUDIO STANDARDS 287 

CO(f iettl 

'nation 

nclows,
low is

stop. 
strue-

t froj
:tow is 
n-
KBD 

ned at_ 
tcrifie-
uatiom 
below 
ker at 
.ample 
KBD 

fed by 
n that, 
ahold 
iposed 
adeoff 
nplate 

:oding 
trans-
ch9.3-1 
anal-

tg, the 
nriili-

iing a 
lively 
:orient 

AAC 
of a 

holds 
lation 
rate-

aa

o• 

al& 

Sine 

a 

-20 -a 

-40 
_J 

-60 

in -80 

- 

Supra
threshold 

-masking 

In 
200 400 600 800 1000 1200 1400 1600 

IF 
Kaiser-Bessel 

-20 

-9-a) -40 

3 -60 

-80 . i a 
0 200 400 600 800 1000 1200 1400 1600 

Frequency (Hz 

Figure 10.11. Comparison of the MPEG-2 AAC MDCT analysis filter-bank Outputs for 
the sine window vs. the KB!) window. 

simultaneously affected in a single analysis-bysynthesis process, The scheme 
works as follows. As in the case of MPEG- I, layer 111, the AAC coefficients are 
grouped into 49 scale-factor hands that mimic the auditory system's frequency 
resolution. 

In the nested-loop allOcation procedure. the inner loop adjusts scale-factor 
quantizer step sizes in increments of 1.5 dB (approximates intensity difference 
'Mien (DL)) and obtains Huffman codewords for both quantized scale factors and 
quantized coefficients until the desired bit rate is achieved, Then, in the outer 
loop, the quantization noise introduced by the inner loop is compared to the 
masking threshold in order to assess noise audibility. Undercoded scale factor 
bands are amplified to force increased coding precision, and then the inner loop 
is called again for compliance with the desired hit rate. A best result is stored 
after each iteration since the two-loop process is not guaranteed to converge. As 
with other algorithms such as the MPEG- I layer Ill and the Lucent Technologies 
PAC [John96c], a bit reservoir is maintained to compensate for lime-varying 
perceptual bit-rate requirements. 

10.42.4 Noiseless Coding The noiseless coding block EQuae971 embedded 
in the rate-control loop has several innovative features as well. Twelve Huffman 
code books are available for 2- and 4-tuple blocks of quantized coefficients, Sec-
tioning and merging techniques are applied to maximize redundancy reduction. 
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Individual code hooks are applied to time -varying "sections" Of scaleli:.a 
hands, and the sections are defined on each frame through a greedy tnerge aim
robin that minimizes Hie bit rate. Grouping 
interleaving of coefficients prior to code-book app 

across limeil d iti arcaarnicmatrre i;ane lre llsoi ap' pcize titacl

maximize zero coefficient rims and further reduce bit rates. 

10.4.:;0 Other FifhanCenDentS Relative to -MPEG-1 and MPEG-2 BC/LST 
other ci hancemen IS have also been embedded in AAC. Forexample, theAAC alge 
riuhrn has an embedded TNS module 1-lei-r96.1 for pre-echo control (Section 6.9) 
a special profile for sample-rate scalabi lily (SSR k and lime-varying as wen w
frequency subbanci selective application of JVIS and/or intensity stereo coding en]
5-channel inputs Poi-11196H. 

10.4,3,6 Performance Incorporation of the nonhackward compatible coiling 
enhancements proved to be a judicious straitly for the AAC algorithm, In inao. 
pendent listening tests conducted worldwide 1:1S0196d1, the AAC algorithm met 
the strict B.s. 1 I I6 criteria for indistiin.mishable quality 1iTUR94b1 at a 
rate of 321) kb/s for live full-bandwidth channels Kirb971. This level of quality. 
was achieved with a manageable decoder complexity, Two-channel, real-lime 
AAC decoders were reported lo run on 133-MI1s Pentium platforms i.ising 40% 
and 25% of available CPU resources for the main and low-complexity pnylile, 
respectively [Oit,1c980. MPEG-2 A AC maintained its presence as the core "[I FIM-
h-equtmcy" coder reference model for the IMPEG-4 standard. 

1)„43„ 7 ":?thrererme Mode/ (RIVI) Before proceeding with a dis-
cussion of MPEQ-4, we first consider a sinnilicant system-level aspect of 11711).1:13-

AAC that also propagated into M Pw1. Both algorithms arc structured in term 
of so-called repro tce (RMs). In the NNt approach, generic coder blocks 08 

tools (e.g., perceptual model. nicer Bank, rate-control loop, etc..) adhere to a set Of 
defined interfaces. The RM therefore Facilitates the testing of incremental single, 
Hock unpvovetuaitS without disturbing the eAktIng ntacroscbpic tiM structur 
For i i isiance, one could devise a new psyclioacoustic analysis model that 
the AAC PM interface and then simply replace the ex isang„ PM perceptual rnaM 
III the reference software with the proposed model. It is then a siraightforwat'd 
matter to construct performance comparisons between the PM method and the• 
proposed ineihod in terms of quality, complexity, bit rate, delay, or robustness. 
The fal ilehmilons are intended to expedite the proc;ess of evolutional), coder',

improveinents. 
in facf several practical AAC iniprovements have already peen analyzed within 

the RM framework.. For example;, a backward predictor was proposed rtan971 
a replacement for the existing backward adaptive f MS predivots. This method 
.that reheat upon a block LTC estimation procedure. rather than tti running LMS 

estimation, wSs reported to achieve comparable (manly with a 138% (instruction) 
complexity reduction flt'an97:1. Thit:, contribution was significant in light of the tact 

I:hat Elie spechal predietion tool in the AAC main Rollie decoder constitutes •=1•11`',} 
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,f Ille computational complexity [Yin97]. Decoder complexity is further reduced 

dnce the block predictors only require updates when the prediction module has 

leen enabled rather than requiring sample-by-sample updating regardless of acti-

vation status. Forward adaptive predictors have also been investigated 10jan99]. 

in another example of RM efficacy, improvements to the AAC noiseless coding 

module were reported in ITaka971. A modification to the greedy merge section-

ing algorithm was proposed in which high-magnitude spectral peaks that tended 

to degrade Huffman coding efficiency were coded separately. The improvement 

yielded consistent bit-rate reductions up to 11%. In informal listening tests it 

was found that the bit savings resulted in higher quality at the same bit rate. In 

vet another example of RM innovation aimed at improving quality for a given 

bit rate, product code VQ techniques [Gers92] were applied to increase AAC 
scale-factor coding efficiency [Sree98a]. In the proposed scheme, scale-factors 
are decorrelated using a DCT and then grouped into subvectors for quantization 
by a product code VQ. The method is intended primarily for low-rate coding, 
since the side information bit burden rises from roughly 6% at 64 kb/s to in some 
cases 25% at 16 kb/s. As expected, subjective tests reflected an insignificant qual-

ity improvement at 64 kb/s. On the other hand, the reduction in bits allocated to 
side information at low rates (e.g., 16 kh/s), allowed more bits for spectral coef-
ficient coding, and therefore produced mean improvements of +0.52 and +0.36 
on subjective differential improvement tests at bit rates of 16 and 40 kb/s, respec-
tively iSree98b1. Additionally, noise-to-mask ratios (NMRs) were reduced by as 
much as —2.43 for the "harpsichord" critical test item at 16 kb/s. Several archi-
tectures for MPEG-2 AAC real-time implementations were proposed. Some of 
these include [Chen99] rHilp981 [Geye99] ISaka00] [Hong01111Rett011 [Taka011 
[Duen02] [Tsai02]. 

10.4.3.8 Enhanced AAC in MPEG-4 The next section is concerned with the 
multimodal MPEG-4 audio standard, for which the MPEG-2 AAC RM core was 
selected as the "time-frequency" audio coding RM with some improvements. For 
example, perceptual noise substitution (PNS) was included [Herr98a] as part of 
the MPEG-4 AAC RM. Moreover, the long-term prediction (LTP) rOjan991 and 
transform-domain weighted interleave VQ (TwinVQ) Ilwak961 modules became 
part of the MPEG-4 audio. LTP after the MPEG-2 AAC prediction block provides 
a higher coding precision for tonal signals, while the TwinVQ provided scalability 
and ultra-low bit-rate audio coding. 

10.4.4 MPEG-4 Audio (190/1EC 14496-3) 

The MPEG-4 ISO/IEC- 14496 Part 3 audio was adopted in December 1998 after 
many proposed algorithms were tested [Cont96i [EcIle96a] [ISOI96b] [IS0196c] 
for compliance with the program objectives 1180194b1 established by the MPEG 
committee. MPEG-4 audio (Figure 10.12) encompasses a great deal more func-
tionality than just perceptual coding [Koen96] [Koen98] [Koen991. It comprises 
an integrated family of algorithms with wide-ranging provisions for scalable, 
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Figure 10.12. An overview of the fvIPEG-4 audio coder. 

object-based speech and audio coding at bit rates from as low as 200 b/s up 
to ()zl• kb/s per channel. The distinguishing features of MPEG-4, relative to its 
predecessors are extensive scalability, object-based representations, user inter-

activity/04:cl manipulation, and a comprehensive set or coding tools available 
to accommodate almost any desired tradeoff between bit rate, complexity, and 

quality. Efficient and flexible coding of different content (objects) such as nat-

ural audio/speech and synthetic audio/speech became indispensable for some of 

the innovative multimedia applications. To facilitate this, IVIPECI-4 audio pro-

vides coding and composition of natural ;aid synthetic audio/speech content at 

various bit rates. Very low tines are achieved through the use or structured repre-

sentations for synthetic speech and music, such as text-to-speech and MIDI. For 
higher hit rates and "natural audio" speech and music, the standard provides inte-
grated coding tools that make use of different signal models, the choice or which 

is made depending upon desired hit tam, bandwidth, complexity, and quality. 

Coding tools are also specified in terms of MPEG--4 "profiles" that essontiallY 
recommend tool sets for a given level of functionality and complexity. Beyond 

its provisions speci fic to coding of speech Lind audio, MPEG-4 also specifies 
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nocrous sophisticated syStem-level functions for media-independent transport, 

jilt:jail buffer management, syntactic bitstream descriptions, and time-stamping 

ka synchronization of audiovisual information units. 

0,441 MPEG-4 Audio Versions The MPEG-4 audio standard was released 

,4,:veral steps due to timing constraints. This resulted m two different versions 

„i• MPEG-4. Version 1 llS01991 was standardized in February 1999. followed 

by version 2 [1S0100] (also referred as Amendment 1 to version I) in February 

20(X). New. amendments for bandwidth extension, parametric audio extension, 

MP3 on MP4, audio lossless coding, and scalable to lossless coding have also 

1,i.e.n considered in the MPEG-4 audio standard. 
MPEG-4 Audio Version 1. The MPEG-4 audio version I comprises the major-

ity of the MPEG-4 audio tools. These are general audio coding, scalable coding. 

speech coding techniques, structured audio coding. and text-to-speech synthetic 

coding. These techniques can be grouped into two main categories. i.e., na/u-

rot lQuac98b1 and synthetic audio coding (Vitan001. The MPEG-4 natural audio 

oiling part describe', traditional type speech coding and high-quality audio cod-

ing algorithms at bit rates ranging from 2 kb/s to 64 ktils and above. Three types 

of coders enable hierarchical (scalable) coding in MPEG-4 Audio version-I at dif-
ferent bit rates. Firstly, at lower bit rates ranging from 2 kb/s to 6 kb/s, parametric 
speech coding is employed. Secondly, a code excited linear predictive (CELP) 
coding is used for medium bit rates between 6 kb/s and 24 kb/s. Finally, for the 
higher bit rates typically ranging from 24 kb/s. transform-based (time-frequency) 
general audio coding techniques are applied. The MPEG-4 syighetic audio cod:. 
lag part describes the text-to-speech (WS) and structured audio synthesis tools. 
Typically; the structured tools are used to provide effects like echo, reverberation, 
and chorus effects; the TTS synthetic tools generate synthetic speech from text 
parameters. 

MPEG-4 Audio Wrsion 2. While remaining backwards compatible with MPEG-
4 version 1, version 2 adds new profiles that incorporate a number of significant 
system-level enhancements. These include error robustness, low-delay audio cod-
ing, small-step scalability, and enhanced composition [Purn99b1. At the system 
level, version 2 includes a media independent bit stream format that supports 
Streaming, editing, local playback, and interchange of contents. Furthermore in 
version 2, an MPEG-J programmatic system specifies an application programming 
interface (API) for interoperation of MPEG players with JAVA. Version. 2 offers 
improved audio realism in sound rendering. New tools allow parameterization of 
the acoustical properties of an audio scene, enabling features such as immersive 
audiovisual rendering, room acoustical modeling, and enhanced 3-D sound presen-
tation. New error resilience techniques in version 2 allow both equal and unequal 
error protection for the audio bit streams. Low-delay audio coding is employed at 
low bit rates where the coding delay is significantly high. Moreover, to facilitate 
the hit rate scalability in small steps, version 2 provides a highly desirable tool 
called small-step scalahility or fine-grain scalability. Text-to-speech (US) inter-
faces from version I are enhanced in version 2 with a mark-up TTS intended for 
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applications such as speech-enhanced web browsing, verbal email, and story-teu4
on demand. Markup TTS has the ability to process HTMI„ SABLE, and Faditit 
animation pararneter (FAP) bookmarks. 111. 

10.4.4.2 MPEG-4 Audio Profiles Although many coding and proces.si u, 
tools are available in MPFG-4 audio, cost and complexity constraints often die': 
tate that it is not practical to implement all of them in a particular system. Vergtob
I therefore defines four complexity-ranked audio profiles intended to help 
tem designers in the task or appropriate tool subset selection. In order of bit rut:, 
they are as follows. The loir rah' SyllakS1S (mint) prOle provides only wavetable- 
based synthesis and a text-to-speech (TTS) interface. For natural audio processing& 
capabilities, the speech audio protde provides a very-low-rate speech coder a n d a -"- 
CELP speech coder. The scalable audio profile offers a superset of the first two
profiles. With bit rates ranging from 6 to 24 kb/s and bandwidths from 3.5 to 
9 kHz, this profile is suitable for scalable coding of speech, music, and synthetic 
music in applications such ns Internet streaming or narrow-band audio digital 
broadcasting (NAD113). Finally, the main (ILIA) tnydile is a superset of all other 
profiles, and it contains tools for both natural and synthetic audio. 

10.4.4.3 MPEG-4 Audio Tools Unlike MPEG-1 and MPEG-2, the MPEG-
4 audio describes not only a set of compression schemes but also a complete 
functionality for a broad range of applications from low-bit-rate speech coding 
to high-quality audio coding or music synthesis. This feature is cal led the a/2i- 

M.PEG-4 enables scalable audio coding, i.e., variable 'late encoding is 
provided to adapt dynamically to the varying transmission channel capacity. ThiS 
Property is called sr:a/o/Wiry. One of the main features of the MPEG-4 audio is 
its ability to represent the audiovisual content as a set of objects. This enables-
the con/eta-bawd interaciivity. 

Munro/Audio Coding Timis. MH ,:f_;-4 audio [Koen991 integrates a set of tools.
(Figure 10.13) for coding or natural sounds 1Quac98b1 at bit rates ranging from 
as low as 200 h/s up to 64 kb/s per channel. For speech and audio, three distinct 

algorithms are integrated into tlic framework. These include parametric coding, 
CELP coding, and transform coding. The parametric coding is employed for 

hit rates of 2-4 kb/s and 8 khlz sampling rate as well as 4-16 kb/s and 8 or 
16 kHz sampling rates (Section 9.4). For higher quality, narrow-band (8 kHz 

sampl ing rate) and widcband (16 kHz) speech is handled by a CELP speech coded 

operating between 6 and 24 kb/s. For generic audio at bit rates above 16 kb/s, 
a tune/frequency perceptual coder is employed, and, in particular, die MPEG-
2 AAC algorithm with extensions for line-grain bit-rate scalability 1Park971 is 

specified in MPEG-4 version I RM as the time-frequency coder. The multi modal 

framework of MPEG-4 audio allows the user to tailor the coder characteristics 

to the program material. 
Synihein: Audis CodinK TOol.v. While the earlier MPE,G standards treated only 

natural audio program material, the MPEG-4 audio achieves very-low-rate coding 
by supplementing its natural audio coding techniques with tools for synthetic 
audio processing [Sche98a1 (Schell I 1 and interfaces for structured, high level 
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Figure 10.13. TSO/IEC MPEG-4 integrated tools for audio coding (11(0en991). 

20 kHz 

audio representations. Chief among these are the text-to-speech interface (TTSI) 

and methods for score-driven synthesis, The TTSI provides the capability for 
200-1200 b/s transmission of synthetic speech that can be represented in terms 
of either text only or text plus prosodic parameters such as a pitch contour or a 
set of phoneme durations. Also, one can specify the age, gender, and speech rate 
of the speaker. Additionally, there are facilities for lip synchronization control, 
international language, and dialect support, as well as controls for pause, resume, 
and jump forward/backward. The TTSI specifies only an interface rather than a 

normative speech synthesis methodology in order to maximize implementation 

flexibility. 
Beyond speech, general music synthesis capabilities in MPECi-4 are provided 

by a set of structured audio tools ISche98a] 1Sche98d1 1Sche98e1. Synthetic 
sounds are represented using the structured audio orchestra language (SAOL). 

SAOL [Sche98d] treats music as a collection of instruments. Instruments are 

then treated as small networks of signal-processing primitives, all of which can 
be downloaded to a decoder. Some of the available synthesis methods include 

wavelable, FM, additive, physical modeling, granular synthesis, or nonparametric 
hybrids of any of these methods (Sche98c]. An excellent tutorial on these and 
other structured audio methods and applications appeared in tVerc981. The 

SAOL instruments are controlled at the decoder by "scores" or scripts in the 
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structured audio score language (SASE). A score is a time sequenced set o . 
commands that invokes various instruments :ti• specific times to contribute 
outputs to an overall performance. SASE provides significant flexibility in that not 
only can instruments he control led, had the existing sounds call be modified, For l 
those situations in which bee control is not required, structured audio in M000-
4 also provides backward compatibility with the MIDI protocol. Moreover, a
standardized "wavetable bank format-  is available for low-functional ity fermi_ 
ours IKoen991. In the next seven subsections, i.e., 10.4.4.4 through 10.4.)1. 10, we 
describe in detail the features and fools (Figure. 10. 12) integrated in the MPEG-
4 audio. 

10.4.4.4 MPEG-4 General Audio Coding The IMPEG-4 General Audio 
Coder (GAG) IGri1991 has the most vital and versatile functionality associated 
with the MPEG-4 tool-set that covers the arbitrary natural audio signals. The0 
MPEG-4 GAC is often cal led as the "al l-round" coding system among lhe NaPEc,_
4 audio schemes and operates at hit rates ranging from 0 to 300 lai/s and at 
sampling rates between 7.3:5 kHx and 90 kHz. The MPEG-4 GA coder is built 
around the MPEO-2 AAC (Figure 10.10 discussed in Section 10.4.3) along with 
sonic extended features and coder configurations highlighted in Figure 10. 14. 
These features are given by the perceptual noise stilistitution (PNS), long-term 
Prediction (LIP), Twin VQ. coding, and scalahility. 

Pere:4)(11ot Notse Subsiiholort. (PNS). The PIN'S exploits the fact that a ran-
dom noise process can be used to model efficiently transform-coefficients ill 
noise-lilee frequency subbands, provided the noise vector has an appropriate tem-
poral fine structure ISchtt901. Fiit-rate reduction is realized since only a compact, 
parametric representation is required for each PNS subhand (i.e., noise energy) 
rather than full quantization and coding of .subhand transform coefficients. The 
PNS technique was integrated into the existing AAC bitstream definition in a 
backward-compatible manner. Moreover, PNS actually led to reduced decoder 
complexity since pseudo-random sequences are less expensive to compute than 
Huffman decoding operations. 'flet-0'0re. in order to improve the coding (Ail 
cieney, the following principle of PNS is employed. 11. 

The PNS acronym is composed from the following: izerepturit coding + 
vdigti(ate parametric form of noise-like signals, i.e.. PNS allows frequency-
selective parametric encoding of noise-like. components. These noise- l ike corn-, 
ponerits are detected based on a scale-factor band and are grouped into separate 
categories. The spectl'al coel ficints corresponding to these categories are not 
quanti -ted and are excluded from the coding process. Furthermore, only a noise 
substitution Flag along with the total power of these spectral coefficients are trans-
mitted For each band. At the decoder, the spectral coefficients are replaced by 
the pseudo-random vectors with the desired target noise. power. At a hit 1-ate of 

32 kb/s, a mean improvement due no PINS of +0.01 on the comparison mean 

opinion score (CMOS) test (for critical test items such as speech, castanets, 
and complex sound !fixtures) was reported ill Itlerr9 ttl. The multichannel ENS 
modes include some provisions for binaural masking level difference 113M..1_,D) 
compensation. 
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Long-Term Prediction (LTP). Unlike the noise-like signals. the tonal .signak 
require higher coding precision. In order to achieve a required coding precision
(2(1 dB for tone-like and 6 dB for noise-like signals), the long-term prediction
(LTP) technique [Ojan99] is employed. In particular, since the tonal signal Com_ 
portents are predictable, the speech coding pitch prediction techniques [Span941 
can be used to improve the coding precision. The only significant difference 
between the prediction techniques performed in a common speech coder and in
the MPEG-4 GA coder is- that in the latter case, the LTP is performed in the
frequency domain, while in speech emlecs the LTP is carried out in the time
domain. A brief description of the LTP scheme in MPEG-4 GA coder follows. 
First, the input audio is transformed to frequency domain using an analysis filter 
hank and later a TNS analysis filter is employed for shaping the noise artifack, 
Next, the processed spectral coefficients are quantized and encoded. For pre_ 
diction purposes, these quantized coefficients are transformed back to the time 
domain by a synthesis filter hank and the associated TNS operation. The optimum 
pitch lag and the gain parameters are determined based on the residual and the 
input signal. In the next step, both die input signal and the residual are mapped 
to a spectral representation via the analysis tiller bank and the forward TNS filter 
hank. Depending on which alternative is more favorahle, coding of either the 
difference signal or the original signal is selected on a scale-factor basis. This 
is achieved by means of a so-called frequency-selective switch (FSS), which is 
also used in the contexl of the MPEG-4 GA scalable systems. The complexity 
associated with the LTP in MPEG-4 GA scheme is considerably (50%) reduced 
compared to the MPEG-2 AAC prediction scheme 1Gril991. 

Twin VQ. Twin VQ ljwak961 [I lwan01 l t1wak0Ii is an acronym of theTran4iwin-
domain Weighted Interleave Vector Quantization. The Twin VQ performs vec-
tor quantization of the transformed spectral coefficients based on a perceptually 
weighted model. The quantization distortion is controlled through a perceptual 
model I lwak96.1. The Twin VQ provides high coding efficiencies even for music 
and tonal signals at extremely low bit rates (6-8 kb/s), which CELP coders fail to 
achieve. The Twin VQ performs quantization of the spectral coefficients in two steps 
as shown in Figure I O. I 5. First, the spectral coefficients are flattened and normalized 
across the frequency axis. Second, the flattened spectral coefficients ale quantized 
based on a perceptually weighted vector quantizer. 

From Figure 10.15, the first step includes a linear predictive coding, periodicity 
computation, a Bark scale spectral estimation scheme, and a power computation 
block. The LPC provides the overall spectral shape. The periodic component 
includes information on the harmonic structure. The Bark-scale envelope coding 
provides the required additional flattening of the spectral coefficients. The nor-
malization restricts these spectral coefficients to a specific target range. In the 
second step, the flattened and normalized spectral coefficients are interleaved Into 
subvectors. Based on some spectral properties and a weighted distortion measure. 
perceptual weights are computed for each subvector. These weights are applied 
to the vector quantizer (VQ). A conjugate-structure VQ that uses a pair of code 
books is employed. More detailed information on the conjugate structure VQ can 
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he obtained from tKata93I I Kata961. The MPEG-4 Audio Twin VQ scheme pro, 
vides audio coding at ultra-low bit rates (6-8 kills) and supports the perceptual
control of the quantization distortion. Comparative tests of MPEG AAC Wi th
and without Twin VQ tool were performed and are given in 11S01981. Further. 
more, the Twin VQ tool has provisions for scalable audio coding, which will be
discussed next. 

104.4.5 MPEG-4 Scalable Audio Coding MPEG-4 scalable audio ceding 
implies a variable rate encoding/decoding of bitstreams at bit rates that cap ih
adapted dynamically to the varying transmission channel capacity [G ri 1971 [ Purky7i 
I Herr981111Creu02.1. Scalable coding sc hemestBran94h1 generate partial bitstrealm; 
that can be decoded separately. Therefore, encoding/decoding of a subset of the total 
bitstream will result in a valid signal at a lower bit rale. The various types of sealahi I. 
ity IGriI.971are given by. signal-to-noise ratio (SNR) scalahility, noise-to-mask ratio 
(NMR) satiability, audio bandwidth seal ab i I ity, and bit-rate se:liability, The bit.rato
scalahility is considered to be one of the core functionalities of the MPEG-4 audfn 
standard. Therefore, in our discussion on the MPEG-4 scalable audio coding, we will 
consider only the hit-rate solubility and the various scalable coder configuration 
described in the standard. 

The MPEG-4 bit-rate satiability scheme (Figure 10.16) allows an encoder I 
transmit bitstreams at a high hit rate, while decoding successfully a low-ra 
bitstream contained within the high-rate code. For instance, if an encoder trim 
mils bitstreams at 64 kb/s, the decoder can decode at bit rates of 16, 32, o 
64 kb/s according to channel capacity, receiver complexity, and quality regal 
mots. Typically, scalable audio coders constitute several layers. i.e., a core lay 
and a series of enhancement layers. For example, Figure 10.16 depicts one co 
layer and two enhancement layers. The core layer encodes the core (main) audit. 
stream, while the enhancement layers provide further resolution and scalahility. I; 
particular, in the first stage, the core layer encodes the input audio, s(0. hese. 
on a conventional lossy compression scheme. Next, an error signal (residual)i, 
Ea tit) is calculated by subtracting the reconstructed signal, g(n) (that is obtained 
by decoding the compressed bitstream locally) from the input signal, s(n); 111
the second stage (first enhancement layer). the error signal E1 (a) is encoded t..
obtain the compressed residual, el (n). The above sequence of steps is repute 
for all the enhancement layers. 

To further demonstrate this principle we consider an example (Figure 10.1q 
where the core layer uses 32 kb/s, and the two enhancement layers employ .14 
rates of 16 this and 8 kb/s, and the final sink layer supports 8 kbls codingA 
Therefore, if no side information is encoded, then the coding rate associated 
with the codec is 64 kb/s. At the decoder, one can decode this multiplexed audio 
bitstream at various rates, i.e., 64, 32, or 40 kb/s, etc., depending up on the bit--rate 
requirements, receiver complexity, and channel capacity. In particular, the core 
bitstream guarantees reconstruction of the original input audio with minimum, 
artifacts. On top of the core layer. additional enhancement layers are added to 
increase the quality of the decoded signal. 
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Scalable audio coding finds potential applications in the fields of digital at
broadcasting, mobile multimedia communication, and streaming audio. it su
ports real-time streaming with a low buffer delay. One of the significant exteu. . 
sions of the MPEG-4 scalable audio coding is theft/le-grain satiability [Kit-1101 1 
where a bit-sliced irrithmetic aiding (BSAC) p(im02a1 is used. In each frame, hit 
planes are coded in the order of significance, beginning with the most significant
hits (MSBs) and progressing to the LSBs. This results in a fully embedded ceder
containing all lower-rate tutees. The BSAC and tine-grain scalability conckw 
arc explained below in detail. 

Fine-Grain Satiability. It is important that hit-rate scalability is achieved with-
out significant coding efficiency penalty compared to fixed-bit-ratensiyest

fi
ertils

ga
,ran1ii(1,.

with low computational complexity. This can be achieved using 
scalability technique IPurn99111 [KimIll I. In this approach, bit.sliced aithrneri* 
coding is employed along with the combination of advanced audio coding tools 
(Section 10.4.2). In particular, the noiseless coding of spectral coefficients and 
the scale-factor selection scheme is replaced by the BSAC technique Mat pro-
vides scalability in steps of I kb/s/channel. The I3SAC scheme works as follows. 
First, the quantized spectral values are grouped into frequency bands, each of 
these groups contain the quantized spectral values in the binary form. Then the 
bits of each group are processed in slices and in the order of significance, begin-
ning with the MSBs. These bit-slices are then encoded using an arithmetic coding 
technique (Chapter 3). Usually, the. I3SAC technique is used in conjunction with 
the MPEG-4 GA tool, where the I hail-Ian coding is replaced by this special type 
()I' arithmetic coding. 

10.4.4.6 MPEG-4 Parametric Audio Coding In research proposed as part 
of an MPEG-4 "core experiment" IPurn97I, Purnhagen at the University of Han-
nover developed in conjunction with Deutsche Telekom Berkom an object-based 
algorithm. In this approach. harmonic sinusoid, individual sinusoid, and colored 
noise objects were combined in a hybrid source model to create a paramet-
ric signal representation. The enhanced algorithm, known as the, "Harmonic. 
and Individual Lines Plus Noise" (I-11LN I I Purn00al IPtiralObl is architecturally 
very similar to the original ASAC lEdle961)] IEdle9ecl [Purn981 I,Purn99al, with. 
some modifications. The parametric audio coding scheme is a part of MPEG-4. 
version 2, and is based on the I IILN scheme (see also Section 9.4). This tech-
nique involves coding of audio signals at bit rates of 4 kb/s and above bused 
on the possibilities of modirying the playback speed or pitch during clecod-
Mg. The parametric, audio coding tools have also been extended to high-qualic 
audio [Oom03I.

10.4.4.7 MPEG-4 Speech Coding The MPEG-4 natural speech coding 
tool fEd1e991 INish99I provides a generic coding, framework for a wide range 
or applications with speech signals at bit rates between 2 kb/s and 24 Ws. The 
MPEG-4 speech coding is based on two algorithms, namely, harmonic vector 

excitation codilg, ('1-1VX(2) and code excited linear predictive coding (CEL,P). The 
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!iv X-C algorithm, essentially based on the parametric representation of speech, 
ii,didles very low hit rates of 1.4-4 kb/s at a sampling rate of 8 kHz. On the other 

and, the CELP algorithm employs multipulse excitation (MPE) and regular-pulse 
axeitation (RPE) coding techniques (Chapter 4); and supports higher bit rates of 

24 kb/s operating at sampling rates of 8 kHz and 16 kHz. The specifications 
;ed MPEG-4 Natural Speech Coding Tool Set ate summarized in Table 10.4. 

In all the aforementioned algorithms, i.e., HVXC, CELP-MPE. and CELP-
RpE, the idea is that an LP analysis filter models the human vocal tract while an 
excitation signal models the vocal chord and the glottal activity. All the three con-
figurations share the same LP analysis method, while they generally differ only 

In the excitation computation. In the LP analysis, first, the aulocon-clation coeffi-
cients of the input speech are computed once every 10 ms and are converted 

to LP coefficients using the Levinson-Durbin algorithm. The LP coefficients 
are transformed to line spectrum pairs using Chehyshev polynomials [Kaha861. 
These are later quantized using a two-stage, split-vector quantizer. The exci-
tation signal is chosen in such a way that the error betwee❑ the original and 
reconstructed signal is minimized according to a perceptually weighted distortion 
measure. 

Multiple Bit Rates/Sampling Rates. Scalability. The speech coder family in 
MPEG-4 audio is different from the standard speech coding algorithms (e.g., 
ITU-T G.723,1. G.729, etc.). Some of the salient features and funetionalities 
(Figure 10.17) of the MPEG-4 speech coder include multiple sampling rates and 
bit rates, bit-rate scalability 1Gril97J. and bandwidth scalahility lNomu98I. 

The multiple hit rates/sampling rates functionality provides flexible bit rate 
selection among multiple available hit rates (1.4-24 kb/s1 hosed on the channel 
conditions and the bandwidth availability (8 kHz and 16 kHz): At lower hit rates, 
an algorithmic delay of the order of 30-40 ms is expected, while at higher hit 

Table 10.4. Ml'EG-4 speech coding sampling rates and bandwidth 
specifications lEdle991. 

Specification HVXC CELP-MPE CELP-RPE 

Sampling 8 8, 16 16 
frequency 
(kHz) 

13it rate (kb/s) 1.4-4 3.85 23.8 10.9-23,8 
58 Bit rates 31) Bit rates 

Frame size 10-40 10-40 10-20 
(ills) 

Delay (ins) 33.5-56 —15-45 
Features Multi-hit-rate Multi-bit-rate coding, Multi-bit-rate 

coding, bit-rate bit-rate scalahility, coding, hit-rale 
scalahility bandwidth scalability 

scalability 
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15-25 ms delay is common. The bit-rote scalability feature allows a wide 
range of bit rates (2-24 kb/s) in step sizes of as low as 100 b/s. Both HVXC and 
cup tools can be used to realize bit-rate scalability by employing a core layer 

and a series or enhancement layers at the encoder. When the I1VXC encoding is 

used, one enhancement layer is preferred, while three hit-rate scalable enhance-
ment layers may he used for the CELP codec [Gril97]. Bonchvidtb scalability 
improves the audio quality by adding an additional coding layer that extends the 
transtnitted audio bandwidth. Only CELP-RPE and CELP-MPE schemes allow 
nnndwidth scalability in the MPEG-4 audio. Furthermore, only one bandwidth 
,calable enhancement layer is possible INomu98] [Herr0Oal, 

10.4.4.8 MPEG-4 Structured Audio Coding Structured audio (ISM, intro-
duced by Vercoe et al., Vere98} presents a new dimension to M PEG-4 audio, primar-
ily due to its ability to represent and encode efficiently the synthetic audio and mul Li-
mediacontent.The MPEG-4SA tool ISche98a1 [Sche98el [Sche99a] [Sche99hl was 
developed based on rt synthesizer-description language called the Csound [Verc951, 
developed by Vercoe at the MIT Media Labs. Moreover, the MPEG-4 SA tool inher-
its features from "Netsound" ltase961, a structured audio experiment carried out by 
Casey et 0/. based on the Csound synthesis language. Instead of specifying if syn-
thesis method, the MPEG-4 SA describes a special language that defines synthesis 
methods. In particular, the MPEG-4 SA tool defines a set of syntax and seman-
tic rules corresponding to the synthesis-description language called the Structured 
Audio Orchestra Language (SAOL) [Sche98d1. A control (score) language called 
the Structured Audio Score Language (SASL) was also defined to describe the details 
of the SAOL code compaction. Another component, namely, the Structured Audio 
Sample Bank Format (SASBF) is used for the transmission of data samples in blocks. 
These blocks contain sample data as well as details of the parameters used for select-
ing optimum wave-table synthesizers and facilitate algorithmic modifications. A 
theoretical basis for the SA coding was established in [Sche0 11 based on the Kol-
mogorov complexity theory. Also, i [Sche0 I 1, Scheirer proposed a new paradigm 
called the generalized audio coding in which SA 011COMPLIS S all other audio cod-
ing techniques. Furthentore, treatment of structured audio in view of both Iossless 
coding and perceptual coding is also given in [Sche01 j. 

The SA bitstream available at the MPEG-4 SA decoder (Figure 10.18) con-
sists of a header, sample data, and score data. The SAOL decoder block acts 
as an interpreter and reads the header structure. It also provides the informa-
tion required to reconfigure the synthesis engine. The header carries descriptions 
of several instruments, synthesizers, control algorithms, and routing instructions. 
The Event List and Data block obtains the actual stream of data samples, and 
parameters controlling algorithmic modifications. In particular, the bitstream data 
consists of access units that primarily contain the list or events. Furthermore, 
each event refers to an instrument described (e.g., in the orchestra chunk) in 
the header [Sche011. The SASL decoder block compiles the score data from 
the SA bitstream and provides control sequences and signals to the synthesis 
engine via a run-time scheduler. This control information determines the time at 
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which the events (or commands) are to he dispatched in order to create notes (or
instances) of an instrument. Each note produces some sound output. Finally., 411
these sound outputs (corresponding to each note) are added, in order to create th, 
overall orchestra output. in Figure 10.18, we represented the run-time scheduler 
and trronfigurahte synthesis engine blocks separately, however, in practice they 
are usually combined into one block. er 

As mentioned earlier, the structured audio tool and the text-to-speech (1"Ts) 
fall in the synthetic audio coding group. Recall that the structured audio tools con. 
vent structured representation into synthetic sound, while the TTS tools translate 
text to synthetic speech. In both these methods, the particular synthesis method 
or implementation is not defined by the MPEG-4 audio standard; however, the 
input-output relation for SA and the TTS interface are standardized. The next 
question that arises is how the natural and synthetic audio content can he mixed. 
This is typically carried out based on a special format specified by the MPEG-4 
namely. the Audio Binary Format for Scene Description (AudioBIES) ISche98e1. 
AudioBIFS enables sound mixing, grouping, morphing, and effects like echo 
(delay), reverberation (feedback delay), chorus, etc. 

10.4.4.9 MPEG-4 Low-Delay Audio Coding Significantly large algorithmic 
delays (of the order of 100-200 ins) in the MPEG-4 GA coding tool (discussed 
in Section 10.4.4,4) hinder its applications in two-way, real-time communica-
tion. These algorithmic delays in the GA coder can be attributed primarily to 
the analysis/synthesis filter bank window, the look-ahead, the bit-reservoir, and 
the frame length. In order to overcome large algorithmic delays, a simplified 
version of the GA tool, i.e., the MPEG-4 low-delay (I-D) audio. coder has been 
proposed Il-ferr98c1 1flerr99.1. One of the main reasons for the wide proliferation 
of this tool is the low algorithm delay requirements in voice-over Internet protocol 
(V.0.1P) applications. In contrast to the lTU-T G.728 speech standard that is based 

SA 
Bitstream 

DEMUX. 
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Figure 10.18. MPEG-4 SA decoder (alter liSche984). 
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pp the LD-CELP [G728], the MPEG-4 LD audio coder [Alla99] is derived from 

the GA coder and MPEG-2 AAC. The ITLI-T G.728 LD-CELP algorithm operates 

op speech frames of 2.5 ms (20 samples) at a sampling rate of 8 kHz and results 

in an algorithmic delay, of 0.625 ms (5 samples). On the other hand, the MPEG-4 

LI) audio coding tool operates on 512 or 480 samples at a sampling rate of up to 

is kHz with an overall algorithmic delay of 20 ms. Recall that the GA tool that is 

1,,,,ed on the MPEG-2 AAC operates on Frames of 1024 or 960 samples. 
"lice delays due to the analysis/synthesis filter-bank window can be reduced by 

cniploying shorter windows. The look-ahead delays-can be avoided by not employ-
the block switching. To reduce pre-echo distortions (Sections 6.9 and 6.10), 

iNS is employed in conjunction with window shape adaptation. In particular, for 
nentransient parts of the signal, a sine window is used, -while a so-called low-
overlap window is used in ease of transient signals to achieve optimum TNS 
performance fPurn99h1 [ISOM. Although most algorithms are fixed rate, the 
instantaneous bit rates required to satisfy masked thresholds on each frame are 

in fact time-varying. Thus, the idea behind a hit reservoir is to store surplus bits 
during periods of low demand, and then to allocate hits from the reservoir during 
localized periods of peak demand, resulting in a time-varying instantaneous bit 
rate but at the same time a lixed average bit rate. However, in MPEG-4 LD audio 
codec, the use of the bit reservoir is minimized in order to reach the desired target 
delay. 

Based on the results published in [Alla99] 1Herr991 [Purn99b] IISOI001, the 
MPEG-4 LD audio codec performs relatively well compared to the MO coder 
at a bit rate of 64 kb/s/channel. It can also be noted from the MPEG-4 version 2 
audio verification test [ISOIO0l, the quality measures of MPEG-2 AAC at 24 kb/s 
and MPEG-4 LD audio codec at 32 kb/s can be favorably compared. Moreover. 
the MPEG-4 LD audio codec [Herr98e] f Alla99l flierr991 outperformed the ITU-
T G.728 LD.CELP fG7281 for the case of coding both music and speech signals. 
However. as expected, the coding efficiency in the case of MPEG-4 LD codec is 
slightly reduced compared to its predecessors, MPEG-2 AAC and MPEG-4 GA. 
It should be noted that this reduction in the coding efficiency is attributed to the 
low coding delay achieved. 

10.4.4.10 MPEG-4 Audio Error Robustness Tool One of the key issues 
M in achieving reliable transmission over noisy and fast time-varying channels is 

the bit-rate scalability feature (discussed in Section 10.4.4.5). The bit-rate scala-
bility enables flexible selection of coding features and dynamically adapts to the 
channel conditions and the varying channel capacity. However, the bit-rate scala-
Miry feature alone is not adequate for reliable transmission. The error resilience 
and error protection tools are also essential to obtain high quality audio. To 
this end, the MPEG-4 audio version 2 is fitted with codee-specific error robust-
ness techniques 1Purn99111 IIS01001. In this subsection, we will review the error 
robustness and equal and unequal error protection (EEP and UEP) tools in the 
MPEG-4 audio version I. In particular, we discuss the error resilience ISpertlIA 
iSper021, error protection [Purn99b1 fMeinOl], and erwr concealment [Spero 1] 
functionalities that are primarily designed for mobile applications.
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The main idea behind the error resilience and protection tools is to proyl 
better protection to sensitive and priority (important) bits. For iirsuinec. the and 
frame header requires maximum error robustness; otherwise. transmission 
in the header will seriously impair the entire audio frame. The codewords 
responding to these priority bits are called the priority codewords (PCW). 
error resilience tools available in the MPEG-4 audio version 2 are classified ink, 
three groups: the Hoffman codeword reordering (HCR), the reversible variahk 
length coding (RVLC), and the virtual codehooks (VCB11). In the HCR tech. 
pique, some of the codewords. e.g.. the PCWs, are sorted in advance and placed 
at known positions. First, a presorting procedure is employed that reorders tliv 
codewords based on their priority. The resulting PCWs are placed such that :al
error in one codeword will not affect the subsequent codewords. This can Iv 
achieved by defining segments of known length (LNEG) and placing the PCWN 

at the beginning of these segments. The non-PCWs are filled into the gaps ILI !, 
by the PCWs, us shown in Figure 10. 19. 

The various applications of reversible variable length codes (RV 1_,C) ITaki9.5 
Wen9ftI [Tsai() 1 -I in i mage codi ng ha ve inspired re-searchers to consider them in error_ 

ivsi hem le,;Thnnities t'tn. MpEG-4 audio. RVT.0 codes :ire used instead or I ItilIntan 
codes for jacking the scale factors in nn AAC hitstreani. The RVI.f codes are 
(symmetrically) designed to enable both forward and backward decoding without 
affecting the coding efficiency. In particular, RVLCs allow instantaneous decoding 
in both directions that provides error robustness- and significantly reduces the effects 
of bit errors in delay-constrained real-time applications. The next important 1001 
employed for errorresilience is the virtual codehook 1 1 (VCB 1). Virtual codeboas 
are used to detect serious errors within spectral data IPurn99h1 i IS010(IJ. error 
robustness whniques are coder specific te4, AAC and 13SAC hnstresins). For 
extinple, AAC supports the FICR, the RVIK, and the VC13 I 1 error-resilient look 
Chi the other hand, MAC supports seg.] nerffed binary arithmetic coding, I iscnout to 
avoid trror propagation within spectral data. 

4 Before codeword reordering 
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The MPEG-4 audio error protection tools include cyclic redundancy check 
( .1z(-:), forward error correction (FEC), and interleaving. Note that these tools 

„,.,2 inspired by some of the error correcting/detecting features inherent in the 
i.„iivolutional and block codes that essentially provide the controlled redundancy 

desired for error protection. Unlike the error-resilient tools that are limited only to 

the AAC and BSAC bitstreams, the error protection tools can be used in conjunc-

tion with a variety of MPEG-4 audio tools, namely, General Audio Coder (LIP 

and TwinVQ), Scalable Audio Coder, parametric audio coder (HILN), CELP, 
HVXC, and low-delay audio coder. Similar to the error-resilient tools, the first 

step in the EP tools is to reorder the hits based on their priority and error sensi-
tiveness. The bits are sorted and grouped into different classes (usually 4 or 5) 
according to their error sensitivities. For example, consider that there are four 

error-sensitive classes (ESC), namely, ESC-0, ESC-I, ESC-2, and ESC-3. Usu-

ally, header bitstream or other very important bits that control the syntax and the 
global gain are included in the ESC-O. While the scale factors and spectral data 
(spectral envelope) are grouped in ESC-1 and ESC-2, respectively. The remain-

ing side information and indices of MDCT coefficients are classified in ESC-3. 

After reordering (grouping) the bits, each error sensitive class receives a different 
error protection depending on the overhead allowed for each configuration. CRC 
and systematic rate-compatible punctured convolutional code (SRCPC) enable 
error detection and forward error correction (FEC). The SRCPC codes also aid in 
adjusting the redundancy rates in small steps. An interleavcr is employed typically 
to deconcentrate or spread the burst errors. Shortened Recd-Solomon (SRS) codes 
are used to protect the interleaved data. Details on the design of Reed-Solomon 
codes for MPEG AAC are given in [Eluan02j. For an in-depth treatment on the 
error correcting and error detecting codes refer to Lin82] 

10.4.4.11 MPEG-4 Speech Coding Tool Versus ITU-T Speech 
Standards it is noteworthy to compare the MPEG-4 speech coding tool against 
the ITU-T speech coding standards. While the latter applies source-filter configu-
ration to model the speech parameters, the former employs a variety of techniques 
in addition to the traditional parametric representation. The MPEG-4 speech cod-
ing tool allows bit-rate satiability and real-time processing as well as applications 
related to storage media. The MPEG-4 speech coding tool incorporates algorithms 
such as the TwinVQ, the BSAC, and the H V XC/CEI .P. The MPEG-4 speech cod-
ing tool also accommodates multiple sampling rates. Error protection and error 
resilient techniques arc provided in the MPEG-4 speech coding tool to obtain 
improved performance over error-prone channels. Other important features that 
distinguish the MPEG-4 tool from the ITU-T speech standards are the content-
based interactivity and the ability to represent the audiovisual content as a set of 
objects. 

10.4.4.12 MPEG-4 Audio Applications The MPEG-4 audio standard finds 
applications in low-bit-rate audio/speech compression, individual coding of nat-
ural and synthetic audio objects, low-delay coding, error-resilient transmission, 
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and real-time audio transmission over packet-switching networks such as Ilse 
Internet [Diet:961 MPEG-4 tools allow parameterization of the acouNtie/ii 
properties of an audio scene, with features such as immersive audiovisual render_ 
ing (virtual 3-D environments [Kau98-1), room acoustical modeling, and enhanced 
3-1) sound presentation. MPEG-4 finds interesting applications in remote robot 
control system design 1-1<im02bil. Streaming audio coders have also been pm. 
posed as a result of the MPEG 4 standardization efforts. 

Applications of MPEG-4 audio in DRM digital narrOwband broadcasting 
(DNB) and digital multimedia broadcasting (DMB) are given in {Diet(N)1 
and {GruhOl I, respectively. The general audio coding tool provides the necessary 
infrastructure for the design of error-robust scalable coders [Mori0Ob1 ancl 
delivers improved speech/audio quality IMoori004 The "bit rate scalability-
and "error resilience/protection" tools of the MPEG-4 audio standard dynamically 
adapt to the channel conditions and the varying channel capacity. Other important 
application-oriented features of MPEG-4 audio include low-delay bi-directional 
audio transmission, content-based interactivity, and object-hased representation. 
Real-lime implementation of the MPEG-4 audio is reported in I I lilp001 IMesa001 
Penal) I ]. 

10.4.4.13 Spectral Band Replication and Parametric Stereo Spectral 
band replication (SBR) IDiet021 and parametric stereo (PS) ISchu041 are the 
two new compression techniques recently added to the MPEG 4 audio standard 
PS01034 The SBE technique is used in conjunction with a conventional coder 
such as the MP3 or the MPEG AAC. The audio signal is divided into low- and 
high-frequency bands. The underlying core coder operates at a reduced sam-
pling rate and encodes the low-frequency band. The SBR technique operates at 
the original sampling rate to estimate the spectral envelope associated with the
input audio. The spectral envelope along with a set of control parameters are
encoded and transmitted to the decoder. The control parameters contain infor-
mation regarding the gain and the spectral envelope level adjustment of the high a.
frequency components. At the decoder, the SBR reconstructs the high frequencies 1111
based on the transposition of the lower frequencies. 

aacPlus v I is the combination of AAC and SBR and is standardized as the 
MPEG 4 high-efficiency (HE)-AAC [IS0103c1 liWolt031. Relative to the con-
ventional AAC, the MPEG 4 HE-AAC results in bit rate reductions of about 
30% IWolt031. The SBR has also been used to enhance the performance of MP3 
{Zieg02] and the MPEG layer 2 digital audio broadcasting systems 1Gros031. 

aacPlus v2 [Purn031 adds the parametric stereo coding to the MPEG 4 HE-
AAC standard. In the PS encoding [Schu04], the stereo signal is represented 
as a monaural signal plus ancillary. data that describe the stereo image. The 
stereo image is described using four different PS parameters, i.e., inter-channel 
intensity differences (lID), inter-channel phase differences (IPD), inter-channel 
coherence (IC), and overall phase difference (OPD). These PS parameters can 
capture the perceptually relevant spatial cues at hit rates as low as II) kb/s 
[Bree04]. 
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10.4.5 MPEG-7 Audio (ISO/IEC 15938-4) 

mpEG-7 audio standard targets content-based multimedia applications [ISOM 1.11]. 
mpe,G-7 audio supports a broad range of applications [1S0101d1 that include 

ti lti medi a indexing/searching, multimedia editing, broadcast media selection, 

and multimedia digital library sorting, Moreover, it provides ways for efficient 
audio file retrieval and supports both text-based and context-based queries. It 
is important to note that MPEG-7 will not replace MPEG-1, MPEG-2 BC/LSF, 
MPEG-2 LAC, or MPEG-4. It is intended to provide complementary functional-
ity to these MPEG standards. If MPEG-4 is considered as the first object-based 
multimedia representation standard, then MPEG-7 can be regarded as the first 
content-based standard that incorporates multimedia interfaces through descrip-
tions. These descriptions are the means of linking the audio content features and 
attributes with the audio itself. Figure 10.20 presents an overview of the MPEG-7 
audio standard. This figure depicts the various audio tools, features, and profiles 
associated with the MPEG-7 audio. Publications on the MPEG-7 Audio Standard 
include [Lind99] [Nack99a] [Nael(991,CLind001 [1S010 1 b] [IS010 1 el ILind0 I 
[Quac011 [Manj021. 

Motivated by the need to exchange multimedia content through the World 
Wide Web, in 1996, the ISO/IEC MPEG workgroup worked On a project called 
"Multimedia Content Description Interface" (MCDI) — MPEG-7, A working draft 
was formed in December 1999 followed by a final committee draft in February 
2001. Seven months later, MPEG-7 ISO/IEC 15938: Part 4 Audio, an inter-
national standard (IS) for tymteni-based multimedia applications was published 
along with seven other parts of the MPEG-7 standard (Figure 10.20). Figure 10.20 
shows a summary of various features, applications, and profiles specified by the 
MPEG-7 audio coding standard. 

10.4.5.1 MPEG-7 Parts MPEG-7 defines the following eight parts [MPEG] 
(Figure 10.20): MPEG-7 Systems. MPEG-7 DDL, MPEG-7 Visual, MPEG-7 
Audio, MPEG-7 MDS, MPEG-7 Reference Software IRS). MPEG-7 Confor-
mance Testing (CT), and MPEG-7 Extraction and use of Descriptions. 

MPEG-7 Systems (Part l) specifics the binary format for encoding MPEG-7 
Descriptions; MPEG-7 DDL (Part II) is the language for defining the syntax of 
the Description Tools. MPEG-7 Visual (Part III) and MPEG-7 Audio (Part IV) 
deal with the visual and audio descriptions, respectively. MPEG-7 MDS (Part 
V) defines the structures for multimedia descriptions. MPEG-7 RS (Part VI) 
is a unique software implementation of certain parts of the MPEG-7 Standard 
with noninformative status. MPEG-7 CT (Part VII) provides the essential guide-
lines/procedures for conformance testing of MPEG-7 implementations. Finally, 
the eighth part, addresses the use and formulation of a variety of description tools 
that we will discuss later in this section, 

In our discussion on MPEG-7 Audio, we refer to MPEG-7 DDL and MPEG-
7 MDS parts quite regularly. mostly due to their interconnectivity within the 
MPEG-7 Audio Framework. Therefore, it is necessary that we introduce these 
two parts first, before we move on to the MPEG-7 Audio Description Tools. 
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Description Definition Language (DDL) 

DS2

NOTE: 
1. Descriptors (Ds) are the features and attributes associated with an audio waveform 

2. The structure and the relationships among the descriptors are defined by a Description 
Scheme (DS) 

3. Description Definition Language (DDL) defines the syntax necessary to create, extend, 
and combine avariety of DSs and Ds 

Irigurc 10.21. Some essential building blocks of MPEG-7 standard: descriptors (Ds), 
description schemes (DSs), and description definition language (DDL). 

MPEG-7 Desc:ription Definition Language .(DDL) — Par1II. We mentioned ear-
lier that MPEG-7 incorporates multimedia interfaces through deseriptorv. These 
descriptors are the features and attributes associated with the audio. For example, 
descriptors in the case of MPEG-7 Visual part describe the visual features such as 
color, resolution, contour, mapping techniques, etc. A group of descriptors related 
in a manner suitable for a specific application, forms a description scheme (DS). 
The standard IISOIOlel defines the description scheme as one that specifies a 
structure for the descriptors and semantics of their relationships. 

MPEG-7 in its entirety has been built around these descriptors (Ds) and 
description schemes (DSs), and most importantly on a language called the descrip-
tion definition language (DDL). The DDI. defines the syntax necessary to create, 
extend, and combine a variety of DSs and Ds. In particular, the DDL forms 
"the core part" of the MPEG-7 standard and will also be invoked by other parts 
(i.e.. Visual, Audio, and MDS) to create new Ds and DSs. The DDL follows a 
set of programming rules/structure similar to the ones employed in the eXten-
sible Markup Language (XML).. It is important to note that the DDL is not a 
modeling language hut a schema language that is based on the WWW Con-
sortium's XML schema [XML] I1S010 lei. Several modifications were needed 
before adopting the XML schema language as the basis for the DDL. We rater 
to [XML] [IS0101a] 1.150101cl for further details on the XML schema language 
and its liaison with MPEG-7 DDL 

MPEG-7 Multimedia Description Schemes (MDS) — Parr V. Recall that a &scrip-
lion scheme (DS) specifies structures for descriptors; similarly, a multimedia 
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description scheme (AIDS) [ISOIl) lc I provides details on the structures for desedb., 
ing multimedia content (in particular audio, visual, and textual data). MPF,G-MHOS
defines two classes of description tools, namely, the basic (or low-level) and mull': 
media (01-N0 -level ) tools ISOM I c I. Figure 10.22 shows the classification of iMps 
elements. The boric toots specified by the .MPEG-7 MDS are the generic entities, usu,-
al ly associated with simple descriptors, such as the basis; data types, textual datithase
etc. On the other hand, the high level Bliatimeilla tools deal with the content-specio 
entities that are complex and involve signal structures, semantics, models, effici 
navigation, and access, The high-level (complex) tools are further subdiVided in 
five groups (Figure 10,22), i.e., content description, content management, conte 
organization, navigation and access, and user interaction. 

Let us consider an example to better understand the concepts of DDL aid 
MDS framework. Suppose that an audio signal, An), is described using Mr( 
descriptors, namely. spectral features D1, parametric models D2, and energy D 
Similarly, visual v(i, j) and textual content can also be described as shown 
Table 10.5. We arbitrarily chose four description schemes (DS! through DS0 
that link these multimedia features (audio, visual, and textual) in a Structured 
manner. This linking mechanism is performed through DDL, a schema language 
designed specifically for MPEG-7. From Table 10.5, the descriptors D2, Ds, D9

are related using the description scheme DS2.. The melody descriptor Ds provides • 
the melodic information (e.g., rhythmic, high-pitch, etc.), and the timbre descrip-
tor Dr, represents sonic perceptual features (e.g., pitch/loudness details, bass/treble 
adjustments iii audio, etc.). 'The parametric model descriptor D2 describes the 
audio encoding model and related encoder details (e.g., MPEG- I layer Ill, sam-
pling rates, delay, hit rates, etc.), While the descriptor D provides details on 
the encoding procedure, the descriptors Ds and De describe audio morphiug, 
echo/reverberation, tone control, etc. 

1PEG-7 Audio — Part IV. MPEG-7 Audio represents part IV of the MPEG-7 
standard and provides structures for describing the audio content. Figure 10.23 
shows the organization of MPPC-7 audio framework. 

MPEG-7 
Multimedia Description 

Scheme (MOS) 

( Basic tools 1 

I 

( Concept-specific tools 

Content Content Content Navigation User 
Description Management Organization and Access Interaction 

Figure 10.22. classification of multimedia description scheme (MDS) tools. 
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4111ifole 10.5. A hypothetical example that gives a broader perspective on multimedia 

descriptors; i.e., audio, visual, and textual features to describe a multimedia 

content. 

Group Descriptors Description schemes 

Audio content, .5(n) Di : Spectral features 
D2: Parametric models 
D3: Energy of the signal 

ii Yisual content, Mi, j) i D4: Color 

DJ: Shape 

Textual descriptions D6: Title of Me clip 

D7: Author information 
Dx: Melody details 
1A): Timbre details 

DS,: n, , D3 

DS2: D2, D5. Dc 

DS3: DS2, 1/), D5 

DS4: DS 1, D,,„ D7 

MPEG-7 AUDIO 
DESCRIPTION TOOLS 

I 

Low-level or Generic Tools 

1. Audio framework 
2. Silence segment 

High-level (Application-specific) 
Description Tools 

1. Spoken content 
2. Musical instrument timber 
3. Melody 
4. Sound recognition and indexing 
5. Audio signature/robust matching 

Figure 10.23. MPEG-7 audio description tools. 

10.4.5.2 MPEG-7 Audio Versions and Profiles New extensions (Amend 

ment I) for the existing MPEG-7 Audio arc being considered. Some of the 

extensions are in the areas of application-specific spoken content, tempo descrip-

tion, and specification of precision for low-level data types. This new amendment 

will be standardized as MPEG-7 Audio Version 2 (Final drafts of International 

Standard (ED'S) for Version 2 were finalized in March 2003). 

Although many description tools are available in MPEG-7 audio, it is not 

Practical to implement all of them in a particular system. MPEG-7 Version 1 

MerclOre defines four complexity-ranked profiles (Figure 10.20) intended to help 

system designers in the task of tool subset selection. These include simple profile, 

user description profile, summary profile, and audiovisual logging profile. 
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10.4.5.3 MPL.'"-G-7 Audio Description Toots The MPFG-7 Audio framewoli 
comprises Iwo main categories; namely, generic tools and a set of eippiicatio

specific took (see Figure. 10.20 and Figure 10.23). 

10.4.5.3.1. Generic Tools The generic toolsel consists of 17 low-level audi 
descriptors and a silence segment descriptor (Table 1(1.6). 

114PEG-7 Audio Low-level Descripteifs. .MPEG-Taudin llS0101b] defines 
ways of representing the low-level audio features, i.e., segmenting and samplin 
In segmentation, usually. common dittatypes or scalars are grouped together (e4
energy, power, hit rate, sampling rate, etc.). On the other hand, sampling enable 
discretization of audio features in a vector form (e.g., spectral features, excitatio 
samples, etc.). Recently, a unilied Framework cal led the scalable series ILinc199A 
[Lind001 I lS0101bl llmultiI f has been proposed to manipulate these discretizec. 
values. This is somewhat similar to MPEG 4 scalable audio coding that we 
discussed in Section 1(1.4.4. A list of low-level audio descriptors defined by 
the M.PEG-7 Audio standard 1 1S0101 b1 is summarized in Table I0.6. Thw 

Table 10.6. Low-level audio descriptors 117 in number) mid the silence descriptor 
supported by the NIPEG-7 generic toolset [115010111)1. 

Generic toolset Descriptors 

Low-level I. Basic D i : Audio waveform 
audio 
descriptors 
group 

1)2: Power 

Spectral 
Vd0110 

va_1 ceniroid 
2. Basic. spectral 

spectral spread 
Spectral flatness 

3. Signal parameters 1)7: Harnionicity 
07: Fe 11 dallIC111111 Ili-equerry 

4. Spectral basis Spectrum basis 
Dm: Spectrum projection 

5. Timbral spectral D Harmonic spectral 
cc II troldi 

D12: Ft111110111C tipeCInil 
dcviation 

1..)1 : Harmonic spectral spread 
1)1,1: lianymnie spectral 

ial iun
D17: Spectral centroitl 

Tiiiihral temporal D i,: Log attach time 
D r : 'Temporal ccromid 

Silence 7. Silence segment Silence descriptor 
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descriptors can be classified into the following groups: basic, basic spectral, 

iettul parameters, spectral basis, timbral spectral, and timbral temporal. 
MPEG-7 Silence Segment. The MPEG-7 silence segment attaches a semantic 

of silence to an audio segment. The silence descriptor provides ways to specify 
threshold levels (e.g., the level of silence), 

10.4.5.3.2. High-Level or Application-Specific MPEG-7 Audio Tools Bes-

i.lo; the aforementioned generic toolset. the MPEG-7 audio standard describes 
e specialized high-level tools (Table 10.7). These application-specific descrip-

tion tools can be grouped as spoken content, musical instrument, melody, sound 

recognition/indexing, and robust audio matching. 
Spoken Content Description Tool (SC-DT). The SC-DT provides descriptions 

of spoken words in an audio clip, thereby enabling speech recognition and speech 
parameter indexing/searching, Spoken content lattice and spoken content header 
are the two important parts of the SC-DT (see Table 10.7). While the SC header 
carries the lexical information (i.e., wordlexicon, phonelexicon, Confusioninfo, 
and SpeakerInfo descriptors), the SC-lattice DS represents lattice-structures to 
connect words or phonemes chosen from the corresponding lexicon. The idea of 
using lattice structures in the SC-lattice DS is similar to the one employed in a 
typical continuous automatic speech recognition scenario [Rabi89] Rtabi931. 

Maxim, instrument Timbre Description Tool (MIT-DT). The MIT-UT describes 

the timbre features (i.e., perceptual attributes) of sounds from musical instruments. 

Timbre can be defined as the collection of perceptual attributes that make two 

Table 10.7. Application-specific audio descriptors and description 
schemes [ISOIO1b1. 

High-level descriptor toolset Descriptor details 

SC-DT I. SC-header Dr: Word lexicon 
D,: Phone lexicon 
D3: Confusion info 
D4: Speaker info 

2. SC-lattice DS Provides structures to connect or link 
the words/phonemes in the lexicon. 

MIT-DT 3. Timbre (perceptual) Features DI: Hannonic Instrument Timbre 
of musical instruments 

D-2: Percussive Instrument Timbre 
M-DT 4. Melody features US1: Melody contour 

DS 2: Melody sequence 
SRI-DT 5. Sound recognition and Di: Sound Model State Path 

indexing application 

AS- DT 6. Robust audio identification 

132: Sound Model State Histogram 
DS!: Sound model 
DS,: Sound classification model 
DS!: Audio signature US 

Page 87 

Comcast - Exhibit 1008, page 87



316 AUDIO CODING STANDARDS AND ALGORITHMS 

audio clips having the same pitch and loudness sound different fIS01014 
Musical instrument sounds, in general, can be classified as harmonic-coherent;
sustained, percussive-nonsustained, nonharmonic-coherent-sustained, and non
coherent-sustained. The standard defines descriptors for the first two classes
of musical sounds ('fable 10.7). In particular, MIT-DT defines two deseripter4 
namely, the harmonic instrument timbre (KIT) descriptor and the percussive, 
instrument timbre (PIT) descriptor. The HIT descriptor was built on the t.011t, 
harmonic low-level descriptors (i.e., DII through U14 in Table 10.6) and the 
Logattackti me descriptor. On the other hand, the PIT descriptor is based on the 
combination of the timbral temporal tow-level descriptors (i.e., Logattaektime 
and Temporalcentroid) and the spectral centroid descriptor. 

Melody Description Thol (M-DT). The M-DT represents the melody: details 
of all audio clip. The, melodycontourDS and the melodysequenceDS are the two 
schemes included in M-DT. While the former scheme enables simple and robust 
melody contour representation, time latter approach involves detailed and expanded 
melody/rhythm ic information. 

Sound Recognition and Indexing Description Mot (SRI-1)71. The SRI-DT is 
on automatic sound identification/recognition and indexing. Recall that the SC, 
DT employs lexicon descriptors (Table 10.7) for SC recognition in an audio elip.1 
In the case of SRI, classitication/indexing of sound tracks are achieved through: 
sound models. These models arc constructed based on the spectral basis low-
level descriptors, i.e., spectral basis (U5) and spectral projection (Dm), listed in 
Table 10.6. Two descriptors, namely the sound model state path descriptor and 
the sound model state histogram descriptor, are defined to keep track of the active 
pathS in a trellis. 

Robust Audio lileutilicailon mill Matching. Robust matching and ident i fication 01 
audio clips is one of the important applicat ions MAIPEG 7 audiostandard ISOIOIdl.
This Feature is enabled by the low-level spectral flatness descriptor (Table 10.6). A 
description scheme., namely, the Audio Signature DS defines the semantics and 
structures for the spectral flatness descriptor. blellmatli (//. 1-1-1e110 I I proposed an 
advanced audio idet ai ticat ion procedure based on content descriptions. 

10.4.5.4 MPEG-7 Audio Applications 13eing the first metadata standard. 
MPEG-7 audio provides new ideas for audio-content indexing and archiving 
[IS01014 Some of the applications are in the areas of multimedia searching, 
audio file indexing, sharing and retrieval, and media selection for digital audio 
broadcasting (DAB). We discussed most of these appliCations while addressing 
the high-level audio descriptors and description schemes. A summary of these 
applications follows. Unlike in an automatic speech recognition scenario where 

word or phoneme lattices (based on feature vectors) are employed for identi-
fying speech, in MPIIG-7 these lattice structures arc denoted as Ds and DSs. 
These description data enable spoken, content MPEG-7 audio version 2 
includes new tools and specialized enhancements to spoken content. search. MIMI.-
CI ft instrument timbre search is another important application that targets content-
based editing. Me/ode search enables query by hummine, I I. reco,q-
niiiort/indeNiiig and audio Uluntificationifingeyrintiug form two other important 
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applications of the MPEG-7. We will next address the concepts of "interoperabil-

o ' and "universal multimedia access" (UMA) in the context of the new work 

i ir idated by the ISOALC MPEG workgroup in June 2000, called the Multimedia 
framework — MPEG 21 [Borm031. 

10.4.6 MPEG-21 Framework (ISO/IEC-21000) 

motivated by the need for a standard that enables multimedia content access and 
distribution, the ISO/IEC MPEG workgroup addressed the 21st Century Multi-

media Framework — MPEG-2 : 1SO/IEC 2100(1 [Spen01] (1S0102a1 [IS0103a1 
H5010361 [Borm031 [BurnO31. This multimedia standard should he interoperable 

and highly automated [Borm031. The MPEG-21 multimedia framework envisions 
creating a platform that encompasses a great deal of functionalities for both 
content-users and content-ereators/providers. Some of these functions include the 
multimedia resource delivery to a wide range of networks and terminals (e.g., 
personal computers (PCs), PDAs and other digital assistants, mobile phones, 
thirdleneration cellular networks, digital audio/video broadcasting (DAB/DVB), 
HDTV s, and several other home entertainment systems); protection of intellectual 
property rights through digital rights management (DRM) systems. 

Content creators and service providers face several challenging tasks in order to 
satisfy simultaneously the conflicting demands of "interoperability" and "intellec-
tual property management and protection" (IPMP). To this end, MPEG-21 defines 
a multimedia framework that comprises seven important parts [IS0102a as shown 
in Table 10.8. Recall that the MPEG-7 ISO/IEC-15938 standard defines a funda-
mental unit called "Descriptors" (Ds) to define/declare the features and attributes 
of multimedia content. In a manner analogous to this, MPEG 21 ISO/IEC-21000: 
Part I defines a basic unit called the "Digital Item" (Dl). Besides DI, MPEG-21 
specifies another entity called the "User" interaction IISOIO2a) 1Burn0311 that pro-
vides details on how each "User" interacts with other users via objects called the 
"Digital Items." Furthermore, MPEG-21 Parts 2 and 3 define the declaration and 
identification of the Dls, respectively (see Table 10.8). MPEG-21 ISO/IEC-21000 
Parts 4 through 6 enables interoperable digital content distribution and transactions 
that take into account the IPMP requirements. In particular, a machine-readable 
language called the Rights Expression Language (REL) is specified in MPEG-21 
ISO/IEC-21000: Part 5 that defines the rights and permissions for the access and 
distribution of multimedia resources across a variety of heterogeneous terminals 
and networks. MPEG-21 1SO/IEC-21000: Part 6 defines a dictionary called the 
Rights Data Dictionary (RDD) that contains information on content protection and 
rights. 

MPEG-7 and MPEG-21 standards provide an open framework on which one 
can build application-oriented interfaces or tools that satisfy a specific criterion 
(e.g., a query, an audio file indexing, etc.). In particular, the MPEG-7 standard 
provides an interlace for indexing, accessing, and distribution of multimedia 
content; and the MPEG-21 defines an interoperable ,framework to access the 
multimedia content. 
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Table 10.8. .VIPEG 2I multimedia framework and the associated parts Mouria

Parts in the MPEG 2 : ISO/IEC 21000 Standard I 180182a I Detai ls 

Part I Vision, technologies, and 
strategy 

Par 

Part 3 

Pad d 

YwlD

Define.; the vision, 
requirenicilk. and 
applications ‘')1' the 
standard; and 
provides an overvic s 
of the munimeilia 
trame‘vorl;. 
lillItotlacet two new 
terms. i.e., dig/mi .
ilcrr (DI) alit 
mittraciton. 

Digital hem declaration Definci the relatiQiislii 
betweta a variety 01 
multimedia resources 
and provides 
inICamiation 
renal-cl ing Ilia 
tIttchirLition I)is. 

Digital iicm identification Pi-ovicl,:s ways to 
1(1.011E11y cl i lfcrotat 

[ypc,  of digital Lenin 
( 1)1 ) and descrip-

tors/description 
schemes (DtVIDSs) 
via uniforin .retiOtErVi 

I I'M I' Defines a I'm rte,,,verl: 
for the Intc-!.11elual 
12roporty management 

and protctai(in 
CIPMP) Ihat enahlest 

inictroperabil i ty. 
lam:Aelect A synt.a that 

enables mult imedia 

,satteral 
ins way that protccit; 

the (digital content, 
The tincl Ihe-
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based on Ihc tcrins 

ciciiiiecl i ll th,. rights 

data d itttionary. 
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plexity parametric stereo encoding, in MPEG 4 HE-AAC/PS standard [Schu04] 

.rk generated interest in the MPEG surround and spatial audio coding [Herr04al 

ial [Bree051. Unlike the discrete 5.1-channel encoding as used in Dolby Digital or 
;meat DTS, the MPEG spatial audio coding, captures the "spatial image" of a multi-

channel audio signal. The spatial image is represented using a compact set of 

parameters that describe the perceptually relevant differences among the chan-
nels. Typical parameters include the interchannel level difference (ICLD), the 

that interchannel coherence (ICC), and the interchannel time difference (1CTD). The 
Jig multichannel signal is lirst downmixed to a stereo signal and then a conventional 

MP3 coder is used. Spatial image parameters are computed using the binaural cue 
itects 

coding (BCC) technique and are transmitted to the decoder as side information 
[Herr044. At the decoder, a one-to-two (OTT) or two-to-three (TTT) channel 
mapping is used to synthesize the multichannel surround sound. 

tihle 10.8. (continued) 

parts in the MPEG-2I : ISO/IEC 21000 Standard fIS01.02a] 

It, 6 

Details 

Rights data dictionary 

pH-I 7 Digital item adaptation 

A database or a 
dictionary Mat 
contains the 
information regarding 
the rights and 
perrnissions to protect 
the digital content. 

Defines the concept of an 
adapted digital item. 

Until now, our focus was primarily on ISO/lEC MPEG Audio Standards. In 

the next few sections, we will attend to company-oriented perceptual audio cod-
ing algorithms, i.e., the Sony Adaptive Transform Acoustic Coding (ATRAC), 

the Lucent Technologies Perceptual Audio Coder (PAC), the Enhanced PAC 
(EPAC), the Multichannel PAC (MPAC), Dolby Laboratories AC-2/AC-2A/AC-

)is. 3, Audio Processing Technology (APT-x100), and the Digital Theater Systems 
(DTS) Coherent Acoustics (CA) encoder algorithms. 

items , 10.4.7 MPEG Surround and Spatial Audio Coding 

P- MPEG spatial audio coding began receiving attention during the early 2000s 
;) Want)] [Davis031. Advances in joint stereo coding of multichannel signals ;

IllerrO4b1, binaural cue coding [liall0 I 1, and the success of the recent low corn-

lured 
ns 
his 

10.5 ADAPTIVE TRANSFORM ACOUSTIC CODING (ATRAC) 

1 The ATRAC algorithm, developed by Sony for use in its rewriteable Mini-
Disc system fYosh941, combines subband and transform coding to achieve nearly 
CD-quality coding of 44.1 kHz I6-bit PCM input data at a bit rate of 146 kb/s per 
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QMF 
Analysis 
Bank 1 

QMF 
Analysis 
Bank 2 

0 - b.5 kHz MDCT 
32/128 pt. 

5.5 - 11 kHz 

11 - 22 kHz 

MDCT 
37/128 pt. 

—0 Window 
 • Select 

MDCT 
32/256 pt. 

Bit Allocation 

Quantization 1--,A-(k) 411 11

(t) 

Bit Allocation fl'1,1(1) • 

.Quantization 

L:1 Bit Allocation 
4 

Quantization 

Figure 10.24. Sony ATRAC. (embedded in MiniDise. SDDS). 

channel 1Tsut98J. Using a tree-structured QMF analysis bank (Section 6.5), the 
ATRAC encoder (Figure 10.24) first splits the input signal into three subbands of 
0-5.5 kHz, 5.5-11 kHz, and 1 1 —22 kHz. Like MPEG-1 layer HI, the ATRAC 
QMF bank is followed by signal-adaptive MDCT analysis in each subband. Next. 
a window-switching scheme is employed that can be summarized as follows. Dur-
ing steady-stale input periods, high-resolution spectral analysis is attained using 
512 sample blocks (11.6 ins). During input attack or transient periods, short 
block sizes of 1.45 ms in the high-frequency band and 2.9 ms in the low- and 
mid-frequency bands are used for pre-echo cancellation. 

After MDCT analysis, spectral components are clustered into 52 nonuniform 
subbands (block floating units or BFUs) according to critical band spacing. The 
BFUs are block-companded, quantized, and encoded according to a psychoa-
coustically derived bit allocation. For each analysis frame, the ATRAC encoder 
transmits quantized MDCT coefficients, subband window lengths, BFU scale-
factors, and BFU word lengths to the decoder. Like the MPEG family, the 
ATRAC architecture decouples the decoder from psychoacoustic analysis and 
bit-allocation details. Evolutionary improvements in the encoder bit allocanon 
strategy are therefore possible without modifying the decoder structure. An Ltdded 
benefit of this architecture is asymmetric complexity, which enables inexpensive 
decoder impierneutations. 

Suggested bit allocation techniques for ATRAC are of lower complexity than 
those found in other standards since ATRAC is intended for low-cost, battery-
powered devices. One proposed method distributes bits between BFUs according 
to a weighted combination of fixed and adaptive hit allocations [Tsut961. For the 
k-th BFU, bits are allocated according to the relation 

r(1,-)=ar„(1,--)+ (.1 — ce)rf(k) — 11. ( 10. 10) 

where r ilk) is a hull allocation, r_1(k) is a signal-adaptive allocation, the parame-
ter /1 is IT constant offset coMputed to guarantee a fixed hiI rate, and the man-icier 
cy is a tonality estimate ranging, from 0 (noise-like) 10 I (tone-like). The Fixed 
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allocations' rj (k), are the same for all inputs and concentrate more hits at the 
lower frequencies. The signal adaptive hit allocations. r„(k), assign bits accord-
ing to the strength of the MDCT components. The effect of Eq. (10.10) is that 
more bits are allocated to BFUs containing strong peaks for tonal signals. For 

noise-like signals, bits are allocated according to a fixed allocation rule, with low 
hands receiving more bits than high bands. 

Sony Dynamic Digital Sound (SDDS). In addition to providing near CD-quality 
on a MiniDisc medium, the ATRAC algorithm has also been deployed as the 
core of Sony's digital cinematic sound system, SDDS. SDDS integrates eight 
iiidependent ATRAC modules to carry the program information for the left (1.), 
left center (LC), center (C), right center (RC), right (R), subwoofer (SW), left 
surround (LS), and right surround (RS) channels typically present in a modern 
theater. SDDS data is recorded using optical black and white dot-matrix tech-
nology onto two thin strips along the right and left edges of the film, outside of 
the sprocket holes. Each edge contains four channels. There are 512 ATRAC bits 
per channel associated with each movie frame, and each optical data frame con-
tains a matrix of 52 x 192 bits [Yama981. SD:DS data tracks do not interfere with 
or replace the existing analog sound tracks. Both Reed-Solomon error correction 
and redundant track information are delayed by 18 frames and employed to make 
SDDS robust to hit errors introduced by run-length scratches, dust, splice points, 
and defocusing during playback or film printing. Analog program information is 
used as a backup in the event of uncorrectable digital errors. 

10.6 LUCENT TECHNOLOGIES PAC, EPAC, AND MPAC 

The pioneering research contributions on perceptual entropy 1.1ohn88bi, mono-
phonic PXFM [John88a1, stereophonic PXFM [John92a1, and ASPEC [Bran91] 
strongly influenced not only the MPEG family architecture but also evolved at 
AT&T Bell Laboratories into the Perceptual Audio Coder (PAC). The PAC algo-
rithm eventually became property of Lucent. AT&T, meanwhile, became active 
in the MPEG-2 AAC research and standardization. The low-complexity profile 
of AAC became the AT&T coding standard. 

Like the MPEG coders, the Lucent PAC algorithm is flexible in that it supports 
monophonic, stereophonic, and multiple channel modes. In fact, the hit stream 
definition will accommodate up to I6 front side, 7 surround, and 7 auxiliary 
channel pairs, as well as 3 low-frequency effects (LFE or subwoofer) channels. 
Depending upon the desired quality, PAC supports several hit rates. For a modest 
increase in complexity at a particular bit rate, improved output quality can he 
realized by enabling enhancements to the original system. For example, whereas 
96 kb/s output was judged to be adequate with stereophonic PAC, near CD quality 
was reported at 56-64 kb/s for stereophonic enhanced PAC ISinh98a1. 

10.6.1 Perceptual Audio Coder (PAC) 

The original PAC system described in [John96e1 achieves very-high-quality cod-
ing of stereophonic inputs at 96 kb/s. Like the MPEG-I layer Ill and the ATRAC, 
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the PAC encoder (Figure 10.25) uses a signal-adaptive MDCT filter bank to an
lyze the input spectrum with appropriate frequency resolution. A long windo* 
of 2048 points ( )024 subhands) is used during steady-state segments, or else a, 
series of shore 256-point windows (128 subbands) is applied for segments CO 1. 
taining transients or sharp attacks. In contrast to IVIPEG-1 and ATRAC, however
PAC relies on the MDCT ',done rather than a hybrid filter-bane.

riinma
l  i 

trvizd,
structure,liotliliLliet; 

realizing a complexity reduction. As noted previously [B
MDCT lends itself to compact representation of stationary signals, and a 20,18. 
point block Si Ze yields sufficiently high-frequency resotution for most sources, 
This segment length wasAdso associated widi the maximum realizable coding gain 
as a function of Nock size [Sinli961. Filter-hank resolution switching decisions 
are made on the basis of Pk: (high Complexity) or signal energy (low complexity) 
criteria. 

The PAC perceptual model derives noise masking thresholds from filter-bank 
output samples in a manner itritlar to MPEG- I psychoacoustic model recommen-
dation 2 [IS0192.1 and the PE calculation in L101111884 The PAC nwdel, howeverii 
accounts explicitly for both simultaneous and temporal masking effects. Samples7 
are grouped into 1/3 crit ical band partitions, tonality is estimated in each band, 
and then time and fretpterwy spreading functions are used to compute a masking 
threshold that can be related to the filter-bank outputs. One can observe that PAC 
realizes some complexity reduction relative to MPEG by avoiding parallel fre-
quency analysis structures for quantization and perceptual modeling. The inasking 
Ifiresholds ;41'e used 10 select one of 128 exponential ly distributed quantizat ion 
step sizes in each of 49 or 14 coder bands (analogous to AVRAC 131-Us) in high-
resolution and low -resolution triodes, respectively. The coder bands are Clalltil,Cll 

using ;.in iterative rate control loop in which thresholds are adjusted to satisfy 
simultaneously hit-rate constraints and an equal loudness criterion that attempts 
to shape quantization noise such that its absolute loudness is constant relat ive to 
the masking,. threshold. The rate control loop allows time .varying instantane.ous 
bit rates so that addit ional bits ;ire available in times of peak demand, much 
like the bit reservoir or MPECI-1 layer III. Remaining, statistical redundancies 
are removed from the stream of quantized spectral samples prior to bit stream 
formatting using eight structured, multidimensional Huffman codebooks. 'these 
codehooks are applied to OPCM-encoded quantize). outputs. By clustering, codcr 
hands into sections and selecting only one codebook per section, the system 
minimizes the overhead. 

MDCI 
256/20415 p1. 

Perceptual Model 

Huffman 
Cbding SitstreElm 

Figure 10.25. Lucent Perceptual Audio Coder (PAC). 
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Figure 10.26. Lucent Technologies Enhanced Perceptual Audio Coder (EPAC). 

10.6.2 Enhanced PAC (EPAC) 

In an effort to enhance PAC output quality at low bit rates, Sinha and John-
ston [Sinh96] introduced a novel signal-adaptive MDCT/WP I switched filter bank 
scheme that resulted in nearly transparent coding for CD-quality source mate-
rial at 64 kb/s per stereo pair. EPAC (Figure 10.26) is unique in that it switches 
between two distinct filler banks rather than relying upon hybrid [Tsut98] [ISOI92] 
or nonuniform cascade [Prin95] structures. 

A 2048-point MDCT decomposition is applied normally, during "stationary" 
periods. EPAC switches to a tree-structured wavelet packet (WP) decomposition 
matched to the auditory filter bank during sharp transients. Switching decisions 
occur every 25 ms, as in PAC, using either PE or energy criteria. The WP analysis 
offers the dual advantages of more compact signal representation during transient 
periods than MDCT, as well as improved time resolution at high frequencies for 
accurate estimation of the time/frequency distribution of masking power contained 
in sharp attacks. In contrast to the uniform time-frequency tiling associated with 
MDCT window-length switching schemes (e.g., [150192] [Bran944), the EPAC 
WP transform (tree-structured QMF bank) achieves a nonuniform time-frequency 
tiling. For a suitably designed analysis wavelet and tree-structure, an improvement 
in time resolution is restricted to the high-frequency regions of interest, while good-
frequency resolution is maintained in the low-frequency subbands. The .1-PAC 
WP filter hank was specifically designed for time-localized impulse responses 
at high frequencies to minimize the temporal spread of quantization noise (pre-
echo). Novel start and stop windows are inserted between analysis frames during 
switching intervals to mitigate boundary effects associated with the MDCT-to-
WP and WP-to-MDCT transitions. Other than the enhanced filter bank, EPAC is 
identical to PAC. fn subjective tests involving 12 expert and nonexpert listeners 
with difficult castanets and triangle test signals, EPAC outperformed PAC for a 
64 kh/s per stereo pair by an average of t).4-0.6 on a five-point quality scale. 

10.6.3 Multichannel PAC (MPAC) 

Like the MPEG, AC-3, and SDDS systems, the PAC algorithm also extends 
its monophonic processing capabilities into stereophonic and multiple-channel 

See Chap,er 8, Sections 8,2 and 8.3, fur descriptions on wavelet filter hank and WP hielltitOrles, 
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reportedly increasing PAC deployment among suppliers of Internet audio program 
owierial lSinh98a1. MPAC has also been considered for cinematic and advanced 

television applications. Real-time PAC and EPAC decoder implementations have 
boa demonstrated on 486-class PC platforms. 

loso03 DOLBY AUDIO CODING STANDARDS 

II 

Since the late I980s, Dolby Laboratories has been active in perceptual audio 
:lag research and standardization, and Dolby researchers have made numer•-

eas scientific contributions within the collaborative framework of MPEG audio. 
tie the commercial front. Dolby has developed the AC-2 and the AC-3 algo-
rithms Wie1911 [Fie196I. 

10.7.1 Dolby AC-2, AC-2A 

The AC-2 [Davi90.1 Inch) 1 1 is a family of single-channel algorithms operating 
at bit rates between 128 and 192 kb/s for 20 kHz bandwidth input sampled at 
44,1 or 48 kHz. There are four available AC-2 variants, all of which share an 
architecture in which the input is mapped to the frequency domain by an evenly 
stacked TDAC filter bank [Prin86l with a novel parametric Kaiser-Bessel analy-
sis window (Section 6.7) optimized for improved stop-band attenuation relative 
to the sine window. The evenly stacked TDAC differs from the oddly stacked 
MDCT in that the evenly stacked low-band filter is half-band, and its magni-
tude response wraps around the fold-over frequency (see Chapter ri). A unique 
mantissa-exponent coding scheme is applied to the TDAC transform coefficients. 
First, sets of frequency-adjacent coefficients are grouped into blocks (subbands) 
of roughly critical bandwidth. For each block, the maximum is identified and 
Dien quantized as an exponent in terms of the number of left shifts required until 
overflow occurs. The collection of exponents forms a stair-step spectral envelope 
having 6 dB (left shift = multiply by 2 =6.02 dB) resolution, and normaliz-
ing the transform coefficients by the envelope generates a set of mantissas. The 

-envelope approximates the short-time spectrum, and therefore a perceptual model 
uses the exponents to compute both a fixed and a signal-adaptive bit allocation 
for the mantissas on each frame. 

As far as details on the four AC-2 variants are concerned, two versions are 
designed for low-complexity, low-delay applications. and the other two for higher 
quality at the expense of increased delay or complexity. In version I, a 128-
sample (64-channel) filter bank is used, and the coder operates at 192 kb/s per 
channel, resulting in high-quality output with only 7-ms delay at 48 kHz. Ver-
sion 2 is also for low-delay applications with improved quality at the same bit 
rate, and it uses the same filter bank but exploits time redundancy across block 
pairs; thus increasing delay to 12 ms. Version 3 achieves similar quality with the 
reduced rate of 128 kb/s per channel at the expense of longer delay (45 ms) by 
using a 512-sample (256 channel) filter bank to improve steady-state coding gain. 
Finally, version 4 (the AC-2A [Davi921 algorithm) employs a switched 128/512-
point TDAC filter bank to improve quality for transient signals while maintaining 
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high coding gain for stationary signals. A 320-sample bridge window presery 
PR filter bank properties during mode switching, and a transient detector consIs'
ing of an 8-kHz Chehyshev highpass filter is responsible for switching decisions 
Order of magnitude peak level increases between 64-sample sub-blocks ;it tai: 
filter output are interpreted as transient events. The Kaiser window paramete' 
used for the KBD windows in each of the AC-2 algorithms appeared in [Fiel96j 
Por all four algorithms, the AC-2 encoder multiplexes spectral envelope and mat( 
tissa parameters into an output bitstrcam, along with some auxiliary information, 
Byte-wide Reed-Solomon ECC allows for correction of single byte errors in this 
exponents al Ihe expense of I% overhead, resulting in good performance up to,; 
a BER of 0.001. 

One AC-2 feature that is unique among the standards is that the perceptual 
model is NIL:1\yard adaptive, meaning that the hit allocation is not transminec'f 
explicitly. Instead, the AC-2 decoder extracts the bit allocation from the quail., 
tized spectral envelope using the same perceptual model as the AC-2 encoder;
'Phis structure leads to a significant reduction of side information and induce ,
a symmetric encoder/decoder complexity, which was well suited to the origi7
nal AC-2 large.' application of siagle point-to-pdint audio transport. An example'
single point-to-point system now using low-delay AC-2 is the Dolby1-7AXTm, 
full-duplex codec that carries simultaneously two channels in both direction}
over four ISDN links for film and TV studio distance eollahoration. Low-
delay AC-2 coclecs have also been instal led on 950-M1-1z wireless digi tal st icks 
transmitter links (DSTI.,). The AC-2 moderate delay and AC-2A algorithms hav„ 
been used for both network and wireless broadcast applications such as cabl' 
and direct broadcast satellite (DI3S) television. The AC 2A is the predecessor 
the now popular multichannel AC-3 algorithni. As the next section will show, 
the AC-3 coder has inherited and enhanced several facets of the AC-2/AC-2A 

architecture. In lack the AC 2 encoder is nearly identical to tone channel of) 
the simplified AC-3 encoder shown in Figure 10.27, except that AC-2 does not, 

transmit explicitly any perceptual model parameters. 

sin) 
Transient 
Detector 

MDCT 
256/512-pt. 

Spectral Envelope/ 
Exponent 
Encoder 

Mantissa 
Quantizer 

Figure 10.27. Dolby I...literati AC-T; encoder. 
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10.7.2 Dolby AC-3/Dolby Digital/Dolby SR D 

The 5. I -channel "surround" format that had become the de .fiselo standard in 

most movie houses during the 1980s was becoming ubiquitous in home the-
aters of the 1990s that were equipped with matrixed multichannel sound (e.g., 
polby ProLogiem). As a result of this trend, it was clear that emerging appli-
cations for perceptual coding would eventually minimally require stereophonic 
or even multichannel surround-sound capabilities to gain consumer acceptance. 
Although single-channel algorithms such as the AC-2 can run on parallel inde-
pendent channels. significantly better performance can be realized by treating 
multiple channels together in order to exploit interchannel redundancies and irrel-
evancies. The Dolby Laboratories AC-3 algorithm [Davis93] [Todd94] [DaVi98], 
ako known as "Dolby Digital" or "SR • D," was developed specifically for mut-
ii.:hannel coding by refining all of the fundamental AC-2 blocks, including the 
tiller bank, the spectral envelope encoding, the perceptual model, and the bit 
allocation. The coder carries 5.1 channels of audio (left, center, right, left sur-
round, right surround, and a subwoofer), but at the same time it incorporates u 
flexible downmix strategy at the decoder to maintain compatibility with conven-
tional monaural and stereophonic sound reproduction systems. The ".I" channel 
is usually reserved for low-frequency effects, and is lowpass bandlimiLed below 
120 Hz. The main features of the AC-3 algorithm are as follows: 

• Sample rates: 32, 44.1, and 45 kHz 

• Bit rates: 32-640 kb/s, variable 

• High-quality output at 64 1(h/s per channel 

• Delay roughly 100 ms 

• MDCT filter hank (oddly stacked TDAC lPrin87 KBD prototype window 

• MDCT coefficients quantized and encoded in terms of exponents, mantissas 

• Spectral envelope represented by exponents 

• Signal-adaptive exponent strategy with time-varying time-frequency reso-
lution 

• Hybrid tOrward-backward adaptive perceptual model 

• Parametric bit allocation 

• Uniform quantization of mantissas according to signal-adaptive bit allocation 

• Perceptual model improvements possible at the encoder without changing 
decoder 

• Multiple channels processed as an ensemble 

• Frequency-selective intensity coding, as well as LR, MS 

• Robust decoder downmix functionality from 5.1 to fewer channels 

• integral dynamic range control system 

• Hoard-level real-time encoders available 

• Chip-level real-time decoders available. 
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Then, a frame-processing routine optimizes the exponent representation to exploit 

toporal redundancy, while at the same time representing the stair-step spectral 
onvelope with adequate frequency resolution. In particular, spectral envelopes are 
formed from partitions of either one, two, or four consecutive MDCT Coefficients 

on each of the six MDCT blocks in the frame. To exploit lime-redundancy, the 
\ envelopes can be represented individually, or any or all of the six can be 

combined into temporal partitions. As in AC-2, the exponents correspond to the 

[1,,,k values of each time-frequency partition, and each exponent is represented 
with 6 dB of resolution by determining the number of left shifts until overflow. 
The overall exponent strategy is selected by evaluating spectral stability. Many 
strategies are possible. For example, all transform -coefficients could be transmit-

ted for stable spectra, but time updates might be restricted to 32-ms intervals, 
i.e., an envelope of single-coefficient partitions might be repeated five times to 
exploit temporal redundancy. On the other hand, partitions of two or four com-
ponents might be encoded for transient signals, but the time-partition might be 
smaller. e.g., updates could occur for every 5.3-ms MDCT block. Regardless 
of the particular strategy in use for a given frame, exponents -are differentially 
encoded across frequency. Differential coding of exponents exploits knowledge 
of the fi lter-hank transition band characteristics, thus avoiding slope overload 
with only a fiVe-level quantization strategy. The AC-3 exponent strategy exploits 
in a signal-dependent fashion the time- and frequency-domain redundancies that 
exist on a frame of MDCT coefficients. 

10.7.2.3 Perceptual Model A novel parametric forward-backward adaptive 
perceptual model estimates the masked threshold on each frame. The forward-
adaptive component exists only at the encoder. Given a rate constraint, this block 
interacts with an iterative rate control loop to determine the best set of percep-
tual model parameters. These parameters are passed to the backward-adaptive 
component, which estimates the masked threshold by applying the parameters 
from the forward-adaptive component to a calculation involving the quantized 
spectral envelope. Identical backward-adaptive model components are embedded 
in both the encoder and decoder. Thus, model parameters are fixed at the encoder 
after several threshold calculations in an iterative rate control process, and then 
transmitted to the decoder. The decoder only needs to perform one threshold 
calculation given the parameter values established at the encoder. 

The backward-adaptive model component works as follows. First, the quan-
tized spectral envelope exponents are clustered into 50, 0.5-Bark-width subbands. 
Then, a spreading function is applied (Figure 10.28a) that accounts only for the 
upward spread of masking. To compensate for filter-bank leakage at low fre-
quencies, spreading is disabled below 20() Hz. Also, spreading is not enabled 
between 200 and 700 Hz for frequencies below the occurrence of the fi rst sig-
nificant masker. The absolute threshold of hearing is accounted for after the 
spreading function has been applied. Unlike other algorithms, AC-3 neglects the 
downward spread of masking, assumes that masking power is nonadditive, and 
makes no explicit assumptions about the relationship between tonality and the 
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Skirl slopes on the spreading function. Instead, these characteristics are capair
in a set of parameters that comprise the forward adoptive model eomponen
Masking threshold calculations at (he decoder are controlled by a set of par
eters transmitted by the encoder, creating flexibility for model improvementisk 
the encoder such that improved estimates of the mitii,ked threshold can bc) 
withool 1110c11 I lig 1.11e embedded illOCIel al the decoder'. 

For example, a parameuiie (upwaick only) spreading iruncl ion is defined 
(Figure 10.2Sa) is (crisis Or two slopes, .5i, and two level offsets, i I I . 7 1.
While the parameters Si and L i can be untimely specified for each chwilik.i,
the parameters S2 and I.? are applied to all channels, The parametric spreadi iii4
['unction is advantageous in that it allows the perceptual model at the encoder 

Ly 

- 
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Figure 1.0.28. Dolby AC-73 Nrtimeiric pertt:epthal prototype spretidiicg fan. 

Lion, roos1“....r S level-deptaidence. 
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to account for tonality or dynamic masking patterns without the need to alter 

the decoder model. A range of values is available for each parameter. With 
of dB per l/2 Bark, the slopes are defined to be within the ranges 

_1.95 < SI —5.77, and —0.7 < S2 —0.98. With units of dB SPL, the levels 

ore defined to be within the ranges —6 —48 and —49 ( L2 —63. 
Ultimately, there are 512 unique spreading function shapes to choose from. The 

acoustic-level dependence of masking thresholds is also modeled in AC-3. It 

is in general true that the signal-to-mask ratio (SMR) increases with increasing 
stimulus level (Figure 10.28h). i.e., the threshold moves closer to the stimulus as 

the stimulus intensity decreases. In the AC-3 parametric perceptual model, this 
phenomenon is captured by adding a positive bias to the masked thresholds when 
the spectral envelope is below a threshold level. Acoustic level threshold biasing 

is applied on a band-by-band basis. The decision threshold for the biasing is 
one of the forward adaptive parameters transmitted by the encoder. This function 

can also he disabled altogether. The parametric perceptual model also provides 
a convenient upgrade path in the form of a bit allocation delta parameter. 

It was envisioned that future, more sophisticated AC-3 encoders might run 
in parallel two perceptual models, with one being the original reference model, 
and the other being an enhanced model with more accurate estimates of masked 
threshold. The delta parameter allows the encoder to transmit a stair-step function 
for which each tread specifies a masking level adjustment for an integral number 
of I/2-Bark bands. Thus, the masking model can be incrementally improved 
without alterations to the existing decoders. Other details on the hybrid backward-
forwards AC-3 perceptual model can he found in IDavi94l. 

10.7.2.4 Bit Allocation and Mantissa Quantization A bit allocation is 
determined at the encoder for each Frame of mantissas by an iterative pro-
cedure that adjusts the mantissa quantizers, the multichannel coding strategies 
(below), and the forward-adaptive model parameters to satisfy simultaneously 
the specified rate constraint and the masked threshold. Within- the rate-control 
loop, threshold partitions are formed on the basis of a bit allocation frequency 
resolution parameter, with coefficient partitions ranging in width between 94 and 
375 -Hz. In a manner similar to MPEG-1, quantizers are selected for the set of 
mantissas in each partition based on an SMR calculation. Sufficient bits are allo-
cated to ensure that the SNR for the quantized mantissas is greater than or equal 
to the SMR. The quantization noise is thus rendered inaudible, below masked 
threshold. Uniform quantizers are selected from a set of 15 having 0, 3, 5, 7, 11, 
and 15 levels symmetric about 0, and conventional 2's-complement quantizers 
having 32, 64, 128, 256. 512. 1024, 2048, 4096, 16384, or 65536 levels. Certain 
quantifier codewords are group-encoded to make more efficient usage of avail-
able hits. Dithering can be enabled optionally on individual channels for .0-bit 
mantissas. If the bit supply is insufficient to satisfy the masked threshold, then 
SNRs can be reduced in selected threshold partitions until the rate is satisfied, or 
intensity coding and MS transformations are used in a frequency-selective fash-
ion to reduce the bit demand. Two variable-rate methods are also available to 
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satisfy peak-rate demands. Within a frame of six MDCT coefficient blocks, hits. 
can be distributed unevenly, such that the instantaneous bit rate is variable but 
the average rate is constant. In addition, bit rates are adjustable, and a unique rare_ 
can be specified for each frame of six MDCT blocks. Unlike some of the other 
standardized algorithms, the AC-3 does not include an explicit lossless coding 
stage for final redundancy reduction after quantization and encoding. 

10.7.2.5 Multichannel Coding When bit demand imposed by multiple inde-
pendent channels exceeds the hit budget, the AC-3 ensemble processing of 5.1 
channels exploits interchannel redundancies and irrelevancies, respectively, by 
making frequency-selective use of mid-side (MS) and intensity coding tech-
niques. Although the MS and intensity functions can he simultaneously active 
on a given channel, they are restricted to nonoverlapping subbands. The MS 
scheme is carefully controlled [Davi98] to inaintain compatibility between AC-3 
and matrixed surround systems such as Dolby ProLogic. Intensity coding, also 
known as "channel coupling," is a multichannel irrelevancy reduction coding 
technique that exploits properties of spatial hearing. There is considerable exper-
imental evidence lBlati74] suggesting that the interaural time difference of a 
signal's fine structure has negligible influence on sound localization above a cer-
tain frequency. Instead, the ear evaluates primarily energy envelopes. Thus, the 
idea behind intensity coding is to transmit only one envelope in place of two 
or more sufficiently correlated spectra from independent channels, together with 
some side information. The side information consists of a set of coefficients that 
is used to recover individual spectra from the intensity channel. 

A simplified version of the AC-3 intensity coding scheme is illustrated in 
Figure 10.29. At the encoder (Figure 10.29a), two or more input spectra are added 
together to form a single intensity channel. Prior to the addition, an optional 
adjustment is applied to prevent phase cancellation. Then, groups of adjacent 
coefficients arc partitioned into between 1 and 18 separate intensity subbands 
on both the individual and the intensity channels. A set of coupling coefficients 
is computed, cif, that expresses the fraction of energy contributed by the i-th 
individual channel to the j-th hand of the intensity envelope, i.e., cij = 
where Ai is the power contained in the j-th band of the i-th channel, and cyj is 
the power contained in the j-th hand of the intensity channel. Finally, the inten-
sity spectrum is quantized, encoded, and transmitted to the decoder. The coupling 
coefficients, c11. are transmitted as side information. Once the intensity channel 
has been recovered at the decoder (Figure 10.29b), the intensity subbands are 
scaled by the coupling coefficients, c,1, in order to recover an appropriate frac-
tion of intensity energy in the j-th band of the i-th channel. The intensity-coded 
coefficients are then combined with any remaining uncoupled transform coeffi-
cients and passed through the synthesis filter bank to reconstruct the individual 
channel. The AC-3 coupling coefficients have a dynamic range that spans —132 
to +18 dB, with quantization step sizes between 0.28 and 0.53 dB. Intensity cod-
ing is applied in a frequency-selective manner, parameterized by a start frequency 
of 3.42 kHz or higher, and a bandwidth expressed in multiples of 1 .2 kHz for 
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Figure 10.29. Dolby AC-3 intensity coding ("channel coupling"): (a) encoder, (b) 

decoder. 

a 48-kHz system [Davi98]. Note that unlike the simplified system shown in the 
figure, the actual AC-3 intensity coding scheme may couple the spectra from as 
many as five channels. 

10.7.2.6 System-Level Functions At the system level, AC-3 provides me-
chanisinS for channel down-in i sing anti dynamic range control. Dow n-mi x capabili ty 
is essential for the 5.1-channel system since the majority of potential playback sys-
tems are still monaural or, at best, stereophonic. Down-mixing is performed at the 
decoder in the frequency domain rather than the time-domain to reduce complex-
ity. This is possible because of the lilter-bank linearity. The bit stream carries some 
down-mix information since different listening situations call for different down-mix 
weighting. Dialog-level normalization is also_avail able at the decoder. Finally, the bit 
stream has available facilities to handle other control and ancillary user information 
such as copyright, language, production, and time-code data [Davi s94]. 

10.7.2.7 Complexity Assuming the standard I IDTV configuration of 384 kb/s 
with a 48 kHz sample rate and implementation using the Zoran ZR38001 general-
purpose DSP instruction set, the AC-3 decoder memory requirements and complexity 
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arc as follows: 66 khytes RAM.. 5,4 kbytes ROM, 27.3 MIPS for 5. 1 channels, and 
_ I kbytes RAM, 5.4 khytes ROM, and 26.5 MIPS for 2 channels [Vern95i. Note 

that complexity estimates are processor-dependent. For example., on a Motorola 
DSP56002. 45 MIPS are required for a 5.1-channel decoder. Encoder complexity 
varies between two and five times decoder complexity depending on the encoder 
sophistication IVern95]. Numerous real-time encoder and decoder implementations 
have been reported. Early on, for example, a single-chip decoder was implemented on 

Zoran DSP iVern931, More recentl y, a D P561 AC-3 encoder (5.1 channel s,44. or 
48-kHz sample rate) tot 1)\11) niaslering Was implemented in real-time on a PC host 
with a plug-in DSP subsystem. The compwational requirements were handled by an 
Ariel PC-Hydra DSP array of eight Texas Instruments TMS 320014 floni i n t 
l.)SP devices clocked of 50 MHz [Terr961. Current information an real-lime AC-3 
implementations is also available online Cron] Dolby Laboratories. 
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10.728 Applications and Standardization The first popular AC-3 appli-
cation was in the cinema. The "Dolby Digital" or "SR D" AC-3 information is 
interleaved between sprocket holes on one side of the 35-mm film. The AC-3 
was first deployed in only three theaters for the film Star Trek VI in 1991, after 
which the official rollout of Dolby SR D occurred in 1992 With Batman Returns. 
By 1997 'April, over 900 film soundtracks had been AC-3 encoded. Nowadays, 
the AC-3 algorithm is finding use in digital versatile disc (DVD), cable televi-
sion (CATV), and direct broadcast satellite (DBS). Many hi-fidelity amplifiers 
and receiver units now contain embedded AC-3 decoders and accept an AC-3 
digital rather than an analog feed from external sources such as DVD. 

In addition, the DP504/524 version of the DolbyFAX system (Section 10,7. I) 
has added AC-3 stereo and IVIPEG-1 layer II to the original AC-2-based system. 
Film, television, and music studios use. DolbyFAX over ISDN links for auto-
matic dialog replacement, music collaboration, sound effects delivery, and remote 
videotape audio playback. As far as standardization is concerned, the United 
States Advanced Television Systems Committee (MSC) has adopted the AC-
3 algorithm as the A/52 audio compression standard [USAT95b1 and as the 
audio component of the A/52 Digital Television tDTV) Standard [USAT95aI. The 
United States Federal Communications Commission (US FCC) in 1996 December 
adopted the ATSC standard for DTV, including the AC-3 audio component. On 
the international standardization front, the Digital Audio-Visual Council (DAVIC) 
selected AC-3 and MPEG-I layer II for the audio component of the DAVIC 1.2 
specification [AVC96]. 
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10.7.2.9 Recent Developments —The Dolby Digital Plus A Dolby digital 
plus system or the enhanced AC-3 (E-AC-3) I Fie1041 was recently introduced 
to extend the capabilities of the Dolby AC-3 algorithm. While remaining back-
ward compatible with the Dolby AC-3 standard, the Dolby digital plus provides 
several enhancements. Some of the extensions include flexibility to encode up 
to 13. 1 channels, extended data rates up to 6.144 Mb/s. The AC-3 lilterbank is 
supplemented with a second stage DCT to exploit the stationary characteristics 
in the audio. Other coding tools include spectral extension, enhanced channel 
coupling, and transient pre-noise processing. The E-AC-3 is used in cable and 
satellite television set-top boxes and broadcast distribution transcoding devices. 
For a detilikil description on the Dolby digital plus refer to [Fie1041. 

10.8 AUDIO PROCESSING TECHNOLOGY APT-x100 

Without exception, all of the commercial and international audio coding standards 
described thus far couple explicit models of auditory perception with classical 
quantization techniques in an attempt to distribute quantization noise over the 
time-frequency plane such that it is imperceptible to the human listener. In addi-
tion to irrelevancy reduction, most of these algorithms simultaneously seek to 
reduce statistical redundancies. For the sake of comparison and perhaps to better 
assess the impact of perceptual models on realizable coding gain, it is instructive 
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to next consider a commercially available audio coding algorithm that relies ,tray
upon redundancy removal without any explicit regard for auditory perception. 

We turn to the Audio Processing Technology APT-x algorithm, which
has been reported to achieve nearly transparent coding of CD-quality 44.1 1(1-4 
16-bit PCM input at a compression ratio of 4:1, or 176.4 kb/s per monaural 
channel 1Wyli96b1. Like the ITU-T G.722 widehand speech codes 1G722), the
APT-x100 encoder (Figure 10.30) relies upon subband signal decomposition fol. 
lowed by independent ADPCM quantization of the decimated subband output 
sequences. Codewords from four uniform bandwidth subbands are multiplexed 
onto the channel and sent to the decoder where the ADPCM and fi lter-bank open. 
ations are inverted to generate an output. As shown in the figure, a tree-structured 
QMF filter bank splits the input signal into four subbands. The fi rst and second. 
filter stages have 64 and 32 taps, respectively. BAckward adaptive prediction is 
applied to the four subband output sequences. The resulting prediction residual 
is quantized with a haekWard-adaptive Laplacian quantizer. Backward adaptation 
in the prediction and quantization steps eliminates side information but increases 
sensitivity to fast transients. On the other hand, both prediction and adaptive 
quantization were found to significantly improve coding gain for a wide range of 
test signals IWyli96b1. Adaptive quantization attempts to track signal dynamics 
and tends to produce constant SNR in each subband during stationary segments. 

Unlike the other algorithms reviewed in this document, APT-x1R)0 contains 
no perceptual model or rate control loop. The ADPCM output codewords are of 
fixed resolution (I hit per sample), and therefore with four subbands the output 
bit rate is reduced 4:1. A comparison between APT-x100 quantization noise and 
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Figure 10.31. DTS-coherent acoustics (DTS-CA) encoding scheme. 

noise masking thresholds computed as in Pohn88a1 for a variety of test signals 

from the SQAM test CD ISQAMI181 revealed Iwo trends in the APT-x100 noise 

floor. First, as expected, it is flat rather than shaped. Second, the noise is below 

the masking threshold in most critical bands for most stationary test signals, 

but tends to exceed the threshold in some critical bands for transient signals. 

In (Wyli96b], however, the fast step-size adaptation in APT-x100 is reported 

io exploit temporal masking effects and mitigate the audibility of unmasked 

quantization noise. While the lack of a perceptual model results in an inefficient 

flat noise floor, it also affords some advantages including reduced complexity, 

reduced frequency resolution requirements, and low delay of only 122 samples 

or 2.77 ms at 44.1 kHz. 
Several other relevant facts on APT-x 100 quality and robustness were also 

reported in 1Wy11964 Objective output quality was evaluated in terms of average 

subband SNRs, which were 30, 15, RI, and 7 dB, respectively, for the low-
est to highest subbands, and the authors stated that the algorithm outperformed 

NICAM (NICAM] in an informal subjective comparison 1Wyli9(M1. APT-x100 

was robust to both random bit errors and tandem encoding. Errors were inaudible 

for a bit error rate (BER) of 10-1, and speech remained intelligible for a BER of 

10- i. In one test, 10 stages of synchronous tandeming reduced output SNR from 

45 dB to 37 dB. An auxiliary channel that accommodates up to 1/4 khls of the 

sample rate in buried data (e.g., 24 kb/s. for 48-kHz stereo samples) by bit steal-

ing from one of the subbands had a negligible effect on output quality. Finally, 

real-time APT-x100 encoder and decoder modules were implemented on a single 

AT&T DSPI6A masked ROM DSP. As far as applications are concerned, APT-

xl()0 has been deployed in digital studio-transmitter links, audio storage products, 

and cinematic surround sound applications. A cursory performance comparison 

of the nonperceptual algorithms versus the perceptually based algorithms (e.g., 

NICAM or APT-x100 vs. MPEG or PAC, etc.) confirms that some awareness 

of peripheral auditory processing is necessary to achieve high-quality coding of 

CD-quality audio for compression ratios in excess of 4:1. 
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10.9 TITS --- IXITIERENT ACOUSTICS 

The pertorrnance comparison of Me nouperceplual algorithms versus the percep. 
tidally based algorithms APT-x1(JO vs. MPEG or PAC, etc.) given in the
earlier section, highlights that some awareness of peripheral audifory pivrey,vi„x

necessary to achieve high-qtility encoding of digital audio For compression: 
ratios in excess of 4: 1. 'lb this end, l)TS employs an audio compression algorithm 
[lased on the principles of "coherent acoustics encodine ISmyt961 [Smyt9gj 
OFSJ. In coherent acoust ics, both ADPCM-suhhand Altering and psychoacous-

tie analysis are employed to compress the audio data. 'The main emphasis in DTs 
is to improve the precision (And, hence, the (ILIA i i.y) of the rInTjtal :Indio. The tyrs 
encoding algorithm pwvidcis d resolution or up to /4 bit, per stinple and al [he - 
same, time „ ;.in &diver ,..onipression rates in the onlize of .3 to 4(1. Moreover, ITS 
can del iver up to eight discrete channels of multiplexed audio at sampl ing, ire_ 
iduiT-incics or 8-102 1.:1-11z and at bit rates or 8--512 kb/s per channel. Table 10.5 
summarizes the various bii fines, samplirT frequencies, and the 1)4 resolutions 
employed in the Four configurations supported by the 01S-coherent acon,tics. 

10.9A IFTro'nlng arid 

The Drs -CA encodingalrtorithm (Figure 11,y,31) (Tel-ales on 24 bit linear PUM 
signals. The ;ludic lif2.7,nals are typical ly analyzed in Hocks (frames) or 1024 
samples, although frame sizes of 256, 512, 2018,4  and 4.096 samples are also 
supported depending on the bit rates Lind sampling. frequencies used l ' i 'able 10. 1(1). 
For example, if weratins al hit rates of 1024-2048 1:1,)/s and sainpling (requencles 
of 32 DV 44. I or 48 Id-lz; then Ihe maximum nurnher of samples allowed per frame 

102-4. Next, the segmented audio frames Lire decomposed into 32 critically 
sllhsampled subbands using, 1 polyphase realization of a pseudo ()AV (POMP) 
h111115 (Chapter 6). Two different PQR1.t3, fil ter-bank structures, namely, perfect 
reconstructing (PR) and nonperfect reconstructing (NPR) are provided in Drrs-
coherent acoustics. I n the example that we considered above, ;.1 frame size of 1024 
sal-1111es results in 32 PCM samples per subhand (024/32). The channels 
ine equally spaced such that ;..1 11'12 inlaid sip)al is split. into O00 Fax subbands 
(i.e., 16 1c1.11z../312) , with the suhbanc. being decirriate.d at the ratio _3': I . 

110. A Iikt Of encoding po nude (11111(1 ilM 11)T;74-ro1iercut acoustics 
after' ISm:09], 

13ii ;ien»plin 1 rinea (kHz) I3i i resolution pi3r 

8-32 ,..-,:24 16 
32-96 ,1::48 20 
96-256 s.--,96 24 
256-512 ,s_:192 24 

1 
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Table 10.10. Maximum frame sizes allowed in DTS-CA (after [Smyt991). 
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Hinds 
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ample 

Sampling frequency-set, f, - 18/1 1.05/121 (kHz) 

Bit rates (kb/s) l,, 2f, 4f. 8./• 16f, 

0-512 Max. 1024 Max. 2048 Max. 4096 N/A N/A 
512-1024 N/A Max. 1024 Max. 2048 N/A N/A 
1024-2048 N/A N/A Max. 1024 Max, 2048 N/A 
2048 -4096 N/A N/A N/A Max. 1024 Max. 2048 

10.9.2 Psychoacoustic Analysis 

While the subband filtering stage minimizes the statistical dependencies associ-
ated with the input PCM signal, the psychoacoustic analysis stage eliminates the 
perceptually irrelevant information. Since we have already established the neces-
sary background on psychoacoustic analysis in Chapters 5, we will not elaborate 
on these steps. However, we describe next the advantages of combining the 
differential subband coding techniques (e.g., ADPCM) with the psychoacoustic 
analysis. 

10.9.3 ADPCM — Differential Subband Coding 

A block diagram depicting the steps involved in the differential subband coding 
in DTS-CA is shown in Figure 10.32. A fourth-order forward linear prediction 
is performed on each subband containing 32 PCM samples. From the above 
example. we have 32 subbands and 32 PCM samples per subband. Recall that in 
LP we predict the current time-domain audio sample bused on a linearly weighted 
combination of previous samples. From the LPC analysis corresponding to the 
i-th subband, we obtain predictor coefficients, ai,k for k = 0; 1 4 and the 
residual error, e1(t) for n = 0, 1, 2, , 31 samples. The predictor coefficients 
are usually vector quantized in the line spectral frequency (LSF) domain. 

Two stages of ADPCM modules are provided in the DTS-CA algorithm, i.e., 
the ADPCM estimation mage and the real ADPCM stage. ADPCM utilizes the 
redundancy in the subband PCM audio by exploiting the correlation between 
adjacent samples. First. the "estimation ADPCM" module is used to determine 
the degree of prediction achieved by the fourth-order linear prediction filter 
(Figure 10.32). Depending upon the statistical features of audio, a decision to 
enable or disable the second "real ADPCM" stage is made. 

A predictor mode flag, "PMODE" = 1 or 0, is set to indicate if the "real 
ADPCM" module is active or not, respectively. 

4 

Si,rred(n) = _ k), for n =-. 0, 1 31 (10.11) 
k 
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e1(n) = (n) — 

4 

= (1) - E ai,ksi(n - k) 
k-=0 

(10.12) 

While the "prediction analysis" block computes the PMODF, flag based on die 
prediction gain, the "transient analysis" module monitors the transient behavior 

of the error residual, In particular, when a signal with a sharp attack (i.e., rapid 
transitions) begins near the end of a transform block and immediately following a 
region of low energy, pre-echoes occur. Several pre-echo control strategies have 
been developed (Chapter 6, Section 6.10). These include window switching, gain 
modification, switched filter banks, including the bit reservoir, and temporal noise 
shaping. In DTS-CA, the pre-echo artifacts are controlled by dividing the subband 
analysis buffer into four sub-buffers. A transient mode, "TMODE" = 0, I, 2, or 
3, is set to denote the beginning of a transient signal in sub-buffers I, 2, 3, or 4, 
respectively. In addition, two scale factors are computed for each suhband (i.e., 
before and after the transition) based on the peak magnitude of the residual error, 
ei (n). A 64-level nonuniform quantizer is usually employed to encode the scale 
factors in DTS-CA. 

Note that the PMODE flag is a "Boolean" and the TMODE flag has four 
values. Therefore, a total of 15 bits (i.e.. 12 bits for two scale factors, I hit for 
the "PMODE" flag, and 2 bits for the "TMODE" flag) are sufficient to encode the 
entire side information in the DTS-CA algorithm. Next, based on the predictor 
mode flag (1 or 0), the second-stage ADPCM is used to encode the differential 
subband PCM audio as shown in Figure 10.32. The optimum number of bits (in 
the sense of minimizing the quantization noise) required to encode the differential 
audio in each subband is estimated using a bit allocation procedure. 

10.9.4 Bit Allocation, Quantization, and Multiplexing 

Bit allocation is determined at the encoder for each frame (32 sail-muds) by an 
iterative procedure that adjusts the scale-factor quantizers, the fourth-order lin-
ear predictive model parameters, and the quantization levels of the differential 
subband audio. This is done in order to satisfy simultaneously the specified rate 
constraint and the masked threshold. In a manner similar to MPEG-I, quantizers 
are selected in each subband based on an SMR calculation. A sufficient number 
of bits is allocated to ensure that the SNR for the quantized error is greater than or 
equal to the SMR. The quantization noise is thus rendered inaudible, i.e., below 
the masked threshold. Recall that the main emphasis in DTS-CA is to improve 
precision and hence the quality of the digital audio, while giving relatively less 
importance to minimizing the data rate. Therefore, the DTS-CA bit reservoir will 
almost Always meet the bit demand imposed by the psychoacoustic model. Similar 
to some of the other standardized algorithMs (e.g., MPEG codecs, lossless audio 
coders), the DTS-CA includes an explicit lossless coding stage for final redun-
dancy reduction after quantization and encoding. A data multiplexer merely packs 
the differential subband data, the side information, the synchronization details, 
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and the header syntax into a serial bitstream. Details on the structure of the "out_. 
put data frame" employed in the DTS-CA algorithm are given in [Smyt991[DTS1 , 

As sit extension to the current coherent acoustics algorithm, Fejzo et 
proposed a new enhancement I hat delivers 96 kHz, 24-bit resolution audio coat, 
ity tFejz001. The proposed enhancement makes use of both "core" and "exten. 
sion" data to reproduce 96-kHz audio bitstreams. Details on the real-time imple-
mentation of the 5. 1-channel decoder on a 32-bit floating-point processor ate 
also presented in iFejz001. Although much work has been done in the area of 
encoder/decoder architectures for the DTS-CA codecs, relatively little has been 
published [Mesa991. 

10.9.5 DTS-CA Versus Dolby Digital 

The DI'S-Coherent Acoustics and the Dolby AC-3 algorithms were. the two com-
peting standards during the mid-I990s. While the former employs an adaptive,
differential linear prediction (ADPCM—subband coding) in conjunction with a: 
perceptual model, the latter employs a unique exponent/mantissa MDCT coef-
ficient encoding technique in conjunction with a parametric forward-backward. 
adaptive perceptual model. 

PROBLEMS 

10.1. List some of the primary differences between the DTS, the Dolby digital, 
and the Sony ATRAC encoding schemes. 

10.2. Using a block diagram, describe how the ISO/TEC MPEG I layer I codec 
is different from the ISO/IEC MPEG-I layer III algorithm. 

10.3. What are the enhancements integrated into MPEG-2 AAC relative to the 
Mt'3 algorithm. State key differences in the algorithms. 

10.4. List some of the distinguishing features or the MP4 audio format over the 
MP3 format. Give intones and cite references. 

10.5. What is the main idea behind the scalable audio coding? Explain using a 
block diagram. Give examples. 

10.(i. What is structured audio coding and parametric audio coding? 

10.7. How i.s ISO/IEC MPEG-7 standard different 'from the other MPEG 
standards. 

COIVIPUTER EXERCISE 

10.8. The audio riles Ch OthreL2L.was, Ch 1 Otaid2.R. wav, Ch Oaud2C.wav, 
ChlOaud2Ls.wits, and ChiOatic/2/?.y.writ, correspond to left, tight, 
center, left-surround, and right-surround, respectively, of a 3/2 -channel 
conliguration. Using the matrixing re.chnique obtain a stereo output. 
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