An analysis of seek time based on Fitts’s Law 7T =
Ko + Kloga(D/S + 0.5) where 7" == time to position
cursor using mouse (seek time}, Ky = constant time
to adjust grasp on mouse, K = constant normaliza-
tion factor (positioning device dependent}, S = size of
target in pizelsy, D = distance in screen pixels; helps
explain our results because the ratio of the distance
(D) to target size {8} is smaller for pie menus. The
fized target distance and increased size of targets for
pie menus decreases the mean positioning time as come-
pared with linear menus. In our experiment, the ac-
tivation region for an itern constitutes the target. All
subjects were informed of the fact that their target
was not necessarily the text, but the region containing
the text target item. This was clearly understood by
all participants. The font size for text items in both

25

: Linear
- Pie
20 b
15 b
10
- —
Lf]

1 2 3 4 5 6 7 8
Figure 5: Target location (x) vs. number of errors {¥)
menu styles was the same, yei the target region size
for pie menus (3500 — 6000pizeis?) was on the order of
2-3 times the size of linear meny activation region sizes
{1000 — 2000pizels?). The distance from the center of
a pie menu to an activation region is 10 pixels while
the distance in linear menus varied from 13-200 pixels.

Figure 5 displays the target location plotted against
the total number of errors across all subjects. Pie and
linear menus seem to suffer from a similar phenomenon
- errors are made more often on items in the central
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Task type
Pie | Linear | Unclass. || Meatimenu |
Using pie 0.45 0.60 0.60 0.55
menus
Using linear §| 0.88 0.73 1.24 0.95
menus
Mean ass 0.68 0.68 0.92

Table 4: nminber of errors means per cell, menu type,
and task type (all observations including no errors)

region of the raenu display. These are the tlems with
the most inferaction with neighboring items [2].

Repeated measure analysis of variance resulis on the
error rates show marginally statistically significant dif-
ferences (P = 0.087) between pie and linear menus
{Tables 4 and 8). No other statistically significant dif-
ferences were observed.

Subjective results obtained in the pilot study repeated
themselves in the experiment. Subjects were split on
prefersing one menu type over another but those who
preferred linear menus had no strong conviction in this
direction and most agreed that with further practice

i F | PR>F |

Menu type || 3.12 3.0869
Task type .93 6.40646
Menu type
X 1.34
Task type

P

&
(o]

0.2773

Table 5: repeated measures analysis of variance results
for number of errors

they might prefer the pie menu structure. Those who
preferred pie menus generally felt fairly confident in
their assessment and this is reflected in the question-
naires.

One subject complained of having a problem with menu
drift which is the phenornenon which occurs as the re-
sult of the cursor relocating to the relative screen lo-
cation of the last selected target. With linear menus,
this tends to “drift” the cursor towards the bottorn of
the screen. This may explain the higher error rate for
linear menus, but the same problem occurs to a lesser
degree with pie menus. This, in fact, we believe to be
anocther positive feature of ple menus: the cursor drift
distance is minimized. Most subjects had no problems
coping with drift in either menu style. One area of
further research is measuring the extent and effect of
this problem.

CONCLUSIONS
What does this mean? Should we program pie menus
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into our bitmapped window systems tornorrow and ex-
pect a 15-20% increase in productivity since users can
select items slightly {aster with pie menus. Pie menus
seern promising, but more experiments are needed be-
fore issuing a strong recormmendation.

First, this experiraent only addresses fixed length menus,
in particular, menus consisting of 8 items - no more,
no less. Secondly, there remains the problem of in-
creased screen real estate usage. In one trial & subject
complained because the pie menu obscured his view of
the target prompt message. Finally, the questionnaire
showed that the subjects wera almost evenly divided
between pie and linear menus in subjective satisfac-
tion. Many found it difficult to “home in on” a par-
ticular item because of the unusual activation region
characteristics of the pie menu.

One assumption of this study concerns the use of a
mouse/carsor control device and the use of pop-up
style menus {as opposed to menus invoked {from & fixed
screen location or permanent renus). Certainly, pie
menus can and in {act have been incorporated o use
keyed input [7] and fixed “pull-down” style presenta-
tion {the pie meru becomes a semicircle menu). These
variations are areas {or further research.

Cne continuing issue with ple menus is the limit on
the mimber of items that can be placed in a circu-

Figure 6: Advanced “pie” menus

lar format before the size of the menu window is im-
practical. Perbaps, like the limiting factors in linear
menus concerning their lengths, pie menus reach a sim-
ilar “breaking poini” beyond which other menu styles
would be more useful. Hierarchical organization, ar-
hitrarily shaped windows {Figure 8), numeric ltem as-
signment and other menu refinements as well as further
analysis is contained in {7]. Pie menus offer a novel al-
ternative worthy of further exploration.
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Based on a paper presented at the {ERE Conference on
Micraprocessors in Autemation and Communications heid
in London in Jamuary 1987

SURMMARY

A 2-4 kbit/s baseband moden is being designed for use at
hi., incorporating modulation/demodulation techniques
that are matched to those freguencies and the problems
associated with them. Fed by a continucus serial data
stream, the modulator functions are implemented wholly
by a bit-slice micropracessor, and controlled by another
more conventional microprocessor. Analogue output
waveforms are generated in @ d/a converter, which is
driven by the bit-slice machina. Demodulation is per-
formed in 8 similar device, using an a/d input and giving a
serial output.

© Flectronies Laboratories, Unjversity of Kent at Canterbury,
Canterbury, Kent CT2 7N2

The Radie and Electcenic Enginieer, Voi. 51, No. &, pp. 269-301, June 1987

1 introduction

Over the past ten years, devices for transmission and
reception of data have become more digital in their
réalization. Not only are these devices construcied with
more  digital circuitry, but also signals hitherto
transmitied on analogue schemes have been modulated
digitally. This mode of transmission requires & modern
which will convert the bascband signal into a form
suitable for transmission. Design of modulators/
demodnlators which convert between data streams and
waveforms suilable for specific types of chanuvel has
accelerated in recent years, onc such chanuel being huf,
radio.

This paper describes 3 modewm of this type, which has
been designed at the University of Kent for use
specifically on volceband chaonels at b.f, and also
discusses methods of realization. The modem is fed by a
serial data strearn at 2:4 kbits per second, which it
modulates into a 3 kHz basehband chanuel, In the
receiver, after mixing down to baseband, the sccond half
of the modem uses the incoming signal to synchronize,
and demodulates it back into a serial data stream {Fig,
1). The modulation technique employed for this sysiem
is multi-channsl four-phase differential p.s.k.,! both with
and without pilot synchronization tones inserted in the
band. Although other modulation schemes are under
consideration to demonstrate the versatility of the
modera, this techaique is the one to be used at hof. trials,

H.f. transmission and reception have special problems
associated with them. This is because h.f. channels are
usually ionospheric and therefore suffer from rondti-path
propagation and both man-made and natural
interference, propertics which can cause unpredictable
loss of data and synchronization. Uniess modem
pararaeters such as data rate or bandwidth are aitered,
fittle can be done to prevent loss of data, Loss of
synchronization on the other hand results in an
additional increase in data errors which can to some
extent be controlled. Hence synchronization and the
approach {or its implementation have been under careful
scrutiny in the design of the demodulator.

Until guite recently, nearly all modems would have
consisted largely of amalopue circuitry with a digital
interface to the data source or sink. Utilizing
microprocessors enables the construction of modems
which are compietely digital with just an analogue
interfuce to the communication channel. The most
obvious advantage in this case is the increased versatility
of the modem. Whereas before, to change modulation
type would have neceded a major recoustruction of the
hardware, the microprocessor realization reduces the
problem to 2 moedification in the program which it
executes,

2 Operation

In the modulator, incoming dala are packed into bytes

which are used two or four at a time to provide sixteen or
G033~7722/81/0602984-03 $1.80/0

© 1981 institution of Elactionic and fadio Engineers

918




8. D. 8MITH, P. G. FARRELL and K. R. DIMOND
IkHE BANDWIDTH FkHz BARDWIDTH
hhhhhh )  tebndndataboie
H sanp b hx;vsam (‘ i
BASERAND | R 31 BASERAND
AT e ax qan mas con i as SARTCEWER fondg s
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SOURCE MICROPROGRAMMED qureuT
4ODEM
thirty-iwo channels of parailel information. These previous phase and amplitude of the same carrier to

blocks of data are modulated by a repeating real-tirae
programme with period  equal to 1/16th or 1/32ad of
the incoming serial data rate, into sixteen or thirty two
parallel q.d.p.sk, u\amxel s all piau:d side-by-side in the
3 kHz baseband. Each chaonel is separated from its
neighbour by 2/r IL' and is also at a muliiple of the
frequency 2/7. In the 16-channel case, eight carriers each
at multiple of the frequency 300Hz are phase
modulated, carrying two b
four 90° spaced phases {(Fig. 2). In the thirty-two-channel
case, sixieen carriers are modulated at a time, bat the
period T is doubled too.

The individual carrier signals are generated from sine
fook-up tables, similar to those described in Refl 2
These tables are sampled, scaled and summed,
depending on the required frequency and phase, every
1/9600th of a sccond. 128 samples at each frequency of
the carriers are derived from the tables at the requisite
phases, and sammed 1o obtain 128 samples for
¢ransmission. Another twe or four bytes are taken from
the incoming data stream and used to calculate the new
phases for each carrier, so that the whole cycle may bepin
apgain. The resultant samples are clocked through a dfa
converter to produce the baseband modulated waveform
{Fig. 3).

The demodulator, which has to contend with
synchronization and error decisions, is more complex
thao the modulator. (Error decisions consist of
resolving the polarity of incoming data into its most
likely state, and possibly implementing any ercor
detection/correction that might have been coded into the
data.} The noise-cortupted incoming signal is sampled
by an a/d convertor at 96 kbaud. Samples are used in a
synchronization algorithm which is arranged to provide
the start pulses to & Fast Fourler Transform (F.FT.)
routine. Quiput from this gives the phase and amplitude
of each carrier, which may be compared with the

AMPLITUDE

FREQUERCY N UNITS

OF 20y
PHASE N X A x %
»
W} R oA X x %
i ————
i FREQUENCY
o}
i
i
-~ ¥ xox X ERY
Fig. 2. Aiupiuudv aud phase spectiurn for multi-channel 4-phas
dpsk
300

its of information on each of

regenerate the two bits of data,

Consider the sixteen carrier situation,

The incoming data from the a/d converior consist of
amplitudes of an analogue waveform sampled at discrete
intervals of 1/9608th of a second. Without noise, this
analogue signal is a sum of sixteen sine waves of equal
amplitudes at four possible discrete phases, At intervals
of 1/32ad of the data rate {i.e. 75 Hz) the phase of each
catrier might change by nmliiples of 96°, depending on
the two new bits of data i carries. Assuming it is highly
probable that at least one of the carriers will change
phase at every discontinuity, it is possible to pain data
synchronization from the phase transitions. An output
from this synchronization is used to keep an F.F.T. in
step with the incoming data. A double 64-point radix-2
F.FT. routine™ is applied to each block of 128
samples to produce two frequency domain sampies for
each carrier frequency. These are averaged and
converied from complex coordinates to amplitude and
phase coordinates from which not only the data may be
determined, but also the rate of fading of the incoming
signal and the frequency/phase shift caused by b.f.
interference.

,;ﬁmh,%mﬁ

{2} SINE SAMPLES FOR A FREQUENCY

oo
g

{b) SINE SAMPLES FOR £, a0 4,

vt

S

i<} RE—:JLTA\Y SAMF‘LEh FROM AGDING
ﬂ Ed

LN

________ £

3

{4} QUTPUTAFTER D/A AND LOW-PASS
FILTERING

Fig. 3. Example of sine sample summation for two carriers,

Wers the F.F.T. to take its 128 samples so that a phase
discontinuity boundary was somewhere in the middle,
the resulting data would be completely useless. In fact
the errors vise fairly quickly with the number of samples
at the wrong side of a phase transition, so it is essential
that there is good data synchronization. This teqwrc«:
accurate data rate recovery from the incoming signal,
which is achieved by a sliding flter algorithm in
association with a local ‘flywheel’ clock. Whether this
focal clock or the generated synchronization pulses are
used to synchronize the transform depends on the depth
of fade or the frequency/phase error, as ascertained from
previously decoded data blocks.

An additional technique is available for improving

Ths Radio snd Electronic Enginger, Vol 51. No. §
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BIT-SLICE MICROPROCESSORS IN H.F. DIGITAL COMRBMUNICATIONS
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Fig. 4. Moedem siruciure {(block diagram),

synchronization, and for minimizing the possibility of
performing an F.F.T. across a discontinuity. This
involves spreading the carrier frequencies out so that
they cover the complete bandwidth of the voice chanuei,
rather than their frequencies being integral multiples of
the data rate, The sampling frequency of the receiver is
increased proportionately so that it is still an integral
multiple of the carrier frequencies. However, the period
between phase discontinuities in the transmitted signal
remains & simple fraction of the data rate. Hence the
period during which the 128 samples are taken for the
F.F.T. is shorter than the time between discontinuities
by approximately 169 for a data rate of 2244kHz in a
3 kFiz bandwidth.* This means that there is a fairly long
period of time, acress the phase transition, over which
no samples are taken for use in the FF.T. This is
advantageous for two reasons: (a) to allow a greater
margin for synchronization error before trans-
discontinuity samples cause errors in the F.F.T.
algorithim, and (b) the F.F.T. does not employ samples
near to the discontinuity where the 3 kHz bandliraiting
causes ‘ronnding’ of the sipnal on cither side.

3 The Modem Structure
In both the modulator and the demodnlator there are
two microprocessors. A slower, one-chip microprocessor
from the 6800 farily is used to interface the modem to
the serial data source or sink. Its responsbility is for the
slower daia processing, such as packing the incoming
serial data into bytes and encoding it, some of the
synchronization mechanism in the demedulator, and the
control functions for the fast processor. (Fig. 4.)

This fast processor consists of a 2900¢-series bit-shice
microprocessor to perform  the modulation and

emodulation of data, and is connected directly to the
analogue port via its data bus. Its purpose is to convert

Juns 1887

data to samples of summed sine waves at the correct
phases in the modulator, aud to perform the F.F.T. and
clock recovery in the receiver. Since as &
modulator/demodulator it is repeatedly executing a

edicated routine of kpown duration, there is no need
for macro-coding and a2 mapping prom. as o the
conventional bit-slice machine.® Hence ali programming
is at the microcode level. Microcode is bootstrapped into
the writable microcode memory on power-up by the
6800 processor, which in turn is fed by & host mainfrarae
computer during microprogram development. For a
completed portable modem, the booistrapping is from
e.p.r.o.m.s in the 6800’s memaory map.

All datajaddress buses on the bit-slice are 12 bits
wide, together with the a/d, d/a converters, while the
width of the microprogram word is 64 bits. Two-level
pipehning and paraliel hardware stacks, together with
fast data paths and devices isclated from slow data buses
by registers allow minimization of processor cycle times,
The bit-slice machine is connected 1o the slow processor
by an 8-bit bidirectional data register which is directiy
addressable fn the memory map of each machise,

4 Conclusions

This paper describes a modem which uses only digital
processing to accomplish ifs operation. When used for
hf. trigls the modem: demonstrates the viability of
microprocessor controlied modulation and demodula-
tion. It also reveals its versatility to be reprogrammed
with ease to a completely different modulation scheme.
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A Novsl use for Microprocessoxs in Designing single and Wulti-Lone Seneratoxs;
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This paper describes a
ducing precise single ox
tones for telephone offlce ringlnhg genera-
tors, tone generators, apnd general purpose
inverters, by using wlcroprocessors and digi-
tal technology.

rRecent teshnical developments have pro-
vidaed engineers nev tools fox gensratlng the
signals used for telephone eguipnmevt and fox
permibilng remcte access te the equlpnment fox
supervisory and dlagnostlo puxposes. Flgure 1
itlustrates a system in  which wmicro-
controliers, counters timexrs, Random Access
Memory (RBM}, hnalog to Digital Couverters
{a/D}, and Digital to Analog Convextexs (D/h}
are combined to produce tone signals, These
signals are Lhen amplified to produce the re-
guired ringing or tene power.

Phe microcontroller is programmed with a
mathematical eguation to derive timlng and
voltage levels for the outpub signal., This
equation is converted to digital woxds bLhat
are passed te ihe data portion of RAM and is
converted bo a digital word that sets a Ulmer
controlling the address poxtion +to RAM. The
RAM output is converted Lo an analsg slgnal
by the D/A converter. This signal s used by
3 powexr amplifier to condition the signal for
ugs on the telephone lines.

gy using a Microcontrollezr, the terms of

method for pro-
muiti-freguency

the equation {i.e. fraquancies and the voli-
age levels of each freguensy independently)

axe input as veriables, thus glving the user
complekte contrel of the output signal. The
ussy £an use a manval control {such as a Key-~
pad/readout) or a ramote compuier (through an
®5232 port) to change the variables. The
range of the sigpals la gdetermined by the
resolution of the D/A converter and the fre-
quency response of the power ampliflex. Be-
cause the Hicrocomntroller is crystal cont-
rolled, freguency response and accuracy 3re a
function of binary resslutlon, The output
level i1s aiso & function of the binary reso-
lation and reference voltage. Multiple fre-
quency tones are generated by the same meth-
cd. Bince the guantizing freguency is nmuch
higher than the tone freguencles, simple low
pass filtering is used to eliminate unwanted
fregquencies, Using an &/D convertey, the
ontput is  monltorsd. This same slygnal may ba
vaed as a bulli-in dlagnostic test.

The output of the power amplifier is
sensed for voltage and curkent output. In low
freguency applications, the microcontroller
cap monitor for inductive and capacitive
loads, and wmake adjustments.

he versability of Ehe microcontroller
allows a single design Lo cover a wide vari-~
ety of uses, The power amplifier can custem-
ize the application, Othexr options such as
zers crossing interrupting would be undex
control of the microcontrollex.

"
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LHTRORUCTION
Curzently Ringing and Tone genexators

consists of analcg devices such as  oscllila-
tors and linear amplifiers, or non-adiustable
digital osclilators and bandpass filters to

generate the required freguency and wave-
shapes., Some of the more imnportant analeg
design considerations are signal linsarliby,

symmebry, frequency stablility, and tempeia-
ture variations that effect all of the abovs.
Frequency is derived from standaxd oscilliatox

its, which contain resistors, capaci-
tors, and/or inductors. In adjusting the fre-
guency, flne tuning is done with variable
resistors, while more coarse adjustmenis are
done by svitehing capacitors and/or induc-
tors. ‘The freguency selective composents used
in ringing denerators have large values and
are physically largs.

some of the more important dlgital de-
sign elements are the master clock and count
down circwits. The wuse of diglital circuits
usually seolves the problem of stablility and
symmetry bub introduces some £lllering re-
guirements becawse digital signals are sguare
waves which, by Gefinition, axs vich in har-
monics, Proper f£ilter design  reduces harmon-
ios to the desired output level. Digitai £il-
tzrs at ringing freguencies coentain larde
capacitance and/or  inductance values and,
1ike the analoy oscillators, are physically
iarge. A resonant transformer may e used as
a filter but it is physically largs, and can
anly work with a single freguenczy. The £il-
ters for tomzs need to have high § values in
order to suppress the harmonlos below the
DTME band reguirements. In the current tech-
nology, interrupters.are not synchronlized to
the tonhe wvave shapes being interrupted.

Today's technoslogy =aliows the use of
wicrocontrollers to generats slgnals. Micro-
controller generate the requirsd data and D/a
converters transform the ditgital words to
analog signals, eliminating the need £oxr RC
or LT esciliators. All the reguired functions
are executed in firmware vhich calowlates the
sine functlons for magnitude and duration of
wail statements nscessary tp obtain the fre-
quency. &ince the microcentrollex {s driven
by a crystal oscillator, freguency stability
can be as good as a standard quarts watch {in
the order of .002%). Frequency and voltage
adjustments ¢an be wmade by regalculating
Microcontroller data. The user may input the
gata in wany ways, such 39 a key pad, selec-
tor switches, ¢r it may be dovn loaded via a
R8232 computer/modem pori.,

DIGILAL SYNTHRRLS

Ringing and tope analog signals are
ingdepandent, contincous signals varying as a
tunction of time, Digital signals are dis-
crete time varying signals. A digital signal -
is a ssquence of numbers?t.
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26-3

r‘““““““‘“"“““*{? R3 @R
% - PORY
uF i
{
i VOUTAQE
REFEFENCE
H
A(D T
P
~
3 i
|
Lt * :
. [
— - N
COUNTER o nia } N R Pt
, |
i’ b
FINGING/ TOME GENERATORe
Figure 1
Bach digital number represents a tlme variant The computer generated mathemabical~formula
value o©of an analog slgnal called sampled is  tuxned into a digitized analeg signal.
Aata. Sawpled data 19 a dlscrste value for a This analeg slgnal has guantiged errer terms
sampled time. The £ollowing sampled dats that cause dlstortion with respect to an
words axe analeg slan at dlffexent values 4“510% generated si?nal. if thf CGKFBET,U?TT
in  both time and magnitude. 7This quantized ber of points are chosen the exvor ferws are
signal takes on only those values specified low. These errer terms centailn high Ifrequency
by the guantized levels. The gquantized signal signals that are easily filtered out with a
differs from the analog sigunal by. the number simple bandpass filter. This process yields &
of individual points taken during the Adurs- signal that is ampiified and aspplied to the
tion of the analoyg sigral. The more points telephone circuits,
taken over a given period of tiwme, the swmall- Pilal tons and ringback tone are produced
ex are the errors lntroduced by the digitiz- by adding together %Ltwo precise frequency
ing of the slgnal. teones. Ringback tones comprlise 440 Hz and 480
Ringling and tones are repetitive, time Hz; dial tones cowmprise 35 he and 440 Hz.
vaxylng signals, waking their wmathewatical The "Tone Cycle" ls defined as follows: with
wodels qulte simple, They lend themselves to all frequencies starkting &t zero degrees
simple calouvlabtians, Allewing the Micro- phase angle {zero volts and zerc curvent), a
gontrulle: to generats discrete gsamples of “oone Cycle® 1s complete when all bthe tones
data over an intagral number ¢f  one or wore axrive at s 360~ phase angle at the same time
rzpetitive "tone cycles”. {i.e. zaxro wvolts}, For a single freguency
To convert the wmathematical numbers to toene, guantized data is caloulated for  only

an apalcg signal, a B/A converter is used. one 360" cycle. for wingback toene, the cor-
fts lnput ls a digital word and its output is puted data  includes eleven complete  360¢
a voltage level corresponding to that word. cycles of 44D Hz  with twelve complete 3§0°
As each new dlfferent word is applied to the aycles of 480 Hz to complete one “Tope Cy-
D/R convertexr the oubtput varies accordingly, ale®, Por gdial tons, the womputed data in-
The xesult is a time varying signal; but this cludes  thirty five complete 350~ cycles of
signal i{s not continuous because of the quan- 350 Hz with forty four complete 360° oycles

fived afiect.

of 440 Hz Lo complete one "Tone Cycie”. Aftex
8ee flgure 2. .

incrementing and iransierring one "YTone C
cle®™  to the D/A converxtex, the Hic -
conbroller resets to the start of the "Tone
"™ Cycle" and repeabs,.
: Because the erxor terme in the digital
&mmuu generated dAual tones ave hlgh  frequency, a

. rmrd » Liuﬁ lowpass Eilter wiil leave only the two funda-

wmental freguencliles to be linzarly amplified
.. and distxibuted to the telephone circuits.
,*ujm mjmw See f£lgure 3.

Sy PIM Sguation 1 produces a single sine vave
5 freguency.

4 . ?&
B hEMK rw e = EXsin{wrtq} {1}

where e = output signal
B = peak oubkput voltage
W o= 2¥pLAE

tg = guantized time

tg = {1/f}/polnts

Figuxe 2.
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Eguation Z produces dual sine wave Lones.

e = Ba¥sin{vi®tql
+ Ba*sin{ve®tyl; - {2}
¥here
E:. = peak outpnlt of £i
€ = peak oubtpubt of fu
Wy o= 2¥pi¥Es
W * 2*pi¥fa

The guantized time is
tg = {1/f:}/points
Bxample:

I£ 512 data peints arxe chosen and & ringing
frequency of 20Hz is needed then,

£ = 208z

g o= {1/203/512 = 98us.
fg = 1/98E~6 = 16¢,2Khxz.

PR —————

i
i cne ¥Tone Cycle¥

Plgure 3

This gquankizing freguency is twice the upper
Yimit of the DTHMF band, Piltering 10 Khz to &
level of S0 dB below the furndamental esn be
done by a tygical Chebyshev fliterx.

3 simple listing foxr a single frequency is as
fFolicws:

/* GET VARIABLES */
input f£reguency, £1i;
input voltage, EL;

/% DEFINE CONSTANTS
tvoa_pi = 2%pi %/
two_pi=6,283185307;

/% CALCULATE VARIABLEY %/
vl={{L/E£11/812) - ovexhead;
Mloe=0;

E = E1310;

26-3
/% MAIN %/
vhile {(Mloc<=512)

{
/* GET NEXT LOCATION */
t=ti*Nloc;
/% OUTPUT DATR */
Pl= B¥sin{two_pLl*Ei¥iy;
/% LOAD TIHMER */
TLY = low{TICK);
THG = high{TIZK};
TRG = 1;
/% INCREMENT COUNTER */
Mloc+4;
/% START TIMER %/
while (THO=0}; YFG = 0;
/% WAIT FOR TIMER & RESET*/
¥; /% END MAIN ®/

The value tl is the time between guant-
ized polnts. P1l Is the output port attached
to tha D/, Overhead is the time it takes the
mlorocontroller Lo execute the Instructiosns,

32

IGITAL SYNTHESIZER

We have nov identified one mathematical
approach to proeduce a3 single fxequency sig-
nal. One way to implement this in hardware {s
to use microcontreliers. The micrecontroller
contalas  Uimerxs and RaM., The instructions,
aiso veferred to as firmvare, are contained
in @ ROM connhected to the wicrccontrolier's
data bus. One data poxt of the controller is
directly connected ko the DA converter, and
the D/ converter ls connected to the filtex.
sse Eigure 4.

Cinput pavameters are used by the

Installed in firmware axe the oslewla-
tions £or a normslized sine functien and the
nokmalized timing functions., The input param-
eters of freguengy and output level axe inde-

pendent functions, and are wnol in  the wain
loop that generates _the output signal. The

caloulator
portion of the main loop that produces tha
optput signsi. From this, a signal contalning
the programmed freguency{s} and cutput lev-
el{s} is produced. The freguency is converted
to time and is then loaded into opne of ths
wicroconkrollert!s timers. The output valus is
calculated using the D/3 parameterxs along
with the loss of the filter and the gain of
the output amplifiex. :

The flamware then takes the
malized wvalue from the sine calculation and
algebralealiy adds the value of the program-
wed output voltage, sets the timer and passes
this value to the D/2 for conversion to out-
put analog signal. The next step
guence, increments tha count and repeais the

fixst nox-

613
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function. The repeated functions are put on
the data bus when time t1 has elapsed. To
insure tl is strictly adhered to, the timer
will interrupt the controelier at the end of
its programmed Lime, The analog valus is zmerae
and the address counter is xeset teo zers when
the count reaches jt's. 1imit; then the cycle
repeats uwntll the contreller is resst ov
powersd down.
Meltl tones may be generated by algebra-
leally adding two cowputed sine functions to-
gether and passing the data to a single D/&

converter, A gsecond method is  to use two
independently genersted sine functions and

pass the indlvidual data te  two A/D convert-
ers, then sum bhe analog signals. This wethod
reguires the use of separate timers Yo keep
track of the individuwal times of sach sine
function.

QUIPVL VALUES

The full scale valus of a typlcal D/A is

plas and minus £lve volts. In binary, the
plus £ull scale for the D/A  is 13111111 (FF
in hex} and the winus £ull scale is 00Q00GCS

(00 in hex). The firmvare wust
value in  the 128th (flrst peak
sine} location to ¥F {hex}. The same conver-
slon value is then used for sach of the 512
sihe values as they are to be loaded into the
A/D.

convert the
value of the

Resolution is Lhe Eunction of the nuwber
of parailel data bits wused by the D/A con-
verter, Fox example, if an § bit D/A convert-
¢ is wsed, the xesglutioen is 1/2%6 Cimes the
full scale value. I Lhe analog full scale
value of the D/A converter is Sv  then the
resalution 13 eguai to S/256 ox 19.8 milii-
volts. This the smallest wvalue of change
slloved for this sigmnal. The xesolubion is
approximately ©.4%, By using a lawvger input
P/A (f.e. 12 bits) the resoliulion is lowered
to approximately 0.03%. The dlaltal word for

is

each analog value is calculated using egua-
tion 3. :
V = N*R {3}

vhere

vV = puiput volts

M = numbsr of steps

B = resolution in velts
If the f£iiter and amplifier have a combined
gain of wunity, the input parameters are the

only multipliers.
Example:

To geperate & 2.5v rws signal

at the oubput
of the 8 bit ©/a converxterx,

Vims/, 707 = Vpk

2.59/.767 = 3.54Vfs

28 = %6 steps BB

R = 572566 = 19,53mv

N=V/® = 3,54/.0619% = 18%

182 decimal is B6(hex)

Thus on  the 128th count the D/A is to be
loaded with BS (hex).

sute
the

is

Filtering is necessary because the
put of the D/A  conve ¥ still contains
guantizing frequency. A guantizing f£llter
a low pass fllter with high enough valus of ¢
to allow the desized signals to pass unat-
tenuatad, but attenuate the guantized fre-
gquency to a value at least 50 Db belovw the
fundawmental. A two ox three stage Chebyshev
£ilter is  all that is regquired 4f the quan-
tizing frequency is separated by two or three
oxdexs of magmnitude,

The resulting signal is then traatsd a
5 standard analog signal and way be amplifie
Dy many means, such as a linear amplifiex.

d

EEATURES

With a microcontrolier calculating ang
generating the data for ecach step and count,
it possible Lo start and stop the signal
on data boundary {typlcally zere voelts). It

possikle to modify
the oubtput level by modifylng data words,
thiz allews for stable nen-component depen-
dant signals. If a hest compuler is connected
to tithe generalor 1t ls possible for the
microcentreolier to ¢ollect operating data and
diagnostic data (swch as  lead  peaks with
respect to the time of day and active operat-

the freguency and

ing data). With the use of a battery backed
up clock, the time of unscheduled Interrup-
tion { failures etc.} way be logged, and the
host computer may bs used to troukle shoot

the fauwlty squipment. Modems wmake it possible

for rewote sites to. be monitored and dsta to
be logged.

be included in the
appropriate hardware,
by wmicrocontrollers. Since
are controlling both ringing
tone generator as well as ths

An {nterxupter can
same package by adding
and driving it
ricrocontrallars
denerator and

interruptexr, it can synchronize them for zmero
voltage and zexo curzent interxuptions. Be-
forz the interrupter wmakes or breaks the
signal, the r racontroller will f£irst allow
the output signal %o finlsh its cycle to
%erao, then shut off the generator allowing

the cutput voltage and current to go to zexo.
After waiting for transient settling, it
opens or closes the inlterrupting rzelay. After
the relay switching time has elapsad, the
contyoller restarts the generabor at zero
phase angle and zero volts. A non-current
breaking interrupbion has taken place.

CONCLUSIONS

Bigital to analog technology is now a
mature process and is supplemented with many
pre-packaged clroults. The combhining of func-
tions  within packages and the small physical

sizes of the packages maks them a viable
solution to existing reguirements. As ™ the

usage of these complex packages becomes more
widespread, the prices xedwce, and the vaxria-
tichs increase. This gilves today's designer a
bread spectrum of ideas to chose from to make
the telephone eguipment mors compatible with
the present day technology.
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Capacitive impedance Readout Tactile Bmage Sensor

R. A. Boie

Bell Laboratories

Murray H

ABSTRACT The transduction of mechanical forces o representative
electrical signals uses s three layer sandwic he

2 b siructure. The top layer
mns of complisnt metal strips over a central elastic dielectric
sheet. The bottom layer is a flexible printed circuit board with rows of
metal strips and multiplexing circuits, Electrically, the sensor is a
capacitor array formed by the row and column crossings with the
middle layer fenctioning as a dielectric spring. A readout of the
capacitor values corresponds to a sampled tactile image.

he reasons for choosing this transduction method, the performance
advantages of capacitive sensing and the design and integration of 64
clement imagers into the fingers of a contrelled compliance gripper
are described.

1. INTRODUCTION
84

A review of touch or tactile sensor technalogy is given by Harmon'
Several sensor designs, including the one reported here, are based on
measuring the thickness of an elastic layer compressed by the applied
force. Resistive readout sensors of this class use conductive loading
and obtain the pressure map by cross layer resistance m casurement',
The method is inherently non linear and the materials oxhibit poor
clastic properties including hysteresis.

Cross layer capaciitve impedance sensing is more favorable in many
espects. The elastic materials need not be modified and desirabie
wmechanical propecties are generally consistent with jow dielectric loss.
Capacitive sensing is demonstrated to have marked advantage in
terms of signal to nowe ratio and measurement speed. The idea of
force distribution sensing by capacitive readout and a study of suitabie
elastic/dielectric materials are presented in a comprehensive paper by
Nicof™. The main contributions here are the development of a
relationship for noise Himited force resolution, illustrating the inherent
performance of the sensing methed, and the development of an
appropriate sohotic 5ensor.

2. CAPACITIVE SENSING

Figure 1 illustvates an exploded view of a sample robotic touch sensor.
The topmost laver s a compliant glove that contacts objects and
transpits via jts el constant the countacting force distribution to
the elastic/dielectric layer below. The lower layer is here showan
rigidly supported by the printed circuit board. The glove and
dictectric layer can be viewed as iwo springs in sevies under
compression where the force information is obtained by measuring the
displacement of the dielectric spring. The wmechanical point-spread
function of the glove can be narrowed, i desired, bv suitably
segmenting the glove material.

CH2008-1/84/0000/0370$01.00© 1984 [EEE
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Orthogonal sets of conductive strips are arranged on the upper and
lower surfaces of the elastic layer. A sampling of the layer thickness
map is obtained by measuring the amray of capacitors formed by the
crossing areas, 4; ;, of row and column strips. The strip widths and
spacing along with any peint force spreading in the stmcture
determine the spatial sampling and resolution. The time required w©
measure all capacitors determines the temporal sampling. The rf.
source, ¥ocos{wgt} is connected 1o the lower set of sirips via analog
multiplexer . The mulitiplexer "J" connects pads to the mmplifier
input node. The pads are capacitively coupled to the upper sirips vis
n inactive vegion of the elastic/dielecivic layer. This contactless
arrangement, due o Mil is an important constsuction feature of
this method. Cross talk signals are reduced by connecting the
unselected strips and pads to ground potential. For cach pair of
muitiplexer addresses (1,j} the r.{. source voltage is connected {hrough
the capacitance CGj) of strip 1 to strip j to the input node of the
amplifier, (The strip to pad capacitance is arranged to be sufficiently
iarge.) The output signal of the amplifier, ¥, (,j,1), is related to the
steip to strip capacitance by,

&

C{ij) m
o (‘,‘:Z-w CO8 (i)ol (“

VG iD=V,

where C, is the capacitance in feedback. C)) is related to the
localized layer thickness

K4

e e o)
eoldy—x (i j))

ot

where A is the sirips crossing area, K is the relative diglectric
constant, € is the permitiivity of vacuum, dg is the unloaded tayer
thickness. The local sampled force is described by the relationship,

FU iy =axGg)

—~
W

where A is the dielectric/elastic layer spring constant.

The applied force is linearly related to measures of the reciprocal
crassing capacitances with a constraint of fixed layer constants. Each
crossing capacitance, independent of the shunt diclectric loss and
series swi resistances, is measured in turn by phase sens
detection during the interval T, between sequential address advances.

Figure 2 illustrates the measurement method. The signal, V1.0, is
multiplied by the amplitude limited r.f. drive and integrated over the
measurement interval, 7,,. The time, T, is synchronous with and
has duration of m cycles of the r.f. drive. The integrator output is
sampled and reset and the multipiexers address advanced at the end
of each interval.



The sampled output
capaciiance by,

is related to the strip i to strip j crossing

€U

Vi, j)aeV,m c.

4)

The force information js related to reciprocals of offset corrected
capacitance measuremenis. Two direct reading readout methods were

considered and may prove practical for some sensor designs, A
conceptually simple method requires only the circuit [ocation

All else remaining the same,
of the crossing capacitive

interchange of capaciters C(i,j} and C 4.
the cutpet provides a meassrement
impedance. The impedance is lincarly refated to the displacement
and, via the elastic constant, the force. This method requires a high
performance input amplifier. The central difficuity is the large loop
gain required for linear measurement response aver a wide dynamic
range. A more robust method is described in a paper on capacitive

distance measurement'™,

3. NOISE, RESQLUTION AND DYNAMIC RANGE

Capacitive sensing of mechanical displacements is in most applications
the method of choice. The low neise ~ high bandwidth properties of
the methad are well known, but little practiced. The method has the
virtues of a parametric measurement, that is, the output signal is
proportional 1o the displacement times the drive signal. Capacitors
are non dissipstive cloments and so generate no wvoise. Capacitive
sensing has not faired well jn the robotics literature to date where it is
described as inappropriate because of noise®  This misconception
most fikely resulls from confusing man-made interference, which can
be reduced to negligible levels by proper shielding and connection,
with intrinsic noise rclated to the basic nalure of the detection
process.

Figures 3 illustrate the equivalent circuits used for the performance
analysis. Here a simpler receiver and filter are used to better
iliustrate the performance relationship. Figure 3a illustrates the strip
crossing capacitance measerement. The r.f. drive or pump voltage,
¥p, is connected to the input node of amplifier, A, via the crossing
impedance. The peak output level of the filter with bandwidth Af
and center frequency wg is the measure of the crossing capacitance
and thereby the displacement of the dielectric/elastic and the force,

The diagram of Fig. 3b includes the significant parasitic circuit
clements and the amplifior noise sources referred to its inpui. The
resistancas, R,; and Rj;, reprasent theé multiplexsrs "on" resistances
that appear as uncorrelated series noise sources. The vesistor R
represents the dielectric loss, a parallel source. The generators ¢, and
i, are the input equivalent series and parallel noise sources of the
amplifier. The capacitors Cp, € and C,, represent the paras
clements of the sensor, wiring strays and the amplifier input,
respectively.  The noise sources and parasitic elements may be
combined into equivalent noise resistances R and R, and total shunt
capacitance Oy, without loss of generality as showsn in Fig. 3c.

The signal to noise relationship is developed in terms of the thickness
change 3% of the dielectric at a measured cressing. The differential
ignal output of the filter for a small digplacement is;

e
We=¥o C: éd%

(53

where the displacement is described in relationskip (2). A semsor
array formed of N ® N strips has parasitic capacitance Cp, which is
by inspection of Fig. 4a proportional to the strip length.

Tp e N Cy 8

n
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The stray capacitances are not intrinsic to the design and can in
practice be made refatively small. The sensor represents 2 ca ve
source t¢ the amplifier. The signal to noise ratio is optimized if the
amplifier input clement is physically scaled, while preserving its gain
bandwidth product, so that Cp, and Cp have the same value!™. The
relationship for the optimized configerstion is;

Vo ax

n
ol dy

&V,

where @ is excess capacitance scaling constant. T
linearly with the pump magnitude and degrades by
the total number of array elements.

he signal improves
the square root of

The mean squars output signal of the uncorvelated series and paralief
sources may be expressed as,
72

% ®)

The first term in braces is due to the parallel source. The series term
is usually dominant at the measurement frequencies and values of
interest, The measurement bandwidth AF is not of dirgct interest,
maore impertant is the array or frame rate ¥, That heing the case the
rms noise limited displacement resolution fer a fully multiplexed
sensor readout is given by,

. | KT R, F
o oN? I “""‘f"‘—:““* wi {9}
Ty Yo i

where o, is the rans. displacement wncertainty. The term in braces
represents the ratio of the sevies noise o the drive voltages. A
censervative value of 1K Ohm for &, a drive of 10 velts and a
framing rate 100 Hz yields a ratio value of 4 107°. This translates
into a wide svailable dynamic range thst may in tern be
advantageously traded for relaxed layer reguivements. Increasing the
gpring comstant A and thereby restricting the total fractional
excursion, may heip in reducing force dependent effects jn the layer
constanis A and K.

4. TACTILE IMAGING FINCGERS

An 8 X 8 clement tsotile imager and its finger are shown in Fig, 4.
The U shaped flexible circuit board is shown in the lower right of the
photograph. The base of the U is the active region. The eight long
strips are the driven elements and the eight short sirips are the signal
coupling pads. The short arm of the U supports the drive circuitry.
The other supports the eight ampiifiers, one for cach pad, and the
output multiplexer. The photograph also shows the finger structure
and the assembly of the U¥ shaped touch sensor hand-aid on the robot
finger, A view of the instrumented gripper is shown in Fig. 5. The
low loss and backdriveable robot gripper mechanism was developed 1o
support uitrasonic eye in the hand ranging and tactile imaging fnpers
with independent and varizble gripping impedance'®. The ultrasonic
vanging systers and the gripper control system are described clsewhere
in these proceedings in papers by Miller'™ and Brows''™ Pressures
up to 50,000 dynesfem” are sensed using a two thickness nyion
stocking mesh elastic/diclectric layer. Bach capacitoer of the 64
slement array is measured in furn by phase sensitive detection over
eight cycles of 3 200 KHz r.f. drive for a 390 Hz frame rate. Figures
6b and 6c show photographs of touch sensor raw data, ¥, {i,j}, in
responss to touching a 1/4 inch dameter ball. Figure Sa shows the
zero force offset image. The position directions " and “J" are
indicated. Each of the 8 X § square areas shown carrespond to sirip
rossings aress of 2.5 mm X 2.8 mm. The displacement out of the
picture vorresponds to increasing capacitance, C(.), and thereby
sampled force, F(Lj). Figures 72 and 7b show touch images for the
lead ends of an § pin dual in line package.

by




5. DISCUSSION

Capacitive sensing provides a robust and simple method of tactile
imaging. The copstruction is straipht forward and uses well behaved
materials and catalog electronics. Structurally, the sensors are thin
and conformabdle and are easily scaled. Static as well as dynamic
images are sensed with a linear response. The temporal sampling can
be made short relative to the mechanical response times of the robot
system, The array readout need not be fully muliipiexed, all rows
may be measured during the time cach column strip is driven. The
spatial resofution is fundamentally limited only by strip lthography.
If warranted, a 32 X 32 elements finger mounted single chip
subsystem with composite video like output could be deveioped using
current technology.
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cross dielectric/elastic layer capacitance.
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Cliv Thompsonlon\ The .Bre‘akthrough Myth

R UQUS

Tach peaple love stories aboul breakthrough

innovations——-gadgets or technologies that emergs
suddeniy and take over, like the Phone or Twiller. 3 SRS :
. . . SURIN T o
indead, thera's a whole industry of pundits, X SN {FAT° ACOLSS INCLUDED!

investars, and websiles trying Teverishly o predict
the Next New Big Thi:
breakibroushs are inherantly surptising, so i fakes

. The assumption is that

spacial genius 1o spot one coming.

But that's not how innovation really works, if you
ask Bill Buxion. A pioneer in comgpuier graphics

he

who is now a principal researcher ai Microsoft
thinks paradigm-t inventions am easy © s2e
coming because they're aiready lying there, close at hand. “Anything that's going o have an impact over
the nedt decade--that’s going to be 3 bilon-dollar industry--has always already been around for 10
years,” he sava.

Buxion calls this the “long nose” theory of innovation: Big ideas poke their noses inte the world very
slowidy, easing gradually inio view,

Can this actually be true? Buxton points to exhibit A, the pinch-and-zoom gesiure thatl Apple infroduced
on the iPhone. it seemed iike 2 bolt out of the biue, but as Buxion notes, computer designer Myron
Krueger piocheered the pinch gesture on his experimental Video Place system in 1383, Glher enginger
began experimenting with it, and companies fike Wacom introduced tableis that iet designers use a pen
and a puck simuitanaousty to maniptlate images onscrean. By the time the iPhone rolled arcund, "pincly”
was a robust, well-understood conoept.

£

HAssH

A move recent example is the Microsoll Kinect, Sure, the ide:
body seems wild and new. Bul as Buxton s3ys, engineers have long been perfacing motion-¢
alarm systems and for anlomatic doors in grocery siores. We've been controliing soflware with our
bodies for vears, just in g different domain

of controlling software just by waving vour

nsing for

This is why truly billion-doliar breakih
is cornbination that fets a new gizimo iake off guickly and dominate.

ugh ideas have what Buxton calls surprising obvicusness. They
feet at once fresh and familiar, it's

The iFhone was designed by Apple engineers who Rad learned plenty from successes and faiiures in the
POA market, including, of course, their own ill-fated Newton. By the time they added those pinch
gestures, they'd made the obvious freshly surprising.

if you wani o spot the next thing, Buxion argues, you just need 1o go "prospecting and mining™—locking
for concepts that are aiready successiul in one field s0 you can bring them o another. Buxton
particuiariy recommends prospecting the musical world, because musicians invent gadgets and
interfaces that are robust and sturdy yet creatively cool—iike guitar pedals. When a team led by Buxien

http://www.wired.com/magazine/2011/07/st_thompson_breakthrough/[8/8/2011 2:10:19 PM]
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developad the interface for Mava, a 53-D design tool, he heavily plundered music hardware and software.

{“There's normal spec, thera's military spec, and there's rock spec,” he jokes.)

Tit's 5o easy fo spy the future, what are Buxton's prediclions? He thinks tablet computers, pan-

i omnipresent e-ink are going to dominale the next decade. Thos2 invenlions have

been slowly stress-tested for 20 years now, and they're finally ready.

is urhamizing rapidiy. 3
becoming comimosn in the US among akesutdalivery peopie, whoe haul them inside their shops each
night to plug them in. (Pennies per charge, and no complicated rewiring of the grid necessary .} | pradict
a design firn will introduce the iPhone of electric bikes and whoa: U] seem revoiutionary!

But it won't te. BEvolution trumgps revoltiion, and ihings hapgen slowly. The nos? Knows.

2
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Showing 2 comments
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| believe the iPhone of electrio bikes is already on the market and it is calied the VeloMini folding
slectric bike. #lis everything the Segway should have been as a transporiation veh {12 miles i

and hour for 10 miles without pedaling} and you can purchas: 7 {or the price of & Segway, ol
them up and put them alt in a small SUY Two will fit in the trunk of a Prius. They come in IFo

colors and are used by students, commuters, seniors, as well as boal, RV and private plane

DWNRErs,

Lika

:’\\\\\\\§;\\

ArizonaRider

We feed it happening. Pedego Eleclric Rike sales are soaring!
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Pretace

The health of the computer science field and related disciplines has
been an endwring concern of the National Research Council’s Computer
Science and Telecommunications Board (CSTB). From its first reporis in
the late 19805, CSTB has examined the nature, conduct, scope, and direc-
tions of the research that drives innovation in information technology.

Ironically, the success of the industries that produce information tech-
nology (IT) has caused confusion about the roles of government and
academia in IT research. And it does not help that research in computer
science—especially research relating to software—is hard for many people
outside the field to understand. This synthesis report draws on several
CSTB reports, published over the course of the past decade, to explain the
what and why of IT research. It was developed by members of the board,
drawing on CSTB’s body of work and on insights and experience from
their own careers.

This synthesis is kept brief in order to highlight key points. It is
paired with a set of excerpts from previous reports, chosen either for their
explanation of relevant history or for their compelling development of
core arguments and principles.

David D. Clark, Chair
Computer Science and
Telecormmunications Board
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Summary and Recommendations

Progress in information technology (IT} has been remarkable, but the
best truly is yet to come: the power of IT as a fiuman enabler is just begin-
ning to be realized. Whether the nation builds on this momentum or
plateaus prematurely depends on today’s decisions about fundamental
research in computer science (C5) and the related fields behind IT.

The Computer Science and Telecommunications Board (CSTB) has
often been asked to examine how innovation occurs in IT, what the most
promising research directions are, and what impacts such innovation
might have on society. Consistent themes emerge from CSTB studies,
notwithstanding changes in information technology itself, in the IT-pro-
ducing sector, and in the U.S. university system, a key player in IT re-
search.

In this synthesis report, based largely on the eight CSTB reports enu-
merated below, CSTB highlights these themes and updates some of the
data that support them. Much of the material is drawn from (1) the 1999
C5TB report Funding a Revolution: Governnient Support for Computing Re-
search,! written by both professional historians and computer scientists to
ensure its objectivity, and (2) Making I'T Better: Expanding Information Teclh-

lComputer Science and Telecommunications Board, National Research Council. 1999,
Funding a Revolution: Government Support for Computing Research. National Academy Press,
Washington, D.C.
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Z INNOVATION IN INFORMATION TECHNOLOGY

nology Research to Meet Society’s Needs,” the 2000 CSTB report that focuses
on long-term goals for maintaining the vitality of IT research. Many of
the themes achieved prominence in (3) the 1995 CSTB report Evolving the
High Performance Computing and Communications Initiative fo Support the
Nation's Information Infrastructure,” known informally as the Brooks-
Sutherland report. Other reports contributing to this synthesis include
(4) Compuiing the Future: A Broader Agenda for Computer Science and Engi-
neering (1992),* (5) Building a Workforce for the Information Economy (2001),°
(6) Academic Careers in Experimental Computer Science and Engineering
(1994),% (7) Embedded, Everywhere: A Research Agenda for Networked Systems
of Embedded Computers (2001),” and (8) More Than Screen Deep: Toward
Every-Citizen Interfaces to the Nation's Information Infrastructure (1997).8 In
the text that follows, these reports are cited by number as listed, for easy
reference, in Box 1.

Here are the most important themes from C5TB’s studies of innova-
tion in I'T:

e The results of research
® America’s international leadership in IT—leadership thatis vital
to the nation—springs from a deep tradition of research (1,3 4).
® The unanticipated results of research are often as important as
the anticipated results—for example, electronic mail and instant messag-
ing were by-products of research in the 1960s that was aimed at making it

2Camputer Science and Telecommunications Board, National Research Council. 2000.
Making IT Better: Expanding {nformation Technology Research to Meel Society’s Needs. National
Academy Press, Washington, D.C.

SCommiter Science and Telecommunications Board, National Research Council. 1995,
Evolving the High Performasnce Computing and Conumunications Initiative to Support the Nation's
Information Infrastructure. National Academy Press, Washington, D.C.

*Computer Science and Telecommunications Board, National Research Council. 1992,
Computing the Future: A Broader Agenda for Computer Science and Engineering. National Acad-
emy Press, Washington, D.C.

“Computer Science and Telecommunications Board, National Research Council. 2001.
Building a Workforce for the Information Economy. National Academy Press, Washington,
D.C.

SComputer Science and Telecommunications Board., National Research Council. 1994.
Academic Careers in Experimental Computer Science and Engineering. National Academy Press,
Washington, D.C.

"Computer Science and Telecommunications Board, National Research Council. 2001.
Embedded, Everywhere: A Research Agenda for Networked Systems of Embedded Computers. Na-
tional Academy Press, Washington, D.C.

SComputer Science and Telecommunications Board, National Research Council. 1997.
More Than Screen Deep: Toward Every-Citizen Interfaces o the Nation's Information Infrastruc-
ture. National Academy Press, Washington, D.C.
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SUMMARY AND RECOMMENDATIONS 3
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possible to share expensive computing resources among multiple simul-
taneous interactive users (1,3).

# The interaction of research ideas multiplies their impact—for
example, concurrent research programs targeted at integrated circuit
design, computer graphics, networking, and workstation-based comput-
ing strongly reinforced and amplified one another (1-4).

« Research as a partnership

® The success of the IT research enterprise reflects a complex part-
nership among government, industry, and universities (1-8).

# The federal government has had and will continue to have an
essential role in sponsoring fundamental research in IT—largely univer-
sity-based-—because it does what industry does not and cannot do (1-8).
Industrial and governmental investments in research reflect different

Copyright © National Academy of Sciences. All rights reserved.
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4 INNOVATION IN INFORMATION TECHNOLOGY

motivations, resulting in differences in style, focus, and time horizon
{(1-3,7.8)

# Companies have little incentive to invest significantly in activi-
ties whose benefits will spread quickly to their rivals (1,3,7). Fundamen-
tal research often falls into this category. By contrast, the vast majority of
corporate research and development (R&D) addresses product and
process development (1,2,4).

# Government funding for research has leveraged the effective
decision making of visionary program managers and program office
directors from the research community, empowering them to take risks in
designing programs and selecting grantees (1,3). Government sponsor-
ship of research especially in universities also helps to develop the IT
talent used by industry, universities, and other parts of the economy (1-5).

e The economic payoff of research

® Past returns on federal investments in IT research have been
extraordinary for both U.5. society and the U.5. economy (1,3). The trans-
formative effects of IT grow as innovations build on one another and as
user know-how compounds. Friming that pump for tomorrow is today’s
challenge.

# When companies create products using the ideas and workforce
that result from federally sponsored research, they repay the nation in
jobs, tax reventues, p;,od.u.atw;.ty increases, and world leadership (1,3,5).

The themes highlighted above underlie two recurring and overarching
recommendations evident in the eight CSTB reports cited:

Recommendation 1 The federal government should continue to
boost funding levels for fundamental mfmmahon technology re goarch
commensurate with the growing scope of research challenges (2-4,6-8). 1
should ensure that the major funding agencies, especially the Natlonai
Science Foundation and the Defense Advanced Research Projects Agency,
have strong and sustained programs for computing and communications
research that are broad in scope and independent of any special initiatives
that might divert resources from broadly based basic research (2,3).

Recommendation 2 The government should continue to maintain
the special qualities of federal | [ research support, ensuring that it comple-
ments industrial research and development in emphasis, duration, and
scale (1-4,6).

This report addresses the ways that past successes can guide federal
funding policy to sustain the IT revolution and its contributions to other
fields.

Copyright © National Academy of Sciences. All rights reserved.
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UNIVERSITIES, INDUSTRY, AND GOVERNMENT: A COMPLEX
PARTNERSHIP YIELDING INNOVATION AND LEADERSHIP

Figure 1 illustrates some of the many cases in which fundamental
research in IT, conducted in industry and universities, led 10 to 15 years
later to the introduction of entirely new product categories that became
billion-dollar industries. It also iltustrates the complex interplay between
industry, universities, and government. The flow of ideas and people—
the interaction between university research, industry research, and prod-
uct development—is amply evident.

Figure 1 updates Figure 4.1 from the 2002 CSTB report Information
Technology Research, Inmovation, and E-Government." The originally pub-
lished figure® produced an extraordinary response: it was used in presen-
tations to Congress and to administration decision makers, and it was

1(:0131})111ter Science and Telecommunications Board, National Research Council. 2002.
Information Technology Research, innovation, and E-Govermsent. National Acaderny Press,
Washington, D.C.

Known informally as the “tire-tracks chart” because of its appearance, the figure was
first published in Evolving the High Performance Computing and Commutiications Initiakive to
Support the Nation's Information Infrasiructure (3; p. 2.

5
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FIGURE 1 Examples of government-sponsored IT research and development in
the creation of commercial products and industries. Federally sponsored research
lies at the heart of many of today’s multibillion-dolar information technology
industries—industries that are transforming our lives and driving our economy.
Ideas and people flow in complex patterns. The interaction of research ideas
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multiplies their effect. The result is that the United States is the world leader in
this critical arena. Although the figure reflects input from many individuals at
multiple points in time, ensuring readability required making judgmenis about
the examples to present, which should be seen as illustrative rather than exhaus-
tive. SOURCE: 2002 update by the Computer Science and Telecommunications
Board of a figure (Figure IS5.1) originally published in Computer Science and
Telecommunications Board, National Research Council, 1995, Evolving the High
Performance Computing and Comnunications Initiative to Support the Nation's Infor-
mation Infrastructure, National Academy Press, Washington, D.C.
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discussed broadly in the research community. Although IT commercial
success leads some policy makers to assume that mdustrv is self-suffi-
cient, the tire-tracks chart underscores how much industry builds on gov-
ernment-funded university research, sometimes through long incubation
periods (1,3).

Figure 1 also illustrates—although sketchily—the interdependencies
of research advances in various subfields. There is a complex research
ecology at work, in which concurrent advances in multiple subfields—in
particular within computer science but extending into other fields, oo,
from electrical engineering to psychology—are mutually reinforcing: they
stimulate and enable one another.®

One of the most important messages of Figure 1 is the long, unpre-
dictable incubation period—requiring steady work and funding—be-
tween initial exploration and commercial deployment (1,3). Starting a
project that requires considerable time often seems risky, but the payotf
from successes justifies backing researchers who have vision. It is often
not clear which aspect of an early-stage research project will be the most
important; fundamental research produces a range of ideas, and later
developers select from among them as needs emerge. Sometimes the
utility of ideas is evident well after they have been generated. For ex-
ample, some early work in artificial intelligence has achieved unantici-
pated appiuabi,i_i.ty in computer games, some of which are now being
investigated for decision support and other professional uses as well as
recreation.

It is important to remember that real-world requirements can change
quickly. Although the end of the Cold War was interpreted by some as
lessening the need for research,* September 11, 2001, underscored re-
search needs in several areas: system security and robustness, automatic
natural language translation, data integration, image processing, and
biosensors, among others—areas in which technical problems are diffi-
cult to begin with, and may become harder when technology must be
designed to both meet homeland security needs and protect civil liber-

*The idea that research in [T not only builds in part on research in physics, mathematics,
electrical engineering, psychology, and other fields but also strongly influences them is
consistent with what Donald Stokes has characterized in his four-part taxonomy as
“Pasteur’s Quadrant” research: use- or application-inspired basic research that pursues
fundamental understanding (such as Louis Pasteur’s research on the biclogical bases of
fermentation and disease). See the discussion on pp. 26-29 in the 2000 CSTB report Making
IT Betier {2), and see Donald E. Stokes, 1997, Pastenwr’s Quadrani: Basic Science and Tech-
nological Innovation, Brookings Institution Press, Washington, D.C.

#Linda R. Cohen and Roger C. Noll. 1994, “Privatizing Public Research,” Scientific
American 271(3): 72-77.

Copyright © National Academy of Sciences. All rights reserved.
957



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

INNOVATION IN INFORMATION TECHNOLOGY 9

ties.” Without fundamental research, the cupboard is bare when there is
a sudden need for ideas to reduce to practice.

THE ESSENTIAL ROLE OF THE FEDERAL GOVERNMENT

Federally sponsored research played a critical role in creating the
enabling technologies for each of the billion-dollar market segments illus-
trated in Figure 1—and for many others as well. The government role
coevolved with IT industries: its organization and emphases changed to
focus on capabilities not ready for commercialization and on new needs
that emerged as commercial capabilities grew, both moving targets (1),
As this coevolution shows, successful technology development relies on
flexibility in the conduct of research and in the structure of industry.

Most often, this federal investment took the form of grants or con-
tracts awarded to university researchers by the Defense Advanced Re-
search Projects Agency (DARPA) and/or the National Science Founda-
tion (NSF)—although a shifting mix of other funding agencies has been
involved, reflecting changes in the missions of these agencies and their
needs for IT (1,3). For example, the Department of Energy (DOL), the
National Aeronautics and Space Administration (NASA), and the mili-
tary services have supported high-performance computing, networking,
human-computer interaction, and other kinds of research.®

Why has federal support been so effective in stimulating innovation
in computing? As discussed below, many factors have been important.

1. Federally funded programs have supported long-termi research info fun-
damental aspects of computing, whose widespread practical benefits typically
take years to realize (1).

“Long-term” research refers to a long time horizon for the research
effort and for its impact to be realized. Examples of innovations that
required long-term research include speech recognition, packet radio,
computer graphics, and internetworking. In every case illustrated in Fig-
ure 1, the time from first concept to successtul market is measured in

~
ol oy i}

See Computer Science and Telecommunications Board, National Research Council. 2603.
Tnformation Technology for Counterterrorism: Immediate Actions and Future Possibilities. Na-
tional Academies Press, Washington, D.C.

Sin addition to research funding, complementary activities have been undertaken by
other agencies, such as the National Institute of Standards and Technology, which oftent
brings together people from universities and industry on issues relating to standards set-
ting and measurement.
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decades (see Box 2)—a contrast to the more incremental innovations that
are publicized as evidence of the rapid pace of IT innovation.

Work on speech recognition, for example, which began in earnest in
the early 1970s, took until 1997 to generate a successful product for en-
abling personal computers to recognize continuous speech (8). Work on
packet radio also dates from the 1970s, and its realization in commercial
ad hoc mobile networking also began in the late 1990s.” Fundamental
algorithms for shading three-dimensional graphics irnages, which were
developed with federal funding in the 1960s, saw limited use on high-
performance machines until they entered consumer products in the 1990s;
today these algorithms are used in a range of products in the health care,
entertainment, and defense industries. The research programs behind
these innovations not only were long-term but also were broad enough to
accommodate within a single program the development of those unan-
ticipated results that have in many cases provided the most significant
outcomes of a project.

The benefits of a long time horizon, combined with program breadth,
extend to today’s challenges. This point was emphasized in CSTB’s 1997
report on usability, More Tharn Screen Deep (8), which explained (at p. 192):

Federal initiatives that emphasize long-term goals beyond the horizon

of most commercial etforts and that may thus entait added risk have the

potential to move the whole information technology enterprise into new

modes of thinking and to stimulate discovery of new technologies for

the coming century.

Because of unanticipated results and synergies, the exact course of
fundamental research cannot be planned in advance, and its progress
cannot be measured precisely in the short term. Hven projects that appear
to have failed or whose results do not seemn to have immediate utility
often make significant contributions to later technology development or
achieve other objectives not originally envisioned. A striking example is
the field of number theory (1): for hundreds of years a branch of pure
mathematics without applications, it is now the basis for the public-key
cryptography that underlies the security of electronic commerce.

75 wilacly, commercial developments in broadband cellular radio {(which has become
essentially wireless Internet access in third-generation wireless) are built in part on many
decades of federally supported research into Code Division Multiple Access technology,
signal processing for antenna arrays, error-correction coding, and so on.
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BOX 2
The Raﬁe af Federai Supp@rt fm* Fa.md&mentai Reseamh m éT
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2. The interplaw of government-funded and industry research has been an
important factor in 1T commercialization (1-8).

The examples in Figure 1 show the interplay between government-
funded research and industry research and development. In some cases,
such as reduced-instruction-set computing (RISC) processors, the initial
ideas came from industry, but the research that was essential to advanc-
ing these ideas came from government funding to universities. RISC was
conceived at IBM, but it was not commercialized until DARPA funded
additional research at the University of California at Berkeley and at
Stanford University as part of its Very Large Scale Integrated Circuit

51) program of the late 1970s and early 1980s (1,3). The VLSI program
also 5upported university research that gave rise to such companies as
Synopsys, Cadence, and Mentor, which have acquired dozens of smaller
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companies that started as spinoffs of DARPA-funded® university re-
search; such research has also pushed the proverbial envelope in algo-
rithms and user interfaces. The more than $3 billion electronic design
automation industry is an essential enabler to other parts of IT.

Sirnilarly, IBM pioneered the concept of relational databases (its Sys-
tem R project) but did not commercialize the technology. NSF-sponsored
research at the University of California at Berkeley brought this technol-
ogy to the point at which it was commercialized by several start-up com-
panies and then by more established database companies (including IBM)
{1,3). In other cases, such as timesharing, the initial ideas came from the
university community, and subsequent industry research, while signifi-
cant for a time, was not sustained. In none of the examples in Figure 1 did
industry alone provide the necessary research.

3. There is a complex interleaving of fundamental research and focused de-
velopment (1-3).

In the case of integrated circuit (VLSI) design tools, research innova-
tion led to products and then to major industrial markets. A still-unfold-
ing example is the theoretical research that yielded the algorithms behind
the Web-content management technology underlying Akamai. In the
case of relational databases, the introduction of products stimulated new
fundamental research questions, leading to a new generation of products
with capabilities vastly greater than those of their predecessors. The
purpose of publicly funded research is to advance knowledge and to
solve hard problems. The exploitation of that knowledge and those solu-
tions in products is fundamentally important, but the form it takes is
often unpredictable, as is the impact on future research (see Box 3).

4. Federal support for research has tended to complement, rather than pre-
empt, industry investinents in research.

The IT sector invests an enormous amount each year in R&D. It is
critical to understand, however, that the vast majority of corporate R&D
has always been focused on product and process development (2). Thisis
what sharcholders {or other investors) demand. It is harder for corpora-
tions to justity funding long-term, fundamental research. Economists

¥In some cases, the Semiconductor Research Corporation provided the funding. For
additional information, see the Web site <bttp://www.sre.org/member/about/
history.asp>. Accessed June 2, 2003.
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have articulated the concept of “appropriability” to express the extent to
which the results of an investment can be captured by the investor, as
opposed to being available to all players in the market. The results of
long-term, fundamental research are hard to appropriate for several rea-
sons: they tend to be published openly and thus to become generally
known ‘fhey tend to have broad value; the most important may be unpre-
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dictable in advance; and they become known well ahead of the moment of
realization as a product, so that many parties have the opportunity to
incorporate the results into their thinking. In contrast, incremental re-
search and product development can be performed in a way that is more
appropriable: it can be done under wraps, and it can be moved into the
marketplace more quickly and predictably.

Although individual industrial players may find it hard to justify
research that is weakly appropriable, it is the proper role of the federal
government to support this sort of endeavor (1,3). When companies cre-
ate successful new products using the ldt,as and workforce that result
from federally sponsored resecarch, they repay the nation handsomely in
jobs, tax revenues, productivity increases, and world leadership (1,3).
Long-term research often has great benefits for the IT sector as a whole,
although no particular company can be sure of reaping most of these
benefits.

Appropriability helps to explain why the companies that have tended
to provide the greatest support for fundamental research are large com-
panies that enjoy dominant positions in their market (1). AT&T and IBM,
for example, have historically made significant investments in fundamen-
tal research. Anything that advances IT as a whole benefits the dominant
players—they may be capable of reaping a significant proportion of the
returns on their research investments. As IT industries became more
competitive, however, even these firms began to link their research more
closely with corporate objectives and product development activities.”
One of them (AT&T) has radically cut back its research effort. This process
began with a government proceeding that resulted in the splitting up of
functions tormtrlv aggregated under “Ma Bell” and continued with the
growth and contraction of a set of industry research and development
endeavors {AT&T Research, Lucent Technologies, Agere Systems, and
Bellcore [now Telcordia]) where once there was the monolithic Bell
Laboratories.'?

Several of the companies that have recently emerged as dominant in
their sectors, such as Intel and Microsoft, have increased their support for
tundamental research. However, many other successful companies with
large market shares (e.g., Cisco, Dell, Oracle) have chosen not to invest in
fundamental research to any significant extent. And even at Microsoft,
just as at AT&T and IBM before it, the investment in fundamental research

a
"o

“Elizabeth Corcoran, 1994, “The Changing Role of U.S. Corporate Research Labs,” Re-
search-Technology Management 37{4):14-20; Peter Coy, 1993, “R&D Scoreboard: In the Labs,
the Fight to Spend Less, Get More,” Business Week, June 28, pp. 102-124.

YWCSTB launched a study of the future of telecommunications R&D in 2003.

Copyright © National Academy of Sciences. All rights reserved.
963



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

INNOVATION IN INFORMATION TECHNOLOGY 15

represents a relatively small proportion of overall corporate R&D. In
2002, Microsoft invested roughly $5 billion in R&D, but the company’s
fundamental research arm is small enough to suggest that 95 percent of
Microsoft’s R&D investment is product-related.

Start-ups represent the other end of the spectrum. A hallmark of U.S.
entrepreneurship, start-ups and start-up financing promote flexibility in
industry structure and industry management. They have facilitated the
development of high-risk products as well as an iconoclastic, risk-taking
attitude among more traditional companies and managers in the IT busi-
ness. But they do not engage in research (2). Thus, the wave of Internet-
related and other IT start-ups of the 1990s is notable for two reasons: first,
these start-ups attracted some researchers away from universities and
research, and second, notwithstanding the popular labeling of those start-
ups as “high-tech,” they applied the fruits of past research rather than
generating more. Start-ups illustrate the critical role of government fund-
ing in building the foundations for innovative commercial investments.

THE DISTINCTIVE CHARACTER OF
FEDERALLY SUPPORTED RESEARCH

The most important characteristic of successful government research
activities is their breadth of scope—both in their long time dimension and
in their focus on activities that are potentially difficult to appropriate
privately in their entirety. Two specific topic areas that illustrate these
principles are large-scale I'T systems and social applications of IT. Grow-
ing capabilities and broadening use of IT in the 1990s motivated CSTB
recommendations for greatly increased federal support in these two cat-
egories {2) (see Boxes 4 and 3).

Prospects for progress in social applications—however difficult—are
one reason for confidence that IT will improve as a human enabler. The
beginnings evident in all of these areas are but crude indicators of what
research may make possible.

An example of particular currency is that of cybersecurity. Stimu-
lated by the events of September 11, C5TB issued the report Cybersecurity
Today and Tomorrow: Pay Now or Pay Later, in early 2002. The report sum-
marized the findings of seven CSTB reports issued over the preceding
decade that had cybersecurity as a principal theme. Cybersecurity Today
and Tomorrow concludes with the following paragraph:

Research and development on information systems security should be

construed broadly to include R&D on defensive technology (including

both underlying technologies and architectural issues), organizational
and sociological dimensicns of such security, forensic and recovery tools,

and best policies and practices. Given the failure of the market to ad-
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. Characteristic of social applications of 1T 15 the embedding of 1T into a large orga-
. nizational or social system 1o form 2 “sociotechnical system in which peopie and
_ techriology interact to achieve a commion purpose-—aven if that purpose s ot
- obviously So_c;ai, such as efficient Dperats_on of a manufactu{;ng fine {which iz a
. vonjunction of technological automation and human workers) or rapid and decisive
- battisfield management {which is a conjunciion of command-and-control technoln-
gy and the judgment and expertise of commanders). Social applications of 11—
 especially those supporting organizational and societal missions—tend to be large-
_ scale and complex. mixing technical abd nontechnical design ‘and operatinnal
 slemants and involving omn{i;fﬁcu%t msai :smd poiahy ;saues such as those reiutv
ﬁ ed o pravacy and access. : : : : : :

SOURCE: Heprinted froni Computer Stience and Télscommunications Board, National

| Research Councll. 2000, Making IT Better: Expanding infoimation Technology Researci" to
: !v«?s« Soaw‘/ 5 Necqs' Ndi:anaﬁ A»at,err'v Press, Wast

':*km Df‘,p 3

dress security challenges adec ]flateiv government support for such re-
search is especially important.

CSTB’s 2001 study on networked systems of embedded computers
(7) sounds a similar theme (at p. 9):

{Tlhe committee {composed of people from both academia and indus-
try) believes that while some of the questions raised in this report may

HComputer Science and Telecornm

mications Board, National Research Council. 2002.

Cybersecurity Today and Tomorrow: Pay Now or Pay Later. National Acaderny Press, Washing-
ton, D.C., pp. 14-15.
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BOX 5
Ravseamh on the Social Ag&pimatmns e:sf
Enmrmatmn Teshmmgy '

_ Reseamh on ihe scmiaﬁ appiaoaﬁwns of mfﬁrmatmn ieahnciogy (ET) cambmss
Sowarkiin tachnival dismpﬁmas such as computing and communicalions, wﬁh 18-
. search in the social sciences to understand how people, argamzat;ons and {7
_ syslems can be mmbaned to most effemweiy parform & sel of tasks, Such re-
 search can address a mnge of § issues reidted 10 i1 systemms, as demonstrated by
ﬁihoexampie,sbeiow LR

: ND\?G/ activiti‘es and shiffs in ar'ganiz‘ational soanomic, and social struce
| turas—What will poople do (al work, in school at play, in govermiment, and 86 on)
. when computers can ses and hear beiter than people can? How will activities and
. organizations change when robotic techniclogy is widespread and cheap? Haw will
- individual and arganizational activities change when surveiliance vig 17 becormes
| esffsctively universal? New technnlogias will affsct all kinds of peoples In many ways,
- and they hold particular promiise for those with special situations v capabilities,
. because they will give thern broader access to social and sconomic activities.

'  Elegtranic cammunities—How can il systems be best designed o fac:iistaie
ﬁ ihe communication and coordination of graups of people working toward & com-
mon goai’? Pmc;re 5 requ;ree an understanding of the sosiology and dynamios of
. groups of users, as well as of the tasks they wish 1o performi. Psychologisis and
saciologists could aifer insight for the conceptualization and refinement of these

: socsai applications, and teuhnoiogasts could moid their tezhnological sspects.
_ *  Flectronic commerce—How can buyers and sellers be best brought togeth-
L erlo uonduct business iransactmns on the intermet? What kinds of security tech-
 nologiss will provide adequate assurances of the Wentities of both partics and
. proteci the confidentiality of thelr transactions without imposing unnecessagy hur-
. dens on sither? How will elecironic commerce affect the competitive advantage of
~firps, their business shralegies, and the structure of industries (e.q., thexr horzon-
 lal and vertical linkages)? Such work requires the insight of economists, arganiza-
_ tional theorists, business strategisls, and psychoiogssts who undfrvtand consumer
: behavsor, as well as of iechnciagists

_ Critical infrastructures—How can 1T bs baﬁer embadded mto the nation s
ﬁ tram;.poﬁatzon energy, Hinancial, telecommunications, and other infrasiructies to
_ make thern more efficient and effective without makmg them less refiable or more
- prone o human error? For example, how can an air braffic condrol systery be de-
_ signed lo mrovide cantrollars with sufficient information 1o make crtical devisions
 without overwhadming them with data? Sueh work requifras the insight of cognitive
: psycholoth and PXDPFE% in air traffic contiol, as well a5 of technologists.
_  Complogity—How can the benefits of 1T be brought 1o the citizenry without
- ihe exiinding complexity characteristic of pmfes; jonal usex of {17 Althouah net-
- wiorks. computers, and software can be assembled and configured by prfession-
_ als to support the mission-eritical comnpiting needs of large organizations, the tech-
-~ nigues thal make this possible ars inadequade for infarmation appliancas desioned
_ for the home. cor, or individual. Hesearh is needed o simplify and aulomais

conlindes
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__BOxs
 Continued

_ system vonfiguration, change and repair. Such research will require insight from
| lechnologists. cognitive psychologists, and those skilled in user intetface design.

_ SOURCE: Reprintsd fram Camputer 's«zenén and Telecommunications Board, National
Resedrch Councll, 2000, Making IT Better: ExXganding information Iae,ﬁnoiagy flesearch o
:s.‘iesz‘ SOC{E’*)(S f\reeds Nat!onai Auac*emw Prsss V\!‘zs'ﬂr-mfon, B G Lpi

be answered without a concerted, publicly funded research agenda, leav-
ing this work solely to the private sector raises a mumber of troubling
possibilities. Of great concern is that individual comumercial incentives
will fail to bring about work on problems that have a larger scope and
that are subject to externalities: interoperability, safety, upgradability,
and so on. Moreover, a lack of governmeni funding will slow dow the
sharing of the research, since the cornmercial concerns doing the re-
search tend to keep the research private to retain their competitive ad-
vantage. The creation of an open research community within which
results and progress are shared is vital to making significant progress in
this arena.

Another example of the distinctive role that federal funding can play
in computing research comes from fwo recent CSTB studies of the Internet.
The 2001 veport The Infernet’'s Coming of Age examined the role of the
government in funding research that leads to open standards, exempli-
tied by the work that defined the Internet. One of the Internet’s halimarks
has been its openness. Proprietary research can enhance a particular
product, but research leading to open standards can create a new market-
place for products. Each company that is an Internet “player” will be
tempted to diverge from the common standard if it looks possible to
capture a large portion of it——we have seen this during the past decade in
protocols for transport, electronic mail, instant messaging, and many other
areas (see Box 6). However, a common, open standard maximizes overall
social welfare as a result of the network externalities obtained from the
larger market. When effective open standards are made available, they
can be attractive in the marketplace and may win out over proprietary
ones. The report notes:

The government’s role in supporting open standards for the Internet has

not been, and should not be, to directly set or influence standards. Rath-

er, its role should be to provide funﬁ'mg for the networking research

community, which has led to both innovative networking ideas as well

Copyright © National Academy of Sciences. All rights reserved.
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"'..smw...-"'
The Gngms 0? Eiectmmc Magi and instam Messagmg

. -The im?eniic}n of iimeSharir}g -systems in t_he- 1_8603 jnoi dniy cjoniributed impjarﬁ
_ tant technical developmenis i hardwars software, Gnd system security bt also
- provided the snvironment that led io the developmaent of the most useful and wide-
_ spread of popular applications, namely, e-mall and nstant messaging (1),
 Timesharing allowed concarrent mullipie users to share the powerof a comput
 or, which provided g fresh way for colleagues to interact. By 1970 programimers
 in fedarally funded ressarch laboralories had developed both asynchmnous elec-
. tronic miaif and facilities for realime interaction belween usars, in researuh aper~
 ating systems such as Tenex, Multics, and CalTSS. _
: ‘Thise modsifies—now w;driv known as s-mail and instant mess agingw«é
. proved so powerful that they have spread far and wide with the availability of low-
. cost personal cornpulers, public networking, and client-server compuling. These
 popular and visibie tools, as well as all of the other forms of colisboradive comput-
| ing, Have truly transiormed odr work and our fives They owe thelr origins 1o the
. funding of IT research by the Dafanse Advanced HF“‘;E&K‘h ijech Agelnc‘y and
: the Naiianai Sc&ence Faundat;nn { 1 3) :

as xpLuhL technologies that can be translated intc new open stan-
dards.!

A 2002 report, Broadband: Bringing Home the Bits, outlines an even
broader role for federally fundgd research to enable openness in
infrastructural systems:

Support research and development on access technologies, especially

targeting the needs of nonincurnbent players and other areas that are

not targets of stable, private sector funding. . . . [One target area is]

technologies that foster the accommodation of multiple competitive ser-

vice providers over facilities. Such open access-ready systems might not

be a natural research and development target of large incumbent pro-

viders but will be the piefeued form for a variety of public sector or

public-private deployments.!

Broadband: Bringing Home the Bits notes that federally funded research
can complement the more proprietary-oriented industry approaches to
innovation, whether in cominunications architecture or content. It also

12("omputef Science and Telecommunications Board, National Research Council, 2001,
The Interniet’s Coming of Age. National Academy Press, Washington, D.C., p. 18.

13Ca snputer Sclence and Telecommunications Board, National Research Council. 2002.
Breadband: Bringing Home the Bits. National Academy Press, Washington, D.C., p. 40,
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calls for the support of research on economic, social, and regulatory fac-
tors relating to broadband technologie:
act with the design and deployment of broadband.

UNIVERSITY RESEARCH AND INDUSTRIAL R&D

Much of the government-funded research in I'T has been carried out
at universities.' Federal support has constituted roughly 70 percent of
total university research funding in computer science and electrical engi-
neering since 1976 (2). Among the many benefits of federally funded
university research, the generation of new knowledge is only one (see
Box 7).

Strong research institutions are recognized as being among the most
critical success factors in high-tech economic development (5). In com-
puting, electronics, teiecomn‘ unications, and biotechnology, evidence of
the correlation abounds—in Boston (Harvard University and the Massa-
chusetts Institute of Technology); Research Triangle Park (Duke Univer-

, the University of North Carolina, and Norih Carolina State Univer-
sity); New Jersey (Princeton University, Rutgers University, and New
York City-based Columbia University); Austin (the University of Texas);
southern California (the University of California at San Diego, the Uni-
versity of California at Los Angeles, the California Institute of Technol-
ogy, ax‘d the University of Southern California); northern California (the
University of California at Berkeley, the University of California at San
Francisco, and Stanford University); and Seattle (the University of Wash-
ington).

In addition to creating ideas and companies, universities often im-
port forefront technologies to their regions (e.g., the nationwide expan-
sion of ARPANET in the 1970s and of NSFnet in the 1980s, and the con-
tinuation of those efforts through the private Internet2 activities in the
1990s and early 2000s). Universities also serve as powerful magnets for
companies seeking to relocate. These contributions are not reflected in
Figure 1.

Figure 1 also does not capture the most itnportant product of univer-
sities: people. The American research university is unique in the degree
to which it integrates research with education—both undergraduate and
graduate education. Not only do graduating students serve to staff in-
dustry (5,6), but they also are by far the most effective vehicle for technol-

WThe concentration of research in universities is particularly true for computer science
research; indusiry played an traportant role in telecommunications research before the
breakup of AT&T and the original Bell Labs.
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' . - SQX ? .
The Dweme Beﬂef;ts 0? i}mversaty Res@amh

: Umversﬁses have a member cf impcﬁam characteristacs thai coninbute io thear
_ SUGCess as engmes of annovatmn Among ihom are thix foiiowmg :

_ L‘e‘nibe'rsffie's can focus on iong—ierm res@arcf" Fc‘cusing on ign'g letm ro-
: searc,h is tha sperial role of iniversities—one that IT companies cannot be wipect
_adiotilin any esa:gmﬁcant extent (1-3) Amevica's [T companias are extraorcimaniy
. adept at improving current products, but the track recard is at best mixed o the
nvention ang adaptaon of “disruplive. technciogies and cmporaie research m i
- has been beroming more appliad (21 -
'  Universities provide a neutral ground for co;’!abmat;on Un wroztsas encour-
j aqe movement and callaboration among facuiw thmuqh leave and sabbatical poi~
_igies that allow professors fo visit mdusiry govarnment. and oiher univarsity de-
_ parimenis or lsboraiories.  These uniquely valusble components of the R&D
_ struciure in the United States are not generally prasent in industry. Universities
also provide sites at which researchers from competing companies can come fo-
_ gsiher 1o explore technical ssues. At the sare time that indusiry people share
. their wisdom and expeneme with umvers;ty resmmhem ‘mey have ih«e oppcrtuna~
oy ?0 leam from one another (86).
'  Universities mz‘egrafe ressarch and educaz‘!on Un;verssties pmv;da a farum
_ br educatmg the skiliad 11 workers of the fulure (53). The orasence of research
 activities in an educational seiting creates very powerful synengy (24). T s a
_ rapidly changing ield. Many of the specific facts and techniques that a student
. ieams become cbsalete sary in his or her carser. The edicational foundation for
. continuous leanying— keeping up with the field'—is a crucial component of 1T ed-
. ucation (5. Students, even. begmmng undergraduatcs gﬁi that education not only
_ in the dlassroom, but also by serving as apprenticds on leading edge redsarch
_ projects, whers knowledge is being discovered, not read from a book. Oftan, new
 Heas area by product of what goes on in the classronm: in an atiempt to aiplain
_ the solutions to emerging problems, teachars often despen their own understand-
ing, while discavermg interesting research questivns whose answers are as vet
 unknown  Addtionally, students are the most powerful vehicis for technoiogy
_ transfer. not only from university to industey bt also between univarsity laboratn-
_ ries and departments, ihmugh thﬂ hsrmq of po«;tdoctorai fe%earchem and as%;stam
: prcfessors s

 Universities are 1rzhererzfiv mulﬂd;sup!mary Umve psity reseamher& ars weii
3 satuat&d to draw on expens from a vaniety of other flelds (83, There are often
_ cultural barriers to cross-disciplinary collaboration, but physical proxsmaiy and ool
j !egzai values 9o a long way in enabling collaboration. The muit;d;smpiinary nature
_ of universities is of historic and grawing smportame 10 camputcr suience, Which
- anterfacms with s many other fields. .
Z  Universitios are "open” This charactensiac 0f unwersst;es whsch i5 ime
j bot_h literally and figura‘iévéiy £an pay ennrmous uranticipated dividends. Chance
interactinns in an open environmant can change the world: for exampie when
. Microsoft founders Paul Allen and Bill Gates wete students at Ssattle’s Lakeside
ﬁ Schuoi in ihe eariy 19?05 ihey were expased to compui;ng and computer scsence
atthe Umver::ziy of V\;ashmgt»:}n and 3 umver ity s;par)off campany, (_/ornputer Cen-
-ierCmporatson
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ogy transfer (see Box 7). Federal support for university research drives
this process {(1-6). In top university computer science programs, over half
of all graduate students receive financial support from the federal gov-
ernment, mostly in the form of research assistantships. In addition, most
of the funding for research equipment—that is, research infrastructure—
comes from federal agencies. Industry also contributes significantly to
equipment but is usually attracted by existing research excellence and
collaborations. Thus, by placing infrastructure in universities, the federal
government directly and indirectly makes possible hands-on learning ex-
periences for countless young engineers and scientists, as well as enabling
university researchers to continue their work (1-6).

HALLMARKS OF FEDERALLY SPONSORED IT RESEARCH

As discussed below, the hallmarks of federally sponsored IT research
include scale, diversity, vision, and flexibility.

L. Federal programs have been effective in supporting the construction of
large-scale systems and testbeds that have miotivated research and demonstrated
the feasibility of new technological approaches (1-3).

Somie research challenges are too large and require too much research
infrastructure to be carried out by small, local research groups (6). InIT
research, as in other areas of scientific investigation, federal programs
have played an important role in stimulating and supporting large-scale
efforts. DARPA’s decision to construct a packet-switched network (called
the ARPANET) to link computers at its many contractor sites prompted
diverse, high-impact research on networking protocols, the design of
packet switches and routers, software structures for managing large net-
works (such as the Domain Name System), and applications (such as
remote log-in, file transfer, and ultirnately the Web). Moreover, by con-
structing a successful system, DARPA demonstrated the value of large-
scale packet-switched networks, motivating subsequent deployment of
other networks—such as the N5F's NSFnet, which ultimately served as
the foundation of the Internet—and also a series of high-speed network-
ing testbeds (1,3).

Much of the success of major system-building efforts derives from
their ability to bring together large groups of researchers from universi-
ties and industry that develop a common vocabulary, share ideas, and
create a critical mass of people who subsequently extend the technology
(2,6).
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2. Computing research has benefited from diverse modes of research spon-
sored by different federal agencies (1-3).

Funding for research in computing has been provided by various
federal agencies—most notably DARPA and NSF, but also including other
parts of the Department of Defense (DOD) besides DARPA, and other
federal agencies such as NASA, DOE, and the National Institutes of Health
(INIH; in particular through the National Library of Medicine). Comple-
mentary investments have supported technology transfer to industry (e.g.,
activities of the National Institute of Standards and Technology, or NIST).
Funding agencies have continually evolved in order to match their struc-
tures better to the needs of the research and policy-making communities
{1). (See Box 8.)

In supporting research, these agencies pursue different objectives and
employ different mechanisms. In contrast to NGF, for example—which
has a mandate to support a very broad research agenda—"mission agen-
cies” tend to focus on topics that appear to have the greatest relevance to
their specific missions. Additionally, the early DARPA programs chose
to concentrate large research awards in so-called centers of excellence
(many of which over time have matured into some of the nation’s leading
university computer science programs), while NGF and the Otfice of Na-
val Research have supported individual researchers at a more diverse set
of institutions (1). NSF has been active in supporting educational and
research needs more broadly, awarding graduate student fellowships and
providing funding for research equipment and infrastructure.

CSTB has recognized the effective leadership of NSF and DARFPA,
calling on them to step up to larger roles (2; p. 11):

The programs run by [NSF and DARPA] should complement one
another and should together {do the following}:

e Support both theoretical and experimental work;

e Ofter awards in a variety of sizes (small, medium, and large) to
support individual investigators, small teams of researchers, and larger
collaborations;

¢ Investigate a range of approaches to large-scale systems problems,
such as improved software design methodologies, system architecture,
reusable code, and biological and economic models . . . ;

e Attempt to address the full scope of large-scale systerns issues,
including scalability, heterogeneity, trustworthiness, flexibility, and pre-
dictability; and

® (ive academic researchers some form of access to large-scale sys-
temns for studying and demonstrating new approaches.
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OcY

- BOX 8
Federai Agency Evaiutmn

in reﬁpcnﬁe m pmposa!s bv \/annevar Rwsh and m‘hercs fczr an argammtsan m

. fund basic research espacially in unzversaiies the S, Cangfess established the
- National Science Foundation (NSF) in 1950 (1) Alew years eari;er tha U5 Navy
. had founded the Office of Naval Research tc: draw an sc:ence and enqmeermc;
 resources in the universities. : :

_Inthe early 1950s, during an inijensejphaae of i_he (g&iﬂ War( t_he. mjiiiiary sewjac-z
as became the preeminant fundars of computing and communications ressarch.

. The Soviet Union's launching of Sputnik in 1957 raised fears in Congress and the
eauniry that the Soviels had forged ahead of the Uniled Stales in advanced tech-
 nology. In rasponise. the U8 Depariment of Defenise, pressurad by the Eisen-
_ hower adminisiration, established the Advanced Research Projscts Agenc"
 {ARPA, now DARFA) to fund technological projects with military implications. In
. 1962 DABPA created the! Information Processing Techmques Office (P10,
. whose inilial rasearch agenda gave prionty fo furiher ﬁev&iﬁpnmnt of computera
 for command-and-control systems.

‘With the passage of time, riew arg*mizaimns have emerged amd aid anes have

_ often baen reformed or reinvented to respond to new nations! imperatives and
. counter byreaucradic trends (23 DARPAS IPTO hay transformed Hsell several
_ times fo bring greater coherence to its ressarch efforts mnd to resoond to {efshna»
_ logical developments and changes in perr'eived national peeds for 1,

in 1967 NSF sstablished the Offics of ampuisng Activities, and in 1986 it

- formmed the Uomplter and Information Science and Engineering Directorate 1o
. advarice and coordinate suppor for research, education, and infrastructure in come
: puiing (1) in the 19808 NSF, which uusmmar&iy has focused on fundamental
_ masearch in univarsities, also bagan to encourags joint unwerstty industry research
_ centers through s Enginesting Research Cenlers program (thess centers focus
. on research and education in the context of long-time-horizon, camplex engineer-
g chaiienges Y and its Science and Technoiogy Cenler program (aimed at long-
 lemm ressarch in areas that are néw or that Ldi’} bndge d:sx:epﬁme;s and or En’:stiiué
_ tions and sextirs?). L

With the growth in 'ihe i sector and currespondmg ET deveiopment tcgeiher

 with the maturation of the field of computar science, more recent federal funding
_ has been characierized by a seriss of multingency, lontterm, high-risk initiatives.
 The first was the. Hiqh Ferformance Computing and Communications fnataaiwe
- which emergad in the lale 1980s and broadened through the mid-1590s (1,3}, By
_ the late 1990s and the esiablishmant of the multiagency Information Technology
_ Tor the Twenty-First Century initiative (in NSF, the Information Technology Re-
_ search inftiative), social science research-—ralating 1T innovation to the peapie
 who yse IT—was an impotlant campiemeni to the science and technuiugy e

eurt,h per 8 (3 8)

;’&ee \hma /{mvw eng nst. govfeac,fers i‘ztm Awes ed iune ’3,.2003
2Sep <hfl i nst, gof:/od'qia/programsistcb Aﬁceosed Ju ns 2
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Given the wide circle of agencies interested in and involved with IT
research and the even wider circle coming to depend on large-scale IT
systems, the NSF and DARPA should attempt to involve in their re-
search other federal agencies . . . that operate large-scale 1T systems and
would benefit from advances in their design. Smh involvement could
provide a means for researchers to gain access to operational systems
for analytical and experimental purposes.

The diversity of research funding objectives and program manage-
ment styles offers many benefits (1,3). It helps ensure exploration of a
diverse set of research topics and consideration of a range of applications.
For example, DARPA, NASA, and NIH (in addition to NSF) have all
supported work in expert systems. However, because the systems have
had different applications—decision aids for pilots, tools for determining
the structure of molecules on other planets, and medical diagnostics—
each agency has supported different groups of researchers who tried dif-
ferent approaches. And no one’s judgment is infallible. If one agency
declines to support a particular topic, researchers have other sources of
funding.

3. Visionary program managers who were willing to take risks have been a
hallmark of mary of the highest-impact federal vesearch initiatives (1,3).

The program manager is responsible for initiating, funding, and over-
seeing research programs. The funding and management styles of pro-
gram managers at DARPA during the 1960s and 1970s, for example, re-
flected an ability to marry visions for technological progress with strong
technical expertise and an understanding of the uncertainties of the re-
search process (1,3). Many of these program managers and program
office directors were u,\,rum,d from universities and industrial research
laboratories for limited tours of duty and were themselves leading
researchers. With close ties to the field, they were trusted by—and
trusted—the research community. They tended to lay down broad guide-
lines for new research areas and to draw specific project proposals from
principal investigators. They were willing to place bets—to pursue high-
risk/high-gain projects.

Thla style of funding and manag ement allowed researchers room to
pursue new venues of inquiry. The funding style resulted in advances in
areas as diverse as computer graphics, artificial intelligence, networking,
and computer architecture. As that experience illustrates, because unan-
ticipated outcomes of research are so valuable, federal mechanisms for
funding and managing research need to recognize the inherent uncertain-
ties and build in enough flexibility to accommodate midcourse changes
(1,3).
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LOOKING FORWARD

Federal funding agencies will have to continue to adjust their strate-
gies and tactics as national needs and imperatives change. Today thereis
an escalation in concern about homeland security, the globalization of
industry, a rise of commodity IT products and an IT mass market, the
growing dependence of econoric and social activity on networking and
distributed computing capabilities, and a variety of industry retrench-
ments. Coevolution with industry thus means different things for feder-
ally funded computing research today than it did in the middle to late
decades of the 20th century.

Challenges as well as opportunities have grown: computer science is
a larger field with more subdisciplines; telecommunications is increas-
ingly intertwined with computing while evolving across multiple me-
dia;’® the interdisciplinary problems that engage computer science and
telecommumications are broader-ranging; and the number of hard prob-
lems—reflecting growth in scale, complexity, and interactions with
people—has increased. Evolving capabilities motivate a range of stretch
goals that can help realize the potential of information technology as a
human enabler.!® Examples include new forms of prosthetics (beginning
with systems that can hear, speak, or see as well as a person can) and
better ways to observe or participate in activities from a distance (i.e,,
telepresence).

These circumstances imply that the challenge to federal research pro-
gram managers has also grown. For example, while IT is at the core of a
number of interdisciplinary programs (such as the multiagency Digital
Libraries Initiative and NSF’s Digital Government and Computing and
Social System programs), it takes more work to review proposals for in-
terdisciplinary work and to assure its quality. It may thus be more impor-
tant to engage IT-using organizations in research projects, which may
involve more work for the researchers (2). The growth in opportunities at
the intersection of computing and biology, for example, or even comput-
ing and the arts—both topics of CSTB projects!” —suggests new horizons

Bnnovations are enhancing the potential of aptical fiber, various forms of wireless, and
even older media, such as copper.

1&These and other problems were outlined by Jim Gray in his 1998 AM. Turing Award
lecture. See Jim Gray. 1998, “What's Next? A Few Remaining Problems in Information
Technology.” Available online at <http:/ /research.Microsoft.com/~Gray/talks>. Accessedl
June 9, 2003.

7 7he project on computing and the arts and design was completed in early 2003. See
Cormputer Science and Telecommunications Board, National Research Council. 2003. Be-
yond Productivity: Information Technology, Innovation, and Creativity. National Acadernies
Press, Washington, D.C.
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for IT innovaticn that depend on the nurturing that is available through
university-based research programs.

The challenges confronting program managers underscore the need
to attract talent from universities and industry to such public service
positions.  Past advances fostered by federal funding leveraged the
energies and wisdom of people who went from universities and industry
into the government, for at least a limited pericd. It is ironic that their
success has increased the incentives for researchers to stay in universities
or to try their hand in industry instead of cultivating the field as program
managers.

Government support for I'T research will also be shaped by categories
of problems in which it has a special interest. The events of September 11,
2001, remind us that computer and communications security, constrained
by market failure, has always depended on federal investments. But so,
too, has research in human-computer interaction, another arena in which
market forces have been limited (8) and where the rise of e-government
reinforces long-standing government interest associated with its own ap-
plications.’®  The post-September 11 focus on homeland security and
intelligence analysis also puts a spotlight on supercomputing architec-
tures, numerical analysis, parallel programming languages and tools, and
other areas in which IT advances have flowed from scientific and engi-
neering computing needs within the research community at large—and
in which purely commercial development was unlikely at best (1,3).

The downturn in the telecommunications industry presents opportu-
nities for the government to stimulate new directions through its support
for research. We may see a consolidation and a loss of viable competition,
or a realignment of the sector boundaries to better reflect economic reali-
ties. Government funding, supporting the development of open stan-
dards, can help shape the structure of industry.’? Given the “chicken-
and-egg” tension shaping advances in infrastructure and applications,
government support for exploration of new kinds of applications can
have great impact.?’ The government can encourage competition by sup-
porting the definition of critical interfaces and demonstrations of feasibil-

18’C()[rq:>uter Science and Telecommunications Board, National Research Council. 2002.
Information Technology Research, innovation, and E-Government. National Acaderny Press,
Washington, D.C.

1900 Computer Science and Telecommunications Board, National Research Council,
2001, The Internet’s Coming of Age, National Academy Press, Washington, D.C.; and Coot-
puter Science and Telecommunications Board, National Research Council, 2002, Broadband:
Bringing Home the Bits, National Academy Press, Washington, D.C.

2UThis was dermonstrated by the evolution of the early Internet and Web, involving de-
velopment and refinernent of both the underlying infrastructure and a suite of compelling
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ity for open standards, and it can demonstrate new architectures through
field trials and testbeds. This role was critical in the emergence of the
Internet, and the relevance and importance of this sort of leadership have
not waned.?!

More generally, the 2001-2002 downturn in the economy and the cri-
sis in the telecommunications industry caused a reduction in investment
across all of IT. Spending remained down in 2003, and internal invest-
ment has dropped accordingly. Venture and equity capital has also be-
come harder to obtain in the IT industries. In times such as these, re-
scarch, especially longer-term research, is an obvious target for cost
cutting. Butif we as a nation do not continue to invest in the foundations
of innovation, we run the risk that when an immproving economy justifies
an increase in investment, there may be few ideas in which to invest. For
that reason this time is especially important for government-sponsored
research.

Today’s research investments are essential to tomorrow’s world lead-
ership in IT. From its position of leadership today—reinforced by an
aggregation of universities, companies, government programs, and tal-
ent—the United States is better positioned than other nations are to make
the most of nonappropriable research (and even appropriable research).
Properly managed, publicly funded research in IT will continue to create
important new technologies and industries, some of them unimagined
today. The process will continue to take 10 to 15 years from the inception
of a new idea to the creation of a billion-dollar industry. Without contin-
ued federal investment in fundamental research there would still be inno-
vation, but the quantity and range of new ideas for U.S. industry to draw
from would be greatly diminished—as would the flow of people edu-

applications by researchers focused not only on IT but also on other fields of science and
engineering in which people used IT. The Internet probably could never have developed
commercially without this phase of government-supported experimentation and refine-
ment coordinated between infrastucture and applications. For a discussion of new oppor-
tunities in the support of applications, see Computer Science arnd Telecornmunications
Board, National Research Council, 2002, Breadband: Bringing Home the Bits, National Acad-
erny Fress, Washington, D.C.

HEor a discussion of the role of government in setting a vision, see Computer Science
and Telecornmunications Board, National Research Council, 1994, Realizing the Informatiosn
Future: The internet and Beyond, National Academy Press, Washington, D.C. For a discus-
sion of government leadership and the importance of government funding of research as a
policy tool, see Computer Science and Telecommunications Board, National Research Coun-
cil, 1996, The Lnpredictable Certainty: Information Infrastructure Through 2000, Natlonal Acad-
eny Press, Washington, .C.

Copyright © National Academy of Sciences. All rights reserved.
977



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

INNOVATION IN INFORMATION TECHNOLOGY 28

cated at the forefront, the most important product of the nation’s research
universities (1-8).

The lessons of history are clear, as many CSTB studies in the past
decade have shown, and many of those lessons are relevant to 21st-cen-
tury realities. A complex partnership among government, industry, and
universities has made the United States the world leader in IT, and infor-
mation technology has become essential to our national security and eco-
nornic and social well-being. Turn-of-the-century turmoil and structural
changes in IT industries have diminished their inherently limited capac-
ity to support fundamental IT research. The role of the federal govern-
ment in sponsoring fundamental research in IT—largely university-
based—has been and will continue to be essential.
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Excerpts from Earlier CSTB Reports

This section contains excerpts from three CSTB reports:

¢ Making IT Better: Expanding Information Technology Research to Meet
Society’s Needs (2000),

® Funding a Revolution: Government Support for Compuiing Research
{1999), and

s Evolving the High Performance Computing and Communications Initin-
tive to Support the Nation's Information Infrastructure (1993).

While this synthesis report is based on all the C5TB reports listed in
Box 1 in the “Surnmary and Recommendations,” the excerpts from these
three reports are the most general and broad. To keep this report to a
reasonable length, nothing was excerpted from the other five reports.
Readers are encouraged to read all eight reports, which can be found
online at <http://www.nap.edu>.

For the sake of simplicity and organizational clarity, footnotes and
reference citations appearing in the original texts have been omitted from
the reprinted material that follows. A bar in the margins beside the ex-
cerpted material is used to indicate that it is extracted text. Section heads
show the topics addressed.

30

Copyright © National Academy of Sciences. All rights reserved.
979



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

EXCERPTS FROM EARLIER CSTB REPORTS 51

MAKING IT BETTER: EXPANDING INFORMATION TECHNOLOGY
RESEARCH TO MEET SOCIETY’S NEEDS {2000}

CITATION: Computer Science and Telecommunications Board (CSTB),
National Research Council. 2000. Making IT Better: Expanding Information
Technology Research to Meet Socieiy’s Needs. National Academy Press,
Washingtor, D.C.

The Many Faces of Information Technology Research

(From pp. 23-26): IT research takes many forms. It consists of both
theoretical and experimental work, and it combines elements of science
and engineering. Some IT research lays out principles or constraints that
apply to all computing and cormmunications systems; examples include
theorems that show the limitations of computation (what can and cannot
be computed by a digital computer within a reasonable time) or the fun-
damental limits on capacities of communications channels. Other research
investigates different classes of IT systems, such as user interfaces, the
Web, or electronic mail (e-mail). Still other research deals with issues of
broad applicability driven by specific needs. For example, today’s high-
level programming languages {such as Java and C) were made possible
by research that uncovered techniques for converting the high-level state-
ments into machine code for execution on a computer. Th.\, design of the
languages themselves is a research topic: how best to capture a
programmer’s intentions in a way that can be converted to efficient ma-
chine code. Efforts to solve this problerm, as is often the case in IT research,
will require invention and design as well as the classical scientific tech-
niques of analysis and measurement. The same is true of efforts to de-
velop specific and practical modulation and coding algorithms that ap-
proach the fundamental limits of communication on some channels. The
rise of digital communication, associated with computer technology, has
led to the irreversible melding of what were cnce the separate fields of
cormmunmnications and computers, with data forming an increasing share of
what is being transmitted over the digitally modulated fiber-optic cables
spanning the nation and the world.

Experimental work plays an important role in IT research. One mo-
dality of research is the design experiment, in which a new technique is
proposed, a provisional design is posited, and a research prototype is
built in order to evaluate the strengths and weaknesses of the design.
Although much of the effect of a design can be anticipated using analytic
techniques, many of its subtle aspects are uncovered only whern the proto-
type is studied. Some of the most important strides in I'T have been made
through such experimental research. Time-sharing, for example, evolved
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in a series of experimental systems that explored different parts of the
technology. How are a computer’s resources to be shared among several
customers? How do we ensure equitable sharing of resources? How do
we insulate each user’s program from the programs of others? What re-
sources should be shared as a convenience to the custemers (e.g., com-
puter files)? How can the system be designed so it’s easy to write com-
puter programs that can be time-shared? What kinds of commands does a
user need to learn to operate the system? Although some of these trade-
offs may succumb to analysis, others—mnotably those involving the user’s
evaluation and preferences—can be evaluated only through experiment.

Ideas for IT research can be gleaned both from the research commu-
nity itself and from applications of IT systems. The Web, initiated by
physicists to support collaboration among researchers, illustrates how
people who use IT can be the source of important innovations. The Web
was not invented from scratch; rather, it integrated developments in in-
formation retrieval, networking, and scoftware that had been accumulat-
ing over decades in many segments of the IT research community. It also
reflects a fundamental body of technology that is conducive to innovation
and change. Thus, it advanced the integration of computing, communica-
tions, and information. The Web also embodies the need for additional
science and technology to accommodate the burgeoning scale and diver-
sity of IT users and uses: it became a catalyst for the Internet by enhancing
the ease of use and usefulness of the Internet, it has grown and evolved
far beyond the expectations of its inventors, and it has stimulated new
lines of research aimed at improving and better using the Internet in
numerous arenas, from education to crisis management.

Progress in IT can come from research in many different disciplines.
For example, work on the physics of silicon can be considered IT research
if itis driven by problems related to computer chips; the work of electrical
engineers is considered IT research if it focuses on commurnications or
semiconductor devices; anthropologists and other social scientists study-
ing the uses of new technology can be doing IT research if their work
informs the development and deployment of new IT applications; and
computer scientists and computer engineers address a widening range of
issues, from generating fundamental principles for the behavior of infor-
mation in systems to developing new concepts for systems. Thus, IT re-
search combines science and engineering, even though the popular—and
even professional—association of IT with systems [eads many people to
concentrate on the engineering aspects. Fine distinctions between the sci-
ence and engineering aspects may be unproductive: computer science is
special because of how it combines the two, and the evolution of both is
key to the well-being of IT research.
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Implications for the Research Enterprise

{From pp. 42-43): The trends in IT suggest that the nation needs to
reinvent IT research and develop new structures to support, conduct, and
manage it. . . .

As IT permeates many more real-world applications, additional con-
stituencies need to be brought into the research process as both funders
and performers of IT research. This is necessary not only to broaden the
funding base to include those who directly benefit from the fruits of the
research, but also to obtain input and guidance. An understanding of
business practices and processes is needed to support the evolution of e-
commerce; insight from the social sciences is needed to build IT systems
that are truly user-friendly and that help people work better together. No
one truly understands where new applications such as e-commerce, elec-
tronic publishing, or electronic collaboration are headed, but business
development and research together can promote their arrival at desirable
destinations.

Many challenges will require the participation and insight of the end
user and the service provider communifies. They have a large stake in
seeing these problems addressed, and they stand to benefit most directly
from the solutions. Similarly, systemns integrators would benefit from an
improved understanding of systems and applications because they would
become more competitive in the marketplace and be better able to meet
their estimates of project cost and time. Unlike vendors of component
technologies, systems integrators and end users deal with entire informa-
tion systerns and therefore have unique perspectives on the problems
encountered in developing systems and the feasibility of proposed solu-
tions. Many of the end-user organizations, however, have no tradition of
conducting IT research—or technological research of any kind, in fact—
and they are not necessarily capable of doing so effectively; they depend
on vendors for their technology. Even so, their involvement in the re-
search process is critical. Vendors of equipment and software have nei-
ther the requisite experience and expertise nor the financial incentives to
invest heavily in research on the challenges facing end-user organiza-
tions, especially the challenges associated with the social applications of
IT. Of course, they listen to their customers as they refine their products
and strategies, but those interactions are superficial compared with the
demands of the new systems and applications. Finding suitable mecha-
nisms for the participation of end users and service providers, and engag-
ing them productively, will be a big challenge for the future of IT re-
search.

Past attempts at public-private partnerships, as in the emerging arena
of critical infrastructure protection, show it is not so easy to get the public
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and private sectors to interact for the purpose of improving the research
base and implementation of systems: the federal government has a re-
sponsibility to address the public interest in critical infrastructure,
whereas the private sector owns and develops that infrastructure, and
conflicting objectives and time horizons have confounded joint explora-
tion. As a user of IT, the government could play an important role.
Whereas historically it had limited and often separate programs to sup-
port research and acquire systemns for its own use, the government is now
becoming a consumer of IT on a very large scale. Just as IT and the wide-
spread access to it provided by the Web have enabled businesses to rein-
vent themselves, IT could dramatically improve operations and reduce
the costs of applications in public health, air traffic control, and social
security; government agencies, like private-sector organizations, are turn-
ing increasingly to commercial, off-the-shelf technology.

Universities will play a critical role in expanding the IT research
agenda. The university sefting confinues to be the most hospitable for
higher-risk research projects in which the outcomes are very uncertain.
Universities can play an important role in establishing new research pro-
grams for large-scale systems and social applications, assuming that they
can overcome long-standing institutional and cultural barriers to the
needed cross-disciplinary research. Preserving the university as a base for
research and the education that goes with it would ensure a workforce
capable of designing, developing, and operating increasingly sophisti-
cated IT systems. A booming IT marketplace and the lure of large salaries
in industry heighten the impact of federal funding decisions on the indi-
vidual decisions that shape the university environment: as the key funders
of university research, federal programs send important signals to faculty
and students.

The current concerns in IT differ from the competitiveness concerns
of the 1980s: the all-pervasiveness of IT in everyday life raises new ques-
tions of how to get from here to there—how to realize the exciting possi-
bilities, not merely how to get there first. A vital and relevant IT research
program is more important than ever, given the complexity of the issues
at hand and the need to provide solid underpinnings for the rapidly
changing IT marketplace.

{(From p. 93): Several underlying trends could ultimately limit the
nation’s innovative capacity and hinder its ability to deploy the kinds of
IT systems that could best meet personal, business, and government
needs. First, expenditures on research by companies that develop IT goods
and services and by the federal government have not kept pace with the
expanding array of IT. The disincentives to long-term, fundamental re-
search have become more numerous, especially in the private sector,
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which seems more able to lure talent frormn universities than the other way
around. Second, and perhaps most significantly, IT research investments
continue to be directed at improving the performance of IT components,
with limited attention to systems issues and application-driven needs.
Neither industry nor academia has kept pace with the problems posed by
the large-scale IT systems used in a range of social and business con-
texts—problems that require fundamental research. . . . New mechanisms
may be needed to direct resources to these growing problem areas.

{From pp. 6-9): Neither large-scale systems nor social applications of
IT are adequately addressed by the IT research community today. Most IT
research is directed toward the components of IT systerns: the microproces-
sors, computers, and networking technologies that are assernbled into
large systems, as well as the software that enables the components to
work together. This research nurtures the essence of IT, and continued
work is needed in all these areas. But component research needs to be
viewed as part of a much larger portfolio, in which it is complemented by
research aimed directly at improving large-scale systems and the social
applications of IT. The last of these includes some work (such as com-
puter-supported cooperative work and human-computer interaction) tra-
ditionally viewed as within the purview of computer science. Research in
all three areas—components, systems, and social applications—will make
IT systems better able to meet society’s needs, just as in the medical do-
main work is needed in biology, physiology, clinical medicine, and epide-
miology to make the nation’s population healthier.

Research on large-scale systems and the social applications of IT will
require new modw of funding and performing research that can bring
together a broad set of IT resear Lh@f‘}, end users, system integrators, and
social scientists to enhance the understanding of operational systems.
Research in these areas demands that researchers have access to opera-
tional large-scale systems or to testbeds that can mimic the performance
of much larger systems. It requires additional funding to support sizable
projects that allow multiple investigators to experiment with large IT
systems and deveiop suitable testbeds and simulations for evaiuatmg
new approaches and that engage an unusually diverse range of parties.
Research by individual investigators will not, by itself, suffice to make
progress on these difficult problems.

Today, most IT research fails to incorporate the diversity of perspec-
tives needed to ensure advances on large-scale systems and social appli-
cations. Within industry, it is conducted largely by vendors of IT compo-
nents: companies like IBM, Microsoft, and Lucent Technologies. Few of
the companies that are engaged in providing IT services, in integrating
large-scale systems (e.g., Andersen Consulting [now Accenture], E D5, or
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Lockheed Martin), or in developing enterprise software (e.g., Oracle, SAP,
PeopleSoft) have significant research programs. Nor do end-user organi-
zations (e.g., users in banking, commerce, education, health care, and
manufacturing) tend to support research on IT, despite their increasing
reliance on IT and their stake in the way IT systems are molded. Likewise,
there is little academic research on large-scale systems or social applica-
tions. Within the IT sector, systems research has tended to focus on im-
proving the performance and lowering the costs of IT systems rather than
on improving their reliability, flexibility, or scalability (although systemns
research is slated to receive more attention in new funding programs).
Social applications present an even greater opportunity and have the
potential to leverage research in human-computer interaction, using it to
better understand how IT can support the work of individuals, groups,
and organizations. Success in this area hinges on interdisciplinary
research, which is already being carried out on a small scale.

Omne reason more work has not been undertaken in these areas is lack
of sufficient funding. More fundamentally, the problems evident today
did not reach critical proportions until recently. . . . From a practical
perspective, conducting the types of research advocated here is difficult.
Significant cultural gaps exist between researchers in different disciplines
and between IT researchers and the end users of IT systems.
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FUNDING A REVOLUTION: GOVERNMENT SUPPORT FOR
COMPUTING RESEARCH (1999)

CITATION: Computer Science and Telecommunications Board (CSTB),
National Research Council. 1999. Funding a Revolution: Government Sup-
port for Computing Research. National Academy Press, Washington, D.C.

{(From p. 1): The computer revolution is not simply a technical change;
it is a sociotechnical revolution comparable to an indusirial revolution.
The British Industrial Revolution of the late 18th century not ondy brought
with it steam and factories, but also ushered in @ modern era character-
ized by the rise of industrial cities, a politically powerful urban middle
class, and a new working class. So, too, the socictechnical aspects of the
computer revolution are now becoming clear. Millions of workers are
flocking to computing-related industries. Firms producing microproces-
sors and software are challenging the economic power of firms manufac-
turing automobiles and producing oil. Detroit is no longer the symbolic
center of the U.S. industrial empire; Silicon Valley now conjures up vi-
sions of enormous entrepreneurial vigor. Men in boardrooms and gray
flannel suits are giving way to the casually dressed young founders of
start-up computer and Internet companies. Many of these entrepreneurs
had their early hands-on computer experience as graduate students con-
ducting federally funded university research.

As the computer revolution continues and private companies increas-
ingly fund innovative activities, the federal government continues to play
a major role, especially by funding research. Given the successtul history
of federal involvement, several questions arise: Are there lessons to be
drawn from past successes that can inform future policy making in this
area? What future roles might the government play in sustaining the
information revolution and helping to initiate other technological devel-
opments?

Lessons from History

{From pp. 5-13): Why has federal support been so effective in stimu-
lating innovation in computing? Although much has depended on the
unique characteristics of individual research programs and their partici-
pants, several common factors have played an important part. Primary
among them is that federal support for research has tended to complement,
rather than preempt, industry investments in research. Effective federal
research has concentrated on work that industry has limited incentive to
pursue: long-term, fundamental research; large system-building efforts
that require the talents of diverse communities of scientists and engi-
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neers; and work that might displace existing, entrenched technologies.
Furthermore, successful federal programs have tended to be organized in
ways that accommodate the uncertainties in scientific and technological
research. Support for computing research has come from a diversity of
funding agencies; program managers have formulated projects broadly
where possible, modifying them in response to preliminary results; and
projects have fostered productive collaboration between universities and
industry. The lessons below expand on these factors. The first three les-
sons address the complementary nature of government- and industry-
sponsored research; the final four highlight elements of the organiza-
tional structure and management of effective federally funded research
programs. . . .

1. Government supports long-range, fundamental research that
industry cannot sustain.

Federally funded programs have been successful in supporting long-
term research into fundamental aspects of computing, such as computer
graphics and artificial intelligence, whose practical benefits often take
vears to demonstrate. Work on speech recognition, for example, which
was begun in the early 1970s (some started even earlier), took until 1997
to generate a successful product for enabling personal computers to rec-
ognize continuous speech. Similarly, fundarnental algorithms for shading
three-dimensional graphics images, which were developed with defense
funding in the 1960s, entered consumer products only in the 1990s, though
they were available in higher-performance machines much earlier. These
algorithms are now used in a range of products in the health care, enter-
tainment, and defense industries.

Industry does fund some long-range work, but the benefits of funda-
mental research are generally too distant and too uncertain to receive
significant industry support. Moreover, the results of such work are gen-
erally so broad that it is difficult for any one firm to capture them for its
own benefit and also prevent competitors from doing so. . .. Not surpris-
ingly, companies that have tended to support the most fundamental re-
search have been those, like AT&T Corporation and IBM Corporation,
that are large and have enjoyed a dominant position in their respective
markets. As the computing industry has become more competitive, even
these firms have begun to link their research more closely with corporate
objectives and product development activities. Companies that have be-
come more dominant, such as Microsoft Corporation and Intel Corpora-
tion, have increased their support for fundarnental research.
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2. Government supports large system-building efforts that have
advanced technology and created large communities of researchers.

In addition to funding long-term fundamental research, federal pro-
grams have been effective in supporting the construction of large systems
that have both motivated research and demonstrated the feasibility of
new technological approaches. The Defense Advanced Research Projects
Agency’s (DARPA's) decision to construct a packet-switched network
{(called the ARPANET) to link computers at its many contractor sites
prompted considerable research on networking protocols and the design
of packet switches and routers. It also led to the development of struc-
tures for managing large networks, such as the domain name system, and
development of useful applications, such as e-mail. Moreover, by con-
structing a successful system, DARPA demonstrated the value of large-
scale packet-switched networks, motivating subsequent deployment of
other networks, like the National Science F?Lmdmon s NSFnet, which
formed the basis of the Internet.

Efforts to build large systems demonstrate that, especially in comput-
ing, innovation does not flow simply and directly from research, through
development, to deployment. Development often precedes research, and
research rationalizes, or explains, technology developed earlier through
experimentation. Hence attempts to build large systems can identify new
problems that need to be solved. Electronic telecommunications systems
were in use long before Claude Shannon developed modern commumnica-
tions theory in the late 1940s, and the engineers who developed the first
packet switches for routing messages through the ARPANET advanced
empirically beyond theory. Building large systems generated questions
for research, and the answers, in turn, facilitated more development.

Much of the success of major system-building efforts derives from
their ability to bring together large groups of researchers from academia
and industry who develop a common vocabulary, share ideas, and create
a critical mass of people who subsequently extend the technology. Ex-
amples include the ARPANET and the development of the Air Force’s
Semi-Automatic Ground Environment (SAGE) project in the 1930s. In-
volving researchers from MIT, IBM, and other research laboratories, the
SAGE project sparked innovations ranging from real-time computing to
core memories that found widespread acceptance throughout the com-
puter indusiry. Many of the pioneers in computing learned through
hands-on experimentation with SAGE in the 19505 and early 1960s. They
subsequently staffed the companies and laboratories of the nascent com-
puting and communications revolution. The impact of SAGE was felt
over the course of several decades.

Copyright © National Academy of Sciences. All rights reserved.
988



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

40 INNOVATION IN INFORMATION TECHNOLOGY

3. Federal research funding has expanded on earlier industrial research.

In several cases, federal research funding has been important in ad-
vancing a technology to the point of commercialization after it was first
explored in an industrial research laboratory. For example, IBM pioneered
the concept of relational databases but did not commercialize the technol-
ogy because of its perceived potential to compete with more-established
IBM products. National Science Foundation {(NSF)-sponsored research at
UC-Berkeley allowed continued exploration of this concept and brought
the technology to the peint that it could be commercialized by several
start-up companies—and more-established database companies {includ-
ing IBM). This pattern was also evident in the development of reduced
instruction set computing (RISC). Though developed at IBM, RISC was
not commercialized until DARPA funded additional research at UC-Ber-
keley and Stanford University as part of its Very Large Scale Integrated
Circuit (VLSI) program of the late 1970s and early 1980s. A variety of
companies subsequently brought RISC-based products to the market-
place, including IBM, the Hewlett-Packard Company, the newly formed
Sun Microsystems, Inc., and another start-up, MIPS Computer Systemns.
For both relational databases and VLS], federal funding helped create a
community of researchers who validated and improved on the initial
work. They rapidly diffused the technology throughout the community,
leading to greater competition and more rapid commercialization.

4. Computing research has benefited from diverse sources of
government support.

Research in computing has been supported by multiple federal agen-
cies, including the Department of Defense (DOD)—most notably the De-
fense Advanced Research Projects Agency and the military services—the
National Science Foundation, National Aeronautics and Space Adminis-
tration (NASA), Department of Energy (DOE), and National Institutes of
Health (NIH). Each has its own mission and means of supporting re-
search. DARPA has tended to concentrate large research grants in so-
called centers of excellence, many of which over time have matured into
some of the country’s leading academic computer departinents. The Of-
tice of Naval Research (ONR) and NSF, in contrast, have supported indi-
vidual researchers at a more diverse set of institutions. They have awarded
nurmerous peer-review grants to individual researchers, especially in uni-
versities. NSF has also been active in supporting educational and research
needs more broadly, awarding graduate student fellowships and provid-
ing funding for research equipment and infrastructure. Bach of these or-
ganizations employs a different set of mechanisins to support research,

Copyright © National Academy of Sciences. All rights reserved.
989



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

EXCERPTS FROM EARLIER CSTB REPORTS 47

from fundamental research to mission-oriented research and develop-
ment projects, to procurement of hardware and software.

Such diversity offers many benefits. It not only provides researchers
with many potential sources of support, but also helps ensure exploration
of a diverse set of research topics and consideration of a range of applica-
tions. DARPA, NASA, and NIH have all supported work in expert sys-
tems, for example, but because the systems have had different applica-
tions—decision aids for pilots, tools for determining the structure of
molecules on other planets, and medical diagnostics—each agency has
supported different groups of researchers who tried different approaches.

Perhaps more importantly, no single approach to investing in re-
search is by itself a sufficient means of stimulating innovation; each plays
a role in the larger system of innovation. Different approaches work in
concert, ensuring continued support for research areas as they pass
through subsequent stages of development. Organizations such as N&F
and ONR often funded seed work in areas that DARPA, with its larger
contract awards, later magnified and expanded. DARPA’s Project MAC,
which gave momentum to time-shared computing in the 1960s, for ex-
ample, built on earlier NSF-sponsored work on MIT’s Compatible Time-
Sharing System. Conversely, NSF has provided continued support for
projects that DARPA pioneered but was unwilling to sustain after the
major research challenges were resolved. For example, NSF funds the
Metal Oxide Semiconductor Implementation Service (MOSIS)—a system
developed at Xerox PARC and institutionalized by DARPA that provides
university researchers with access to fast-turnaround semiconductor
manufacturing services. Once established, this program no longer
matched DARPA’s mission to develop leading-edge technologies, but it
did match NSEF's mission to support university education and research
infrastructure. Similarly, NSF built on DARPA’s pioneering research on
packet-switched networks to construct the NSFnet, a precursor to today’s
Internet.

5. Strong program managers and flexible management structures have
enhanced the effectiveness of computing research.

Research in computing, as in other fields, is a highly unpredictable
endeavor. The results of research are not evident at the start, and their
most important contributions often differ from those originally envi-
sioned. Few expected that the Navy’s attempt to build a programmable
aircraft simulator in the late 1940s would result in the development of the
first real-time digital computer (the Whirlwind); nor could DARPA pro-
gram managers have anticipated that their early experiments on packet
switching would evolve into the Internet and later the World Wide Web.
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The potential for unanticipated outcomes of research has two impli-
cations for federal policy. First, it suggests that measuring the results of
federally funded research programs is extremely difficult. Projects that
appear to have failed often make significant contributions to later tech-
nology development or achieve other objectives not originally envisioned.
Furthermore, research creates many intangible products, such as knowl-
edge and educated researchers whose value is hard to quantify. Second, it
implies that federal mechanisms for funding and managing research need
to recognize the uncertainties inherent in computing research and to build
in sufficient flexibility to accommodate mid-course changes and respond
to unanticipated results.

A key element in agencies” ability to maintain flexibility in the past
has been their program managers, who have responsibility for initiating,
funding, and overseeing research programs. The funding and manage-
ment styles of program managers at DARPA during the 1960s and 1970s,
for example, reflected an ability to marry visions for technological
progress with strong technical expertise and an understanding of the
uncertainties of the research process. Many of these program managers
and office directors were recruited from academic and industry research
laboratories for limited tours of duty. They tended to lay down broad
guidelines for new research areas and to draw specific project proposals
from principal investigators, or researchers, in academic computer cen-
ters. This style of funding and management resulted in the government
stimulating innovation with a light touch, allowing researchers room to
pursue new avenues of inquiry. In turn, it helped attract top-notch pro-
gram managers to federal agencies. With close ties to the field and its
leading researchers, they were trusted by—and trusted in—the research
community.

This funding style resulted in great advances in areas as diverse as
computer graphics, artificial intelligence, networking, and computer ar-
chitectures. Although mechanisms are clearly needed to ensure account-
ability and oversight in government-sponsored research, history demon-
strates the benefits of instilling these values in program managers and
providing them adequate support to pursue promising research direc-
tions.

6. Collaboration between industry and university researchers has
facilitated the commercialization of computing research and
maintained its relevance.

Innovation in computing requires the combined talents of university
and industry researchers. Bringing them together has helped ensure that
industry taps info new academic research and that university researchers
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understand the challenges facing industry. Such collaboration also helps
facilitate the commercialization of technology developed in a university
setting. All of the areas described in this report’s case studies—relational
databases, the Internet, theoretical computer science, artificial intelligence,
and virtual reality—involved university and industry participants. Other
projects examined, such as SAGE, Project MAC, and very large scale inte-
grated circuits, demonstrate the same phenomenon.

Collaboration between industry and universities can take many
forms. Some projects combine researchers from both sectors on the same
project team. Other projects involve a transition from academic research
laboratories to industry (via either the licensing of key patents or the
creation of new start-up companies) once the technology matures suffi-
ciently. As the case studies demonstrate, effective linkages between in-
dustry and universities tended to emerge from projects, rather than be-
ing thrust upon them. Project teams assembled to build large systems
included the range of skills needed for a particular project. University
researchers often sought out productive avenues for transferring research
resuits to industry, whether linking with existing companies or starting
new ones. Such techniques have often been more effective than explicit
attempts to encourage collaboration, many of which have foundered due
to the often conflicting time horizons of university and industry research-
ers.

7. Organizational innovation and adaptation are necessary elements
of federal research support.

Over time, new government organizations have formed to support
computing research, and organizations have continually evolved in order
to better match their structure to the needs of the research and policy-
making communities. In response to proposals by Vannevar Bush and
others that the country needed an organization to fund basic research,
especially in the universities, for example, Congress established the Na-
tional Science Foundation in 1950. A few years earlier, the Navy founded
the Otfice of Naval Research to draw on science and engineering resources
in the universities. In the early 1950s during an intense phase of the Cold
War, the military services became the preeminent funders of computing
and communications. The Soviet Union’s launching of Sputnik in 1957
raised fears in Congress and the country that the Soviets had forged ahead
of the United States in advanced technology. In response, the U.S. Depart-
ment of Defense, pressured by the Eisenhower administration, established
the Advanced Research Projects Agency (ARPA, now DARPA) to fund
technological projects with military implications. In 1962 DARPA created
the Information Processing Techniques Office (IPTO), whose initial re-
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search agenda gave priority to further development of computers for
cornmand-and-control systems.

With the passage of time, new organizations have emerged, and old
ones have often been reformed or reinvented to respond to new national
imperatives and counter bureaucratic trends. DARPA’s IPTO has trans-
formed itself several times to bring greater coherence to its research ef-
forts and to respond to technological developments. NSF in 1967 estab-
lished the Office of Computing Activities and in 1986 formed the
Computer and Information Sciences and Engineering (CISE) Directorate
to couple and coordinate support for research, education, and infrastruc-
ture in computer science. In the 1980s NSF, which customarily has fo-
cused on basic research in universities, also began to encourage joint
academic-industrial research centers through its Engineering Research
Centers program. With the relative increase in industrial support of re-
search and development in recent years, federal agencies such as NSF
have rationalized their funding policies to complement short-term indus-
trial R&D. Federal funding of long-term, high-risk initiatives continues to
have a high priority.

As this history suggests, federal funding agencies will need to con-
tinue to adjust their strategies and tactics as national needs and impera-
tives change. The Cold War imperative shaped technological history dur-
ing much of the last half-century. International competitiveness served as
a driver of government funding of computing and communications dur-
ing the late 1980s and early 1990s. With the end of the Cold War and the
globalization of industry, the U.S. computing industries need to maintain
their high rates of innovation, and federal structures for managing com-
puting research may need to change to ensure that they are appropriate
for this new environment.

Sources of U.S. Success

{From pp. 27-28): That the United States should be the leading coun-
try in computing and communications was not preordained. Early in the
industry’s formation, the United Kingdom was a serious competitor. The
United Kingdom was the home of the Difference Engine and later the
Analytical Engine, both of which were programmable mechanical devices
designed and partially constructed by Charles Babbage and Ada, Count-
ess of Lovelace, in the 19th century. Basic theoretical work defining a
universal computer was the contribution of Alan Turing in Cambridge
just before the start of World War Il. The English defense industry—with
Alan Turing’s participation—conceived and constructed vacuum tube
computers able to break the German military code. Both machines and
their accomplishments were kept secret, much like the efforts and suc-
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cesses of the National Security Agency in this country. After the war,
English universities constructed research computers and developed com-
puter concepts that later found significant use in U.5. products. Other
Huropean countries, Germany and France in particular, also made efforts
to gain a foothold in this new technology.

How then did the United States become a leader in computing? The
answer is manifold, and a number of external factors clearly played a role.
The state of Europe, England in particular, at the end of World War I
played a decisive role, as rebuilding a country and industry is a more
difficult task than shifting from a war economy to a consumer economy.
The movement of people among universities, 111d.u_btry and government
laboratories at the end of World War I in the United Kingdom and the
United States also contributed by spreading the experience gained during
the war, especially regarding electronics and computing. American stu-
dents and scholars who were studying in England as Fulbright Scholars
in the 1950s learned of the computer developments that had occurred
during the war and that were continuing to advance.

Industrial prowess also played a role. After World War I, U.S. firms
moved quickly to build an industrial base for computing. IBM and
Remington Rand recognized quite early that electronic computers were a
threat to their conventional electromechanical punched-card business and
launched early endeavors into computing. ... Over time, fierce competi-
tion and expectations of rapid market growth brought billions in venture
money to the industry’s inventors and caused a flowering of small high-
tech innovators. Rapid expansion of the U.5. marketplace for computing
equipment created buyers for new computing equipment. The rapid post-
World War II expansion of civ ﬂlan—oricntcd industries and financial
sources created new demands for data and data processing. Insurance
companies and banks were at the forefront of installing early computers
in their operations. New companies, such as Engineering Research Asso-
ciates, Datamatic, and Eckert-Mauchly, as well as established companies
in the data processing field, such as IBM and Sperry Rand, saw an oppor-
tunity for new products and new markets. The combination of new com-
panies and established ones was a powerful force. It generated fierce
competition and provided substantial capital funds.

These factors helped the nation gain an early lead in computing that it
has maintained. While firms from other nations have made inroads into
computing technology—from mermmory chips to supercomputers—U.5.
firms have continued to dominate both domestic and international mar-
kets in most product categories. This success reflects the strength of the
nation’s innovation system in computing technology, which has continu-
ally developed, marketed, and supported new products, processes, and
services.
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Research and Technological Innovation

{From pp. 28-31): Innovation is generally defined as the process of
developing and putting into practice new products, processes, or ser-
vices. It draws upon a range of activities, including research, product
development, manufacturing, and marketing. Although often viewed as
a linear, sequential process, innovation is usually more complicated, with
many interactions among the different activities and considerable feed-
back. It can be motivated by new research advances or by recognition of a
new market need. Government, universities, and industry all play a role
in the innovation process.

Research is a vital part of innovation in computing. In dollar terms,
research is just a small part of the innovation process, representing less
than one-fifth of the cost of developing and introducing new products in
the United States, with preparation of product specifications, prototype
development, tooling and equipment, manufacturing start-up, and mar-
keting start-up comprising the remainder. Indeed, computer manufac-
turers allocated an average of just 20 percent of their research and devel-
opment budgets to research between 1976 and 19953, with the balance
supporting product development. Even in the largest computer manu-
facturers, such as 1BM, research costs are only about 1 to 2 percent of total
operating expenses. Nevertheless, research plays a critical role in the in-
novation process, providing a base of scientific and technological knowl-
edge that can be used to develop new products, processes, and services.
This knowledge is used at many points in the innovation process—gener-
ating ideas for new products, processes, or services; solving particular
problems in product development or manufacturing; or improving exist-
ing products, for example. . ..

Traditionally, research expenditures have been characterized as ei-
ther basic or applied. The term “basic research” is used to describe work
that is exploratory in nature, addressing fundamental scientific questions
for which ready answers are lacking; the term “applied research” de-
scribes activities aimed at exploring phenomena necessary for determin-
ing the means by which a recognized need may be met. These terms, at
best, distinguish between the motivations of researchers and the manner
in which inquiries are conducted, and they are limited in their ability to
describe the nature of scientific and technological research. Recent work
has suggested that the definition of basic research be expanded to include
explicitly both basic scientific research and basic technological research.
This detinition recognizes the value of exploratory research into basic
technological phenomena that can be used in a variety of products. Ex-
amples include research on the blue laser, exploration of biosensors, and
much of the fundamental work in computer engineering.
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{From pp. 21-23): Clearly, the future of computing will differ from the
history of computing because both the technology and environmental
factors have changed. Attempts by companies to align their research ac-
tivities more closely with product development processes have influenced
the role they may play in the innovation process. As the computing in-
dustry has grown and the technology has diffused more widely through-
out society, government has continued io represent a proportionally
smaller portion of the industry.

The Benetits of Public Support of Research

{From pp. 46-47): The development of scientific and technological
knowledge is a cumulative process, one that depends on the prompt dis-
closure of new findings so that they can be tested and, if confirmed,
integrated with other bodies of reliable knowledge. In this way open
science promotes the rapid generation of further discoveries and inven-
tions, as well as wider practical exploitation of additions to the stock of
knowledge.

The economic case for public funding of what is commonly referred
to as basic research rests mainly on that insight, and on the observation
that business firms are bound to be considerably discouraged by the
greater uncertainties surrounding investment in fundamental, exploratory
inquiries (compared to commercially targeted R&D), as well as by the
difficulties of forecasting when and how such outlays will generate a
satisfactory rate of return.

The proposition at issue here is quantitative, not qualitative. One
cannot adequately answer the question “Will there be enough?” merely
by saying, “There will be some.” Economists do not claim that without
public patronage {or intellectual property protection), basic research will
cease entirely. Rather, their analysis holds that there will not be enough
basic research—mnot as much as would be carried out were individual
businesses (like society as a whole) able to anticipate capturing all the
benefits of this form of investment. Therefore, no conflict exists between
this theoretical analysis and the observation that R&D-intensive compa-
nies do indeed fund some exploratory research into fundamental ques-
tions. Their motives for this range from developing a capability to moni-
tor progress at the frontiers of science, to identifying ideas for potential
lines of innovation that may be emerging from the research of others, to
being better positioned to penetrate the secrets of their rivals” technologi-
cal practices.

Nevertheless, funding research is a long-term strategy, and therefore
sensitive to commercial pressures to shift research resources toward ad-
vancing existing product development and improving existing processes,
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rather than searching for future technological options. Large organiza-
tions that are less asset constrained, and of course the public sector, are
better able to take on the job of pushing the frontiers of science and tech-
nology. Considerations of these kinds are important in addressing the
issue of how to find the optimal balance for the national research effort
between secrecy and disclosure of scientific and engineering information,
as well as in trying to adjust the mix of exploratory and applications-
driven projects in the national research portfolio.

{From p. 137): Quantifying the benefits of federal research support is
a difficult, if not impossible, task for several reasons. First, the output of
research is often intangible. Most of the benefit takes the form of new
knowledge that subsequently may be instantiated in new hardware, soft-
ware, or systems, but is itself difficult to measure. At other times, the
benefits take the form of educated people who bring new ideas or a fresh
perspective to an organization. Second, the delays between the time a
research program is conducted and the time the products incorporating
the research results are sold make measurement even more difficult. Of-
ten, the delays run into decades, making it difficult to tell midcourse how
effective a particular program has been. Third, the benefits of a particular
research program may not become visible until other technological ad-
vances are made. For example, advances in computer graphics did not
have widespread effect until suitable hardware was more broadly avail-
able for producing three-dimensional graphical images. Finally, projects
that are perceived as failures often provide valuable lessons that can guide
or improve future research. Even if they fail to reach their original objec-
tives, research projects can make lasting contributions to the knowledge
base.

Maintaining University Research Capabilities

{From pp. 139-140): Federal funding has . . . maintained university
research capabilities in computing. Universities depend largely on federal
support for research programs in computer science and electrical engi-
neering, the two academic disciplines most closely aligned with comput-
ing and communications. Since 1973, federal agencies have provided
roughly 70 percent of all funding for university research in computer
science. In electrical engineering, federal funding has declined from its
peak of 75 percent of total university research support in the early 1970s,
but still represented 65 percent of such funding in 1995. Additional sup-
port has come in the form of research equipment. Universities need access
to state-of-the-art equipment in order to conduct research and train stu-
dents. Although industry coniributes some equipment, funding for uni-
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versity research equipment has come largely from federal sources since
the 1960s. Between 1981 and 1995, the federal government provided be-
tween 39 and 76 percent of annual research equipment expenditures in
computer science and between 64 and 83 percent of annual research equip-
ment expenditures in electrical engineering. Such investments have
helped ensure that researchers have access to modern computing facili-
ties and have enabled them to further expand the capabilities of comput-
ing and comrmunications systerns.

Universities play an important role in the innovation process. They
tend to concentrate on research with broad applicability across compa-
nies and product lines and to share new knowledge openly. Because they
are not usually subject to commercial pressures, university researchers
often have greater ability than their industrial counterparts to explore
ideas with uncertain long-term pavoffs. Although it would be difficult to
determine how much university research contributes directly to indus-
trial inmovation, it is telling that each of the case studies and other major
examples examined in {the source] report—relational databases, the
Internet, theoretical computer science, artificial intelligence, virtual
reality, SAGE, computer time-sharing, very large scale integrated circuits,
and the personal computer—involved the participation of university
researchers. Universities play an especially effective role in disseminat-
ing new knowledge by promoting open publication of research results.
They have also served as a training ground for students who have taken
new ideas with them to existing companies or started their own compa-
nies. Diffusion of knowledge about relational databases, for instance, was
accelerated by researchers at the University of California at Berkeley who
published the source code for their Ingres system and made it available
free of charge. Several of the lead researchers in this project established
companies to commercialize the technology or brought it back to existing
firms where they championed its use.

Creating Human Resources

{From pp. 140-141): In addifion to supporting the creation of new
technology, federal funding for research has also helped create the hu-
man resources that have driven the computer revolution. Many industry
researchers and research managers claim that the most valuable result of
university research programs is educated students—Dby and large, an out-
come enabled by federal support of university research. Federal support
for university research in computer science grew from $65 million to $350
million between 1976 and 1995, while federal support for university re-
search in electrical engineering grew from $74 million to $177 million (in
constant 1995 dollars). Much of this funding was used to support gradu-
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ate stuclents. Especially at the nation’s top research universities, the stud-
ies of a large percentage of graduate students have been supported by
federal research contracts. Graduates of these programs, and faculty re-
searchers who received federal funding, have gone on to form a number
of companies, including Sun Microsystemns, Inc. (which grew out of re-
search conducted by Forest Baskett and Andy Bechtolsheim with spon-
sorship from DARFA) and Digital Equipment Corporation (founded by
Ken Olsen, who participated in the SAGE project). Graduates also staff
academic faculties that continue to conduct research and educate future
generations of researchers.

Furthermore, the availability of federal rescarch funding has enabled
the growth and expansion of computer science and computer engineering
departments at U.S. universities, which increased in number from 6 in
1965 to 56 in 1975 and to 148 in 1993, The number of graduate students in
computer science also grew dramatically, expanding more than 40-fold
from 257 in 1966 to 11,500 in 1995, with the number of Ph.D. degrees
awarded in computer science increasing from 19 in 1966 to over 900 in
1995, Even with this growth in Ph.D. production, demand for computing
researchers still outstrips the supply in both industry and academia.

Bevond supporting student education and training, federal funding
has also been important in creating networks of researchers in particular
fields—developing communities of researchers who could share ideas
and build on each other’s strengths. Despite its defense orientation,
DARPA historically encouraged open dissemination of the results of spon-
sored research, as did other federal agencies. In addition, DARPA and
other federal agencies funded large projects with multiple participants
from different organizations. These projects helped create entire commu-
nities of researchers who continued to refine, adopt, and diffuse new
technology throughout the broader computing research community. De-
velopment of the Internet demonstrates the benefits of this approach: by
funding groups of researchers in an open environment, DARPA created
an entire community of users who had a common understanding of the
technology, adopted a common set of standards, and encouraged their
use broadly. Early users of the ARPANET created a critical mass of people
who helped to disseminate the technology, giving the Internet Protocol
an important early lead over competing approaches to packet switching.

The Organization of Federal Support: A Historical Review

{From pp. 85-86): Rather than a single, overarching framework of
support, federal funding for research in computing has been managed by
a set of agencies and offices that carry the legacies of the historical periods
in which they were created. Crises such as World War II, Korea, Sputnik,
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Vietnam, the oil shocks, and concerns over national competitiveness have
all instigated new modes of government support. Los Alamos National
Laboratory, for example, a leader in supercomputing, was created by the
Manhattan Project and became part of the Department of Energy. The
Office of Naval Research and the National Science Foundation emerged
in the wake of World War II to continue the successful contributions of
wartime science. The Defense Advanced Research Projects Agency
{DARPA) and the National Aeronautics and Space Administration
(NASA) are products of the Cold War, created in response to the launch
of Sputnik to regain the nation’s technological leadership. The National
Bureau of Standards, an older agency, was transformed into the National
Institute of Standards and Technology in response to . .. concerns about
national competitiveness. Each organization’s style, mission, and impor-
tance have changed over time; yet each organization profoundly reflects
the process of its development, and the overall landscape is the result of
numerous layers of history.

Understanding these layers is crucial for discussing the role of the
federal government in computing research. [The following sections
briefly set] out a history of the federal government’s programmatic in-
volvement in computing research since 1945, distinguishing the various
layers in the historical eras in which they were first formed. The objective
is to identify the changing role the government has played in these differ-
ent historical periods, discuss the changing political and technological
environment in which federal organizations have acted, and draw atten-
tion to the multiplicity, diversity, and flexibility of public-sector programs
that have stimulated and underwritten the continuing strearn of U.5. re-
search in computing and communications since World War II. In fulfill-
ing this charge, [the following text] reviews a number of prominent fed-
eral research programs that exerted profound influence on the evolving
computing industry. These programs are illustrative of the effects of fed-
eral funding on the industry at different times. Other programs, too nu-
merous to describe here, undoubtedly played key roles in the history of
the computing industry but are not considered here.

1945-1960: Era of Government Computers

{From pp. 86-87): In late 1945, just a few weeks after atomic bombs
ended World War II and thrust the world into the nuclear age, digital
electronic computers began to whir. The ENIAC (Electronic Numerical
Integrator and Computer), built at the University of Pennsylvania and
funded by the Army Ballistics Research Laboratory, was America’s first
such machine. The following 13 years saw electronic computing grow
from a laboratory technology into a routine, useful one. Computing hard-
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ware moved from the ungainly and delicate world of vacuum tubes and
paper tape to the reliable and efficient world of transistors and magnetic
storage. The 1950s saw the development of key technical underpinnings
for widespread computing: cheap and reliable transistors available in
large quantities, rotating magnetic drum and disk storage, magnetic core
memory, and beginning work in semiconductor packaging and miniatus-
ization, particularly for missiles. In telecommunications, American Tele-
phone and Telegraph (AT&T) introduced nationwide dialing and the first
electronic switching systems at the end of the decade. A fledgling com-
mercial computer industry emerged, led by International Business Ma-
chines (IBM) (which built its electronic computer capability internally)
and Remington Rand (later Sperry Rand), which purchased Eckert-
Mauchly Computer Corporation in 1950 and Engineering Research Asso-
ciates in 1952. Other important participants included Bendix, Burroughs,
General Electric (GI), Honeywell, Philco, Raytheon, and Radio Corpora-
tion of America (RCA).

In computing, the technical cutting edge, however, was usually
pushed forward in government facilities, at government-funded research
centers, or at private contractors doing government work. Government
funding accounted for roughly three-quarters of the total computer field.
A survey performed by the Army Ballistics Research Laboratory in 1957,
1959, and 1961 lists every electronic stored-program computer in use in
the country (the very possibility of compiling such a list says a great deal
about the community of computing at the time). The surveys reveal the
large proportion of machines in use for government purposes, either by
tederal contractors or in government facilities.

The Government’s Early Role

{From pp. 87-88): Before 1960, government—as a funder and as a
customer—dominated electronic computing. Federal support had no
broad, coherent approach, however, arising somewhat ad hoc in indi-
vidual federal agencies. The period was one of experimentation, both
with the technology itself and with diverse mechanisms tor federal sup-
port. From the panoply of solutions, distinct successes and failures can be
discerned, from both scientific and economic points of view. After 1960,
computing was more prominently recognized as an issue for federal
policy. The National Science Foundation and the National Academy of
Sciences issued surveys and reports on the field.

If government was the main driver for computing rescarch and de-
velopment (R&D) during this period, the main driver for government
was the defense needs of the Cold War. Events such as the explosion of a
Soviet atomic bomb in 1949 and the Korean War in the 1950s heightened
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international tensions and called for critical defense applications, espe-
clally command-and-control and weapons design. It is worth noting, how-
ever, that such forces did not exert a strong influence on telecommunica-
tions, an area in which most R&D was performed within AT&T for civilian
purposes. Long-distance transmission remained analog, although digital
systems were in development at AT&T’s Bell Laboratories. Still, the newly
emergent field of semiconductors was largely supported by defense in ifs
early years. During the 1950s, the Department of Defense (DOD) sup-
ported about 25 percent of transistor research at Bell Laboratories.

However much the Cold War generated computer funding, during
the 1950s dollars and scale remained relatively small compared to other
fields, such as aerospace applications, missile programs, and the Navy's
Polaris program (although many of these programs had significant com-
puting components, especially for operations research and advanced man-
agement techniques). By 1950, government investment in computing
amounted to $15 million to $20 million per vear.

All of the major computer companies during the 1950s had significant
components of their R&D supported by government confracts of some
type. At IBM, for examnple, federal contracts supported more than half of
the R&D and about 35 percent of R&D as late as 1963 (only in the late
1960s did this proportion of support trail off significantly, although abso-
lute amounts still increased). The federal government supported projects
and ideas the private sector would not fund, either for national security,
to build up human capital, or to explore the capabilities of a complex,
expensive technology whose long-term impact and use was uncertain.
Many federally supported projects put in place prototype hardware on
which researchers could do exploratory work.

Establishment of Organizations

{(From pp. 88-95): The successful development projects of World War
H, particularly radar and the atomic bomb, left policymakers asking how
to maintain the technological momenturmn in peacetime. Numerous new
government organizations arose, attempting to sustain the creative atmo-
sphere of the famous wartime research projects and to enhance national
leadership in science and technology. Despite Vannevar Bush's efforts to
establish a new national research foundation to support research in the
nation’s universities, political difficulties prevented the bill from passing
until 1950, and the National Science Foundation (NSF) did not become a
significant player in computing until later in that decade. During the 15
years immediately after World War 1I, research in computing and com-
munications was supported by mission agencies of the federal govern-
ment, such as DOD, the Department of Energy (DOE), and NASA. In
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retrospect, it seerns that the nation was experimenting with different mod-
els for supporting this intriguing new technology that required a subtle
mix of scientific and engineering skill.

Military Research Offices

Continuity in basic science was provided primarily by the Office of
Naval Research (ONR), created in 1946 explicitly to perpetuate the contri-
butions scientists made to military problems during World War IL. In
computing, the agency took a variety of approaches simultaneously. First,
it supported basic intellectual and mathematical work, particularly in
numerical analysis. These projects proved instrumental in establishing a
sound mathematical basis for computer design and computer processing.
Second, ONR supported intellectual infrastructure in the infant field of
computing, sponsoring conferences and publications for information dis-
semination. Members of ONR participated in founding the Association
for Computing Machinery in 1947,

ONR’s third approach to computing was to sponsor machine design
and construction. It ordered a computer for missile testing through the
National Bureau of Standards from Raytheon, which became known as
the Raydac maching, installed in 1952. ONR supported Whirlwind, MIT’s
first digital computer and progenitor of real-time command-and-control
systems. John von Neumann built a machine with support from ONR and
other agencies at Princeton’s Institute for Advanced Study, known as the
IAS computer. The project produced significant advances in computer
architecture, and the design was widely copied by both government and
industrial organizations.

Other military services created offices on a model similar to that of
(ONR. The Air Force Office of Scientific Research was established in 1950
to manage UL.S. Air Force R&D activities. Similarly, the U.S. Army estab-
lished the Army Research Office to manage and promote Army prograrns
in science and technology.

National Bureau of Standards

Arising out of its role as arbiter of weights and measures, the Na-
tional Bureau of Standards (INBS) had long had its own laboratories and
technical expertise and had long served as a technical advisor to other
government agencies. In the immediate postwar years, NBS sought to
expand its advisory role and help U.S. industry develop wartime technol-
ogy for commercial purposes. NBS, through its National Applied Math-
ermatics Laboratory, acted as a kind of expert agent for other government
agencies, selecting suppliers and overseeing construction and delivery of
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new computers. For example, NBS contracted for the three initial Univac
machines—the first commercial, electronic, digital, stored-program com-
puters—one for the Census Bureau and two for the Air Materiel Com-
mand.

NBS also got into the business of building machines. When the Univac
order was plagued by technical delays, NBS built its own computer in-
house. The Standards Eastern Automatic Computer (SEAC) was built for
the Air Force and dedicated in 1950, the first operational, electronic,
stored-program computer in this country. NBS built a similar machine,
the Standards Western Automatic Computer (SWAC) for the Navy on the
West Coast. Numerous problems were run on SEAC, and the computer
also served as a central facility for diffusing expertise in programming to
other government agencies. Despite this significant hardware, however,
INBS's bid to be a government center for computing expertise ended in the
mid-1950s. Caught up in postwar debates over science policy and a con-
troversy over battery additives, NBS research funding was radically re-
duced, and NBS lost its momentum in the field of computing.

Atomic Energy Commission

Nuclear weapons design and rescarch have from the beginning pro-
vided impetus to advances in large-scale computation. The first atomic
bornbs were designed only with desktop calculators and punched-card
equipment, but continued work on nuclear weapons provided some of
the earliest applications for the new electronic machines as theyv evolved.
The first computation job run on the ENIAC in 1945 was an early calcula-
tion for the hydrogen bomb project “Super.” In the late 1940s, the Los
Alamos National Laboratory built its own computer, MANIAC, based on
von Neumann's design for the Institute for Advanced Study computer at
Princeton, and the Atomic Energy Commission (AEC) funded similar
machines at Argonne National Laboratory and Oak Ridge National Labo-
ratory.

In addition to building their own computers, the AEC laboratories
were significant customers for supercomputers. The demand created by
AEC laboratories for computing power provided companies with an in-
centive to design more powerful computers with new designs. In the
early 1950s, IBM built its 701, the Defense Calculator, partly with the
assurance that Los Alamos and Livermore would each buy at least one. In
1955, the AEC laboratory at Livermore, California, commissioned
Remington Rand to design and build the Livermore Automatic Research
Computer (LARC), the first supercomputer. The mere specification for
LARC advanced the state of the art, as the bidding competition required
the use of transistors instead of vacuum tubes. IBM developed improved
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ferrite-core memories and supercomputer designs with funding from the
National Security Agency, and designed and built the Stretch
supercomputer for the Los Alamos Scientific Laboratory, beginning it in
1956 and installing it in 1961. Seven more Stretch supercomputers were
built. Half of the Stretch supercomputers sold were used for nuclear
weapon research and design.

The AEC continued to specify and buy newer and faster
supercomputers, including the Control Data 6600, the STAR 100, and the
Cray 1 (although developed without AEC funds)}, practically ensuring a
market for continued advancements. AEC and DOE laboratories also
developed much of the software used in high-performance computing
including operating systems, numerical analysis software, and matrix
evaluation routines. In addition to stimulating R&D in industry, the AEC
laboratories aiso developed a large talent pool on which the computer
industry and academia could draw. In fact, the head of IBM’s Applied
Science Department, Cuthbert Hurd, came directly to IBM in 1949 from
the AEC’s Oak Ridge National Laboratory. Physicists worked on national
security problems with government support providing demand, specifi-
cations, and technical input, as well as dollars, for industry fo make sig-
nificant advances in computing technology.

Private Organizations

Not all the new organizations created by the government to support
computing were public. A number of new private organizations also
sprang up with innovative new charters and government encouragement
that held prospects of initial funding support. In 1956, at the request of the
Air Force, the Massachusetts Institute of Technology (MIT) created Project
Lincoln, now known as the Lincoln Laboratory, with a broad charter to
study problems in air defense to protect the nation from nuclear attack.
The Lincoln Laboratory then oversaw the construction of the Semi-Auto-
matic Ground Environment (SAGE) air-defense system. In 1946, the Air
Force and Douglas Aircraft created a joint venture, Project RAND, to
study intercontinental warfare. In the following year RAND separated
from Douglas and became the independent, nonprofit RAND Corpora-
tion.

RAND worked only for the Air Force until 1956, when it began to
diversify to other defense and defense-related contractors, such as the
Advanced Research Projects Agency and the Atomic Energy Commis-
sion, and provided, for a time, what one researcher called “in some sense
the world’s largest installation for scientific computing [in 1950].” RAND
specialized in developing computer systems, such as the Johnniac, based
on the IAS computer, which made RAND the logical source for the pro-
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gramming on SAGE. While working on SAGE, RAND trained hundreds
of programmers, eventually leading to the spin-off of RAND's Systems
Development Division and Systems Training Program into the Systems
Development Corporation. Computers made a major impact on the sys-
tems analysis and game theoretic approaches that RAND and other simi-
lar think tanks used in attempts to model nuclear and conventional
warfighting strategies.

Engineering Research Associates (ERA) represented yet another form
of government support: the private contractor growing out of a single
government agency. With ERA, the Navy effectively privatized its war-
time cryptography organization and was able to maintain civilian exper-
tise through the radical postwar demobilization. ERA was founded in St.
Paul, Minnesota, in January 1946 by two engineers who had done cryp-
tography for the Navy and their business partners. The Navy moved its
Naval Computing Machine Laboratory from Dayton to St. Paul, and ERA
essentially became the laboratory. ERA did some research, but it prima-
rily worked on task-oriented, cost-plus contracts. As one participant re-
called, “It was not a university atmosphere. It was ‘Build stuff. Make it
work. How do you package it? How do you fix it? How do you document
it?”” ERA built a community of engineering skill, which became the
foundation of the Minnesota computer industry. In 1951, for example, the
company hired Seymour Cray for his first job out of the University of
Minnesota.

As noted earlier, the RAND Corporation had contracted in 1955 to
write much of the software for SAGE owing to its earlier experience in air
defense and its large pool of programiners. By 1956, the Systemns Training
Program of the RAND Corporation, the division assigned to SAGE, was
larger than the rest of the corporation combined, and it spun off into the
nonprofit Systems Development Corporation (SDC). SDC played a sig-
nificant role in computer training. As described by one of the participants,
“Part of 5DC’s nonprofit role was to be a university for programmers.
Hence our policy in those days was not to oppose the recruiting of our
personnel and not to match higher salary offers with an SDC raise.” By
1963, SDC had trained more than 10,000 employees in the field of com-
puter systems. Of those, 6,000 had moved to other businesses across the
country.

Observations

{From pp. 95-96): In retrospect, the 1950s appear to have been a pe-
riod of institutional and technological experimentation. This diversity of
approaches, while it brought the field and the industry from virtually
nothing to a tentative stability, was open to criticisms of waste, duplica-
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tion of effort, and ineffectiveness caused by rivalries among organizations
and their funding sources. The field was also driven largely by the needs
of government agencies, with relatively little input from computer-ori-
ented scientists at the highest levels. Criticism remained muted during
the decade when the military imperatives of the Cold War seemed to
dominate all others, but one event late in the decade opened the entire
system of federal research support to scrutiny: the launch of Sputnik in
1957. Attacks mounted that the system of R&D needed to be changed, and
they came not only from the press and the politicians but also from scien-
tists themselves.

1960-1970: Supporting a Continuing Revolution

{From p. 96): Several significant events occurred to mark a transition
from the infancy of information technology to a period of diffusion and
growth. Most important of these was the launching of Sputnik in 1957,
which sent convulsions through the U.S. science and engineering world
and redoubled efforts to develop new technology. President Eisenhower
elevated scientists and engineers to the highest levels of policy making,.
Thus was naugurated what some have called the golden age of US.
research policy. Government support for information technology took off
in the 1960s and assumed its modern form. The Kennedy administration
brought a spirit of technocratic reform to the Pentagon and the introduc-
tion of systems analysis and computer-based management to all aspects
of running the military. Many of the visions that set the research agendas
for the following 15 years (and whose influence remains today) were set
in the early years of the decade.

Maturing of a Commercial Industry

{From pp. 96-97): Perhaps most important, the early 1960s can be
defined as the time when the commercial computer industry became sig-
nificant on its own, independent of government funding and procure-
ment. Computerized reservation systems began to proliferate, particu-
larly the IBM/American Airlines SABRE system, based in part on prior
experience with military command-and-control systems (such as SAGE).
The introduction of the IBM System /360 in 1964 solidified computer ap-
plications in business, and the industry itself, as significant components
of the economy.

This newly vital industry, dominated by “Snow White” (IBM) and the
“Seven Dwarfs” (Burroughs, Control Data, GE, Honeywell, NCR, RCA,
and Sperry Rand), came to have several effects on government-supported
Ré&D. First, and most obvious, some companies (mostly IBM) became
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large enough to conduct their own in-house research. IBM’s Thomas J.
Watson Research Center was dedicated in 1961, Its director, Emanuel
Piore, was recruited from ONR, and he emphasized basic research. Such
laboratories not only expanded the pool of researchers in computing and
communications but also supplied a source of applied research that al-
lowed or, conversely, pushed federal support to focus increasingly on the
longest-term, riskiest ideas and on problems unique to government. Sec-
ond, the industry became a growing employer of computer professionals,
providing impetus to educational programs at universities and making
computer science and engineering increasingly attractive career paths to
talented young people.

These years saw turning points in telecommunications as well. In
1962, AT&T launched the first active communications satellite, Telstar,
which transmitted the first satellite-relay telephone call and the first live
transatlantic television signal. That same year, a less-noticed but equally
significant event occurred when AT&T installed the first commercial digi-
tal-transmission system. Twenty-four digital speech channels were time
multiplexed onto a repeatered digital transmission line operating at 1.5
megabits per second. In 1963, the first Stored Program Contirol electronic
switching system was placed into service, inaugurating the use of digital
computer technology for mainstream switching.

The 1960s also saw the emergence of the field called computer sci-
ence, and several important university departments were founded during
the decade, at Stanford and Carnegie Mellon in 1963 and at MIT in 1968.
Hardware platforms had stabilized enough to support a community of
researchers who attacked a comrmon set of problems. New languages
proliferated, often initiated by government and buoyed by the needs of
commercial industry. The Navy had sponsored Grace Hopper and others
during the 1950s to develop automatic programming techniques that be-
came the first compilers. John Backus and a group at IBM developed
FORTRAN, which was distributed to IBM users in 1957. A team led by
John McCarthy at MIT {(with government support) began implementing
LISF in 1958, and the language became widely used, particularly for arti-
ficial intelligence programming, in the early 1960s. In 1959, the Pentagon
began convening a group of computer experts from government,
academia, and industry to define common business languages for com-
puters. The group published a specification in 1959, and by 1960 RCA and
Remington Rand Univac had produced the first COBOL compilers. By
the beginning of the 1960s, a number of computer languages, standard
across numerous hardware platforms, were beginning to define program-
ming as a task, as a profession, and as a challenging and legitimate subject
of intellectual inquiry.
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The Changing Federal Role

{From pp. 98-107). The forces driving government support changed
during the 1960s. The Cold War remained a paramount concern, but to it
were added the difficult conflict in Vietnam, the Great Society programs,
and the Apollo program, inaugurated by President Kennedy’s 1961 chal-
lenge. New political goals, new technologies, and new missions provoked
changes in the federal agency population. Among these, two agencies
became particularly important in computing: the new Advanced Research
Projects Agency and the National Science Foundation.

The Advanced Research Projects Agency

The founding of the Advanced Research Projects Agency (ARPA) in
1958, a direct outgrowth of the Sputnik scare, had immeasurable impact
on computing and communications. ARPA, specifically charged with pre-
venting technological surprises like Sputnik, began conducting long-
range, high-risk research. It was originally conceived as the DOD's own
space agency, reporting directly to the Secretary of Defense in order to
avoid interservice rivalry. Space, like computing, did not seem to fit into
the existing military service structure. ARPA’s independent status not
only insulated it from established service interests but also tended to
foster radical ideas and keep the agency tuned to basic research ques-
tions: when the agency-supported work became too much like systems
development, it ran the risk of treading on the territory of a specific ser-
vice.

ARPA’s status as the DOD space agency did not last long. Soon after
NASA’s creation in 1958, ARPA retained essentially no role as a space
agenicy. ARPA instead focused its energies on ballistic missile defense,
nuclear test detection, propellants, and materials. It also established a
critical organizational infrastructure and management style: a small, high-
quality managerial staff, supported by scientists and engineers on rota-
tion from industry and academia, successfully employing existing DOD
laboratories and contracting procedures (rather than creating its own re-
search facilities) to build solid programs in new, complex fields. ARPA
also emerged as an agency extremely sensitive to the personality and
vision of its director.

ARPA’s decline as a space agency raised questions about its role and
character. A new director, Jack Ruina, answered the questions in no un-
certain terms by cementing the agency’s reputation as an elite, scientifi-
cally respected institution devoted to basic, long-term research projects.
Ruina, ARPA’s first scientist-director, took cffice at the same time as
Kermedy and McNamara in 1961, and brought a similar spirit to the
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agency. Ruina decentralized management at ARPA and began the tradi-
tion of relying heavily on independent office directors and program man-
agers to run research programs. Ruina also valued scientific and technical
merit above immediate relevance to the military. Ruina believed both of
these characteristics—independence and intellectual quality—were criti-
cal to attracting the best people, both to ARPA as an organization and to
ARPA-sponsored research. Interestingly, ARPA’s managerial success did
not rely on innovative managerial techniques per se ( sugh as the comput-
erized project scheduling tvplcal of the Navy’s Polaris prO]ecH but mthtr
on the creative use of existing mechanisms such as “no-year money,”
unsolicited proposals, sole-source procurement, and multivear forward
funding.

ARPA and Information Technology. From the point of view of comput-
ing, the most important event at ARPA in the early 1960s, indeed in all of
ARPA’s history, was the establishment of the Information Processing
Techniques Office, IPTO, in 1962. The impetus for this move came from
several directions, including Kennedy’s call a vear earlier for improve-
ments in command-and-control systems to make them “more flexible,
more selective, more ddiberate, better protected, and under ultimate ci-
vilian authority at all times.” Computing as applied to command and
control was the 1deal ARPA program—it had no clearly established ser-
vice affinity; it was “a new area with relatively little established service
interest and entailed far less constraint on ARPA’s freedom of action,”
than more familiar technologies. Ruina established IPTO to be devoted
not to command and control but to the more fundamental problems in
computing that would, eventually, contribute solutions.

Consistent with his philosophy of strong, independent, and scientific
office managers, Ruina appointed [.C.R ,ickiider to head IPTO. The
Harvard-trained psychologist carne to Al\PA in October 1962, primarily
to run its Command and Control Group. Licklider split that group into
two discipline-oriented offices: Behavioral Sciences Office and IPTCO.
Licklider had had extensive exposure to the computer research of the tirne
and had clearly detined his own vision of “man-computer symbiosis,”
which he had published in a landmark paper of 1960 by the same name.
He saw human-computer interaction as the key, not only to command
and control, but also to bringing together the then-disparate techniques of
electronic computing to iorm a unified science of computers as tools for
augmenting human thought and creativity. Licklider formed IPTO in this
image, working largely independently of any direction from Ruina, who
spent the majority of his time on higher-profile and higher-funded issile
defense issues. Licklider’s timing was opportune: the 1950s had produced
a stable technology of digital computer hardware, and the big systems
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projects had shown that programming these machines was a difficult but
interesting problem in its own right. Now the pertinent questions con-
cerned how to use “this tremendous power . . . for other than purely
numerical scientific calculations.” Licklider not only brought this vision
to IPTO itself, but he also promoted it with missionary zeal to the research
community at large. Licklider’s and IPTO's success derived in large part
from their skills at “selling the vision” in addition to “buying the re-
search.”

Ancther remarkable feature of IPTO, particularly during the 1960s,
was its ability to maintain the coherent vision over a long period of time;
the office director was able to handpick his successor. Licklider chose
Ivan Sutherland, a dynamic young researcher he had encountered as a
graduate student at MIT and the Lincoln Laboratory, to succeed him in
1964. Sutherland carried on Licklider’s basic ideas and made his own
impact by emphasizing computer graphics. Sutherland’s own successor,
Robert Taylor, came in 1966 from a job as a program officer at NASA and
recalled, “I became heartily subscribed to the Licklider vision of interac-
tive computing.” While at IPTO, Taylor emphasized networking. The last
IPTO director of the 1960s, Lawrence Roberts, came, like Sutherland, from
MIT and Lincoln Laboratory, where he had worked on the early transis-
torized computers and had conducted ARPA research in both graphics
and communications.

During the 1960s, ARPA and IFTO had more effect on the science and
technology of computing than any other single government agency, some-
times raising concern that the research agenda for computing was being
directed by military needs. IPTOs sheer size, $15 million in 1965, dwarfed
other agencies such as ONR. 5till, it is important to note, ONR and ARPA
worked closely together; ONR would often let small contracts to research-
ers and serve as a talent agent for ARPA, which would then fund promis-
ing projects at larger scale. ARPA combined the best features of existing
military research support with a new, lean administrative structure and
innovative management style to fund high-risk projects consistently. The
agency had the freedom to administer large block grants as well as mul-
tiple-year contracts, allowing it the luxury of a long-term vision to foster
technologies, disciplines, and institutions. Further, the national defense
motivation allowed IPTO to concentrate its resources on centers of scien-
tific and engineering excellence (such as MIT, Carnegie Mellon Univer-
sity, and Stanford University) without regard for geographical distribu-
tion questions with which NSF had to be concerned. Such an approach
helped to create university-based research groups with the critical mass
and stability of funding needed to create significant advances in particu-
lar technical areas. But although it trained generations of young research-
ers in those areas, ARPA’s funding style did little to help them pursue the
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same lines of work at other universities. As an indirect and possibly unin-
tended consequence, the research approaches and tools and the generic
technologies developed under ARPA’s patronage were disseminated
more rapidly and widely, and so came to be applied in new nonmilitary
contexts by the young M.S. and Ph.D. graduates who had been trained in
that environment but could not expect to make their research careers
within it.

ARPA’s Management Style. To evaluate research proposals, IPTO did not
employ the peer-review process like NSF, but rather relied on internal
reviews and the discretion of program managers as did ONR. These pro-
gram managers, working under office managers such as Licklider,
Sutherland, Taylor, and Roberts, came to have enormous influence over
their areas of responsibility and became familiar with the entire field both
personally and intellectually. They had the freedom and the resources to
shape multiple R&D contracts into a larger vision and to stirnulate new
areas of inquiry. The education, recruiting, and responsibilities of these
program managers thus became a critical parameter in the character and
success of ARPA programs. ARPA frequently chose people who had train-
ing and research experience in the fields they would fund, and thus who
had insight and opinions on where those fields should go.

To have such effects, the program managers were given enough funds
to let a large enough number of contracts and to shape a coherent research
program, with minimal responsibilities for managing statfs. Program bud-
gets usually required only two levels of approval above the program
manager: the director of IPTO and the director of ARPA. One IPTO mem-
ber described what he called “the joy of ARFPA. ... You know, if a pro-
gram manager has a good idea, he has got two people to convince that
that is a good idea before the guy goes to work. He has got the director of
his office and the director of ARPA, and that is it. It is such a short chain
of command.”

Part of ARPA’s philosophy involved aiming at radical change rather
than incremental improvement. As Robert Taylor put it, for example,
incremental innovation would be taken care of by the services and their
contractors, but, ARPA’s aim was “an order of magnitude difference.”
ARPA identified good ideas and magnified them. This strategy often ne-
cessitated funding large, group-oriented projects and institutions rather
than individuals. Taylor recalled, “I don’t remember a single case where
we ever funded a single individual’s work. . . . The individual researcher
who is just looking for support for his own individual work could [poten-
tially] find many homes to support that work. So we tended not to fund
those, because we felt that they were already pretty well covered. Instead,
we funded larger groups—teams.” NSI's peer-review process worked
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well for individual projects, but was not likely to support large, team-
oriented research projects. Nor did it, at this point in history, support
entire institutions and research centers, like the Laboratory for Computer
Science at MIT. IPTO’s style meshed with its emphasis on human-ma-

chine interaction, which it saw as fundarnentally a systerns problem and
hence fundamentally team oriented. In Taylor’s view, the university re-
ward structure was much more oriented toward individual projects, so
“systemns research is most difficult to fund and manage in a university.”
This philosophy was apparent in ARPA’s support of Project MAC, an
MIT-led effort on time-shared computing. ...

ARPA, with its clearly defined mission to support DOD technology,
could also afford to be elitist in a way that NSF, with a broader charter to
support the country’s scientific research, could not. “ARPA had no com-
mitment, for example, to take geography into consideration when it
funded work.” Another important feature of ARPA’s multiyear contracts
was their stability, which proved critical for graduate students who could
rely on funding to get them through their Ph.D. program. ARPA also paid
particular attention to building communities of researchers and dissemi-
nating the results of its research, even beyond traditional publications.
IPTO would hold annual meetings for its contract researchers at which
results would be presented and debated. These meetings proved effective
not only at advancing the research itself but also at providing valuable
feedback for the program managers and helping to forge relationships
between researchers in related areas. Similar conferences were convened
for graduate students only, thus building a longer-term community of
researchers. ARPA also put significant effort into getting the results of its
research programs commercialized so that DOD could benefit from the
development and expansion of a commercial industry for information
technology. ARPA sponsored conferences that brought together research-
ers and managers from academia and industry on topics such as time-
sharing, for example.

Much has been made of ARPA’s management style, butit would be a
mistake to conclude that management per se provided the keys to the
agency’s successes in computing. The key point about the style, in fact,
was its light touch. Red tape was kept to a minimum, and project propos-
als were turned around quickly, frequently into multiple-year contracts.
Typical DOD research contracts involved close monitoring and careful
adherence to requirements and specifications. ARPA avoided this ap-
proach by hiring technically educated program managers who had con-
tinuing research interests in the fields they were managing. This reality
counters the myth that government bureaucrats heavy-handedly selected
R&D problems and managed the grants and contracts. Especially during
the 1960s and 1970s, program managers and office directors were not

Copyright © National Academy of Sciences. All rights reserved.
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bureaucrats but were usually academics on a 2-year tour of duty. They
saw ARPA as a pulpit from which to preach their visions, with money to
help them realize those visions. The entire system displayed something of
a self-organizing, self-managing nature. As Ivan Sutherland recalled,
“Good research comes from the researchers themselves rather than from
the outside.”

National Science Foundation

While ARPA was focusing on large projects and systems, the Na-
tional Science Foundation played a large role in legitimizing basic com-
puter science research as an academic discipline and in funding indi-
vidual researchers at a wide range of institutions. Its programs in
computing have evolved considerably since its founding in 1950, but have
tended to balance support for research, education, and computing infra-
structure. Although early programs tended to focus on the use of comput-
ing in other academic disciplines, NSF subsequently emerged as the lead-
ing federal funder of basic research in computer science.

NSF was formed before computing became a clearly defined research
area, and it established divisions for chemistry, physics, and biology, but
not computing. NSF did provide support for computing in its early years,
but this support derived more from a desire to promote computer-related
activities in other disciplines than to expand computer science as a disci-
pline, and as such was weighted toward support for computing infra-
structure. For example, NSF poured millions of dollars into university
computing centers so that researchers in other disciplines, such as physics
and chemistry, could have access to computing power. NSF noted that
little computing power was available to researchers at American univer-
sities who were not involved in defense-related research and that “many
scientists feel strongly that further progress in their field will be seriously
affected by lack of access to the techniques and facilities of electronic
computation.” As a result, NSF began supporting computing centers at
universities in 1956 and, in 1959, allocated a budget specifically for com-
puter equipment purchases. Recognizing that computing technology was
expensive, became obsolete rapidly, and entailed significant costs for on-
going support, NSF decided that it would, in effect, pay for American
campuses to enter the computer age. In 1962, it established its first office
devoted to computing, the program for Cormputers and Computing Science
within the Mathematical Sciences Division. By 1970, the Institutional
Computing Services {(or Facilities) program had obligated $66 million to
of the new facilities would result in trained personnel to fulfill increasing
needs for computer proficiency in industry, government, and academia.

Copyright © National Academy of Sciences. All rights reserved.
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NSF provided some funding for computer-related research in its early
years. Originally, such funding came out of the mathematics division in
the 1950s and grew out of an interest in numerical analysis. By 1935, NSF
began to fund basic research in computer science theory with its first
grants for the research of recursion theory and one grant to develop an
analytical computer program under the Mathematical Sciences Program.
Although these projects constituted less than 10 percent of the mathemat-
ics budget, they resulted in significant research.

In 106/, I\‘SF umtcd all the faut& of 1t5 u)mputm support mto a

jmo;pom’md dgments from thL duutomtes 01‘ ma’chevmams and engi-
neering and from the Facilities program, unitying NSF’'s research dnd
infrastructure efforts in computing. It also incorporated an educational
element that was intended to help meet the radically increasing demand
for instruction in computer science. The OCA was headed by Milton
Rose, the former head of the Mathematical Sciences Section, and reported
directly to the director of NSF.

Originally, the OCA’s main focus was improving university comput-
ing services. In 1967, $11.3 million of the office’s $12.8 million total budget
went toward institutional support. Because not all universities were large
enough to support their own computing centers but would benefit from
access to computing time at other universities, the OCA also began to
support regional networks linking rnany universities together. In 1968,
the OCA spent $5.3 million, or 18.6 percent of its budget, to provide links
between computers in the same geographic region. In the 1970s, the
computer center projects were canceled, however, in favor of shifting
emphasis toward education and research.

Beginning in 1968, through the Education and Training program, the
OCA began funding the inauguration of university-level computer sci-
ence programs. NSI funded several conferences and studies to develop
computfer science curricula. The Education and Training program obli-
gated $12.3 million between 1968 and 1970 for training, curricula devel-
opment, and support of computer-assisted instruction.

Although the majority of the OCA’s funding was spent on infrastruc-
ture and education, the office also supported a broad range of basic com-
puter science research programs. These included compiler and language
development, theoretical computer science, computation theory, nurneri-
cal analysis, and algorithms. The Computer Systems Design program con-
centrated on computer architecture and systems analysis. Other programs
focused on topics in artificial intelligence, including pattern recognition
and automatic theory proving,.

Copyright © National Academy of Sciences. All rights reserved.
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1970-1990: Retrenching and International Competition

{From p. 107): Despite previous successes, the 1970s opened with
computing at a critical but fragile point. Although produced by a large
and established industry, commercial computers remained the expensive,
relatively esoteric tools of large corporations, research institutions, and
government. Computing had not yet made its way to the common user,
much less the man in the street. This movement would begin in the mid-
1970s with the introduction of the microprocessor and then unfold in the
1980s with even greater drama and force. If the era before 1960 was one of
experimentation and the 1960s one of consolidation and diffusion in com-
puting, the two decades between 1970 and 1990 were characterized by
explosive growth. Still, this course of events was far from clear in the
early 1970s.

Accomplishing Federal Missions

{From pp. 141-142): In addition to supporting industrial innovation
and the econornic benefits that it brings, federal support for computing
research has enabled government agencies to accomplish their missions.
Investments in computing research by the Department of Energy (DOE),
the National Aeronautics and Space Administration (NASA), and the
National Institutes of Health (INIH), as well as the Department of Defense
{DOD), are ultimately based on agency needs. Many of the missions these
agencies must fulfill depend on computing technologies. DOD, for ex-
ample, has maintained a policy of achieving military superiority over
potential adversaries not through numerical superiority {i.e., having more
soldiers) but through better technology. Computing has become a central
part of information gathering, managerment, and analysis for command-
ers and soldiers alike.

Similarly, DOE and its predecessors would have been unable to sup-
port their mission of designing nuclear weapons without the simulation
capabilities of large supercomputers. Such computers have retained their
value to DOE as its mission has shifted toward stewardship of the nuclear
stockpile in an era of restricted nuclear testing. Its Accelerated Strategic
Computing Initiative builds on DOE’s earlier success by attempting to
support development of sirnulation technologies needed to assess nuclear
weapons, analyze their performance, predict their safety and reliability,
and certify their functionality without testing them. In addition, NASA
could not have accomplished its space exploration or its Earth observa-
tion and monitoring missions without reliable computers for controlling
spacecraft and managing data. New computing capabilities, including
the World Wide Web, have enabled the Naticnal Library of Medicine to
expand access to medical information and have provided tools for re-
searchers who are sequencing the human genome.

Copyright © National Academy of Sciences. All rights reserved.
1016



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

68 INNOVATION IN INFORMATION TECHNOLOGY

EVOLVING THE HIGH PERFORMANCE COMPUTING AND
COMMUNICATIONS INITIATIVE TO SUPPORT THE NATION'S
INFORMATION INFRASTRUCTURE (1995)

CITATION: Computer Science and Telecommunications Board (CS5TB),
National Research Council. 1995, Evolving the High Performance Comput-
ing and Commurnications Initiative to Support the Nation's Information Infra-
structure. National Academy Press, Washington, D.C.

Continued Federal Investment Is Necessary to Sustain Our Lead

{From pp. 23-25): What must be done to sustain the innovation and
growth needed for enhancing the information infrastructure and main-
taining 1.5, leadership in information technology? Rapid and continuing
change in the technology, a 10- to 15-year cycle from idea to commercial
success, and successive waves of new companies are characteristics of the
information industry that point to the need for a stable source of expertise
and some room for a long-term approach. Three observations seem perti-
nent.

1. Industrial R&D cannot replace government investnient in basic research.
Very few companies are able to invest for a payoff that is 10 years away.
Moreover, many advances are broad in their applicability and complex
enough to take several engineering iterations to get right, and so the key
insights become “public” and a single company cannot recoup the re-
search investment. Public investment in research that creates a reservoir
of new ideas and trained people is repaid many times over by jobs and
taxes in the information industry, more innovation and productivity in
other industries, and improvements in the daily lives of citizens. This
investment is essential to maintain U.5. international competitiveness. . ..

Because of the long time scales involved in research, the full effect of
decreasing investment in research may not be evident for a decade, but by
then, it may be too late to reverse an erosion of research capability. Thus,
even though many private-sector organizations that have weighed in on
one or more policy areas relating to the enhancement of information in-
frastructure typically argue for a minimal government role in commer-
cialization, they tend to support a continuing federal presence in relevant
basic research.

2. It is hard fo predict which new ideas and approaches will succeed. Over
the years, federal support of computing and communications research in
universities has helped make possible an environment for exploration
and experimentation, leading to a broad range of diverse ideas from which
the marketplace ultimately has selected winners and losers. . .. [ijtis
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difficult to know in advance the outcome or final value of a particular line
of inquiry. But the history of development in computing and communica-
tions suggests that innovation arises from a diversity of ideas and some
freedom to take a long-range view. It is notoriously difficult to place a
specific value on the generation of knowledge and experience, but such
benefits are much broader than sales of specific systems.

3. Research and development in information technology can make good use
of equipment that is 10 years in advance of current “commodity” practice. When
it is first used for research, such a piece of equipment is often a
supercomputer. By the time that research makes its way to commercial
use, computers of equal power are no longer expensive or rare. . . .

The large-scale systems problems presented both by massive parallel-
ism and by massive information infrastructure are additional distinguish-
ing characteristics of information systems R&D, because they imply a
need for scale in the research effort itself. In principle, collaborative ef-
forts might help to overcome the problem of attaining critical mass and
scale, vet history suggests that there are relatively few collaborations in
basic research within any industry, and purely industrial {(and increas-
ingly industry-university or industry-government) collaborations tend to
disseminate results more slowly than university-based research.

The government-supported research program . . . is small compared
to industrial R&D . .. but it constitutes a significant portion of the research
component, and it is a critical factor because it supports the exploratory
work that is difficult for industry to afford, allows the pursuit of ideas
that may lead to success in unexpected ways, and nourishes the industry
of the future, creating jobs and benefits for ourselves and our children.
The industrial R&D investment, though larger in dollars, is different in
nature: it focuses on the near term-—increasingly so, as noted earlier—and
is thus vulnerable to major opportunity costs. The increasing tendency to
focus on the near term is affecting the body of the nation’s overall R&D.
Despite economic studies showing that the United States leads the world
in reaping benefits from basic research, pressures in all sectors appear to
be promoting a shift in universities toward near-term efforts, resulting in
a decline in basic research even as a share of university research. Thus, a
general reduction in support for basic research appears to be taking place.

It is critical to understand that there are dramatic new opportunities
that still can be developed by fundamental research in information tech-
nology-—opportunities on which the nation must capitalize. These in-
clude high-performance systems and applications for science and engi-
neering; high-confidence systems for applications such as health care, law
enforcement, and finance; building blocks for global-scale information
utilities (e.g., electronic payment); interactive environments for applica-
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1018



innovation in information Tachnology
http:/iwww . nap.edu/catalog/10798. himil

70 INNOVATION IN INFORMATION TECHNOLOGY

tions ranging from telemedicine to entertainment; improved user inter-
faces to allow the creation and use of ever more sophisticated applications
by ever broader cross sections of the population; and the creation of the
human capital on which the next generation’s information industries will
be based. Fundamental research in computing and communications is the
key to unlocking the potential of these new applications.

How much federal research support is proper for the foreseeable fu-
ture and to what aspects of information technology should it be devoted?
Answering this question is part of a larger process of considering how to

national security to one driven more by other economic and social goals.
It is harder to achieve the kind of consensus needed to sustain federal
research programs associated with these goals than it was under the
national security aegis. Nevertheless, the fundamental rationale for fed-
eral programs remains:

That R&D can enhance the nation’s economic welfare is not, by itselt,
sutficient reason to justify a prominent role for the federal government
in tinancing it. Economists have developed a further rationale for gov-
ernment subsidies. Their consensus is that most of the benefits of inno-
vation accrue not to innovators but to consumers through products that
are better ot less expensive, or both. Because the benefits of technologi-
cal progress are broadly shared, innovators lack the financial incentive
to improve technologies as much as is socially desirable. Therefore, the
government can improve the performance of the economy by adopting
policies that facilitate and increase investiments in research. [Linda R.
Cohen and Roger G. Noll. 1994. “Privatizing Public Research,” Scientific
American 271{3): 73]
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What Is CSTB?

As a part of the National Research Council, the Computer Science and
Telecommunications Board (CSTB) was established in 1986 to provide
independent advice to the federal government on technical and public
policy issues relating to computing and communications. Composed of
leaders from industry and academia, CSTB conducts studies of critical
national issues and makes recommendations to government, industry,
and academia. CSTB also provides a neutral meeting ground for consid-
eration of complex issues where resolution and action may be premature.
It convenes discussions that bring together principals from the public and
private sectors, assuring consideration of key perspectives. The majority
of CSTB’s work is requested by federal agencies and Congress, consistent
with its National Academies context.

A pioneer in framing and analyzing Internet policy issues, CSTB is
unique in its comprehensive scope and effective, interdisciplinary ap-
praisal of technical, economic, social, and policy issues. Beginning with
early work in computer and communications security, cyber-assurance
and information systems trustworthiness have been a cross-cutting theme
in CSTB's work. CSTB has produced several reports known as classics in
the field, and it continues to address these topics as they grow in impor-
tance.

To do its work, CSTB draws on some of the best minds in the country
and from around the world, inviting experts to participate in its projects
as a public service. Studies are conducted by balanced committees with-
out direct financial interests in the topics they are addressing. Those
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comrnittees meet, confer electronically, and build analyses through their
deliberations. Additional expertise is tapped in a rigorous process of
review and critique, further enhancing the quality of CSTB reports. By
engaging groups of principals, CSTB gets the facts and insights critical to
assessing key issues.

The mission of CSTB is to

® Respond to requests from the government, nonprofit organizations,
and private industry for advice on computer and telecommunications
issues and from the government for advice on computer and telecommu-
nications systems planning, utiﬁ?aﬁon, and modernization;
« Monitor and promote the health of the fields of computer science and
telecornmunications, with attention to issues of human resources, infor-
mation infrastructure, and societal impacts;
e [nitigte and conduct studies involving computer science, technology,
and telecommumcatlom as anmal resources; and

teiecommu‘r_ncatmm teah,n o]. é!(’b and oth er fie ds, at Ear;, e and within the
National Acadernies.

CSTB projects address a diverse range of topics affected by the evolu-
tion of information technology. Recently completed reports include
Beyond Productivity: Information Teclinology, Innovation, and Creativity;
Cybersecurity Today and Tomorrow: Pay Now or Pay Later; Youth, Pornogra-
phy, and the Internet; Broadband: Bringing Home the Bits; The Digital Dilemma:
Intellectual Property in the Information Age; IDs—Not That Easy: Questions
About Nationwide Identity %u tems; The 1?:1‘8‘;‘6" Under Crisis Conditions:
Learning from September 11; and IT Roadmay to a Geospatial Future. For
further information about CSTB reports smd active projects, see <http://
cstb.org>.
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1. Iniroduction

Inoreasingly, research in human-computer interac-
tion is {ocusing on problems of input [Foley, Wallace
& Chan 1984; Buxton 1983; Buxton 1885) Much of
this attenlion is directed towards input technale-
gizs. The nbiguilous Sholes kevhoard is being
repiaced and /or complemented by alternative tech-
nologies. For exemple, a major focus of the market-
ing strategy for two recsnt persanal compulers, the
Apple Marcintosh and Hewleti-Pecksrd 18C, has been
cn the inpul devices that they employ {the mouse
and tounh~screen, respectively).

Now thati the range of available devices is expand-
ing, how does one select the besi technology for a
particuisr application? And once a technology is
chesen, how can it be used most effeciively? These
quegiions are important, for as Buxton [1983] has
argued, the wavs in which the user physically
inkeracts with an input device have a marked effect
on the type of uger interface thal can be effectively
supported.

Ino the general sense, the objective of this paper is
to help in the selection process and essist in
effective use of a specific class of devices. Our
approach is Lo inveslizate a specific elasy of devw-
ices: touch~sensitive tablets. We will identify touch
tablets, enumerate their important properties, and
comnpare them to a mors commeon input device, the
mouse. We then go on lo give examples of transac-
{ions whers touch tablels can be vsed effectively.
There are two inlended benefils for Lhis approach.
First, the reader will acquire an understanding of
touch tablet issues. Second, the reader will have a
conerete example of how the technology can be
invesligaled, and can utilize the approach as a
muodel for investigating other classes of devices.

2. Toueh-Sensitive Tablets

A touch-sensitive lablet (Louch tabiel for shori) iz a
fiat surface, usually mounted horizontally or nearly
horizontally, that can sense the location of a finger
pressing on it. That is, it is 8 tablet that can sense
that it is being touched, and where it is being
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touched. Touch tablets can vary greally in size,
{rom a few inches on a side to several feet on a side.
The meost erilical requirement is that the user is
not reguired point with scme manually held device
such as a siylus or pucy,

What we have described in the previous paragraph
iz a simplie touch tablel. Only one point of contact
is sensed, and then only in a binary, touch/no touch,
mode. One way to extend the potential of a stmmple
touch tablei is to sense the degree, or pressure, of
contact. Ancther is Lo sensz multiple points of con-
tact. [n this case, the localion {and possibly pres-
sure) of several poinis of contact would be
reported. Mosi tablets currently on the market are
of the “simple” variety. However, Lee, Buxton aud
Srnith [1985], snd Nakalani [private communica-
tion} have developed prototypes of multi-touch,
multi-pressure sensing Lablets.

We wish to stress that we will restrict our discus-
sion of touch technologies Lo Louch Lablets, which
cen and should be used in ways Lthat are different
from Louch screens. Readers intsrested in toush-
sereen Leclmotogy are referred to Harot & Weinsap-
{el {1878], Nakatani & Hobrlich [1988] and Minsky
[19B4]. We acknowledge that a fat touch screen
mounted horizontally is a touch tablet as defined
ebove. This iz nol a contradiction, as a touch sereen
has exaclly the properties of Louch tablets we
desoribe below, as long as thare is ne attempt o
rount a display below (or behind) it or to make it
the center of the user’s visual focus.

Sorne sources of touch tableis ave listed in Appen-
dix A.

3. Properties of Touch-Sensitive Tabicts

Asking “Which input device is best?” is much like
asking “Heow long should a pisce of string be?” The
answer Lo both is: it depends on what you want to
use it for. With input devices, however, we gre linr-
ited in our understanding of the relalionship
between davice properiies and the demands of 2
specific application. We will investigate Louch
tablets from the perspective of improving our
understanding of this relationship. Dur claim is
that other technologies warrant similar, or even
more detailed, investigation.

Toueh tablets have a purnber of properties thal dis-
tinguish them f{rom olher devices:

s  They have no mechanical inlerraediate device
{such as sitylus or puck}. Hence they are useiul
in hoslile environments (& g, classrooms, public
recess terminals) where such intermediate dev-
ices ran get lost, stolen, or damaged.

»  Having no puck to slide or get bumped, the track-
ing symbol “slays put” once placed, thus meking
thern well suited for pointing tasks in eaviron-
ments subject Lo vibration or motion {e.g., fac-
tories, cockpits).

s They present no mechanical or kinesthetic res-
trictions on our ability to indicale more than one
point at s time. That is, we can use iwo hands or
maora than one finger simullanecusly on a single
tablet, (Rermember, we can manually contrsi al
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most two mice at a time: one in each hand. Given
thal we have ten fingers, it is conceivabie that we
may wish Lo indicate more than two points simul-~
taneously. An example of such an application
appears below).

o Unlike joysticks and trackballs, they have a very
fow profile and can be integrated inio other
equipment such as desks and low-profile key-
boards {e.g., the Key Tronie Touch Pad, sce
Appendix A). This has potential benefits in port-
able systeras, and, according to the Keystroke
model of Cardg, N’ewell and Moran {19801, reduces
homing time from the keyboard to the pointing
device.

° They can be molded into one-piece constructions
thus eliminating cracks and grooves where dirt
can eoliect. This rnakes them well suited for very
clean envirenmentis {eg. hospitals) or very dirty
ones {eg., factories).

s Their simple consiraction, wilh no moving parts,
leads Lo reliable and long-lived operalion, making
thern suitable for environmentls where they will
be subjected Lo intense use or where reliability
is critical.

They do, of course, have some inherent disadvan-
tages, which will be discussed at the close of Lthe
paper.

In the next section we will make three important
distinciions between touch tablels and mice., These
are:

o Mice and touch tablets vary in the number and
types of events that they can tranamit. The
difference is especially pronounced when com-~
paring to simple touch tablets,

*  Touch tablets can be made that can sease mmudti~
ple peints of contacl. There is no analogous pro-
perty for mice.

*»  The surface of a lablet can be partilioned into
regions representing a collection of independent
“virtusl” devices, This is analogous Lo the parlki-
ticning of a screen into “windows' or virtaal
dizplays. Mice, and nther davices thet transmit
“relative change' information, do not lend them-
selves Lo Lhis mede of interaction without con-
suming display real estate {for visual feedback.
With conventional tablets and touch tablels,
graphical, physicsl or virtual templates can be
placed over the input device to delintit regions.
This allows valuable sereen real estate to be
preserved. Physical templates, when combined
with touch sensing, permit the sperator Lo sense
the regions without diverling the eyes from the
primary display during visually demanding tasks.

After these properties are discussed, a simple
finger painting program is used to ilustrate them
in ihe context of a concrete exarople, We wish to
stress ihal we do not pretend thal the program
represeuis a viable paint progream or an optimaeal
inlerfasce. It is siruply a vehicle to lustrale a
variety of transactions in an easily understandable
contexi.
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Finally, we discuss improvements that must be
made to current touch tablet technology, many of
which we have demonstirated in prototype form.
Algo, we suggest potential improvements to other
devices, motivated by our experience with touch
technclogy.

4. Three Distinctions Between Toueh Tablets and
Hice!

The distinctions we make in this section have to do
with suitability of devices for certain tasks or use
in certain configurations. We are only interested in
showing that there sre some uses for which touch
tabliets are not suitable, but other devices are, and
viee versa. We make no quantitative claims or com-
parisons regarding performance.

Signaling

Consider a rubber-band line drawiog task with a one
button mouse. The user would firsi position the
tracking symbol at the desired starting point of the
line by moving the mouse with the bution released.
The button would then be depressed, Lo signal the
starl of the line, and the user would manipulate the
line by moving the mouse until the desired length
and orientation was achisved. The completion of the
line could then be signaled by releasing the button?

Figure 1 is a stale diagram that represents this
interface. Notice that the bution press and release
are used to signal the beginning and end of the
rubber-band drawing task. Also note that in states
1 and 2 both motion and signaliog {by pressing or
releasing the builon, 8s appropriate) are possible.

Telease
fanchor_end}
R

starting roint

state 1 - button wp
state 2 - tutton dowm

Figure 1. State diagrsm for rubber-banding with
a one-button mouse.

Now consider a simple touch teblet. It can be used
to position the tracking syrubol at the starting
point of the ling, but il cannot generate the signal
needed to initiate rubber-bunding. FigureZisa
state diagram represantstion of the eapabilities of
a simple touch tablel. In siate 0, there is no contact
with the tablei.S In this state only one action is pos-

1 Although we ere compasring touch tablets to one but-
ton mice throughout this section, mast of the comments
apply equally Lo tablets with one-buiton pueks or {with
some caveats) irblets with styli.

2 This assumes that the interface is designed so that
the button is held down during drawing. Alternatively,
the button can be relessed during drawing, and pressed
again, to signel the completion of the line.

€ We use state O io represent a state in which no loca-
tion , information is trensmitted. There no analogous
state for mice, and heuce no state Q0 in the dlagrams for
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sible: the user may touch the tablet. This causes a
change to siale 1. Inziale 1, the user is pressing on
the tablet, and as a consequence position reporis
are zent to the host., There is noway to signal a
change to some other stale, obher than to release
{assuming ithe exclusion of teraporal or spatial cues,
which tend to be clumsy end difficult io learn). This
returns the systemn to state 0. This signal could not
be used to initiate rubber-banding, as it could alse
mean that the user is pausing to think, or wishes 1o
iniliate some other activity.

e
N

nove

state ¢ - no contact
state 1 ~ contact

Figure 2. Diagram for showing states of
simple Louch-tablet.

This inability to signal while pointing is a severe
limitation with current touch tablets, that is,
tablets that do nol report pressure in addition to
location. (It is also a property of trackballs, and
joysticks without “fire” buttons). It renders them
unsuitable for use in many commeon interaciion
techniques for which mice are well adapted {(e.g.,
selecting and dragging objects into position,
rubber-band line drawing, and pop-up menu selec-
tion); techniques that are especially characteristic
of interfaces based on Pirect Hanipulation [Shneid-
erman 1883}

One sclution to the problermn is Lo use a separate
function bution on the keyboard. However, this
usually means two-handed input where one could
deo, or, awkward co-ordination in controlling the
bution and peinting device with a single hand. An
alterneative solution when using a touch tablet is to
provide some level of pressure sensing. For exam-
ple, if the tablet could report two levels of contant
pressure {i.e,, hard and soft}, then the transition
from soft Lo hard pressure, and vice versa, could be
used {or signaling. In effect, pressing hard is
equivalent to pressing the bulton on the mouse. The
state diagram showing the rubber-band line draw-
ing task with this form of touch tablet is shown in
Figure 3.4

As an aside, using this pressure sensing scheme
wounld permit us to select options from a roeny, or

mice. With cooventional tablets, this corresponds to
“out of range’ stale.

31 this point the alert reader will wonder about dificulty
in distinguishing between hard and soft pressure, and
iriction (especially when pressing hard). Taking the losi
first, hard is 8 relative lexme. In practice friction need
not be a problem {see Inherent Problems, below}.

4one would conjecture thal in the absence of butiton
clicks or sther feedback, pressure would be difficult to
regulate accurately. We have found twe levels of pres-
sure to be easily distinguished, but this is a ripe area for
research. For sxample, Stu Card [private communica-
tion] has suggested that the threshold between soft and
hard should be reduced (becoms “'softer’™) while hard
pressure is being mainlzined. This suggestion, and oth-
ers, warrsnt formal experimentation.
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release

state 0 - nn contact
state 1 ~ light cantact
state 2 « ‘hard’ contact
Figure 3. State disgram for rubber-banding with
pressure sensing touch tablet.

activate light butions by positioning the tracking
symbol gver the itemn and “pushing”. This is con-
sistent with the gesiure used with a mouse, and the
model of “pushing” buitons. With current simple
touch tablets, one does just the opposite: position
over the itern and then lift off, or “pull” the button.

From the perspective of the signals sent to the host
computer, this touch tablet is capable of duplicat-
ing the behaviour of a one-bution mouse, This is not
to say that these devices are equivalent or inter-
changeable. They are not. They are physically and
kinesthetically very different, and should be used in
ways thal make use of the unique properties of
each. Furthermore, such a touch tablet can gen-
erate one pair of signals that the one-button mouse
cannot — specifically, press and release {(iransition
to and from state O in the above diagrams). These
signals (which are also available with many conven-
tiomal tablets) are very useful in implementing cer-
tain types of transactions, such as those based on
charaeter recoguoition.

An obvious extension of the pressure sensing con~
cepl is to allow continuous pressure sensing. That
is, pressure sensing where some large number of
different levels of pressure may be reported. This
extends the capablilily of the touch tabletl beyond
that of s traditional cne button mouse. An example
of the use of this feature is presented below.

Mulliple Position Senstay

With a traditional mouse or tablet, only one position
can be reported per device. One can imagine using
two mice or possibly two transducers on a tabiet,
but this inoreases costs, and two is the practical
limit on the number of mice or tablets that can be
ovperated by a single user {without using feet}. How~
ever, while we have only two hands, we have ten
fingers. As playing ithe piano illustrates, there are
some contexts where we might wantl Lo use several,
or even all of them, at once.

Toueh tableis need notl restricl us in this regard.
Given a large enocugh surface of the appropriate
technology, one could use all fingers of both hands
simullanecusly, thus providing ten separate uriits
of input. Clearly, this is well beyond the demands of
many applicailions and the cspacity of inany people,
however, there sre exceptions. Exampleg include
chording on butions or switches, operating a set of
slide potentiorneters, and simple key roll~over when
touch typing. One example (using 2 set of slide
potentiometers) will be illustrated below.
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Huitiple Virtual Devices and Templates

The power of modern graphics displays has been
senhanced by partitioning one physical digplay into a
number of virtual displays. Te support this, display
window managers have been developed. We claim
{see Brown, Buxton and Murtagh {1985]) that similar
benefits can be gained by developing an input win-~
dow manager that permits a single physical input
device to be pariitioned into a number of virtual
input devices. Furthermore, we claim that multi-
touch tablets are well suited to supporting this
approach.

Figure 4a shows a thick cardboard sheet Lhat has
holes cut in specific places. When it is placed over a
touch tablet as shown in Figure 4b, the user is res-
tricted to touching only certain parts of the tablet.
More importantly, the user can feel the parts that
are touchable, and their shape. Each of the “touch~
able” regicns represents a separale virtual device.
The distinetion between this templaies and iradi-
tional tablet mounted menus {(guch as seen in many
CAD systems) is important.

Traditionally, the options have besn:

a) Save display real estale by mounting the menu
ou the isblet surface. The cost of this option is
eye diversion from the display to the tablet, the
inability Lo “touch type”, and time conswming
menu changes.

b} Avcid eye diversion by placing the menus oo the
display. This also make it easier to change
menus, but still does not allow “touch typing™,
and consurmes display space,

Touch tablets allow a new option:

¢} Save display space and aveid eye diversion by
uging templates that can be felt, and hence, allow
“Louch Ltyping” on a variety of virtual input dev-~
ices. The cost of this option is Ltime consuming
menu (template) changes.

It must be remembered theat for each of these
options, there iz an application for which it is best.
We have contributed a new option, which makes pos-
sible mew interfaces. The new possibililies include
more elaborate virtual devices because the
improved kinesthetic feedback allows the user to
concentrate on providing input, instead of staying
in the assigned region. We will also show {below)
that its main cost {lime consuming menu changes)
can be reduced in some applications by eliminating
the templates,

5. Examples of Transactions Where Touch Tablets
Can Be Used Effectively

In order to reinforce the distinetions discussed in
the previous section, and to demonstrate the use of
touch tableis, we will now work through some exam-
ples based on s Loy paint system, We wish Lo stress
again that we make no claims aboul the qualily of
the examnple as a paint system. A paint system is s
common ang easily understoed application, and
thus, we have chosen Lo use it simply as & vehicie
for discussing interaction technigues Lhai use
touch tablets,
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Figure 4a. Sample template.

Figure 4b. Sample template in use.

The example paint program allows the crestion of
simple finger paintings. The layout of the main
display for the program is shown in Figure 5. On the
left is & large drawing area where the user can draw
simple free-hand figures. On the right is a set of
menu iterns. When the lowesi item is selected, the
user enlers a colour mixing mode. In switching to
this mode, the user is presented with a different
display that is discussed below. The remaining
menu items are “paint pols”. They are used to
select Lhe colour Lthat Lhe user will be painting with.

in each of the following versions of the program, the
input reguirementis are slightly different. Inall
cases an 8 cm % 8 em touch tablel is used (Figure 6},
but the pressure sensing reguirements vary. These
are noted in each demonstiration.

5.1, Painting Without Pressure Sensing

This version of the paint program illustraies the
limitation of having no pressure sensing. Consider
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Figure 5. Main display for paint program.

Figure 8. Touch tablet used in demenstrations.

the paint program described above, whare the only
input device is a touch tablet without pressure
senging. Menu selections could be made by pressing
down somewhere in the menu area, moving the
tracking symbel to the desired memui item and then
selecting by releasing. To paint, the user would
eimply press down in the drawing area and move
{see Figure 7 for a reprgsentation of the signals
used for painting with this program).
st release
.. (stop paisting}
TNE P

f\i’J\ 1
B

{start padinting) E‘\\“’

wove while
Fainting

Figure 7. State disgram for drawing portion
of sirnple paint program.
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There are several problems with this program. The
most obvious is in trving to do detailed drawings.
The user does not know where the paint will appear
until it appears. This is likely to be too late. Some
form of {eedback, that shows the user where the
brush is, without painting, is needed. Unfor-
tunately, this cannot be done with this input device,
a5 it is not possible to signal the change from track-
ing to painting and vice versa.

The simplest solution io this problem is touse a
button {(e.g., & function key on the keyboard) to sig-
nal state changes. The problem wilh this solutionis
the need to use two hands on two different devices
to do one task. This is awkward and requires prac-
tice to develop the co-ordination needed to make
small rapid strokes in the painting. It is also
inefficient in its use of two hands where one could
{and normally should) do.

Alternatively, approaches using mulliple taps or
timing cues for signalling could be tried, however,
we have found that these invariably lead to other
problems. It is better Lo find a direct solution using
the properiies of the device itself.

5.2. Paioting with Two Levels of Pressure

This version of the program uses a tablet that
reporis two levels of contact pressure to provide a
salisfactory sclution to the sigoaling problem. A
low pressure level {a light touch by the user) is used
for general tracking. A heavier touch is used to
make menu selections, or to enable painting {see
Figure & for the iablet siates used to contrel paint-
ing with this program). The two levels of contact
pressure allow us to make a simple but practical
one finger paint program.

releass Light

Ol OWEO
=N TS
presa g\v/,. - Q )

e (R0 rove while
starting point} painting
Figure 8. Stiale disgram for painting portion of
simple paini prograrn using pressure
sensing touch tablet.

This version is very much like using the one bulton
mouse on the Apple Macintosh with MacPaint [Willi-
ams, 1984]. Thus, a simple touch tablet is not very

useful, but one that reports two levels of pressure

is similar in power (but not feel or applicability} to
2 one button moused

5.3. Painling with Continuous Pressure Sensing

In the previous demounstirations, we have only imnple-
mented interaction techniques that are common
using exisling technology. We now introduece a tech-
nique that provides functionality beyend that
obtainable using most conventional input technolo-

§ Also, there is the problem of friction, to be discussed
below under “[nher=nt Preblems’'.
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pies.

in this technigque, we utilize a tablet capable of
sensging a contipuous range of touch pressure. With
this additional signal, ihe user can control both the
width of the paint trail end its path, using only one
finger. The new signal, pressure, s used to control
width. This is a technique thal cannot be used with
any mouse that we are awsre of, and to our
knowledge, is available on only one conventional
tabie]t {the GTCO Digipad with pressure pen [GTCO
1ga2]).

We have found thal using current pressure sensing
tablets, the user can accurately supply two to three
bits of pressure information, after aboul 15
minutes praclice. This is sufficient for simpie doo-
dling and many other applications, but improved
pressure resciution is requirad for high quality
painting.

5.4. “Windows"” on the Tablet: Colour Selection

We now demousirate how the surface of the touch
tablet can be dynomicaily partilioned into “win-~
dows’ onto virtual inpul devices., We use the same
basic techniques as discussed under templates
{above), but show how to use them without tem-
plates. We do this in the context of a colour seleo-
tion module for our paint program. This module
introduces a new display, shown in Figure 8.

Figure 8. Colour mixing display.

In this display. the large left side consists of &
colour patch surrounded by a neutral grey border.
This is the pateh of colour the user is working on.
The right side of the display contains three bar
graphs with two light butions underneath. The pri-
mary iunction of the bar graphs is to provide feed-
back, representing relative proportions of red,
green and blue in the colour pateh. Along with the
light buttons below, they also serve to remind the
user of the current layout of the touch tablet.

In this module, the touch tablet is used as a “virtusl
operating console”. Iis layout is shown {io scale} in
Figure 10. There are 3 valuators {corresponding io
the bar graphs on the screen) used to control
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colour, and two builons: one, on the right, to bring
up a pop~up menu used to select the colour to be
modified, and another, on the left, to exit.

&7 8em x 8 om
A
AR ? tablet surface

!

¢y Push huttons

Pigure 10. Layout of virtual devices on touch tablet.

The single meost tnporiant point te be made in this
example is that a single physical device is being
used Lo imiplement 5 virdual devices {3 valuators
and £ buttons). This is snalogous to the use of a
display window system, in ils goals, and its imple-
mentation.

The second main point is Lthat there is nothing on
the tablel to delimit Lhe regions. This differs from
the use of physical templates as previously dis-
cussed, and shows how, in the absence of the need
for a physical template, we can instanily change the
“windows' on the tablet, without sacrificing the
ability to touch type.

We have found that when the tablet surtace is smali,
and the parlioning of the surfaces is not too com-
plex, the users very quickly (typically in one or twe
minutes) learn the positions of the virtual devices
relative to the edges of the tablet. More imapor-
tantly, they can vse the virlual devices, practically
error free, without diverting attention from the
display. {We have repeatedly observed this
behaviour in the use of an application that uses a 10
cm sguare tablet that is divided into 3 sliders with a
single bulton across the top).

Because no template is needed, there is no need for
ithe user Lo pause Lo change a template when enler-
ing the eolour mixing module. Alzo, al no point is
the user's attention diverted from Lthe display.
These advantages cannot be achieved with any other
device we know of, withoul consuming display real
esiate.

The colour of the colour pateh is manipulated by
dragging the red, green and blue values up and
down with the valuators on the fouch tablet. The
valuators are implemented in relative meode {ie,
they are sensitive to changes in position, nol abso-
luie positicn), and are manipulaied like one dimen-
sional mice. For example, to make the patch more
red, the user presses near the lefi side of the
tableti, about half way to the top, and slides the
finger up (see Figure 11). For larger changes, the
device can be repeatedly stroked {much like sirok-
ing & mouse}. Feedback is provided by changing the
level in the bar graph on the scereen and the colour
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of the patch,

Figure 11. Increasing red content, by pressing on
red valuator and sliding up.

Using a mouse, the sbove interaction could be
approxirnated by placiog the tracking symbol over
the bars of colour, and dragging them up or down.
However, if the bars are narrow, this takes acuily
and conceniration that distracts sbtention from the
primary task — monitoring the colour of the pateh.
Fuarthermore, note that the touch tablet implemen-
tation does not need the bars to be displayed at ali,
they are only a convenience to the user. There are
interfaces where, in Lthe interesis of maximizing
available display area, there will be no ibems on the
display analogous to these bars. That is, there
would be nothing on the display to support an
interaction technique that allows vaiues to be mani-
pulated by a mouse.

Finally, we can take the example one step further by
introducing the use of a touch tablet ithal can sense
multiple points of contact {e.g., [Lee, et al. 188571},
With this technology, all three colour values could
be changed at the same time (for example, fading to
black by drawing all three sliders down together
with three fingers of one hand). This simultaneous
adjustiment of colours could neé be supported by a
mouse, 1or any single commercially available input
davice we know of. Controlling several valuators
with one hand ig comrpon in many operating con-
soles, for example: studjo light controd, audio
mixers, and Lthrottles for multi-engine vehicies {e.g.,
aireraft and boats). Hesnee, this example demon-
strates a cost effective method for providing func-
tionality thet is currently unavailable {or available
only at great cost, in the form of a custom fabri-
cated console), but has wide applicabilily.

5.5. Summnery of Exampics

Through these simple examples, we have demon-
strated several things:

* The ability Lo sense at least two levels of pres-
sure is a virtual necessity for touch tabletis, as
without it, auxiliary devices must be used for
signaling, and “direct manipulation™ interfaces
cannot be effectively supported.

« The extension to continuous pressure sensing
opens ap new possibilities in hurnan-compuier
interaction.
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» Touch tablels are superior to mice and tablels
when many simple devices are Lo be siimulated.
This is because: (a) there is no need for a
mechanical intermediary between the dngers
and the tablet surface, (b} they allow the use of
templates {including the edges of the tablet,
which is a trivial but useful temnplate), and {o)
there is no need for positional fesdback thatl
would consume valuable display space.

» The abililty Lo sense mulliple points of contact
radically changes the way in which users may
interact with the system. The coneept of multi-
prile points of contact does not exist for, vor is it
applicable to, current commercially available
mice and tablets.

8. Inherent Problems with Touch Tablets

A problem with touch tablets that is annoying in the
long term is friction between the user’'s finger and
the tablet surface. This can be a particularly severe
problem if a pressure sensitive tablet is used, and
the user must make long motions at high pressure.
This problem can be alleviated by careful selection
of maierials and care in the fabrication and calibra-~
tion of the tablet.® Also, the user interface can be
designed Lo avold extended periods of high pres-
sure.

Perhaps the most difficult problem is providing
good feedback to the user when using touch tablets.
For example, if & set of push-on/push-off buttons
are being simulated, the traditional forms of feed-
back {illuminated butlons or different button
heighis) cannot be used. Also, butions and other
controls implemented on touch tablets lack the
kinesthetic feel associated with real switches and
knobsg. As a result, users must be more attentive to
visual and audio feedback, and interface designers
must be freer in providing this feedback. (As an
example of how this might be encoursged, the input
“window manager” could automatically provide
audible clicks as feedback {or bution presses).

7. Potential Enhancemsents Lo Touch Tablels {and
other devices)

The Brst problem that one notices when using touch
tablets is “jitter” when the finger is removed from
the tablet. That iz, the last few locations reported
by the tablet, before il senses loss of contact, tend
to be very unreliable.

This problem can be glimminated by modifying the
firmware of the touch iablel controller so that it
keeps a short FIFC queue of the samples that have
most recently be sent to the host. When the user
releases pressure, ilie oldest sample is re-
transmitted, and the queue is emptied. The lengih
of the queue depends on thie properties of the touch
tablet {e.g., sensitivity, sampling rate). We have
found that determining a suitable value requires

5 As a bad example, ene eommersial “touch” Leblel re-
quires so much pressure for relisble sensing that the
finger cannot be smoothly dragged acrossg the surface.
Instesd, & weoden or plastie stylus must be ugsed, thus
lossing many of the advantsges of touch sensing.

only a few minutes of experirnentation.

A related problem with most current tatlet con-
trollers (not just touch tablets) is thet they de not
inforra the host computer when the user has ceased
pressing on the tablet {or moved the puck out of
range}. This information is essential to Lhe develop-
roent of certain types of interfaces. (As already
raentioned, Lhis signal is not available from mice).
Currently, one is reduced to deducing this event by
timing the ionterval belween samples sent by the
iablel. Since the tablet controller can easily deter~
mine when pressure is removed {and musi if it is io
apply a de~jittering algorithm as above), it should
share this informalion with the host.

Clearly, pressure sensing is an area open to
development. Two pressure sensitive Lablets have
been developed at the University of Toronto {Sasaki,
et al. 1981; Lee, et al. 1983]. One has been used to
develop several experimental interfaces and was
found te be a very powerful tool. They have recently
become available from Elographics and Big Briar
(see Appendix A). Pressure sensing is not only for
iouch tablets. Mice, tablet pucks and styli could all
benefit by augmenting switches with strain gauges,
or other pressure sensing instruments. GTCO, for
example, manufactures a stylus with a pressure
sensing tip [GTCO 1982], and this, like our pressure
sensing touch tablets, has proven very useful.

8. Conclusions

We have shown thal there are envirenments for
which some devices are betier adapted than others.
In particular, touch tablets have advantages in
many hostile environments. For this reason, we
suggest that there are environments and applica-
tions where touch tablets may be the most
appropriate input technology.

This being the case, we have emumerated three
major distinctions between touch tablels and cne
button mice (although similar distinclions exist for
multi-bulten mice and conventional tablets). These
assist in identifving environments and applications
where Ltouch tablets would be most appropriate.
These distinctions concern:

« limitation in the ability to signal events,
» guitability for multiple point sensing, and
s« the applicability of tactile templates.

These distinciions have been reinforced, and some
suggestions on how touch tablets may be used have
been given, by discussing a simple user interface.
From this example, and the discussion of the dis-
tinctions, we have identified some enhancements
that can be made to touch tablets and other input
devices. The most important of these are pressure
sensing and the ability to sense multiple points of
contact.

We hope that this paper motivales interface
designers Lo consider the use of touch tablels and
shows some ways to use them effectively. Also, we
hope it encourages designers and maoufacturers of
input devices to develop and market input devices
with the enhancements thal we have discussed.
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The challenge for the future is to develop touch
tablets that sense continuous pressure at multiple
poinis of contact and incorporate them in practical
interfaces. We believe that we have shown thal this
is worthwhile and have shown some practical ways
to use touch tablets. However, interface designers
must still do a great deal of work to determine
where a mouse i3 betier than a touch tablet and
vice versa.

Finally, we have illustrated, by example, an
approach to the study of input devices, summarized
by the credo: "Know the inleractions a device ig
intended to participate in, and the strengths and
weaknesses of the device.” This approach stresses
that there is no such thing as a “good input device,”
only good interaction task/device combinalions.
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Conference on Compuder Husic, North
Texas State University, Denton Texas,
November 1981,

Shneiderman, B.Direct Hanipulation: A Step Beyond Pro-

Aug 1983

Williams, G.
Feb 1984

grameing langesges. Computer 18.8:
pp. 57-68.

The Apple Macintosh Computer. Byfe 9.2:
pp. 30-54,

Appendiz &: Touch Tablet Scurces

Big Briar: 3 by 3 inch continusus pressure sensing touch

tablet

Big Briar, Ine.
Leicester, NC

28748

Chalk Board Incs “Power Pad”, large touch table for
micro-computers

Chalk Board Inc.
3772 Pleasantdale Bd.,
Atlanta, GA 30340

Elographies: various sizes of touch tablels, including
pressure S&!Y}Siﬂg

Tlographics, Inc.
105 Randolph Toad
Oak Hidge, Tennessee

37830

{815)-482-2100
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Key Tronic: Keyboard with touch pad.

Kevironie

P.G. Box 14687
Spokane, WA 90214
{508)-928-8000

KoalaPad Technologies: Approx. 5 by 7 inch touch tablet
for micro~compuiers
Koela Technologies
3100 Fatrick Henry Drive
Santa Clara, California
35050

Spiral Systems: Trazor Touwch Panel, 3 by 3 inch touch
tablet

Spiral System Instruments, Inc.
4853 Cordell Avenue, Suite 4-10
Bethesda, Maryland

20814

TASA: 4 by 4 inch toueh tablet {relative sensing only)

Touch Activated Swilch Arrays Inc.
1270 Lawrence Stn. Road, Suite G
Sunnyvale, California

94083
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increased access fo computer-based tools has made
only tac clear the deficiencies in our ability to pvoduu:
effective user inter 1], Many of our current
problems are rooted in our lack of sufficiently powerful
theorics and mcthodologies.  User interface design

emains more of a creative art thau a hard science,

Following an age-old technique, the point of
departure for much recent work has been to attempt (o
imp"se some Qiruct'xre on the problem domain.  Perhaps

—

the most significant difference between this work and
carlier cfforts is ahe weight placed on considerations fal-

e
ling L)ltSld” the scope of conventional computer science.

he traditionai problem-reduction paradigm is being re-
placed by a holistic approach which views the problem
as an integration of issues from computer science, elec-
trical engineering, indusirial design, cognitive psycholo-
gy, psychophysics, Hinguistics, and kinesthetics.

In the main body of this paper, we examine some of
the taxonomies which have been proposed and iliustrate
how they can serve as useful structures for rci;al‘.mg
studies in user iaterface pro biems in so doing, we
attempt to auvgment the pox er of these structures by
developing *heu' ability to take into account the effect of
gestural and positional {factors on the overall effect of the
user interface.

Two Taxonomies

s

Omne structare for viewing the prob

the user interface is ;)rovided by Foley and Van Dam
[12]. They describe the space in terms of the following
four layers:

® conceptual
& semantic
e synfactic

e lexical

fem domain of

The ceptual level Incorporates the main concepts of
the svstevn as seen by the user.  The r*fom Foley and
Van Dam see it ag being equivalent to the user madel.
The semantic level incorporaies the functiona i’ of the
systent. what can be expressed.  The syaractic level
defines the grammatical structure of the tokens used 1o
articulate a semantic concept.  Finally, the lexical
component defines the structure of these tokens,
One of the benefits of such a taxonomy is that it can
51§ for systems ¢ 'miy\;s in the des‘gn
process. t also helps us catecgorize various wuse
interface studies so as 10 avoid “apples and bananas”
type of comparisons.  For example, the studies of Led-
gard, Whiteside, Singer and Seymour {16} and Barnard,
Hammond, Morton and Long [3] both address issucs at
the syntactic level.  They can, thercfore, be compared
(which is quite interesting since they give highly mntz‘a—
dictory result 3. ©On the other hand, by recogni j
“keystroke” model of Card, Moran and Mewell | 5
addressing the lexical level, we have a good way of
understanding its limitations and comparing it to relaied
studws (such as Embley, Lan, iﬂmhaugi‘ and Nagy,
[8]), or relating it to studies which address different lev-
cls (such as the two studies in syntax mentioned above).
While the taxonomy presented by Foley and Van
Dara has proven 10 be a useful tool, our opinion is that it
hias one major shortcoming.  That is, the grain of the
lexical level is too coarse to permit the full benefit of the
i to be derived.  As defined, the authors lump
ogether issues as diverse as:

,..
fi“é

{for example “add” vs “append”
5 :

e how tokens arc speit
vs “‘a” vs seme graphical icon}

Barnard er a/ invalidate Ledg
syntax  of natural language i
cormnmand  fanpu
{o

d et al’s main thesis that the
weessavily  the  best suited for
ages.  They demonstrate cases where fixed-field
mat 15 less prone 1o uscr or than the direct object - indirect
cet syntax of natural languape. A major problem of the paper
fedgard er of is thai they did not test many of the ineresting
cases and then drew conclusions that went beyvond what their results
supported.
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o where items are placed spatially on the display (both | model, the synractic level then incorporates the structure
in terms of the layout and number of wmdows,a nd the | of the lsnguage within which the semantic level is

layout of data within these windows) embedded. The interaction level rclates the user’s phy-
e where devices are placed in the work station sical actions to the conventions of the interactions in the

dialogue. The spatial fevel then cncompasses issues
related to how information is laid out on the dis LW
while the device fevel covers issues such as what ¢ p of
evices are used and their properties (for example, the
fTect on user performance if the locator used is & mouse
issues  are spfﬁ iently different to warrant | vsan isometric joystick vs step-keys). (A representative

H

e the type of physical gesture (us determined by the
transducer employed) used to articulate a token
{pointing with a joystick vs a lightpen vs a tablet vs 2
mouse, for example)

scparate treatment.  Grouping them under a single discussion of such issues can be found in Card, English
heading has the danger (f geunerating confusion compar- | and Burr, [5])
able to that which could result if no difference was made One subtie but important emphasis in Moran’s

between the semantic and syntactic Jevels,  Therefore, paper is on the point that it is the effect of the user
takino our cue from work in language understanding interface as g whole (that is, all levels combined) which
research in the Al community, we chose to subdivide Fo- | constitutes the user’s model.  The other main difference
!gy and Van Dam’s lexical level into the following two | of his taxonomy, when compa md to that of Foley and
COMpOnents: Van Dam, is his emphasis on the importance of the phy-
sical component. A shortcoming, however, lies in the
absence of a slot which encapsulates the :cmcdl level as
we have defined it above. Like the lexical level {(a
defined by Foley and Van Dam), the interaction level ¢
e pragmatic: issues of gesture, space and devices. Moran appears a ii_ft‘c toc broad in scope when
To {liustrate the distinction, in the Keystroke model the | compared to the other levels in the taxonomy
number of key pushes would be a function of the lexical
structure while the homing time and pointing time would

e lexical: issues having to do with speliing of tokens (f.e.,
the ordering of lexemes and the nature of the aiphabet
used — symi)olic or iconic, for example),

n

=

be a function of pragmatics. Pragmatics

Factering out these two levels helps us focus on the
fact that the issues affecling cach are different, as is in examining the two studies discussed above, one
their influence on the overalf éffﬂci of the user interface, | quickly recognizes thal the effect of the pragmatc level
This is ilfustrated in examples which ace presented later | 0P the user interface, and therefore on the user model, is

in this paper. given very little attention.  Moran, for exampie, poinis
It should be pointed out that our isolation of what | Ot that the physical compenent exists and that it is

we have called pr:zm“a‘-‘" issues is not especially original, mportant, but does not discuss i further. Foley and
We see a similar view in the Command Language Van Dam bury these issues within h( lexical fevel.  Our

Srammar of Moran [18], which is the second main nain thesis is ti at since the primary level of contact with
taxonomy which we preseal. Moran represents the | A0 interactive system is at the level of pragmatics, this
domain of the user interface in terms of three level has one Of the strongest effecis on the user's

components, each of which is sub-divided into two levels. | pérception of the system. Consequently, the models
which we adopt in crder to specify, design, implement,
i i} compare and evaiuate interactive sysiems must be suffi-
o Conceptual Component ciently rich to capture and communicate the system's
properties at this level  This is clearly not the case with
most models, and this should be cause for concern. To
illustrate this, et us examine a few case studies which

These are as follows:

- task level

—~semantic Jevel

e Communication Component relate the effect of pragmatics to:
—syntactic level e pencil-and-paper tests of query languages
—inieraction level ® gase of use with respect to action language grammars
s Physical Component e device indﬁpcndcncc

Pencil-and-Paper Tests
The task level encompasses the sct of tasks which the
user brings to the system and for whxch it is intended to As an aid {o the design of effective data base query
serve as a tool.  The semantic level lays out the | languages, Reisner [19] has proposed the use of pencil-
conceptual entities of the system and the conceptual and-paper tests.  Subjecis were taught a query language
operations upon them. As with the Foley and Van Dar in & class-room environment and then tested as io their
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ability to formulate and understand queries,  Different
control groups were taught different lzmé'..mgcs. By
comparing the test results of the different groups, Reis-
ner drew conclusions as to the rvelative “goodness” of
structure and casc of learning of the different languages.
She then made the argument that the technique could be
used 1o find weaknesses in new languages before they are
implemented, thereby shortening their developmeni cy-
cle.

While the paper makes somc important poinis, it
a serious defect in that it does not point cut the imi-
tations of the technique. The approach does tell us
something about the cognitive burden involved in the
learning of a query language.  But it does n(‘-‘& Hl
everything.  In particular, the fechnique is tola
pabic of taking into account the ¢ffect that lh
and medinm of doing something has on our esbik'ny
remember how ¢ do it.  To paraphrase Mcluthan, ti
medium does affect the message.
fssucs of syntax are not independent

but  penciland-paper  tests  cannot take  such
dependencies into account.  For example, consider the

of pragmatics,

role of “muscle memory™ in recalling bow to perform
various tasks. The strength of its influence can be scen

A 0

in my ability toty
m«:u-,mb > of telli
on my QWE
loack whose combination
will never show up in a

emvclw ven 1ivmﬂ‘1 fam
¢ the various characters are
, or bnomy ability 10 open a
annot recite. Yet, this effect

pencil-and-paper test.  Another
example i scen in the technique’s inability 1o take into
account the contribution that appropriaic feedback and
help mechanisma can provide in developing mnemonics
and other memory and learning aids.

We are not trying to claim that such pencil-and-
paper tests are not of use {although Barnard er af, {3},
point out some important dangers in using such
wehnigues). We are ‘?mpiy trying te illustrate some of
their imitations, and demonstrate that lack of adequate
ecmphasis on natics can result in readers (and
authors} ¢ 1lse or misicading conclusions from
their work,  Furthermore, we conjecture that if
pragmatics were isol ﬂcl as & separate level in a taxono-
miy such as that of Feley and Van Dan, they would be
iess likely to bhe igno;'fs(:

o

(D
[«3

Complexily and Chunking

in um} er study, Reisner [20] makes an impertant
showing how the analysis of the
grami of the “actica langus pc of an interactive
system can provide valuable metrics for predicting the
case of usc and proneness to errer of that system.  Thus,
an important ool for system design, anaivsis and
comparison is introduced.
bmic of the technique is that the complexity of
ood metric for the cognitive buy dcn of
the system.  Grammar coroplexity is

3

T.HL grammaris a

g
arning and using

measured in terms of nuwmber of productions and produc-
tion tength, Thereis a plabaem, however, which lmits
our ability to reap the benefits of the techuique.
This has to do with the technique’s current inability to
take into account what we call chunking. By this we
mean the phenomenon where two ar more actions fuse
to'rct'ncr into a single gesture {(in a manner analogous to
the formation of a compound word in language). In
many cases, the cogmitive burden 0'" the resulting
aggregate may be the equivaient of a single woken.  In
terms of formal language theory, a non-terminal when
effected by an appropriate compound gesture may carry
the cognitive burden of a single ter
Such chunking may be either sequentis ll paratlel or
both.  Seguentiaily, it sheuld be recognized that some
actiens have different degrees of closive than others.
For example, take two events, cach of whicl &5 to be
triggered by the change of state of a switch, I a foot-
switch similar 1o the high/low beam switch in some cars
is used, the down action of a down/up gesture triggers
cach event.  The point to notc is that there s no
inesthetic connection between the gesture that wiggers
one event and that which triggers the other.  kach ac-
Lot 18 (o'np icte in itself and, as with driving a car, the
operator is {ree to initiate other actions before changing
the state of the switch again.
On the other hand, ths same binary

be controlled by a foot pedal which tfunctions like
sustain pedal of a prano, In this case, one slate change
occurs on depression, a second on releasc.  Here, the
point to recognize is that the second action is a direct
consequent of its predecessor,  The syntax is wmplicit,
and the cognitive

1y

; Function ’L;l'“

burden of remembering what to do
after the first action (s minimal.
T,mcw are many cases where

- this type of kines

are logically connected.  Onc example given by Rm\'mﬂ
[41 is in selecting an irere from a graphics menu and
“dragging” it into position in a work space. A button-
down action (while poiniing at an item) “picks it up.”
For as long as the bu tton is depressed, the item tracks
the motion of the pointing device.  When the button is
relcased, the item is a ;Lho;cd 1 its current
Hence, the interface is dcsigned to force the us
follow proper syniax: select then position.  There i3 no
possibiiity for syntactic error, and Loy__}n.":wu FESOUrce
not consumed in (rying to remember “what de
next?”. Thus, by recognizing and ex paoi!ivg such
interfaces can be constructed which are “natural’ Lm-'j
easy fo learn.

here is a similar type of chunking which can take
piace when two or more gestures are articulated at one
time.  Again we can take an f.xamp](: from driving a car,
bere in changing gears the actions on the clutch,
:accc.l rator and gearshift reinforce one another and are
coordinated into a single gesture.  Choosing appropriate
gestures for such coordinated actions can accelerate
their bonding into what the user thinks of as a single act,

588,

¢<“w
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thercby frecing up cognitive resources to be appli“"‘ {0
mere important tasks, What we are arguing here is that
by rmaiching appropriate gestures with tasks, we ecan
help render complex skills routine and pain benefits
similar to those seen at different level in Card, Moran
and MNewell [6].

In sumrnary, there are three main
wish to make with this example:

points which we

e there is an important interplay between the syntactic-
lexical levels and the pragmatic level

e that this interplay can be exploited to reduce the
cognitive burden of learning and using a system

e that this cannot be accomplished without a beiter
understanding of pragmatic issues such as chunking
and closure.

Pragmatics and Device Independence

We began by dc—‘c?aring the importance of being able
1o incorporate pragmatic issues into the models which we
use to specify, design, compare and evaluate systems.
The exa 'npic which followed then illustrated some of
the reasons f\z this belief. Whea we view the CORE
pmpos;l {13, 14] from this perspective, however, we see
several p obiutm ¢ basis of how the CORE system
approaches input is u, dea with user actions in terms of
abstractions, or logical devices (such as “locators” and
“valuators™).  The intention is to facilitate software
portability. If all “im,atora,’ for ‘-mmpls, utilized a
common protocol, then user A (who only had a mouse)
could easily implement scﬁw.u leveloped by B (who
only had a tablet}. From the application programmer’s
perspective, this is a valuable feature.  However, for the
purposes of specifying systems {rom the user’s point of
vi~°w these abstractions are of very limited benefit. As
Baecker {2] has pomtvc‘ out, the effectiveness of a partic-
ular user interface is often duc to the use of a parricuiar
device, and that effe“-"iver-css will be ioqt if that device
were replaced by some other of ii 16 sar ¢ logical class.
For exampie, we have a system | w hose interface
depends on the simultancous mampu]at‘on of four
joysticks.  Now in spite of tablets and joysticks both be-
ing “locator” devices, it is clear that they are not
interchangeable in this situation.  We cannot simultane-
usly manipulate four tablets,  Thus, for the full poten-
tial of device independence to be realized, such pragmat-
ic considerations must be incorporated into our cverall
specification model so that appropriate equivalencies can
be determined in a methodological way. {That is, in
specifying o generic device, we must also include the
reguired pragmatic attributes. But to do so, we mus
develop a taxonomy of such attributes, just as we have
developed a taxonomy of virtual devices.)

e
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A Taxonomy of Devices

In view of the preceding discussion, we hav
attemnpted to develop a taxenomy which helps isclate
refevant characteristics of input devices. The tableau
shown in Figure 1 summarizes this effort in a two dimen-
sional representation.  The remainder of this section
presents the details and motivation for this tableau’s
crganization.

Figure 1. Tableau of Continuous Input Devices

Number of Dimensions

T i
! i
Stiing Pot Tien ! LghPen 1 Tty 30 yatick Meehariat
Toush Seeeen Tewed Sensiaie
Mae Teaskball Trackbt Mechirast
1
T R i
i TASA { TASA
P P i XY bed fouch Secune
i i
Teriue Srevwre H teasiric
it Seneg i Pad ! isiek
3 ! H
y i ! i

To begin with, the tableau deals only with continu-
ous hand-controlled devices.  {Pedals, for example, are
nol included for simp Exc;ty s sake.) Thei'e‘-’ore the {irst
{but implicit} questions in our structure a
& continuous vy discrete?
¢ agent of control (hand, feot, voice, .37
The table is divided into a mairix whose rows and
columns gdelimit
& what is being scnsed {position, motion or pressure),

and
e the number of dimensions being sensed (1, 2 or 3),

These primary partitions of the matrix are
Hence, both the rotary and

respectively.
delimited by solid lines.

sliding potentiometer fall into the box associated with
one-dimensional position-sensitive devices (top left-hand
corner).

Note that the primary rows and columns of the
matrix are sub-divided, as indicated by the dotted lines,
The sub-columns exisi 1o isolate devices whose
motion is roughly similar.  These groupings can be seen
in examining the two-dimensional devices.
tableau implies that tablets and mice 7,
iypes of hand control and that this control is dLHe'cm
from that shared in using a light-pen or touch-scree
Furthermore, it is shown that joysticks and trackballs
share a commeon control motion which is, in turn,
different than the other sub-classes of two-dimensional
devices.
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for position acd motion sensing dovices
are subdivi n order fo differentiate between trans-
ducers which sense potential vie mechanical vs touch-
sensitive means.  Thus, we sce that the light-pen and
tousl-scroen arve closely xdalud, exeept z‘nst the 1%1]%-
pen e mpla/x a mechanical transducer.  Siw ‘il]d!}y,
sce  that trackball and IAbA touch-pad ;,rov:.dv

o [).,dahf\, signals from comparable gestures (the 4 by
4“ dimensions of the TASA device compare toa 3 1/2%

ws

The row

diameter tv acrcb' i'=)
The tableau is useful for many purposes by virtue of
the structure which it imposes on tho domain of input

devices. First, it helps in  finding appropriate
cquivaiences.  This is important in terms of dealing with
some of the probiers which in our discussion of

device inde per‘dcmu for o dmp!c‘ We osaw a cas
where four tablets would not be suitable "0‘ replacing
{our joysticks. By using the tableau, we see that {our
trackballs will probably do.
The tableau makes it casy o refate different devices
in terns of metaphor.  For example, a tablet i1s to a
mouse what a joysiick is to a trackball.  Furthermore, if
the taxonemy defined by the tablean can suggest new
tr'“\s‘c‘uC"‘:‘s in & manner analogous 1o the periodic table
{ Mendeleev pr c*di-"rir;g cw elements, then we can have
more confidence in its underlyin 3 premises.  We make
this claim for the tablean and cite the i
one-dimensional p"cssv“-s%mtivc transduc er as an
To our knowiedge, no such device exists com-
Nevertheless it is a potentiaily useful dcv;cm

an appr Aiilhttiun of wl ich has been demonstrated by
, 151

I"mzwl y, the mblcau is useful in helping quantify the
generality o rious physical devices.  In cases where
the work station is limited to one or two input devices,
then it is “:i'ﬂr in the user’s inlerest Lo choose the least
constraiping devices.  For this reason, many people
laim that mb'cts arc the preferred device since they can

te many of the other transducers {as is dernonstrat-
ed by [ivans, ]amm and Wein, {91}, The tableau i

P in determining the degree of this generality by

he squares which can be a covored

equately

leaving the topic of the tabloau, it is worth
commenting on why a primary critevion {or grouping
devices was whether they were sensitive Lo position, mo-
tion or pressure.  The reason is that what is sensed has a
very strong effect on the nature of the dialopues that the
system can support with any degree of ftuen As an
example, let us compare how the user interface of an
instrumentation console can b

1
¢

whather tion or posmon sensitive transducers are
uscd.  For such consoles, one design philosophy follows
tixea caditional model that for every hmctmn there shouid
be a device.  One of the rationales behind this approach
is to avoid the use of “modes™ which resulr when a single
device must serve for more than one function.  Another
philosophy takes the point of view that the number of

¢ affected by the choice of

devices required in a console need only be in the erder of
the ceontrol bandwidth of the human opcrator.  Here,
the rationale is that careful design can minimize the
“mode” problem, and that the resulting sivaple consoles
are more cost-effcative and less prone to breakdown
{since they have fewer devices

One conseguence of the second philosophy is that
the same transducer must be made to control different
funciions, or parameters, at different tmes.  This
context switching introduces something known as the
autling problem. The point which we are going t6 make
is that this problem can be completely avoided if the
transducer in guestion is motion rather than position
sensitive. Lot us seo why.

Umapine that you have a sliding potentiometer
which controls parameter A, Both the potentiometer
and the parameter are at their minimum values.  You
then raise A to s maximum value by pushing up the
position of the potentiometer’s handle,  You now want
to change the value of parameter B, Before you can do
SO using ‘i“c 3ame }mtem ometer, the handle of (he
potentiometer  must  be positioned  to @ position
c.om,hponmng 1o the current vaiuu of parameter 8. The
necessity of having to perform this normalizing function
is the nulling probiem.

Contrast the difficulty of performing the above
interaction using a position-sensitive device with the case
of doing sou using one which senses motion. I a thumb-
wheel or a treadmill-like device was used, the moment
that H transducer is connected to the p'i' neter it can
be used 10 “push” the valie up or “pull” it down.
Furthermaore, the same transducer can be used (o
stmuitaneou \ change the value of a group of parame-
i of whosc instantaneous values are different,

&, -

ters,

&

Horizonial vs Vertical Strata

f} above example brings up one ‘m} rlant point:
the different levels of the taxonomies of Foley and Van
Dam or of Moran are noi rth')gun.‘ By deseribing the
gscr interface interms of & horizontal structure, it is very
casy to fall intc the cimw ig that the c¢ffect of
modifications at one level will be isolated. T h.s is Liear-
ly not truc as the above cxample—; do'nor}ﬁrﬂtcd‘ the
choice of transducer type

The example is not iso,iau) i, In faL.'u
A argument cou iid be made for adopting a
on a ver

KT

have ¢

rA
=

o
<
-

model bascd
¢ as the hmumia! ones which we

ibed in Martin [17] and Foley,
examples.  With them, the
ransaction, or irderaction.  The

in Lerms of the set and style of

W,!‘Em ¢ {
primary gestalt is the

o

he TASA XY 360 is a 4" by 47 touch sensitive device which
gives 60 units of delia moedulation in 4 inches of wavel,  The '1?\1@
is available from TASA, 2346 Walsh Ave, Santa Clara CA, 95031,

!

P2y
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the interactions which take place over time.  Syntactic,
fexical and pragmatic questions become sub-issucs.

Netither the horizontal or vertical view is “correct.”
The point is that bor must be kept in mind during the
design process. A major challenge is to adapt our
models so that this is done in a well structured way.
That we still have problems in doing so can be seen in
Moran’s taxonemy. Much of the difficulty in under-
standing the model is due to Or'vbl‘sm% in his approach in
integra mg vertically oriented concepts (the interaction
level) into an otherwise horimmd‘; structure.

In spite of such difficulties, both views must be
This is an important cautionary bell to ring

[

considered.

given the current trend towards delegat mg personal
res““mb"iiti s according to horizontal stratification.

he design of a system’s data-base, for example, has a
vcry strong effect on the semarntics of the interactions
that can be supported.  If the comnputing environment is
selected by one person, the data-base managed by ancth-
er, the semantics or functional capability by another, and
the “user interface”™ by yet another, there is an inherent

danger that the decisions of one will adversely affect
another. This is not to say that such an organizational

structure cannot work, It is just imperative that we be
aware of the p'u‘ahs so that they can be avoided, Deci-
qm 1s made at all levels affect one another and aff deci-

ns poter mdlly nave an effect on the user model

Summary and Conclusions

Two taxonomies for describing the problem domain
of the user interface were described. In the discussion
it was pointed out that the outer levels of the strata,
those concerning lexical, spatial, and physical issues
were neglected. T‘nr“ notion of pragmatics was intro-
duced in order to facilitate focusing attention on these
issues. everal examples were then cxamined which
illustrated why this was important.  In so doing, it was
scen that the power of various existing models could be
extended if we had a better understanding of pragmatic
issues.  As a step towards such an understanding, a
taxonomy of hand controlied f‘ortirmo us input devices
was introduced. It was seen that this taxonomy made
some contribution towards addressing preblems which
arose in the case studies. Tt was also seen, however, that
issues at this cuter level of devices had a potentalily
strong effect on the other levels of the Hence,
the danger of over-concentration on horizental stratifica-
tion was pointed out,

The work reported has made some contribution to-
wards an understanding of the effect of issues which we
have called pragmatics. It is, however, a very small
step. While there is a grcat deal of work still to be done
right at the device level, perhaps the biggest challenge is
to develop a beiter understanding of the interplay among

ifl fevels in the strata of a systemn.  When we

the different
have developed a methodology which allows us to

sysiem,
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est suits the expression of a
the user

determine the gesture that b t
sarticular concept, then we will be abie to build
interfaces which today are only a dream.
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Light Beam Matrix Input Terminal

This display and computer input device consists of a
rectangular matrix of light beams 10 and associated photosensitive
devices 12 overlaying document 14. Mount 16 contains a pair of light
sources 18 at right angles to each other. Beams 10 are formed by
holes in frame 20 and image on optical fibers 12 opposite sources 18.
Thus, a light beam matrix is formed. The frame assembly is spaced
slightly above document 14 by thin, clear screen 22 having response
holes 24 at each intersechtion of beams 10. When probe 26 or the
finger is placed in a hole of screen 22, intersecting beams are
interrupted. Fibers 12 are merged o moving belt 28 having light
detectors 32 at its underside. Fibers 12 are so arranged that slots
30 scan them serially. Document 14 can be one of a plurality on a
roll.

1039



i w.:.:ﬂw:: .,.! =

@@ 28

e

kS % .f kS -

..ﬂﬂ, v A

1040



B|II Buxton

Microsoft Research
Original: Jan. 12, 2007
Version: March 21st, 2011
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Multi -touch, muItltouch input, interaction, touch screen, touch tablet, multi-finger input, multi-hand input, bi-manual
input, two-handed input, multi-person input, interactive surfaces, soft machine, hand gesture, gesture recognition .

Kevwords ¢

\§\\§ This page is also available in Belorussian, thanks to the translation by Martha Ruszkowski.
Frea >
Smce the announcements of the iPhone and Microsoft's Surface (both in 2007), an especially large number of people have
asked me about multi-touch. The reason is largely because they know that | have been involved in the topic for a number of
years. The problem is, | can't take the time to give a detailed reply to each question. So | have done the next best thing (I
hope). That is, start compiling my would-be answer in this document. The assumption is that ultimately it is less work to give
one reasonable answer than many unsatisfactory ones.

Multi-touch technologies have a long history. To put it in perspective, my group at the University of Toronto was working on
multi-touchin 1984 (Les, Buxton & Srmith, 1985), the same year that the first Macintosh computer was released, and we were
not the first. Furthermore, during the development of the iPhone, Apple was very much aware of the history of multi-touch,
dating at least back to 1982, and the use of the pinch gesture, dating back to 1983. This is clearly demonstrated by the
bibliography of the PhD thesis of Wayne Westerman, co-founder of FingerWorks, a company that Apple acquired early in
2005, and now an Apple employee

Westerman, Wayne (1999). Hand Tracking, Finger ldentification, and Chordic Manipulation on a Multi-Touch Surface. U
of Delaware PhD Dissertation: httn:/fwwew.ee udel adu/~westerma/main. pdf

In making this statement about their awareness of past work, | am not criticizing Westerman, the iPhone, or Apple. lItis
simply good practice and good scholarship to know the literature and do one's homework when embarking on a new product.
What | am pointing out, however, is that "new" technologies - like multi-touch - do not grow out of a vacuum. While
marketing tends to like the "great invention" story, real innovation rarely works that way. In short, the evolution of multi-
touch is a text-book example of what | call "the iong-nese of innovation."

So, to shed some light on the back story of this particular technology, | offer this brief and incomplete summary of some of the
landmark examples that | have been involved with, known about and/or encountered over the years. As | said, it is
incomplete and a work in progress (so if you come back a second time, chances are there will be more and better
information). | apologize to those that | have missed. | have erred on the side of timeliness vs thoroughness. Other work can
be found in the references to the papers that | do include.

Note: for those note used to searching the HCI literature, the primary portal where you can search for and download the
relevant literature, including a great deal relating to this topic (including the citations in the Westerman thesis), is the ACM
Digital Library: http://portalacm.orgd/dicfm. One other relevant source of interest, should you be interested in an example of
the kind of work that has been done studying gestures in interaction, see the thesis by Hummels:

hetp://id-dock.com/pages/overigfearo/publ_caro.iim

While not the only source on the topic by any means, it is a good example to help gauge what might be considered new or
obvious.

Please do not be shy in terms of sending me photos, updates, etc. | will do my best to integrate them.

For more background on input, see also the incomplete draft manuscript for my book on input tools, theories and techniques:

http:/ A www biilbuxton.com/inputManusoript.htmil
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For more background on input devices, including touch screens and tablets, see my directory at:

o httn:dfvaww bilbton.comdinputbources. himl

| hope this helps.

“ .

SNYVY oY Y SR VNN Y

O Iogma
R

There is a lot of confusion around touch technologies, and despite a 25 year history, very little information or experience with
multi-touch interaction. | have three comments to set up what is to follow:

1. Remember that it took 30 years between when the mouse was invented by Engelbart and English in 1965 to when it
became ubiquitous, on the release of Windows 95. Yes, it was released commercially on the Xerox Star and PERQ
workstations in 1982, and | used my first one in 1972 at the National Research Council of Canada. But statistically,
that doesn’t matter. It took 30 years to hit the tipping point. So, by that measure, multi-touch technologies have 5
years to go before they fall behind.

2. Keep in mind one of my primary axioms: Everything is best for something and worst for something else. The trick s
knowing what is what, for what, when, for whom, where, and most importantly, why. Those who try the replace the
mouse play a fool’s game. The mouse is great for many things. Just not everything. The challenge with new input is
to find devices that work together, simultaneously with the mouse (such as in the other hand), or things that are
strong where the mouse is weak, thereby complimenting it.

3. To significantly improve a product by a given amount, it probably takes about two more orders of magnitude of cost,
time and effort to improve the display as to get the same amount of improvement on input. Why? Because we are
ocular centric, and displays are therefore much more mature. Input is still primitive, and wide open for improvement.
So it is a good thing that you are looking at this stuff. What took you so long?

| don’t have time to write a treatise, tutorial or history. What | can do is warn you about a few traps that seem to
cloud a lot of thinking and discussion around this stuff. The approach that | will take is to draw some distinctions
that | see as meaningful and relevant. These are largely in the form of contrasts:

* Touch-tablets vs Touch screens: In some ways these are two extremes of a continuum. If, for example, you
have paper graphics on your tablet, is that a display (albeit more-or-less static) or not? What if the “display”
on the touch tablet is a tactile display rather than visual? There are similarities, but there are real differences
between touch-sensitive display surfaces, vs touch pads or tablets. It is a difference of directness. If you touch
exactly where the thing you are interacting with is, let’s call it a touch screen or touch display. If your hand is
touching a surface that is not overlaid on the screen, let's call it a touch tablet or touch pad.

» Discrete vs Continuous: The nature of interaction with multi-touch input is highly dependent on the nature of
discrete vs continuous actions supported. Many conventional touch-screen interfaces are based discrete items
such as pushing so-called "light buttons", for example. An example of a multi-touch interface using such
discrete actions would be using a soft graphical QWERTY keyboard, where one finger holds the shift key and
another pushes the key for the upper-case character that one wants to enter. An example of two fingers
doing a coordinated continuous action would be where they are stretching the diagonally opposed corners of
a rectangle, for example. Between the two is a continuous/discrete situation, such as where one emulates a
mouse, for example, using one finger for indicating continuous position, and other fingers, when in contact,
indicate mouse button pushes, for example.

« Degrees of Freedom: The richness of interaction is highly related to the richness/numbers of degrees of
freedom (DOF), and in particular, continuous degrees of freedom, supported by the technology. The
conventional GUI is largely based on moving around a single 2D cursor, using a mouse, for example. This
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results in 2DOF. If | am sensing the location of two fingers, | have 4DOF, and so on. When used
appropriately, these technologies offer the potential to begin to capture the type of richness of input that we
encounter in the everyday world, and do so in a manner that exploits the everyday skills that we have
acquired living in it. This point is tightly related to the previous one.

« Size matters: Size largely determines what muscle groups are used, how many fingers/hands can be active on
the surface, and what types of gestures are suited for the device.

« Orientation Matters - Horizontal vs Vertical: Large touch surfaces have traditionally had problems because
they could only sense one point of contact. So, if you rest your hand on the surface, as well as the finger that
you want to point with, you confuse the poor thing. This tends not to occur with vertically mounted surfaces.
Hence large electronic whiteboards frequently use single touch sensing technologies without a problem.

« There is more to touch-sensing than contact and position: Historically, most touch sensitive devices only
report that the surface has been touched, and where. This is true for both single and multi touch devices.
However, there are other aspects of touch that have been exploited in some systems, and have the potential
to enrich the user experience:

1. Degree of touch / pressure sensitivity: A touch surfaces that that can independently and continuously
sense the degree of contact for each toouch point has a far higher potential for rich interaction. Note
that | use “degree of contact” rather than pressure since frequently/usually, what passes for pressure is
actually a side effect — as you push harder, your finger tip spreads wider over the point of contact, and
what is actually sensed is amount/area of contact, not pressure, per se. Either is richer than just binary
touch/no touch, but there are even subtle differences in the affordances of pressure vs degree.

2. Angle of approach: A few systems have demonstrated the ability to sense the angle that the finger
relative to the screen surface. See, for example, McAvinney's Sensor Frame, below. In effect, this Igives
the finger the capability to function more-or-less as a virtual joystick at the point of contact, for
example. It also lets the finger specify a vector that can be projected into the virtual 3D space behind
the screen from the point of contact - something that could be relevant in games or 3D applications.

3. Force vectors: Unlike a mouse, once in contact with the screen, the user can exploit the friction
between the finger and the screen in order to apply various force vectors. For example, without moving
the finger, one can apply a force along any vector parallel to the screen surface, including a rotational
one. These techniques were described as early as 1978, as shown helaw, by Herot, C. & Weinzapfel, G.
(1978). Manipulating Simulated Objects with Real-World Gestures Using a Force and Position Sensitive
Screen, Computer Graphics, 18(3), 195-203.].

Such historical examples are important reminders that it is human capability, not technology, that should be
front and centre in our considerations. While making such capabilities accessible at reasonable costs may be
a challenge, it is worth remembering further that the same thing was also said about multi-touch.
Furthermore, note that multi-touch dates from about the same time as these other touch innovations.

+ Size matters Il: The ability of to sense the size of the area being touched can be as important as the size of the
touch surface. See the Synaptics example, below, where the device can sense the difference between the
touch of a finger (small) vs that of the cheek (large area), so that, for example, you can answer the phone by
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holding it to the cheek.

« Single-finger vs multi-finger: Although multi-touch has been known since at least 1982, the vast majority of
touch surfaces deployed are single touch. If you can only manipulate one point, regardless of with a mouse,
touch screen, joystick, trackball, etc., you are restricted to the gestural vocabulary of a fruit fly. We were
given multiple limbs for a reason. It is nice to be able to take advantage of them.

« Multi-point vs multi-touch: It is really important in thinking about the kinds of gestures and interactive
techniques used if it is peculiar to the technology or not. Many, if not most, of the so-called “multi-touch”
techniques that | have seen, are actually “multi-point”. Think of it this way: you don’t think of yourself of
using a different technique in operating your laptop just because you are using the track pad on your laptop
(a single-touch device) instead of your mouse. Double clicking, dragging, or working pull-down menus, for
example, are the same interaction technique, independent of whether a touch pad, trackball, mouse, joystick
or touch screen are used.

e Multi-hand vs multi-finger: For much of this space, the control can not only come from different fingers or
different devices, but different hands working on the same or different devices. A lot of this depends on the
scale of the input device. Here is my analogy to explain this, again referring back to the traditional GUI. | can
point at an icon with my mouse, click down, drag it, then release the button to drop it. Or, | can point with
my mouse, and use a foot pedal to do the clicking. It is the same dragging technique, even though it is split
over two limbs and two devices. So a lot of the history here comes from a tradition that goes far beyond just
multi-touch.

» Multi-person vs multi-touch: If two points are being sensed, for example, it makes a huge difference if they
are two fingers of the same hand from one user vs one finger from the right hand of each of two different
users. With most multi-touch techniques, you do not want two cursors, for example {despite that being one
of the first thing people seem to do). But with two people working on the same surface, this may be exactly
what you do want. And, insofar as multi-touch technologies are concerned, it may be valuable to be able to
sense which person that touch comes from, such as can be done by the Diamond Touch system from MERL
(see below).

» Points vs Gesture: Much of the early relevant work, such as Krueger (see below) has to do with sensing the
pose (and its dynamics) of the hand, for example, as well as position. That means it goes way beyond the task
of sensing multiple points.

« Stylus and/or finger: Some people speak as if one must make a choice between stylus vs finger. It certainly is
the case that many stylus systems will not work with a finger, but many touch sensors work with a stylus or
finger. It need not be an either or question (although that might be the correct decision — it depends on the
context and design). But any user of the Palm Pilot knows that there is the potential to use either. Each has
its own strengths and weaknesses. Just keep this in mind: if the finger was the ultimate device, why didn’t
Picasso and Rembrandt restrict themselves to finger painting? On the other hand, if you want to sense the
temperature of water, your finger is a better tool than your pencil.

« Hands and fingers vs Objects: The stylus is just one object that might be used in multi-point interaction.
Some multi-point / multi-touch systems can not only sense various different objects on them, but what object
it is, where it is, and what its orientation is. See Andy Wilson’s work, below, for example. And, the objects,
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stylus or otherwise, may or may not be used in conjunction and simultaneously with fingers.

» Different vs The Same: When is something the same, different or obvious? In one way, the answer depends
on if you are a user, programmer, scientist or lawyer. From the perspective of the user interface literature, |
can make three points that would be known and assumed by anyone skilled in the art:

1. Device-Independent Graphics: This states that the same technique implemented with an alternative
input device is still the same technique. For example, you can work your GUI with a stylus, touch screen,
mouse, joystick, touchpad, or trackball, and one would still consider techniques such as double-clicking,
dragging, dialogue boxes as being “the same” technique;

2. The Interchange of devices is not neutral from the perspective of the user: While the skill of using a GUI
with a mouse transfers to using a touchpad, and the user will consider the interface as using the same
techniques, nevertheless, the various devices have their own idiomatic strengths and weaknesses. So,
while the user will consider the techniques the “same”, their performance (speed, accuracy, comfort,
preference, etc.) will be different from device to device. Hence, the interactive experience is not the
same from device to device, despite using the same techniques. Consequently, it is the norm for users
and researchers alike to swap one device for another to control a particular technique.

As | stated above, my general rule is that everything is best for something and worst for something else. The more
diverse the population is, the places and contexts where they interact, and the nature of the information that they
are passing back in forth in those interactions, the more there is room for technologies tailored to the idiosyncrasies
of those tasks.

The potential problem with this, is that it can lead to us having to carry around a collection of devices, each with a
distinct purpose, and consequently, a distinct style of interaction. This has the potential of getting out of hand and
our becoming overwhelmed by a proliferation of gadgets — gadgets that are on their own are simple and effective,
but collectively do little to reduce the complexity of functioning in the world. Yet, traditionally our better tools
have followed this approach. Just think of the different knives in your kitchen, or screwdrivers in your workshop.
Yes there are a great number of them, but they are the “right ones”, leading to an interesting variation on an old
theme, namely, “more is less”, i.e., more (of the right) technology results is less (not more) complexity. But there
are no guarantees here.

What touch screen based “soft machines” offer is the opposite alternative, “less is more”. Less, but more generally
applicable technology results in less overall complexity. Hence, there is the prospect of the multi-touch soft
machine becoming a kind of chameleon that provides a single device that can transform itself into whatever
interface that is appropriate for the specific task at hand. The risk here is a kind of "jack of all trades, master of
nothing" compromise.

One path offered by touch-screen driven appliances is this: instead of making a device with different buttons and
dials mounted on it, soft machines just draw a picture of the devices, and let you interact with them. So, ideally,
you get far more flexibility out of a single device. Sometimes, this can be really good. It can be especially good if,
like physical devices, you can touch or operate more than one button, or virtual device at a time. For an example of
where using more than one button or device at a time is important in the physical world, just think of having to type
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without being able to push the SHIFT key at the same time as the character that you want to appear in upper case.
There are a number of cases where this can be of use in touch interfaces.

Likewise, multi-touch greatly expands the types of gestures that we can use in interaction. We can go beyond
simple pointing, button pushing and dragging that has dominated our interaction with computers in the past. The
best way that | can relate this to the everyday world is to have you imagine eating Chinese food with only one
chopstick, trying to pinch someone with only one fingertip, or giving someone a hug with — again — the tip of one
finger or a mouse. In terms of pointing devices like mice and joysticks are concerned, we do everything by
manipulating just one point around the screen — something that gives us the gestural vocabulary of a fruit fly. One
suspects that we can not only do better, but as users, deserve better. Multi-touch is one approach to accomplishing
this — but by no means the only one, or even the best. (How can it be, when | keep saying, everything is best for
something, but worst for something else).

« Feelings: The adaptability of touch screens in general, and multi-touch screens especially comes at a price.
Besides the potential accumulation of complexity in a single device, the main source of the downside stems
from the fact that you are interacting with a picture of the ideal device, rather than the ideal device itself.
While this may still enable certain skills from the specialized physical device transfer to operating the virtual
one, it is simply not the same. Anyone who has typed on a graphical QWERTY keyboard knows this.

User interfaces are about look and feel. The following is a graphic illustration of how this generally should be
written when discussing most touch-screen based systems:

LO O k and reel

Kind of ironic, given that they are "touch" screens. So let's look at some of the consequences in our next
points.

« If you are blind you are simply out of luck. p.s., we are all blind at times - such as when lights are out, or our
eyes are occupied elsewhere — such as on the road). On their own, soft touch screen interfaces are nearly all
“eyes on”. You cannot “touch type”, so to speak, while your eyes are occupied elsewhere (one exception is so-
called “heads-up” touch entry using single stroke gestures such as Graffiti that are location independent).

With an all touch-screen interface you generally cannot start, stop, or pause your MP3 player, for example, by
reaching into your pocket/purse/briefcase. Likewise, unless you augment the touch screen with speech
recognition for all functions, you risk a serious accident trying to operate it while driving. On the other hand,
MP3 players and mobile phones mechanical keys can to a certain degree be operated eyes free — the extreme
case being some 12-17 year old kids who can text without looking!

¢ Handhelds that rely on touch screens for input virtually all require two hands to operate: one to hold the device
and the other to operate it. Thus, operating them generally requires both eyes and both hands.

e Your finger is not transparent: The smaller the touch screen the more the finger(s) obscure what is being pointed at.
Fingers do not shrink in the same way that chips and displays do. That is one reason a stylus is sometimes of value: it
is a proxy for the finger that is very skinny, and therefore does not obscure the screen.

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|

1046



o There is a reason we don’t rely on finger painting: Even on large surfaces, writing or drawing with the finger is
generally not as effective as it is with a brush or stylus. On small format devices it is virtually useless to try and take
notes or make drawings using a finger rather than a stylus. If one supports good digital ink and an appropriate stylus
and design, one can take notes about as fluently as one can with paper. Note taking/scribble functions are notably
absent from virtually all finger-only touch devices.

e Sunshine: We have all suffered trying to read the colour LCD display on our MP3 player, mobile phone and digital
camera when we are outside in the sun. At |least with these devices, there are mechanical controls for some
functions. For example, even if you can’t see what is on the screen, you can still point the camera in the appropriate
direction and push the shutter button. With interfaces that rely exclusively on touch screens, this is not the case.
Unless the device has an outstanding reflective display, the device risks being unusable in bright sunlight.

Does this property make touch-devices a bad thing? No, not at all. It just means that they are distinct devices with their own
set of strengths and weaknesses. The ability to completely reconfigure the interface on the fly (so-called “soft interfaces”) has
been long known, respected and exploited. But there is no free lunch and no general panacea. As | have said, everything is
best for something and worst for something else. Understanding and weighing the relative implications on use of such
properties is necessary in order to make an informed decision. The problem is that most people, especially consumers (but
including too many designers) do not have enough experience to understand many of these issues. This is an area where we
could all use some additional work. Hopefully some of what | have written here will help.

In the beginning .... Typing & N-Key Rollover (IBM and others).

e While it may seem a long way from multi-touch screens, the story of multi-touch starts
with keyboards.

* Yes they are mechanical devices, "hard" rather than "soft" machines. But they do involve
multi-touch of a sort.

» First, most obviously, we see sequences, such as the SHIFT, Control, Fn or ALT keys in
combination with others. These are cases where we want multi-touch.

¢ Second, there are the cases of unintentional, but inevitable, multiple simultaneous key
presses which we want to make proper sense of, the so-called question of n-key rollover
(where you push the next key before releasing the previous one).

Electroacoustic Music: The Early Days of Electronic Touch Sensors (Hugh LeCaine, Don
Buchla & Bob Moog).
itdOewwchughiecaine comdendnsiniments.himlk

e The history of touch-sensitive control devices pre-dates the age of the PC

e A number of early synthesizer and electronic music instrument makers used
touch-sensitive capacitance-sensors to control the sound and music being made.

e These were touch pads, rather than touch screens

« The tradition of innovating on touch controls for musical purposes
continued/continues, and was the original basis for the University of Toronto
multitouch surface, as well as the CMU Sensor Frame.

1972: PLATO IV Touch Screen Terminal (Computer-based Education Research Laboratory,
University of lllinois, Urbana-Champain)
hito/fen.wikinedis.org/wid/Plato_computer

¢ Touch screens started to be developed in the second half of the 1960s.
o Early work was done at the IBM, the University of lllinois, and Ottawa Canada.

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|

1047



By 1971 a number of different techniques had been disclosed

e All were single-touch and none were pressure-sensitive

e One of the first to be generally known was the terminal for the PLATO IV computer
assisted education system, deployed in 1972.

e As well as its use of touch, it was remarkable for its use of real-time random-access
audio playback, and the invention of the flat panel plasma display.

¢ the touch technology used was a precursor to the infrared technology still available
today from CarrgliTouch.

e The initial implementation had a 16 x 16 array of touch-sensitive locations

1978: One-Point Touch Input of Vector Information (Chris Herot & Guy Weinzapfel,
Architecture Machine Group, MIT).

¢ The screen demonstrated by Herot & Weinzapfel could sense 8 different signals
from a single touch point: positionin X& Y, forcein X, Y, & Z (i.e., sheerin X &
Y & Pressure in Z), and torque in X, Y & Z.

e While we celebrate how clever we are to have multi-touch sensors, it is nice to
have this reminder that there are many other dimensions of touch screens that
can be exploited in order to provide rich interaction

» See: Herot, C. & Weinzapfel, G. (1978). Cre-Foint Touch lnnutof Vecior
information from Somputer Risplavs, Computer Graphics, 12(3), 210-216.

s For a video demo, see: http:/ fiwwwoutube comdwatch Pysv MEYTdOsOLM

* For similar work, see also: Minsky, M. (1984). Manipulating Simulated Obiscts
with Real-World Gestures Using a Forge and Position Sensitive Screean,
Computer Graphics, 18(3), 195-203.

e
JNE Y Awns

1981: Tactile Array Sensor for Robotics (Jack Rebman, Lord Corporation).

* A multi-touch sensor designed for robotics to enable sensing of shape, orientation, etc.

e Consisted of an 8 x 8 array of sensors in a 4" x 4" square pad

» Usage described in: Wolfeld, Jeffrey A. (1981). Reai Time Control of ¢ Robat Tactie Sensor.
MSc Thesis. Philadelphia: Moore School of Electrical Engineering.

e The figure to the right shows a computer display of the tactile impression of placing a
round object on the tactile sensor, shown in the foreground. Groover, M.P., Weiss, M.,
Nagel, R.N. & Odrey, N. (1986). Industrial Robots. New York: McGraw-Hill, p.152.)

¢ A US patent (4,521,685) was issued for this work to Rebman in 1985.

1982: Flexible Machine Interface (Nimish Mehta , University of Toronto).

e The first multi-touch system that | am aware of designed for human input to a
computer system.
» Consisted of a frosted-glass panel whose local optical properties were such that
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when viewed behind with a camera a black spot whose size depended on finger
pressure appeared on an otherwise white background. This with simple image
processing allowed multi touch input picture drawing, etc. At the time we
discussed the notion of a projector for defining the context both for the camera
and the human viewer.

Mehta, Nimish (1982), A Flexible Machine Interface, M.A.Sc. Thesis, Department
of Electrical Engineering, University of Toronto supervised by Professor K.C.
Smith.

1983:

Soft Machines (Bell Labs, Murray Hill)

This is the first paper that | am aware of in the user interface literature that attempts to provide a comprehensive
discussion the properties of touch-screen based user interfaces, what they call “soft machines”.

While not about multi-touch specifically, this paper outlined many of the attributes that make this class of system
attractive for certain contexts and applications.

Nakatani, L. H. & Rohrlich, John A. (1983). Soft Machines: A Philosophy of User-Computer Interface Design.
Proceedings of the ACM Conference on Human Factors in Computing Systems (CHI’83), 12-15.

1983:

Video Place / Video Desk (Myron Krueger)

A vision based system that tracked the hands and enabled multiple fingers, hands,
and people to interact using a rich set of gestures.

Implemented in a number of configurations, including table and wall.

Didn’t sense touch, per se, so largely relied on dwell time to trigger events intended
by the pose.

On the other hand, in the horizontal desktop configuration, it inherently was touch
based, from the user's perspective.

Essentially “wrote the book” in terms of unencumbered (i.e., no gloves, mice, styli,
etc.) rich gestural interaction.

Work that was more than a decade ahead of its time and hugely influential, yet not
as acknowledged as it should be.

His use of many of the hand gestures that are now starting to emerge can be clearly
seen in the following 1988 video, including using the pinch gesture to scale and Myron’s work had a staggeringly
translate objects: htto:/ fvoutube.comiwatch Pvsdmpi ASxhug rich repertoire of gestures, muti-
There are many other videos that demonstrate this system. Anyone in the field finger, multi-hand and multi-
should view them, as well as read his books: person interaction.

Krueger, Myron, W. (1983). Artificial Reality. Reading, MA:Addison-Wesley.

Krueger, Myron, W. (1991). Artificial Reality Il. Reading, MA: Addison-Wesley.

Krueger, Myron, W., Gionfriddo, Thomas., &Hinrichsen, Katrin (1985). VIDEOPLACE -

An Artificial Reality, Proceedings of the ACM Conference on Human Factors in

Computing Systems (CHI’85), 35 - 40.

1984:

Multi-Touch Screen (Bob Boie, Bell Labs, Murray Hill NJ)

A multi-touch touch screen, not tablet.

The first muti-touch screen that | am aware of.

Used a transparent capacitive array of touch sensors overlaid on a CRT. Could manipulate graphical objects with
fingers with excellent response time
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Developed by Bob Boie, but was shown to me by Lloyd Nakatani (see above), who invited me to visit Bell Labs to see
it after he saw the presentation of our work at SIGCHI in 1985

Since Boie's technology was transparent and faster than ours, when | saw it, my view was that they were ahead of
us, so we stopped working on hardware (expecting that we would get access to theirs), and focus on the software
and the interaction side, which was our strength. Our assumption (false, as it turned out) was that the Boie
technology would become available to us in the near future.

Around 1990 | took a group from Xerox to see this technology it since | felt that it would be appropriate for the user
interface of our large document processors. This did not work out.

There was other multi-touch work at Bell Labs around the time of Boie's. See the 1984 work by Leonard Kasday, (
LIS Fatent 4484178), which used optical techniques

1985:
hitpsdAwwee billbudoncomdpapers htmifanchorid3g4ais

Multi-Touch Tablet (Input Research Group, University of Toronto):

Developed a touch tablet capable of sensing an arbitrary number of
simultaneous touch inputs, reporting both location and degree of touch
for each.

To put things in historical perspective, this work was done in 1984, the
same year the first Macintosh computer was introduced.

Used capacitance, rather than optical sensing so was thinner and much
simpler than camera-based systems.

A Multi-Touch Three Dimensinnal Touch-Sensitive Taklet (1985). Video at
hitnsd S illbadoncomdhuxtoniRGVideos. hml

issues and techniquss in touch-sensitive tablet input.(1985). Video at:
hgd fwww billbuaon.com/ouktoniRGYidens Jumd

1985:

Sensor Frame (Carnegie Mellon University)

This is work done by Paul McAvinney at Carengie-Mellon University

The device used optical sensors in the corners of the frame to detect fingers.

At the time that this was done, miniature cameras were essentially unavailable. Hence, the
device used DRAM IC's with glass (as opposed to opaque) covers for imaging.

It could sense up to three fingers at a time fairly reliably (but due to optical technique used,
there was potential for misreadings due to shadows. ,
In a later prototype variation built with NASA funding, the Sensor Cube, the device could also :
could detect the angle that the finger came in to the screen.

o McAvinney, P. (1986). The Sensor Frame - A Gesture-Based Device for the Manipulation
of Graphic Objects. Carnegie-Mellon University.

o McAvinney, P. (1990). Telltale Gstures: 3D applications need 3D input. Byte Magazine,
15(7), 237-240.

o hitnd{nmirsnasaenviarchivednasadcasinirsnasa o/ 199400032681 199400326 o0

1986:

Bi-Manual Input (University of Toronto)

In 1985 we did a study, published the following year, which examined the
benefits of two different compound bi-manual tasks that involved
continuous control with each hand

The first was a positioning/scaling task. That is, one had to move a shape to
a particular location on the screen with one hand, while adjusting its size to
match a particular target with the other.
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The second was a selection/navigation task. That is, one had to navigate to
a particular location in a document that was currently off-screen, with one
hand, then select it with the other.

e Since bi-manual continuous control was still not easy to do (the ADB had
not yet been released - see below), we emulated the Macintosh with
another computer, a PERQ.

» The results demonstrated that such continuous bi-manual control was both
easy for users, and resulted in significant improvements in performance
and learning.

e See Buxton, W. & Myers, B. (1986). A study in hwa-handed ingut,
Proceedings of CHI '86, 321-326.[videg]

e Despite this capability being technologically and economically viable since
1986 (with the advent of the ADB - see below - and later USB), there are
still no mainstream systems that take advantage of this basic capability.
Too bad.

e This is an example of techniques developed for multi-device and multi-hand
that can easily transfer to multi-touch devices.

1986: Apple Desktop Bus (ADB) and the Trackball Scroller Init (Apple Computer /
University of Toronto)

e The Macintosh Il and Macintosh SE were released with the Apple Desktop
Bus. This can be thought of as an early version of the USB.

e It supported plug-and-play, and also enabled multiple input devices
(keyboards, trackballs, joysticks, mice, etc.) to be plugged into the same
computer simultaneously.

e The only downside was that if you plugged in two pointing devices, by
default, the software did not distinguish them. They both did the same
thing, and if a mouse and a trackball were operate at the same time (which
they could be) a kind of tug-of-war resulted for the tracking symbol on the
screen.

e My group at the University of Toronto wanted to take advantage of this
multi-device capability and contacted friends at Apple's Advanced
Technology Group for help.

e Due to the efforts of Gina Venolia and Michael Chen, they produced a simple
"Init" that could be dropped into the systems folder called the
trackballscroller init.

« It enabled the mouse, for example, to be designated the pointing device, and
a trackball, for example, to control scrolling independently in Xand Y. See,
for example, Buxton, W. (1990). The Natural Langsuage of Interacticn: &
Parspective onNonVerbal Rislesyes.In Laurel, B. (Ed.). The Art of Human-
Computer Interface Design, Reading, MA: Addison-Wesley. 405-416.

* They also provided another init that enabled us to grab the signals from the
second device and use it to control a range of other functions. See fr example,
Kabbash, P., Buxton, W.& Sellen, A. (1994). Two:Handed lnput ina
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Compeund Task. Proceedings of CHI '94, 417-423.

In short, with this technology, we were able to deliver the benefits
demonstrated by Buxton & Myers (see above) on standard hardware, without
changes to the operating system, and largely, with out changes even to the
applications.

This is the closest that we came, without actually getting there, of supporting
multi-point input - such as all of the two-point stretching, etc. that is getting
so much attention now, 20 years later. It was technologically and
economically viable then.

To our disappointment, Apple never took advantage of this - one of their
most interesting - innovations.

1991:

Bidirectional Displays (Bill Buxton & Colleagues , Xerox PARC)

First discussions about the feasibility of making an LCD display that was also an input device, i.e., where pixels
were input as well as output devices. Led to two initiatives. (Think of the paper-cup and string “walkie-talkies”
that we all made as kids: the cups were bidirectional and functioned simultaneously as both a speaker and a
microphone.)

e Tookthe high res 2D a-Si scanner technology used in our scanners and adding layers to make them displays. The
bi-directional motivation got lost in the process, but the result was the dpix display
(hntpd A wewwednircomdabouthiml);
e The Liveboard project. The rear projection Liveboard was initially conceived as a quick prototype of a large flat
panel version that used a tiled array of bi-directional dpix displays.
1991: Digital Desk(Pierre Wellner, Rank Xerox EuroPARC, Cambridge)

~
s
RO RGERY

A classic paper in the literature on augmented reality. e §
Wellner, P. (1991). The Digital Desk Calculator: Tactile manipulation on a desktop .
display. Proceedings of the Fourth Annual Symposium on User Interface Software and
Technology (UIST '91), 27-33.

An early front projection tablet top system that used optical and acoustic techniques to
sense both hands/fingers as well as certain objects, in particular, paper-based controls
and data.

Clearly demonstrated multi-touch concepts such as two finger scaling and translation of
graphical objects, using either a pinching gesture or a finger from each hand, among other
things.

For example, see segment starting at 6:30 in the following 1991 video demo:
hitnidfvideosnorle comdvidennlay Mdocid=57 7253082 8816083246

1992: Flip Keyboard(Bill Buxton, Xerox PARC): wneew Lilihixion.camm

A multi-touch pad integrated into the bottom of a keyboard. You flip the keyboard to
gain access to the multi-touch pad for rich gestural control of applications.

Combined kevboard {touch ablet innut device (1994). Click here for videg ( from
2002 in conjunction with Tactex Controls).
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Sound
Synthesizer
Audio Mixer
Graphics on multi-touch
surface defining controls for
various virtual devices.

1992: Simon (IBM & Bell South)
e IBM and Bell South release what was arguably the world's first smart phone, the Simon.
e What is of historical interest is that the Simon, like the iPhone, relied on a touch-screen driven
“soft machine” user interface.
* While only a single-touch device, the Simon foreshadows a number of aspects of what we are
seeing in some of the touch-driven mobile devices that we see today.
» Sidebar: my two working Simons are among the most prized pieces in my collection of input
devices.
1992: Wacom (Japan)

In 1992 Wacom introduced their UD series of digitizing tablets. These were special in
that they had mutli-device / multi-point sensing capability. They could sense the
position of the stylus and tip pressure, as well as simultaneously sense the position of .
a mouse-like puck. This enabled bimanual input.

Working with Wacom, my lab at the University of Toronto developed a number of
ways to exploit this technology to far beyond just the stylus and puck. See the work on
Graspable/Tangible interfaces, below. :
Their next two generations of tablets, the Intuos 1 (1998) and Intuos 2 (2001) series
extended the multi-point capability. It enabled the sensing of the location of the
stylus in x and y, plus tilt in x and tilt in y (making the stylus a location-sensitive
joystick, in effect), tip pressure, and value from a side-mounted dial on their airbrush
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stylus. As well, one could simultaneously sense the position and rotation of the puck,
as well as the rotation of a wheel on its side. In total, one was able to have control of
10 degrees of freedom using two hands.

¢ While this may seem extravagant and hard to control, that all depended on how it
was used. For example, all of these signals, coupled with bimanual input, are needed
to implement any digital airbrush worthy of the name. With these technologies we
were able to do just that with my group at Alias| Wavefront, again, with the
cooperation of Wacom.

e See also: Leganchuk, A., Zhai, S.& Buxton, W. (1998).ianualand Sosnitive Benefis of
Tweo-Handed Input An Experimental Study. Transactions on Human-Computer
Interaction, 5(4), 326-359.

1992: Starfire (Bruce Tognazinni, SUN Microsystems)

e Bruce Tognazinni produced an future envisionment film, Starfire, that included a
number of multi-hand, multi-finger interactions, including pinching, etc.

1994-2002: Bimanual Research (Alias| Wavefront, Toronto)

¢ Developed a number of innovative techniques for multi-point / multi-
handed input for rich manipulation of graphics and other visually
represented objects.

e Only some are mentioned specifically on this page.

e There are a number of videos can be seen which illustrate these
techniques, along with others:

hitp:/fwww billboaon.conm/butonAliasVideas himl

« Also see papers on two-handed input to see examples of multi-point

manipulation of objects at:

hitp Swww billbgon.comipapers.hitmiftanchorid42822

1995: Graspable/Tangible Interfaces (Input Research Group, University
of Toronto)

o Demonstrated concept and later implementation of sensing the
identity, location and even rotation of multiple physical devices
on a digital desk-top display and using them to control graphical
objects.

® By means of the resulting article and associated thesis

introduced the notion of what has come to be known as

“graspable” or “tangible” computing.

e Fitzmaurice, G.W., Ishii, H. & Buxton, W. (1995). Bricks: Laying
the foundations for graspable user interfaces. Proceedings of
the ACMSIGCHI Conference on Human Factors in Computing
Systems (CHI'95), 442-449.
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1995: DSI Datotech (Vancouver BC)

® |n 1995 this company made a touch tablet, the HandGear, capable of multipoint sensing. They also developed a
software package, Gesture Recognition Technology (GRT), for recognizing hand gestures captured with the tablet.
® The company went out of business around 2002

1995/97: Active Desk (Input Research Group / Ontario Telepresence Project,University
of Toronto)

e Around 1992 we made a drafting table size desk that had a rear-projection data
display, where the rear projection screen/table top was a translucent stylus
controlled digital graphics tablet (Scriptel). The stylus was operated with the
dominant hand. Prior to 1995 we mounted a camera bove the table top. It
tracked the position of the non-dominant hand on the tablet surface, as well as
the pose (open angle) between the thumb and index finger. The non-dominant
hand could grasp and manipulate objects based on what it was over and opening
and closing the grip on the virtual object. This vision work was done by a
student, Yuyan Liu.

e Buxton,W. (1997). Living in Augmented Reality; Ublquitous Medis and Reactive s B
Envirgnments. In K. Finn, A. Sellen & S. Wilber (Eds.). Video Mediated Simultaneous bimanual and multi-

Communication. Hillsdale, N.J.: Erlbaum, 363-384. An earlier version of this finger interaction on large
chapter also appears in Proceedings of Imagina '95, 215-2289. interactive display surface

1997: T3 (Alias| Wavefront, Toronto)

e T3 was a bimanual tablet-based system that utilized a number of techniques that
work equally well on multi-touch devices, and have been used thus.

e These include, but are not restricted to grabbing the drawing surface itself from two
points and scaling its size (i.e., zooming in/out) by moving the hands apart or towards
each other (respectively). Likewise the same could be done with individual graphical
objects that lay on the background. (Note, this was simply a multi-point
implementation of a concept seen in Ivan Sutherland’s Sketchpad system.)

» Likewise, one could grab the background or an object and rotate it using two points,
thereby controlling both the pivot point and degree of the rotation simultaneously.
Ditto for translating (moving) the object or page.

e Of interest is that one could combine these primitives, such as translate and scale,
simultaneously (ideas foreshadowed by Fitzmaurice’s graspable interface work —
above).

e Kurtenbach, G., Fitzmaurice, G., Baudel, T. & Buxton, W. (1997). The design and
avaluation of a QUi paradism based on tabets pwe-hands, and Lsnsparsnsy.
Proceedings of the 1997 ACM Conference on Human Factors in Computing Systems,
CHI '97, 35-42. [ ¥ideo].

)
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1997: The Haptic Lens (Mike Sinclair, Georgia Tech / Microsoft
Research)

e The Haptic Lens, a multi-touch sensor that had the feel
of clay, in that it deformed the harder you pushed, and
resumed it basic form when released. A novel and very
interesting approach to this class of device.

¢ Sinclair, Mike (1997). The Haptic Lens. ACM SIGGRAPH
97 Visual Proceedings: The art and interdisciplinary
programs of SIGGRAPH '97, Page: 179

1998: Tactex Controls (Victoria BC) htto:/ fwww tactex.comy/

» Kinotex controller developed in 1998 and shipped in Music Touch Controller, the MTC Express in 2000.
e Seevideo at: hifn:dfeeww billbuxton.comffin_kevboard _s.mov

~1998: Fingerworks (Newark, Delaware).

¢ Made a range of touch tablets with multi-touch
sensing capabilities, including the iGesture Pad. They
supported a fairly rich library of multi-point / multi-
finger gestures.

* Founded by two University of Delaware academics,
John Elias and Wayne Westerman

e Product largely based on Westerman’s thesis:
Westerman, Wayne (1999). Hand Tracking, Finger
Identification, and Chordic Manipulation on a Multi-
Touch Surface. U of Delaware PhD Dissertation:
hitndSanwew sendeledudmwestermadmainadt

e Note that Westerman's work was solidly built on the
above work. His thesis cites Matha's 1982 work
which introduced multi-touch, as well as Krueger's
work, which introduced - among other things - the
pinch gesture. Of the 172 publications cited, 34
(20%) are authored or co-authored by me an/or my
students.

e The company was acquired in early 2005 by Apple
Computer.

e Elias and Westerman moved to Apple.

e Fingerworks ceased operations as an independent
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company.

e However, it left a lot of fans, and documentation,
including tutorials and manuals are still
downloadable from:
hitp:f fwew fingerworks comddownloads hmi

1999: Portfolio Wall (Alias | Wavefront,Toronto On, Canada)
A product that was a digital cork-board on which images could be presented as a group
or individually. Allowed images to be sorted, annotated, and presented in sequence.
Due to available sensor technology, did not us multi-touch; however, its interface was
entirely based on finger touch gestures that went well beyond what typical touch screen
interfaces were doing at the time, and which are only now starting to appear on some
touch-based mobile devices.
For example, to advance to the next slide in a sequence, one flicked to the right. To go
back to the previous image, one flicked left.
The gestures were much richer than just left-right flicks. One could instigate different
behaviours, depending on which direction you moved your finger.
In this system, there were eight options, corresponding to the 8 main points of the
compass. For example, a downward gesture over a video meant "stop". A gesture up to
the right enabled annotation. Down to the right launched the application associated with
the image. etc.
They were self-revealing, could be done eyes free, and leveraged previous work on
“marking menus.”
See a number of demos at: hitg://www billbidoncom/buxiondliasVideos. bl

Touch to open/close image
Flick right = next
Flick left = previous

Portfolio Wall (1999)

2001: Diamond Touch (Mitsubishi Research Labs, Cambridge MA)
attps S wwwamedcomd

« example capable of distinguishing which person's fingers/hands are f\ j 4§ Sl

which, as well as location and pressure
» various gestures and rich gestures.
o hitpdiwwwdizmondspace.merloomd

AN

2002: Jun Rekimoto Sony Computer Science Laboratories (Tokyo)
hitn:dfwnwwecslsonvsododnersondrekimotadsmarntsking

e SmartSkin: an architecture for making interactive surfaces that are sensitive to
human hand and finger gestures. This sensor recognizes multiple hand positions
and their shapes as well as calculates the distances between the hands and the
surface by using capacitive sensing and a mesh-shaped antenna. In contrast to
camera-based gesture recognition systems, all sensing elements can be
integrated within the surface, and this method does not suffer from lighting and

1057




occlusion problems.
o SmantSkin: Andnfrastructure for Freehand Manipulation ondnteractive Surface

Proceedings of ACM SIGCHI.

» Kentaro Fukuchi and Jun Rekimoto, Interaction Techniques for SmartSkin, ACM
UIST2002 demonstration, 2002.

o SmartSkindemao st Entedsinment Computing 2003 {Z0Nat lanan]

e Video demos available at website, above.

2002: Andrew Fentem (UK) httg:d fwww andrewfentemicomd

» States that he has been working on multi-touch for music and general
applications since 2002

» However, appears not to have published any technical information or
details on this work in the technical or scientific literature.

» Hence, the work from this period is not generally known, and - given
the absence of publications - has not been cited.

« Therefore it has had little impact on the larger evolution of the field.

» This is one example where | am citing work that | have not known and
loved for the simple reason that it took place below the radar of normal
scientific and technical exchange.

e |am sure that there are several similar instances of this. Hence |
include this as an example representing the general case.

2003: University of Toronto (Toronto)

e paper outlining a number of techniques for multi-finger,
multi-hand, and multi-user on a single interactive touch
display surface.

e Many simpler and previously used techniques are
omitted since they were known and obvious.

e Mike Wu, Mike & Balakrishnan, Ravin (2003). Multi-
Finger and Whole Hand Gestural Interaction Techniques
for Multi-User Tabletop Displays. CHI Letters

Freeform
rotation. (a)
Two fingers
are used to
rotate an
object. (b)
Though the
pivot fingeris
lifted, the
second finger
can continue
the rotation.

This
parameter
adjustment
widget allows
two-fingered
manipulation.
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2003: Jazz Mutant (Bordeaux France) hitp:/fvasnddazzmutant.eomd
Stantum: httoddstantumconyd

e Make one of the first transparent multi-touch, one that became — to the best
of my knowledge — the first to be offered in a commercial product.

e The product for which the technology was used was the Lemur,a music
controller with a true multi-touch screen interface.

¢ An early version of the Lemur was first shown in publicin LA in August of
2004.

e Jazz Mutant is the company that sells the music product, while Stantum is the
sibling company set up to sell the underlying multi-touch technology to other

2004: TouchLight (Andy Wilson, Microsoft Research): iiimd{researchanicroseficomd S awiisond

o Touchlight (2004). A touch screen display system employing a rear projection display and digital image
processing that transforms an otherwise normal sheet of acrylic plastic into a high bandwidth input/output
surface suitable for gesture-based interaction. Video demonstration on website.

e Capable of sensing multiple fingers and hands, of one or more users.

e Since the acrylic sheet is transparent, the cameras behind have the potential to be used to scan and display paper
documents that are held up against the screen .

2005: Blasko and Steven Feiner (Columbia University):

hetp:dhwwwl o columblaedu/~ghlaske/

e Using pressure to access virtual devices accessible below top layer devices

e Gabor Blaské and Steven Feiner (2004). Single-Handad interaction Tachniguss for
Mudtiple Bressure-Sensitive Strips,
Proc. ACM Conference on Human Factors in Computing Systems (CHI 2004) Extended
Abstracts, 1461-1464

2005: PlayAnywhere (Andy Wilson, Microsoft Research):

httpdfresearch.microsoft. com/~awilson/

e Contribution: sensing and identifying of objects as well as touch.

e Afront-projected computer vision-based interactive table system.

e Addresses installation, calibration, and portability issues that are typical of most
vision-based table systems.

e Usesan improved shadow-based touch detection algorithm for sensing both fingers
and hands, as well as objects.

e Object can be identified and tracked using a fast, simple visual bar code scheme.
Hence, in addition to manual mult-touch, the desk supports interaction using various
physical objects, thereby also supporting graspable/tangible style interfaces.

e It can also sense particular objects, such as a piece of paper or a mobile phone, and
deliver appropriate and desired functionality depending on which..

2005: Jeff Han (NYU): hitodAeewwscenvuedudsthand

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|
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2006: (Perceptive Pixel: http://www perceptivepixel.com/)
¢ Veryelegant implementation of a number of techniques and applications on a table
format rear projection surface.
e RMuiti-Touch Sensing through Fristrated Total internal Raflection (2005). Video on
website.
e Formed Pageptive Pixel in 2006 in order to further develop the technology in the private
sector
e See the more recent videos at the Perceptive Pixel site:
hito/ Swww nerceptivepixet comyd
2005: Tactiva (Palo Alto) hitn:/fwww tactiva.com/

Have announced and shown video demos of a product called the TactaPad.
It uses optics to capture hand shadows and superimpose on computer screen, providing a
kind of immersive experience, that echoes back to Krueger (see above)

Is multi-hand and multi-touch

Is tactile touch tablet, i.e., the tablet surface feels different depending on what virtual
object/control you are touching

e
§\\\\\\\

2005: Toshiba Matsusita Display Technology (Tokyo) \
¢ Announce and demonstrate LCD display with “Finger Shadow Sensing Input” %
capability \
e One of the first examples of what | referred to above in the 1991 Xerox PARC §
discussions. It will not be the last. %
e The significance is that there is no separate touch sensing transducer. Just as there \
are RGB pixels that can produce light at any location on the screen, so can pixels \:
detect shadows at any location on the screen, thereby enabling multi-touch in a %
way that is hard for any separate touch technology to match in performance or, §
eventually, in price. \
o httmdSwww3loshibacododim dsndnressd2005/05:08.29.tm §
2005: Tomer Moscovich & collaborators (Brown University)
e anumber of papers on web site: http://www.cs.brown.edu/people/tm/
¢ T. Moscovich, T. Igarashi, J. Rekimoto, K. Fukuchi, J. F. Hughes. " & fdultizfinger

imerface for Performance Animation of Deformable Brawings." Demonstration at
UIST 2005 Symposium on User Interface Software and Technology, Seattle, WA,
October 2005. (vidsg)

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|
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2006: Benko & collaborators (Columbia University & Microsoft Research)

¢ Some techniques for precise pointing and selection on muti-touch screens IR

e Benko, H., Wilson, A. D., and Baudisch, P. (2006). Bracise Saiection Technigues for
MultizTouch Scrsena. Proc. ACM CHI 2006 (CHI'06: Human Factors in Computing
Systems, 1263-1272

2006: Plastic Logic (Cambridge UK)

A flexible e-ink display mounted over a multi-point touch pad, thereby
creating an interactive multi-touch display.
« Was an early prototype of their ill-fated QUE e-reader

2006: Synaptics & Pilotfish (San Jose) httg:/ fwww.synaptics.com

e Jointly developed Onyx, a soft multi-touch mobile phone concept using
transparent Synaptics touch sensor. Can sense difference of size of contact.
Hence, the difference between finger (small) and cheek (large), so you can
answer the phone just by holding to cheek, for example.

o htto:fwww.svnagtics.comionyd

2007: Apple iPhone hitn:/fwww.annplecomdinhoneftechnoiosy!

¢ Like the 1992 Simon (see above), a mobile phone with a soft touch-based interface.

e Qutstanding industrial design and very smooth interaction.

e Employed multi-touch capability to a limited degree

e Uses it, for example, to support the "pinching" technique introduced by Krueger, i.e., using the
thumb and index finger of one hand to zoom in or out of a map or photo.

e Works especially well with web pages in the browser

o Uses Alias Portfolio Wall type gestures to flick forward and backward through a sequence of
images.

¢ Did not initially enable use of multi-touch to hold shift key with one finger in order to type an
upper case character with another with the soft virtual keyboard. This did not get implemented
until about a year after its release.

2007: Microsoft Surface Computing [/ www.surface.com

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|
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¢ Interactive table surface

e Capable of sensing multiple fingers and hands

» Capable of identifying various objects and their position on the surface

¢ Commercial manifestation of internal research begun in 2001 by Andy
Wilson (see above) and Steve Bathiche

e Image is displayed by rear-projection and input is captured opticaly via
cameras

» A key indication of this technology making the transition from research,
development and demo to mainstream commercial applications.

» Seealso Thin%izht and Surface 2.0

2007: ThinSight, (Microsoft Research Cambridge,UK)
httos/ fwwew biltbwaon.com/USTthinSight ndf

e Thin profile multi-touch technology that can be used with LCD displays.

* Hence, can be accommodated by laptops, for example

* Optical technology, therefore capable of sensing both fingers and objects
¢ Therefore, can accommodate both touch and tangible styles of interaction
* Research undertaken and published by Microsoft Research

e seealso Surfage 2.0

2008: N-trig bt/ Awww n-tdgcomd

B N N

e Commercially multi-touch sensor

e Can sense finger and stylus simultaneously

» unlike most touch sensors that support a stylus, this incorporates
specialized stylus sensor

¢ resultis much higher quality digital ink from stylus

* Incorporated into some recent Tablet-PCs

e Technology scales to larger formats, such as table-top size

2011: Surface 2.0 (Microsoft & Samsung) hiin: swaicrasoft.comdsurfage

e 4" thick version of Surfacs

e Rear projection and projectors replaced by augmented LCD technology

» builds on research such as Thin&ight

e resultis more that just a multi-touch surface

* since pixels have integrated optical sensors, the whole display is also an
imager

* hence, device can "see" what is placed on it, including shapes, bar-codes,
text, drawings, etc. - and yes - fingers

http://aww bilfbaxton.commultitouchOverview. btmi{8/8/2011 2:319:30 PM]|
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One-Point Touch Input of Vector Information for Computer Displays

Christopher F. Herot*

Guy Weinzapfel
Architecture Machine Group
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

The finger as a graphical stylus enjoys a coefficient of friction with glass sufficient
to provide input of direction and torque as well as position from a single point. This
report describes a pressure-sensitive digitizer (PSD) capable of accepting these force
inputs, and discusses a set of five simple input applications used to assess the
capabilities of this device. These applications include techniques for specifying
vectors, and pushing, pulling, dispersing and reorienting objects with a single touch.
Experience gained from these applications demonstrates that touch and pressure sensing
open a rich channel for immediate and multi-dimensional interaction.

Key Words: Touch Input, Pressure Sensing, Force Input, Tactile Input, Kinesthetic Input,
Pressure Sensitive Digitizer, Touch Sensitive Digitizer.

1.0 INTRODUCTION

It is a central thesis of the Architecture
Machine Group, that work places as opposed

to work stations., are a necessary
ingredient for the amplification of

creativity. (1) Work places are defined as
having a multiplicity of interactive media
which encourage a high degree of motor
involvement = tactile participation. By
austere comparison, work stations are
characterized by the all-too-prevalent
black and white CRT with its keyboard and
occasional light pen or otherxr stylus. The

need for multimedia is based on the
assertion that, regardless of task,
information relating to creative . .
performance is best perceived throwsha e txeitement genersted by nops derives
variety of senses including at the least o nZtural et ootk toythe oot tor
sight, sound, and touch. While several of The ambilical pcorg attached tg the
our current projects explore the X . ;
integration of multiple media (2,3,4), cgnventhnal SFYlusf 1s Eem?ve?, tl? fagz
this paper reports on one effort to the entire notion of a physical stylus
develop a channel of tactile input voided. Also, dislocations caused by
put- separate input and presentation surfaces

Recently, interest has grown around a c¢an be circumvented by superimposing
class of instruments known as touch transparent TSDs directly over display
sensitive  digitizers (TSDs). Using a surfaces.
variety of technologies (5), these devices Whil n tential . N 1
are capable of determining the X, Y ile € potentials for moxe natural,
position of a finger’s touch without coincident and even multi-finger input are
resorting to an intermediate physical obvious and are being developed by other
stylus. ‘programs(6)., little exploration has been

undertaken in the area of

multi-dimensional input - the sensing of
The work reported herein was conducted pressure as well as location
between July 1, 1977, and October 31, parameters(7,8,9). Yet this domain offers
1977, undexr Army Research Institute Grant a rich potential for man-machine
number DAHC19-77-G-=0014, Nicholas interaction. The work described in the
Negroponte, principal investigator. following pages was designed to explore

that potential = to test the ability of
* Mr. Herxot’s current address: Computer the human finger to input varlable
Corporation of America, 575 Technolcgy pressure and direction from a single
Square, Cambridge, Massachusetts. touch.

210
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1.1 OUR LABORATORY S TSD.

In April, 1976, the Architecture Machine
Group acquired a TSD from Instronics, Ltd.
of Ontario, Canada. This device consists
of a sheet of clear glass with
plezoelectric transducers mounted on two
adjacent edges. The glass is doubly curved
to match the face of a display tube(l0).
The transducers are used to induce
acoustic waves in the surface of the
glass. These waves are reflected back to
their source by fingers touched to the
glass surface. The location of the touch
is determined by ranging those echos(11l).

It was
users sweep
display surface,

hoped that the TSD would enable
their fingers over the

thus drawing., even
“fingerpainting," with the computer. It
was found, however, that in order to
insure proper input readings, users had to
press the TSD with a force that generated
friction between finger and glass
sufficient to prevent smooth, sweeping
gestures. As a result, the device seemed
better suited to pointing than to drawing
or painting.

to

This reality, however, opened the
possibility of using the finger-glass
friction to unique advantage. Namely, the

TSD could be mounted on the display with
strain gauges such that forces induced by
the finger could be wused to input

pressures both noxrmal to and parallel with
the input surface. In this way, the device
could become a pressure-{(as well as
touch-) sensitive digitizer - a TSD/PSD.

Such a configuration was implemented (as
described in Section 3.0) and provided the
basis for a four month research program
designed to evaluate the characteristics
of pressure sensitive input. The following

section discusses the methods wused to
conduct that evaluation.

2.0 APPLICATIONS.

Five input routines were developed to
assess the 1input characteristics of the
PSD. These included:

l. Force Cursor,

2. Vector History.,

3. Pushing/Pulling.,

4. Dispersion, and

5. Rotation
In addition, an attempt was made to
utilize the X and Y torques to determine
the position of the finger, so as to

eliminate the need for a TSD altogether.

Due to the short duration of the project,
evaluation of the device was limited to
informal use of the five input routines by
a diverse user population, consisting of
the laboratory staff and the many visitors
which the laboratory attracts from
computer science, the arts and various
industries. No attempt was made to
quantify improvements in throughput,

211

productivity, or task enjoyment resulting
from use of the device. However, all users
agreed that improvements were indicated in
each of these areas.

2.1 FORCE CURSOR.

The 1initial routine provides the pressure
sensing equivalent of a conventional
cursor that 1is, a graphic feedback
mechanism which shows the user what is
being input. The routine does this by
displaying a vector, or arrow, Wwhose
origin coincides with the touch point,
whose head 1lies in the direction of the
force being exerted by the finger, and
whose length 1is proportional to that
force. At the same time, the z force
{pressure noxmal to the face of +the
screen) is reported as a square, whose
size is proportional to that force.

Use of the force cursor has produced some
surprising results. While its function is
obvious to all who observe it, many people
experience initial difficulty making it
behave as they expect. Most notably.,
novice wusers have difficlty making the
vector point in the directions they
desire. This difficulty derives not from
the equipment, but from the fact that
people do not always press 1in the
direction which their finger appears to
indicate. Typically., this problem 1is
encountered with the user’s first vector.
The novice will press the surface of the
device, causing an arrow to appear in
proper alignment with the finger; but as
the finger is rotated, the direction of
the vector often fails to follow. Close
observation has revealed that this results
from the fact that the wuser actually
maintains pressure in the original
direction though the finger changes
orientation.
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Fortunately, the learning curve with this
rovtine is gquite steap. This most
certainly has to do with the facet that the
Jevice takes advantage of +the user’s
existing eye~hand ooordination skills.
Following some initial difficulty, most
users are able to control the direction of
their vectors with less than a minute’s
practice. In fact, many users. realizing
that the orientation of their fingers is
irrelevant to the direction of the vestor.,
are2 able to wanipulate the cursor from a
single, natural hand position.

Beyond this dinitial training problem,
there was a more chronic difficulty:
placing the tip cf the arrxow with

acceptable accuracy. This was expecially
Lxruae as greatey extsensions {and hence
larger foxces) were attempted. This
problem is gimilar to that of using a long
peinter at a blackboard; the wvector bobbed
and wobbled at its greatest extension. To
counteract this drawback, a damping effect
was added to the cursor voutine to filter
out mincx pressure flucituetons. This
filter proved a sufficient solution, as
usSers are now akhle to point at specifie
targets {e.g.., the menu labels) from
origins well across the scyreen. The force
cursoy  Jdemonstrates that the PSD can be
used for reascnably accurate inputs of
directicn and magnitude.

2.2 VECTOK HISTORY.

The secend routine was designed to
evaluate the potential for guiding a
cuargsor from a statiomary input position.
In this case, the curscr scribed a path as
it moved under control of the finger’s
pressure. This routine underwenit two
implementaticons. In the first, the speed
of the cursoey was constant; only its
diremtion was controlled through the PED.
A later implementation allowed the speed
to be controlled as well.

Most users, having trained with ths foxce
vegctor, encountered little difficulty in
directing the mobile cursor. For example,
many people were able to write their names
on theixr first attempt.
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Surprisingly. though, the variable~speed
varsion was more Sifficult to use. This
resalts from the fact that as the cursor
deviates from an intended path, most
people’s reacticon 1s to press harder on
the input surface. Since this does not
necessarily change the cursor’ s direction
but does increase its spe=d, *ayroxrs"” are
exaggerateaed.

Nonethelesg, the process of contxolling a
mobile cursor from a singl2 point on the
screen appears to be an  engaging and
successfal use of the device. Re2al world
applicaticns {suclh as navigating about a
map display} can easily be imagined for
its use.

2.3 PUSHING/PULLING.

To explore the PED" s potential four moving
abjects other than a cursor, a routine was
implemented which allows users to move
objects about the scree2n. This rogutine
differs from the previocus capability, as a

gpecific objact is indicatead
simultaneously with +the dinput of force.
Here: the user points to an ebisct and
gives it a push. The touch is used to

identify the obiject, the pressure to
impart a direction and speed. Thereafter,
the user does not need to track the cbiect
with the fingexr but ecan direct its
movement from a statice position. Use has
demonstrated this routine to be a viable
means for directing the movement of
selected objects, as users arxe able to
reposition obiects with congiderable ease.

it was hoped that this routine might alsc
provige users with a sense for the
relative “weights® of displayed obiects.
To test this potential. the routine was
2laborated to incorporate parvametars for
differentially weighted cobjsets. That is,
the xeoutine would cause a *lighter” cbject
to move in  response to a lightexr touch
than that veguired foxr a "heavier" object.

However; the rouiine failed to provide the
desired perxception of weighted objects.
This failure was attributed to the sbsance
of an essential mode of feedback from the
input device - namely, the
tactileskinesthetic sensation of the
object”s physical displacement. When &
person pushes an object in the natural
envirenment, the weight of the object is
reported not only by the pressure returnsad
to  the finger, but the movement which is
both seen by +the eyes and felt by the

fingerx. in short, several feedback
channels coalasce to impart a coherent
perception of the objact’s physical
properties{12). In the ecase of the

pressure-sensitive device, there is a
conflict Dbetween the kinesthetic response
of the 1weal obiect {the glass surface),
which the finger reports as stationary.,
and the wvirtual object which the eyss



reporte as is conflict is
sufficient +o impair the appraisal of the
object s weight reported by the
finger~s=2nsed pressure. This is not to say
that users gained no percepticon of
welightings, for it was cleax to all users
that some objects moved move easgsily than
othexrs. But no one was able tu say that
cne abject vas twice as heavv" 38
another.

i

moving.

Nonatheless, 4t should be emphasized that

the limited perceptions of weight did not
impair the user’s ability to manipulate
the objects. Most users weyr2 egually
comfortable asing 2ithexr routine to

relocate objects.

2.4 DISPERSION.

b

Iin
pPsSD
gallexy”
ability

perhaps the most engaging of all the

applications, a graphic “shooting
was deavised to test the deviece’s
ta accommodate inputs which
disperse numbers of elements in various
dirsections. This routine causes small,
BB~like circles to emanate from the user’s
fingex tip as 1t is pressed on the
screen’ s surface. The number, speed, and
dixection of the BB s is controlled by the
pressuxre of the usexr’s finger. A
procession of moving targets (in fact:
small Jucks) is played across the top of
the screen to test +the accuracy of the
ugers “sbhots.”

Interestingly
expevrienced
previcus
regquirements
rapidly. In

encugh, =2ven users who had
some difficulties with the
rout ines adaptad to the

of this application guilte
fact, some "hunters® advanced
to the point wher2 selected ducks could bhe
felled with single shots. This calls for
vexry accurate control indeed.

2.5

ROTATION.
The fifth routine was designed to svaluate
the P3D" s ability te measure torgue inputs
and to us2 those measurements te advantage
in interaction. For this purpose, a simple
knob is displayed . on the screen with an
arrow indicating its angular position. It
was hoped that torque about the z axis
could be measuyed with gsufficient
sensitivity that even winute twists of a
single finger ocould be used to tuxn the

Howeveay, when the device

displayed knob.
was tuned to a level seénsitive enough to

13
]

measure these subtle inputs, +the user’s
intentions were ovarshadowed by vibrations
in the room and in the equipment itself.
Onece the sensitivity of the 2 torque
pickup was lowered, it becam2 possible fox
users +to turn the kncb with two fingers.
In fact, the position of the knob can be
adjusted to within 5 degrees of rotation
with little difficulty. Further tuning of
the algoeritbhm and the haxdware might
permit even greater acouracy-

sizeable kneb was
the success
numexscus additional
For exampls, specific
in a complex display could
and recriented via simple.
direct manipulation: thus obviating the
nee for mulitiple ocomsands foxr object
s2lection and action specification.

rather
application,

Though a single,
used for this
achieved cpens
pasgibilities.
machine parts
be identified

2.5 POSITION DETECTION.

In addition to the more elaborate
capabilities described above, it was hoped
that & means of detecting the position of
a surface touch c¢ould be awncomplished
directly by the PSD without using the gcho

ranging of the Instronics device. The
algorithm used for this measurament
divided the X and ¥ toxgues by the 2
force. The results of this funotion were
normalized for the direction of forces
paraliel to the input surface and
amplified to produce the location of the
finger. This approach produced a
calculated +touch point with a resolutien

equal to that of the TSD, buk the locus of
the point was influenced by the force and
diyection of the toguch, The source of this
influence was never adaquately understood.
and no sclution was conceived in  the
course of the study {(1i3}.

2.7 EXTENSIBILITY.

it should
described

could all
available.

be noted that the applications
above weres selectad because they

be acconmplished 4in the time

It was olear from the onset how
gach ocapability should work, and the
amcunt of programming required for each
wag guite limited. In shoxi, tha routines
were appropriately wmatceched to the four
month duration of the reseaxch.

It is not difficult,
of more elaborate uses for a
sensitive device. For =xample, a three
dimeunsional dynamic modeling system oould
use the PSD foxr tactile wanipulation of
machine parts, building volumes, and the
like, It is easy to iwagine turning a
rmachine part by twisting its
repregentation on the screen, or rotating
a building display by pushing on a @oruner.

concelve
pressure

however, €O

In short, the potentials for tactile
involvement. and physical feedback from
such & device were only hinted at by this

brief exploratory work.

1066



3-9’PRIN01PLES OF QPERATION.

The PSD employs eight strain gauges, two
each secured to mounting rings centered on

the four sides of the TSD. OFf the two
gauges secured to each rxring, one measures
foree perpendicualar to the glass and the
otherx measuwres shear parxallel +to the
glass. These sight measurements are2 then
used to derive the three force and three
torque  outputs which are usged by the
routines described in the previcus
section.

3.1 MOUNTING AND STRAIN GAUGES.

£

The TSD is secured to the CRT by means o
four specially maechined, actaygonal,
aluminum rings. All forces exerted om the
TSD are transmitted to these rings, thus
causing Jdefermations which in turn flex

the strain gauges gecured to them. The two

gauges are cemenited to each ring as shown
in the adjscent figure. Their placement
insures that the forces which they sense

axre orthogonal to one another.

Shear Sensing Guage

/4

/
\j

//,»ﬂzf*w~«~
-

4

rd
/

Foree Sensing Guage

It happens that the thickness, and hence
flexibility of these rings is critical to
the sensitivity of the gauge’ s
measurements. Unfortunately, the rings
machined for this implementation were
designed o accommodats very subtle
pressures: tha fact that the TSD

necessitates high finger pressures was not
taken inte account in their design. Nor
was the vibration from nearby machinery
foreseen as a problem. As a vTesult,
development of the five input rouwtines was
somewhat hampered by vibration and
preassures which exceeded the output rangs
of the gauges and related circuitry. Were
the eguipment to be rebuilt, heavier rings

would greatly improve its performance.
Alternatively, load «cells, rather than
strain gauges wight be used. Load cells
measuyre pressure without deformation.
However,

these devices are significantly
wore expensive than the strain gauges used
for this implementation. i

214

1067

3.2 ELECTRICAL DESCORIPTION.

The PSD utilized nine BLH
semiconductor styrain gauges.
gauges wexre selected because of their
sensitivity to wminiscule strains. However,
as semiconductoy devices, they are also
very sensitive to changes in temperature.
Accordingly, 'a& ninth gauge mounted such
that no strain could be exerted upon it is
2mployed  to provide a reference outpat to
which all other gauges can be compared.
The gauga outputs, which vary between plus
and wminus 19 millivolts peak to peak. ave
aach connacted to presmplifiers which
impart a gain of 5¢; the resultant "raw"
cutput is .3 volts peak to peak.

{SPB3~35=500)
Semiconductoy

The “yaw® .
praamplifiers
difference

voltages fyrom the strain gauge
are combined by sum and
netwoyrks to produce outputs
which correspond toe X force, Y force, X
moment, ¥ moment: and Z2 moment. The sums
of oppesite torgue gauges axe used to
provide the torgues about each axis.

/

AN

I
e [ e
1 ) Ly
\ :f X-Torque
N { #-Fores i {About X Axis)
p\\:j"‘~~3 [ o
1{ \\\ﬁ \\\\!
]
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~. ~o |
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| \\7 ﬁ *n\\y
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- {pbout T Axig}
\(i \\ 1\ Abou 38
\\‘ \\l
The six force and torgue ocutputs are
converted to digital signals by a
Bury~Brown SDMBS3 data acguisition system
{OAS) . The inputs to the DAS avre limited
te 6.2 volts to prevent overloading the

A/D converters. The DAS produces a 12 bit
output for each of the 6 analogue inputs.

3.3 DIGITAL INTERFACE.
The ocutputs from the DAS are stored in a
buffer, allowing the DAS to assemble the

next sample while waiting for the computer
to read the current values.

The computer interface allows program
selection of either byte or halfword mode.
Iin byte mode, only 8 most significant bits
of each forece and torgue arxe used,
allowing fast and easy acgess to the Jdata.
In halfword mode, the programing is a bit
more complicated, but all of the data bits



Due to the influence of
vibration on low order bits, the device
was operxated primarily in byte mode for
the experiments described here.

are available.

3.4 SYSTEMS SOFTWARE.

The PSH  is equipped to intexrupt the
COmPULEer when data is available. Howeverw,
since the PSD is always used in
conjunction with the TSR, the interrupt
clircuitry of that device was used. When
the TSP detects the fingex touch, the
program yeads the positicen from the TSD
and@ the forces and torques from the PSD.
Sinca hystexesis of the strain rings and
uncompensated temperstre drift often cause

the untouched PSP to produce non~z2ero
readings, it is additonally important that
the TS8P interrupt be used. When the
software gJetscts that the device is not

being touched, it xreads the values of the

forces/torques so as to use them as zero
references the next time the PSD is
touched.,

Drift due to temparature changes gensrated
problems for the initial input woutines.
This was ovarcome by adding software to
sample the force and torque readings when
the TSD was not being touched. The latest
readings: then, were used as offssits for
subseguent inputs. However, this software
compensation was made at the expense of
the system’s cverall response range: +the
offsets bieased the device unpredictably. A
zexoing circuit was designed Lo corxrrect
for temperature drift in hardware. This
circuit was not installed due to the short
duration £ the study and the anticipated
cost associated with its installation.

4.0 CONCLUSIONS.

Development
routines

determine

First, we
techunically
pressures
decompose

of the PSD and related inpat
was undertaken in orxder to
answers to several guestions.

wished to know Aif 1t was

feasible to measure finger
on a sheet of glass and to
those pressures into their X:. ¥,
Z forece and toyxgue components. That
guestion hasg been answered in the
affirmative.

Second, the WO Tk was conducted to
determine if force and torgue inputs could
be applied with sufficient acrcuracy and
centrol o be usefal for man-machine
communication. All of the input routines
indicate that accuracy presents nc serious

problem, espacially where continuous,
real=time, graphic feedback is provided
{as in the Force Cursor and Rotation

routines) . Vector History indicates that
flexible, easily controlled interaction is
possible as well. HNHowever, this routine
also shows that force input is more saited
to  the wmoduelation of velocities than for
the control of accelerations.
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Third, the input routines were used to
Jetexmine 1f a pressure~sensitive device
could convey wmore natural perceptions of
virtual objects. While limited success was
achieved 4in conveying the differential
welghts of objects, the guality of such
parceptions is only marginally iwmproved by
the use of the P5D. It would be misleading
+o rely upon the device as a mechanism for
providing passive force feedback.

Finally, the PSD and its routines were
developed to explore any unforegesn
benefits which might accrue £from the
implementation of such a device. Here, two
definfite advantages can Dbe identified.
First, the PSD/TSD combination affords
engaging and facile interacticn which

attracts and maintains the participation

of all who witness its use. Second, the
device has proven ipnnately simple to use.
By capitalizing on natural skilis, the PSD
enables users to take advantage of
virtually all itsg capabilities within
minutes. At a recent open house it was
astounding to see four~and fivevyear-old
children pointing at words with the
vectox, turning the knob about and

shooting ducks with obvicus glee.

Of course, the PSD s ultimate advantage is

its ability to collapse activities which
othexwise reguire several digjoint
commands into single, natural, tactile
actions.
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REAL TIME CONTROL OF A ROBOT TACTILE SENSOR
Jeffrey A. Wolfeld
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Abstract

The goal of the Experimental Sensory ‘Processor project is to
build a system which employs both visual and tactile senses,
and then explore their interaction in a robotic environment.
Here we describe the software involved in the low 1level
control of the tactile branch of this system, and present
results of some simple expefiments performed with a

prototype tactile sensor.
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Chapter 1: Introduction

1.1 Motivation

Artificial Intelligence researchers have worked
gxtensively with vision systems in an attempt to give
computers, and eventually robots, a sense of sight. A great
deal of this research has been directed toward overcoming
certain basic inadeguacies in our current technology. For
example, imperfact light sensors dictate that noise must be.
eliminated or tolerated. Insufficient spatial resolution
requires routines which will intetpolate below the pixel

level.

One of the most important problems is that a camera
produces a two-dimensional image ©f a three~-dimensional
scene. This invalidates an assumption which one would like
to rely upon —— that two adjacent points in the image are
adjacent in the scene. Therefore, substantial effort has
been devoted +to regrc&ucing 3-p data from one or several
visual images. Tactile sensors éan,be used to aid the

process.

An imaging tactile sensor, by its very nature, does not

have the problem. Since it produces a two-dimensional image
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