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An analysis of seek time based on Fitts’s Law 7 =
Ko + Kloga(D/S + 0.5) where T = time to position
cursor using mouse {seck time}, Ky = constant time
to adjust grasp on mouse, K = constant normaliza-
tion factor (positioning device dependent), S = size of
target in pixcls,, = distance in sereen pixels, helps
explain our results because the ratio of the distance
{D}} to target size (5} is emaller for pie menus. The
fixed target distance and increased size of targets for
pie menus decreases the rnean positioning time as com-
pared with linear menus. In our experiment, the ac-
tivation region for an item constitutes the target. All
subjects were informed of the fact that their target
was not necessarily the text, but the region containing
the text target item. This was clearly understood by
all participants. The font size for text items in both

25

  
20

15

16

1 23 4 58 6 7 8
Figure 5: Target location (x) vs. numberof errors (y)
menu styles was the same, yet the target region size
for pie menus (3500 — 6000pizels*) was on the order of
2-3 times the size of linear menu activation region sizes
(1000 ~ 2000pieels")}. ‘The distance from the center of
a ple menu to an activation region is 10 pixels while
the distance in linear memus varied fromm 13-200 pixels.

Figure 5 displays the target location plotted against
the total numberof errors across all subjects. Pie and
linear menus seemtosuffer froma similar phenomenon
~ errors are made niore often on items in the central
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 Using pte

Tens

  Using linear
menus
 

 Meantirask

Table 4: anmber of errors means per cell, menu type,
and task type (all observations imcluding no errors)

region of the menu display. These are the items with
the most interaction with neighboring items [2].

Repeated measure analysis of variance resulis on the
error ratea show marginally statistically significant dif
ferences (P = 0.087) between pie and linear menus
(Tables 4 and 5}. No other statistically significant dif-
ferences were observed.

Subjective results obtained in the pilot shudy repeated
themselves in the experiment. Subjects were split on
preferring one menu type over another but those who
preferred linear menus had no strong conviction in this
direction and most agreed that with further practice

Menu type
x

| ‘Task type
 

‘Table 5: repeated measures analysis of variance results
for number oferrors

they might prefer the pie menu structure. Those who
preferred pie menus generally felé fairly confident ia
their assessment and this is reflectcd in the question-
naires.

One subject complained of having a problem with menu
drift which is the phenomenon which occurs as the re-
sult of the cursor relocating to the relative screen lo-
cation of the last selected target. With linear menus,
this tends to “drift” the cursor towards the bottorn of

the screen. This may explain the higher error rate for
linear menus, but the same problem occurs to a lesser
degree with pie menus. This, in fact, we believe to be
another positive feature of pie menus: the cursor drift
distance is minimized. Most subjects had no problems
coping with drift in either menu style. One area of
further research is measuring the extent and effect of
this problern.

CONCLUSIONS

What does this mean? Should we program pie menus

99



902

CHI 88

700

into our bitmmapped window systems tomorrow and ex-
pect a 15-20% increase in productivity since users can
select items slightly faster with pie menus. Pie menus
seern promising, but more experimenis are needed be-
fore issuing 6 strong recommendation.

First, this experiment only addresses fixed length menus,
in particular, menus consisting of 8 items - no more,
no less. Secondly, there remains the problem of in-
creased screen real estate usage, In one trial a subject
complained because the pie menu obscured his view of
the target prompt message. Fimally, the questionnaire
showed that the subjects were almost evenly divided
between pie and linear menus in subjective satisfac-
tion. Many found it difficult to “home in on” a par-
tieular item because of the unusual activation region
characteristics of the pie memu.

One assumption of this study concerns the use of a
mouse/carsor control device and the use of pop-up
style menus {as opposed to menus invoked from a fixed
screen location or permanent menus}, Certainly, pie
menus can and in fact have been incorporated to use
keyed input [7] and fixed “pull-down” style presenta-
tion (the pie mera becomes a semicircle menu). These
variations are areas for further research.

One contimung issae with pie meaus is the lout onco]

the mumber of items that can be placed in a circu-

  
 

Paste f 
Figure §: Advanced “pie” menus

lar format before the size of the menu windowis im-

practical. Perhaps, like the limiting factors in linear
menus concerning their lengths, pie menus reach a sim-
ilar “breaking point” beyond which cther menu styles
would be more useful. Hierarchical organization, ar-
bitrarily shaped windows (Figure 6), numeric item as-
signment and other menu refinements as well as further
analysis is contained in [7]. Pie menus offer a novel al-
ternative worthy of further exploration.
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Indexing Terms: HA. radio communication systems, Modems,
Microprocessor application

Bit-slice

microprocessors
in hf. digital
communications

S. D. SMITH, 8.5."
B®. G. FARRELL, @.Sc., Ph.b,
C.Eng., M.LELE.,

K. R. DIMOND, 8.Sc., Ph.D, CEng, MELEE"

Pased on a paper presented at the 1ERE Conference on
Micraprovessars in Autemation and Cammunications held
in Londonin January 1987

SUMMARY

A 2-4 kbit/s baseband modemis being designed for use at
hu,, incorporating modulation/demodulation techniques
that are matched to those frequencies and the problems
associated with them. Fed by a continuous serial data
Stream, the modulator functions are implemented wholly
by a bit-slice microprocessor, and controlled by another
more conventional microprocessor. Analogue output
waveforms are generated in a d/a converter, whish is
driven by the bit-slice machine. Demodulation is per-
formed in a similar device, using an a/d input and giving a
serial output.

*Flectvonics Laboratories, University of Kent at Canterbury,
Canterbury, Kent CT2 7NZ

The Radia and Electvanic Engineger, Voi. 51, No. &, ne. 299-307, dune 198T

7 introduction

Over the past ten years, devices for transmission and
reception of data have become more digital in their
realization. Not only are these devices constructed with
more digital circuitry, but also signals hitherto
transmitted on analogue schemes have been modulated
digitally. This mode of transmission requires a modem
which will convert the baseband signal into a form
suitable for transmission. Design of modulators/
demodulators which convert between data streams and

waveforms suitable for specific types of channel has
accelerated in recent years, onc such channel being hf,
radio,

This paper describes a modem. of this type, which has
been designed at the University of Kent for use
specifically on voiceband channels at hf and also
discusses methods of realization. The modem is fed by a
serial data stream at 24 kblis per second, which it
modulates into a 3kHz baschand channel. In the

receiver, afier mixing down to baseband, the second half
of the modem uses the incoming signal to syachronize,
and demodulates it back into a serial data stream (Fig,
1). The modulation technique employed for this system
is multi-channel four-phase differential p.s.k.,' both with
and without pilot synchronization tones inserted in the
band. Although other modulation schemes are under
consideration to demonstrate the versatility of the
moder, this technique is the one io be used at hftrials,

Hf. transmission and reception have special problems
associated with them. This is because h.f. channels are

usually ionospheric and therefore suffer from mmiti-path
propagation and both man-made and natural
interference, prepertics which can cause unpredictable
loss of data and synchronization. Unless modem
parameters such as dala rate or bandwidth are altered,
litth can be done to prevent loss of data, Loss of
synchronization on the other hand results in an
additional increase in data errors which can to some

extent be controlled. Henee synchronization and the
approachfarits implementation have been under careful
scrutiny in the design of the demodulator.

Until quite recently, nearly all modems would have
consisted largely of analogue circuitry with a digital
interface to the data source or sink. Utilizing
microprocessors enables the construction of modems
which are completely digital with just an analogue
interface to the communication channel. The most

obvious advantage in this case is the increased versatility
of the modem, Whereas before, to change modulation
type would have needed a major reconstruction of the
hardware, the microprocessor realization reduces the
problem te a modification in the program which it
executes,

2 Operation
in the modulator, incoming data are packed into bytes
which are used two or four at a time to provide sixteen or

G033~7722/81/060299 4-03 $1 50/0

@ 1987 Institution of Elactronic and Hadio Engineers
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Fig. 1, Schematic diagram of he modem.
DATA
SOURCE

thirty-iwo channels of parallel information. These
blocks of data arc modulated by a repeating real-tirne
programme with period vr equal to 1/léth or L/32nd of
the incoming serial data rate, into sixteen or thirty two
parallel q.dip.s.k, channels all placed side-by-side in the
3kH2 baseband. Hach channel is separated from its
neighbour by 2/r Hz and is also at a multiple of the
frequency2/t, In the 16-channel case, eight carriers each
at multiple of the frequency 300Hz are phase
modulated, carrying two bits of information on cach of
four 90° spaced phases (Fig. 2). In the thirty-two-channel
case, sixteen carriers are modulated at a time, but ihe
period ¢ is doubled too.

The individual carrier signals are generated from sine
look-up tables, similar to those described in Ref. 2.
These iables are sampled, scaled and summed,
depending on the required frequency and phase, every
1/9600th of a second. 128 samples at each frequency of
the carriers are derived from the tables at the requisite
phases, and summed ico obtain 128 samples for
transmission. Another two or four bytes are taken from
the incoming data stream and used to calculate the new
phases for each carrier, so that the whole cycle may begin
again. The resultant sampics are clocked through a d/a
converter to produce the baseband modulated waveform
(Fig. 3).

The demodulator, which has fo contend with
synchronization and. error decisions, is more complex
than the modulator, (Error decisions consist of
resolving the polarity of incoming data into ite most
likely state, and possibly implementing any error
detection/correction that might have been coded into the
data.) The noise-corrupted incoming signal is sampled

by an a/d converice at 9:6 kbaud. Samples are used in a
synchronization algoritha: whichis arranged to provide
the start pulses to a Fast Fourler Transform (PURE)
routine. Output from this gives the phase and amplitude
of each carrier, which may be compared with the
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previous phase and amplitude of the same carrier fo
regenerate the two bits of data,

Consider the sixteen carrier situation.

The incoming data from the a/d converter consist of
amplitudes of an analooue waveform sampled at discrete
intervals of 1/9600th of a second. Without noise, this
analogue signal is a sum of sixteen sine wayes of equal
araplitudes at four possible discrete phases, At intervals
of 1/32ndof the data rate G.e. 75 Hz) the phase of each
carrier might change by multiples of 90°, depending on
the two new bits of data if carries. Assuming it is highly
probable that at least one of the carriers will change
phase at every discontinuity, it is possible to gain data
synchronization from the phase transitions. An output
from this synchronization is used to keep an FFT. in
step with the incoming data, A double 64-point radix-2
F.E.T. routine®’ is applied to each block of 128
samples to produce two frequency domain samples for
each carrier frequency. These are averaged and
converted from complex coordinates to amplitude and
phase coordinates from which net only the data may be
determined, but also the rate of fading of the incoming
signal and the frequeney/phase shift caused by b-f.
interference.

ps Ro
(a) SINE SAMPLES FOR A FAEQUENCY fc} RESULTANT SANELES FROM AGDING

fy AND PHASE d, (a) + (b}

Thothft.
Wea py

ia) OUTPUT AFTER OFA AND LOW-PASSFILTERING

 

ib) SINE SAMPLES FOR f,atie b
Pig. 3. Example ofsine sample summation for two carriers,

Wore the F.P.T. to take its 128 samples so that a phase
discontinuity boundary was sorsewhere in the middle,
the resulting data would be completely useless. In fact
the errors rise fairly quickly with the number ofsamples
at the wrong side of a phase transition, so it is essential
that there is good data synchronization. This requires
accurate data rate recovery from the incoming signal,
which is achieved by a sliding filter algorithm in
association with 4 local ‘flywheel’ clock. Whether this
focal clock or the generated synchronization pulses are
used to synchronize the transform depends on the depth
of fade orthe frequency/phiaseerror, as ascertained from
previously decoded data blocks.

An additional technique is available for improving
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BIT-SLICE MICROPROCESSORS IN H.F, DIGITAL COMMUNICATIONS 
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Fig. 4. Modemstructure (block diagrasn),

synchronization, and for minimizing the possibility of
performing an FPLF.T. across a discontinuity. This
involves spreading the carrier frequencies out so that
they cover the complete bandwidth ofthe voice channel,
rather than their frequencies being integral multiples of
the data rate. The sampling frequency of the receiver is
increased proportionately so that it is still an integral
multiple of the carrier frequencies. However, the period
between phase discontimuities in the transmitted signal
remains a simple fraction ef the data rate. Hence the
period during which the 128 samples are taken for the
F.F.Y. is shorter than the time between discontinuities

by approximately [6% for a data rate of 2-4 kHz ina
3 kHz bandwidth.* This meansthat there is a fairly long
period of time, acress the phase transition, over which
no sarnples are taken for use in the FLF.T. This is
advantageous for two reasons: (a) to allow a greater
margin for syachronization error before trans
discontinuity samples cause errors in the FLF.T.
algorithm, and (b) the F.F.T. dees not employ samples
near te the discontinuity where the 3 kHz bandlimiting
causes rounding’ of the signal on citherside.

3 The Modem Structure
In both the modulator and the demodulator there are

iwo microprocessors, A slower, one-chip microprocessor
fromthe 6800 farhily is used to interface the modem io
the serial data source or smmk. Hts responsibility is for the
slower dala processing, such as packing the incoming
serial data into bytes and encoding Ht, some of the
synchronization mechanism in the demodulator, and the
control functions for the fast processor. (Fig. 4.)

This fast processor consists of a 2900-series bit-slice
microprocessor to perform the modulation and

emodulation of data, and is connected directly to the
analogue port via its data bus. Its purpose is to convert

June 1987

data to samples of summed sine waves at the correct
phases in the modulator, and to perfoun the F.FUT. and
clock recovery in the receiver. Since as a
modulator/demedulator it is repeatedly executing a

edicated routine of known duration, there is no need
for macro-coding and a mapping pom. as in the
conventional bit-slice machine.* Hence all programming
is at the microcode level. Microcode is boctstrapped into
the writable microcode memory on power-up by the
6800 processor, which in turn is fed by a host mainfrarne
computer during microprogram development. Por a
completed portable modem, the bootstrapping is from
€.p.r.0.m.5 in the 6800's memory map.

All data/address buses on the bit-slice are {2 bits
wide, together with the a/d, d/a converters, while the
width of the micropropram word is 64 bits. Pwo-level
pipehmng and parallel hardware stacks, together with
fast dala paths and devices isolatedfromslow data buses
by registers alow minimizauion of processor cycle imes,
The bit-skice machine is connected to the slow processor
by an 8-bit bidirectional data register which is directly
addressable in the memory map of cach machine.

 

4 Conclusions

This paper describes a modem which uses only digital
processing to accomplish its operation. When used for
hf. trials the modem demonstrates the viability of
microprecessor controlled modulation and demodula-
iion. Tt also reveals its versatiily to be reprogrammed
with ease to a completely different modulation scheme.
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ABSTRACGY

This paper describes a method for pro-
ing precise single or malti-frequency
es fex telephone offica ringing genera-5
& cad

, tone generators, and general purpose
nverters, by using wicxoprocessers and digi-
tal technolody.

Recent technical developrents have pro-
ded engineers new tools for generating the
gnais used for telephone equipment anc for

permlbting remote access to the equipment for
supervisory and diagnostic purposes. Figure 1
illustrates a system in which wiere-
controliers, counters,timers, Random Access
Memory (RAM}, Analog to Digital Converters
(A/D), and Digital to log Converters (0/A}
are combined to produce tone signals, These
signais are then amplified to produce the ce-
quired singing or tone power.

fhe microcontroller is programmed with a
mathematical eguatten to derive timing and
voltage levels fer the catgut signal, This
equation is converted to digital woxds that
aré passed to the data portion of RAM and is
converted ta a digital word that sets a timer
controlling the address portion to RAM. The
RAM output is converted to an anaicg signal
by the D/A converter. This signal is used by
a power amplifier to condition the siqnal £or
ugea on the telephone lines.

Hy using a Microcontroller, the terms of
the equatian (i.e. Exequencies and the volt-
age levels of «ach Ereguency independently}
ave ingut as variables, thus giving the user
compiete contrel cf the output aignal. The
BSSYy CAN USE a hannal control {such as a key~
pad/readeut} cor a remote computer (through an
RS232 port} to change the variables. The
yanae of the signals ia determined by theyesolution of the D/A converter and the fre-
quency response of the power amplifier. Be~
cause the Hicrocontroller is crystal cont-
yelled, frequency vesponse and accuracy aré a
function of binary resolution, fhe gutput
level is also a function of Che binary reso-
Lution and reference voltage. Muitiple fre-
quency tones are generated by the same meth~
ed. Since the gqvantizing freguency is much
higher than the tone Erequenciles, simple low
pass £iltering is used to eliminate unvanted
freguencies, Using an &/f converter, the
output is monitored, This same signal may be
uged as a built-in dilaqnestic test,

The output of the power amplifie
sensed for voltage and current output. IAo

L

i
i

 
 

 

x a
 

k
ow

frequency applications, tha microcontr Br
can monitor for inductive and capac v
loads, and make adjustments.

The versatility of the microcantrolier
allows a single design to eover a wide wari~
ety of uses, The power amplifier can custom-
ige the application. Other options such ag
zero crossing interrupting would be undexcontrel of the microcontroller.

3
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INTRORUCTION

Caurxsenthy Ringing and Tone generators
consigts of anaieg devices such as osciLia-
tors and linear amplifiers, ox non-addustable
digital oscillators and bandpass filters te
generate the required frequency and wave-
shapes. Some of the more important analog
design considerations are signal Linearity,
symmetry, frequency stabliity, and tempera
ture variations that effect all of the above.
Frequency is derived from standard os Later
ewizgenits, which contain xesistors, capaci~
tora, andfor inductors. in adjusting the fre-
quency, fine tuning is dene with variable
resistors, while more coarse adjustments are
done by switching capacitors and/or duc~
cers. The frequency selective components used
in ringing generators have large values and
are physically large.

Sone of the more important digital de~-
sign elements are the master clock and count
dovn circuits. The use of digital circuits
usually solves the problem of stability and
symmetry but introduces sone flitering re-
quirements because digital signals sre square
waves which, by definition, ars rich in har-

mnias, Propex £iltex design reduces harmen-
es to the desixed output level, Digital fi4-

 
  

 

 

 

ars at ringing frequencies contain large
capacitance and/or inductance values and,

ke the analog oscillaters, are physicaiiy
arge. A cesonant transformer may be used as

a filter bub it is physically large, and can
only work with a single frequency. The f£il-
ters fox tones need to have high 9 Values in
orfer to guppvess the harmonica below the
DEME band ceguirements. In the curfvent tech-
noLogy, inkexrapters are net synchronized ts
thea tone wave shapes being interrupted.

Yoday's technology allows the use of
wlerocontrollers to genezate signals. Micro-
contrelier generate the vequired data and D/A
converters transform the digital words te
analog signals, eliminating the need Zor RC
or Lt oscillators. Ali the required functions
are executed in firweware which calculates the
sine functions for magnitude and duration of
wail statements necessary to obtain the fre-
quency. @ince the mierecontroller is driven
by a crystal oscillater, frequency stability
can be a8 qoad as a standard quarts watch fin
the order of 092%). Frequency and voltage
adjustments can be made by ReCaICULAEIN
Micgocontroller data, The user may input the
gata in wany ways, such ad a key pad, seleo-
tor switches, cz it may be down loaded via a
RS232 computer/modem port.

 
 

 

DIGETAL SYNTHESIS.

Ringing and tone analog signals are
independent, continuous signals ywarying as a
function of time, Digital signals are dls-
cxete time varying signals. A digital signal -
is a sequence of numbarst.

GH2028-6/9079000-083 1801.00 G1600 TREE
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Bach digital number represehts a time variant
analog signal

data. Sanpled data ta
the

value of an

pampled time
words are anaicg
in both time
signak takes an
by the guantized levels. The quantized signal

and magnitude.

a discrete
follewing

slanais at different values
This quantized

f { ?
al

NOE
| }

z G

wt /
  

1

i cc~
Fa | tt

——oL

ANGNG/ TONE GENERATOR:

Figure 1

 

 
The computer csnerated mathematical“ tormula

called sampled is tuxyned ints a digitized analeq signal.
Values for 4 This analeg signal has quantized errear terms

sampled data that cause Gistortian with to ananalog generated signal. if the carrech oun-
ber of points are chosen the error terus are

only those values specified low. These error terms contain high frequencysignals that are casily Ellteread ont with a

technLenebened

differs from the analog signal by. the numbex
of individual points taken during the dura-
tion of the analeg signal. The more points
taken over a given period of Clwe, the samali-
er are the errorva introduced by the afgitiz-
ing of the siqnal.

Ringing and tones are repetitive, time
varying signals, making their mathematical
models quite simple. They lend themselves te
simple calculations. Allowing the Micro-
contreller to generate digerete samples of
data over an inteqral number cf one ar wore
repetitive “tone cycles”.

To convert the mathematical numbers to
an analog signal, a B/A converter ts used.
tte input is a digital word and its output is
a voltage level corresponding to that word,
as gach new different word ig applied to the
D/A Converter the outpuk waries accordingly,
The tesult is a time varying skanal; but this
signal is not continuous because of the quan-Lived affect. .
See flqura a.

 

y 
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simple bandpass filter, This process yields a
signal that is amplified and applied to the
telephone circuits,

Dial tone and vingback tone are produced
by adding together two precise frequency
tones. Ringback tones comprise 440 Hz and 480
Ha; dial tones comprise 35 he and 446 Hz.
The "Tone Cycle" is defined as follows: with
all frequencies starting at zero degrees
phase angle (sera volbs and zero current), a
"Fone Cycle" is complete when aki the tones
azxive at 8 3607 phase angle at the same time
{i.e. mero yalts}. For a single frequency
tone, quantized data is calculated for only
ome 3607 cycle, For xingback tone, the com-
puted data inclndes eleven complete 360°
eyeles af 440 Ha with twelve complete 360°
cycles of 480 Hz to complete one "“Tane Cy-
che", Pox dial tone, the computed data in-
chides thizty five complete 360° cycles of
350 Ha with forky Kour complete 360° cycles
of 440 Hw to cemplete one "Tone Cycle. After
incrementing and transferring one "Tone Cyo

e" fs the D/A convextex, the Hiero-
controller resets ko the start of the "Tone
Cycle" and repeats:,.

Because the error terms im the digital
generated dual tomes axe high Erequency, @
lovpass filter will leave only the two funda-
mental frequencies to be lilnearly amplified
and distxibuted to the telephone circuits.
See figure 3.

 

 
  

Equation jl produces a single sine wave
frequency.

e = E*sin(wttg?} {h}

where 6 = outpub siqnal
Bos peak aukput voltage
wos Beha
tg = quantized tine
tq = t1/f}/polntes
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Equation % produces dual sine wave tones.

  

e * Bsatsin(watkeq}
+ Beatsiniwettgq); {2}

Where
BE. = poak outpat of
Bx peak obtput of
We Ze pi yes
wa = 2*pitts

The quantized time is

tg = (1/f:}/points

Example:

T£ 534 data peints aze chosen and a ringing
fxequency of #6Hz is needed then,

£ = 20Hz

tq = (1/20}/512 « S8us.

fa = 1/9B8R-5 © 16,3Khx,

 

 
 penneee  

 —

cne "Tone Cycle

Fiqure 3

This quantizing Exequency is twice the upper
Rimit of the DTHF band, Filtexing 10 Khe toa
Level of 50 08 below the Eundamental can be

fone by a typical Chebyshev flitex.
A simple Listing for a single frequency is asFollows:

** GET VARIABLES */
input frequency, £1;
input voltage, Ei;

/* DEPINE CONSTANTS
teapi = 2%pi */

two_pisé, 283185309;
/* CBLCULATE VARIABLES &/
bisi(h/€lj/sl2) - overhead;
Misc=O;
E = Bi810;
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7* MAIN ¥/
while (Mlac<=512}

{
/* GET NEXT LOCAYION */

teti*iloc;
/* OUTPUT DATA #/

Pils B¥sin(tvo_pl*eit*hy;
/* BOAD TIHER &/

FLO = Low(P£CK);
THO = high(PKOR);
TRO > 1;

/* INCREMENT COUNTER */
Mlootd;

/* SPART TIMER */
while (88Gs0}; TFG = 9;

/* WRIT ¥OR TIMER & RESETA/
3 /R END MATH &/

 

The value ti is the time between quant~
ized points. G1 la the output port attached
to the D/A. Overhead is the time it takes the
microcontroller Go executes the ingtructions.

DIGETALSYNTHESIZER

We have now ldentified one mathematical
approach to produce a single Exequency sig-
nal, One way to implement this in hardware is
to use wicrocentrelliers. The microcontroller
contains timers and RAM. The instructions,
aiso referred to as firmvare, are contained
in a ROM connected to the microcontrollerts
data. bus. One data port of the controller is
directly connected to the B/A converter, and
the D/A converter is connected te the fiiter,
See figure 4,

 
 

 

 
 

OBA ns

RNGNG TONE SYNTHESTER *

Figure 4

Unstalied in Eitmvare are the caleculs-
tions Eor a normalised sine function and the
normalized timing functions. The input param-
eters of frequency and output level axe inde-
pendent Eunckions, and area not in the main
loop that generates _t Oagtpat signal. The 
input parameters are used by the calculator
portion of the main locp that produces Che
output signal, Frow this, a signal containing
the programmed frequency{s} and cutput lev-
el{s} is graduced. The frequency is converted
to btime and is then loaded ints one of the
microcontroller's timers. The output value is
ealeulated using the D/A parameters along
with the loss of the filter and the gain of
the outpat ampiifier. .

whe fismvare then takes the first nor-
matiged value from the sine calcilation and
algebraically adds the value of the program~
med output voltage, sets the timer and passes
this value to the D/A for conversion ta out~
put analog signal. The next step in the se-
guence, increments the count and repeats the
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function. The repeated funchions are pat on
the data bus when time ti has elapsed. To
insure tl is strictly adhered to, the timer
will interrupt the controller at the end of
\ts programmed time. fhe analog value is were
and Che address counter is reset te sera when
the count reaches it's. limit; then the cycle
vepeats until the controller is yvaset or
powered down.

Muith tones may be generated by algebra~
leakly adding two computed sine Functions to-
gether and passing the data te aA single D/R
converter, A sacond method is use two
inudependently generated sine funetiens and
pass the individual data te two A/D convert-
ers, then sum the analog signals. This method
requires the use of separate timers to keeptrack of the individual times of seach sing
Eunction.

 

  
  

QUIETVALUES

The full scale yalue of a typical D/A is
plas and minus five volts. in binary, the
plus €ull scale for the G/A is Lidilid tre
in hex) and the minus full scale is ooatga0E
(0G in hex). Phe firmvare wusk convert the
value in he hasth (Elrst peak value of the
sine} location to FF (hex}. The same conver~
sion value is then used fer each of the 512
Sine values as they are to be loaded inte theAB.

 
 

Resolution is the function of the number
Of Parallel data bits used by the B/A con
verter, For example, Lf an @ bit D/A convart-
ex is used, the resolution is 1/296 times the
full scale value. If ‘the analog Full scale
value of the D/A converter is Sy then the
tesolution is equal to 8/255 ox 19.5 milli-
volts. This is the smallest value of change
allowed for this signal. The xaesolution is
approximately @.4%. By using a larger input
D/A (i.e, 12 bits) the resolution is lovered
to approximately 0.03%. The dialital word for
gach analog value is calculated using equa-Elon 3.

  

 

V5 NFR {3}
where

¥o= output volts
No» number af steos
B® = xesoluticn La velts

lf the er and amplifier have a combined
gain of unity, the input parameters are the
only multipliers,

 

Example:

Ts generate a 2.5v rus stgnal at the antpukt
of the @ bib G/A converter,

Vrms /.707
n

Vok

2.5V/,767 = 2. 54VEs

22 = 2596 steps FS

Roe 5/255 = 19.53mv

NeV/R = 3,54/.06195 = 189

3182 decimal is B6(hex}

Thus on the ig@th count the D/A is to he
loaded with Bé thex}.

  

Filtering is necessary because the sut<
put of the D/A converter still contains the
quantizing frequency. A quantizing filter is
a low gass filter with high anough value of ¢
to allow the desized signals to pass unat-
tenuated, but attenuate the quantized Ere-
quency te a value at least 50 Db below the
fundamental. A two or three stage Chebyshev
filter is all that is required 1£ the quan-
tizing frequency is separated by two or three
oxdexs of magnitude,

The resulting signal is then treated a
a standard analog signal and may be amplifie
Dy Many means, such aS a linear amplifier.

 

a

FEATY 3.

 
With a mlexocontxclier calculating anda

qenerating Che data for each step and count,
it 35 possible to start and stop the signal
ona data boundary (typically were volts). tb
ks also ponsible to modify Lhe frequency and
the outpuk level by modifying data words,
this allews fox stable non-compenent depen-
dent signals. If a hest computer is connected
to the genevaior it jis possible for the
icrocentrolier ts eolle operating data and

diagnostic data (such as Lead peaks with
respect to the time of day and active operat~
ing data). With the use of a bathery backed
up clock, the time cf unscheduled interrup-
tion ( failures etc.} may be logyed, and the
hoshk co ex may be used ts trouble shoot
the £aulty equipment. Modems make Lt possible
for remote sites to. be monitored and data to
be lagged.

An interrupter can be included in the
Same package by adding appropriate hardware,

 
   

 

 

 

   
and dxiving {(& by microcontrollers. Since
nicrecontrallers are controkling both ringingtex as well as theqdenervater and ts

° e them for zerointerrupter, i&
voltage and zero current interruptions. Be-
fore the intexrupter wakes or breaks the
Signal, the microcontroller will first allav
the output signal to finlsh its cyele te
wero, then shut off the generator allowing
Ghe output voltage and current to go to zero.
aftey waiting for transient settling, it
opens or choses the interrupting gelay, Aftex
the relay switching time has elapsed, the
coutroller xestarts the generater at zero
phase angle and sera volts. A non-current
breaking interrupkion has taken place.

  

 
 

EQNCHUSTONS

Bigital to analog technology is now a
mature process and is supplemented with many
pre-packaged ¢ixcuits. The combining of fanc-
tions withid packages and the small physical
sizes of the packages make them a viable

bution to exisking xequirements, As’ the
ge of these cea K packages hecomes more

widespread, the prices veduce, and the varia~-
tions Increase. This gives today's designer a
bread spectrum of ideas to ose from to make
the telephane equipment more campatible with
the present day technology.
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Capacitive impedance Readout Tactile image Sensor

R.A. Boie

Bell Laboratories
Murray Hill, New Jersey 07974

ABSTRACT The transduction of mechanical forces to representative
ical signals uses a three Jayer sandwich structure. The top layer

mins of compliant metal strips over a central elastic dielectric
sheet. The battom layer is a flexible printed circuit board with rows of
metal strips and multiplexing circuits. Electrically, the sensor is a
capacitar array formed by the row and column crossings with the

 
 
 

 middle layer functioning as a dielectric spring. A readout of the

capacitor values corresponds ta a sampled tactile mses
The reasons for choosing this transduction method, © performance 

advantages of capacitive sensing and the design and integration of 64
clement imagers inic the fingers of a controlled compliance gripper
are described.

i. INTRODUCTION
 

A review of touch or tactile sensor technologyis piven by Harmon!!!
Several sensor designs, including the one re!sported here, are based on
measuring the thickness of an elastic layer compressed by the applied
force. Resistive readout sensors of this class use conductive } ading
and obiain the pressure map by cross layer resistance measuremen tee,
The method is inherently non Sinear and the materials exhibit. poor
elastic properties including hysteresis.

   
 

Crosa layer capacitive impedance sensing is more favorable in many
vespects. The elastic miaterials need not be modified and desirable
mechanical properties are genorally consistent with low dielectric loss.
Capacitive sensing is demonstrated ta have marked advantage ta
terms of signal to noise ratio and measurement speed. The idea of
force distribution sensing by capacitive readout and a study of suitable
elastic/dielectric materials are presented in a comprehensive paper by

ain contributions here are the development of a
relationship for noise limited force resolution, Ulustrating the inherent
performance of the sensing methad, and the development of an
appropriate robotic sensor.

 
 

 
 

2. CAPACITIVE SENSING

Figure J illustrates an exploded view of a sample rubstic touch sensor.

The topmost 1laver is a compliant glove that contacts objects and
 

  

 

transiniis wia its las anit the contacting force distribution to
the clasticfdielectric layer below. The lower layer is here showa
rigidly supporied by the printed circuit board. © and
dielectric layer can be viewed as iwo springs in es under
compression where the force information is obtained by measuring the
displacement of the dielectric spring. The mechanical point-spread
function of the glove can be narrowed, H desired, by snitably
segmenting the glove material.

CHROOS- 1/84/0000/0370501 0O@1984 TERE
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Orthogonal sets af
lower surfaces of the
map is obtained by

af conductive strips are arranged on the upper and
elastic layer. A sampling of the layer thickness

measuring the array of capacitors formed by thecrossing areas, A,,,of row and calumn strips. The strip widths and
spacing along w ary po force spreading in the stracture
determine the spatial sampling and resolution. The tne required to
racasure all capacitors determines the temporal sampling. The rf.
source, Fycos(wgt) is connected to the lowerset of sirips via analog

multiplexer “I. The multiplexer 3 mnects pads to the amplifierinput node. The pads are capacitively coupled to the upper strips via
n inactive region of the elastic/dielecivic layer. This contactless

arrangement, due to Milles is an important consisuction feature of
this method. Cross talk signals are reduced by connecting the
unselected strips and pads to ground potential, For cach pair of
multiplexer addresses (J) the rf. source voltage is connected through
the capacitance CG) of strip i to strip j to the input node of the
amplifier. (The strip to pad capacitance is arranged to be sufficiently
large.) The output signal of the amplifier, V, Gj, is related to the
strip to strip capacitance by,

 >  
 

 
 

 

 

. cup .
DaoKpy o 2hops yf (3

C4

 

V4 

where C, is the capacitance in feedback. CM) is related io the
localized layer thickness changeby,

KA

~x ({))
 

eghd, 

where A is the strips crossing area, K is the relative disiectric
consiant, é) is the permittivity of vacuut, dy is the unloaded layer
thickness. The local sampled force is described by the relationship.

FOP axp Gh

 

where A is the dielectric/clastic layer spring constant.

The applied force is linearly related to measurcs of the reciprocal
erassing capaciiances with a constraint of fixed layer constants. Each
crossing capacttance, independent of the iglectric joss
series swi resistances, is measured im tura by phase sensitive
detection during the interval T),, between sequential address advances,

Figure 2 illusteates the measurement meth The signal, V4 43.0, is
moultiphed by the amplitude Rmited rf drive and integrated over the
nwasurernent interval, 7). The time, T,, is synchronous with and
has duration of m cycles of the rf. drive. The imiegrator output is
sampled and reset and the multiplexers address advanced at the end
of each interval.
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The sampled output is related to the strip i to strip j crossi
capacitance by,

 

Sten

V,G,j) © Van SlA

The force inforriation is related io reciprocals of offset corrected
capacitance measurements. Two direct reading readout methods were
considered and may prove practical for some sensor designs. A

conceptually mple method requires only the circuit focation
interchange of Gp and Cy. All else remaining the same,
the output provides a measurement of the crossing capacitive
impedance. The impedance is Hncarly related to the displacement
and, via the elastic constant, the force. This method requires a high
performance input amplifter. The central difficulty is the large loop
gain required for linear measurement response over a wide dynamic
Tange. A more robust method is described in a paper an capacitive
distance measurement!

 
 

 
 

3. NOISE, RESOLUTION AND DYNAMIC RANGE

Capacitive sensing of mechanical displacements is in most applications
the method of choice. The low noise - high bandwidth properties of
the method are well known, but Hitle practiced. The methad has the
virtues of a parametric measurement, that is, the output signal is
proportional to the displacement times the drive signal. Capacitors
are non dissipative elements and so generate no noise. Capacilive
sensing has not faired well in the robotics literature io date where it is
described as inappropriate because of noise’! This misconception

 
 

most fikely results from confusing man-made interference, which can 
be reduced to negligible levels by proper shielding and connection,
with intrinsic noise related fo the basic nature of the detection
process.

 

Figures 3 inustrate the equivalent clreuiis used for the performance
analysis. Here a simpler receiver and filter are used to better
ilhustrate the performance relationship. Figure 3a ihustrates the strip
crossing capacitance measurement. The rf. drive or pump voltage,
Vy, is connected to the input node of amplifier, A, via ihe crossing
impedance. The peak output level of the filler with bandwidth Af
and center frequency wg is the measure of the crossing capacitance
and thereby the displacement of the dielectric/elastic and the force,

The diagram of Fig. $b includes the significant parasitic circuit
elements and the amplifier noise sources referred to its input. The
resistances, R,, and R,;, represent the multiplexers “on" resistances
that appear as uncorrelated series nolse sources. The resistor RGD
represents the dielectric loss, a parallel source. The generators 2, and
i, are the input equivalent series and parallel noise sources of the
amplifier. The capacitors Cp, C, and C,,, represent the parasitic
elements of the sensor, wiring strays and the amplifier input,
respectively. The noise sources and parasitic elements may be
combined into equivalent noise resistances R, and A, and total shunt
capacitance Cy, without loss of generality as shown in Fig. 3c.

The signal to noise relationship is developed in terms of the thickness
change dx of the dielectric at a measured crossing. The differential
jgnal output of the filter for a smail displacement is;

 Cy §
iV, = Vp 2% (5)

Cp dq

where the displacement is described in relationship @). A sensor
array formed of N ™ N strips has parasitic capacitance Cp, whichis
by inspection of Fig. 4a proportional io the strip length.

Cp & NCy is)

371

The stray capacitances are not intrinsic to the design and can in
practice be made relatively small. The sensar represents a capacitive
source to the amplitier. The signal to aoise ratio is optimized if the

 

 

amplifier input clement is physically scaled, while preserving _its gainbandwidth product, so that C,,, and Cp have the same value!7 The
relationship for the optimized configuration is;

By axa
FV, = > D

aN dy

where o is excess capacitance scaling constant. The signal improves 
linearly with the pump magnitude and degrades by the square rootof
the total number of array elements.

The mean square output signal of the uncorrelated series and parallel
sources may be expressed as,

 

{8} 
The first term in braces is due to the parallel source. The series term
is usually dominant at the measurement frequencies and values of
interest, The measurement bandwidth Af is not of direct interest,
more importantisthe array or frame rate F. That being the case the 

 

 

mms noise Hmited displacement resolution for a fully multiplexed
sensor readout is given by,

a akT OR, F /naan(FEE] og#9 ¥a J

where o, is the rans. displacement uncertainty. The ierm in braces
represents the ratio of the series noise to the drive voltages. A

conservative value of 1K Ohm for &,, 2 drive of 19 volts and aframing rate 100 Hz yields a ratin value of 4 & 107°. This translates
into a wide available dynamic range that may in turn be
advantageously traded for relaxed layer requirements. Increasing the
spring constant A and thereby restricting the total fractional
excursion, may help in reducing force dependent elects in the layer
constants A and K.

 
  

4. TACTILE DMAGEING FINCERS

An 8% § clement tactile imager and its finger are shown in Fig. 4.
The Ushaped flexible circuit board is shown in the lower right ofthe
photograph. The base of the U is the active region. The eight long
strips are the driven elements and the eight short strips are the signal
coupling pads. The short arm of the U supports the drive circuitry.
The other supports the eight amplifiers, one for cach pad, and the
output multiplex: The photograph aiso shows the finger structure
and the assembly of the U shaped touch sensor band-aid on the robot
finger, A view of the instrumented gripper is shown in Fig. 5. The
ow Joss and backdriveable robot gripper mechanism was developed to

support alirasonic ¢ye in the hand ranging and tactile imaging Ringerswith independent and variable gripping impedance! The ul
ranging systern and the gripper control Syston are described elsewhere
in these proceedings im papers by M ier! and Brown!!! Pressures
up to 56,000 dynes/cm™ are sensed usingatwo thickness nylon
stocking mesh clasticfdiclectric layer. Each capacitor of the 64
element array is measured in turn by phase sensitive detection over
eight cycles of a 209 KHz vf. drive for a 390 Az frame rate. Figures
6b and 60 show photographs of touch sensor raw data, ¥,(,/)}, in
response to touching a lfd inch diameter ball. Frgure 6a shows the
zero force offset image. The position directions “i” and “}" are
indicated. Each of the 8 X 8 square areas shown correspond to sirip
crossings areas of 2.5 mm X 2.5mm. The displacement out of the
picture corresponds to increasing capacitance, CGD, aad thereby
sampled force, FU). Figures Ja and 7b show touch images for the
lead ends of an § pin dual in Hne package.
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5, DISCUSSION

Capacitive sensing provides a robust and simple method af tactile
imaging. The construction is straight forward and uses well behaved
materials and catalog electronics. Structurally, the sensors are thin
and conformable and are easily scaled. Static as well as dynamic
images are sensed with a Hmear response. The temporal sampling can
be made short relative to the mechanical response times of the robot
system, The array readout need not be fully multiplexed, all rows
may be measured during the time cach columm strip is driven. The
spatial resolution is fundamentally Hmited only by strip Hehography.
If warranted, a 32% 32 elements finger mounted single chip
subsystem with composite video like output could be developed using
current technology.
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Exploded view of 4 sample 6 X 6 element robotic touch
sensor Hlustrating the jayering and contactless construction.
The force distribution is oblaincd by measurement of the
cross dielectric/elastic layer capacitance.
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him container.  Fig. 3 A view of the instrumented grippe:
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TOUCH RESPONSE OF 0.25" DIA, BALL

Fig. 6 Photographs of touch sensor raw data display showing zero
force offset image and two views of touching a 1/4”
dinracter ball,
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TOUCH RESPONSE OF & PIN DIP TLC. LEAD ENDS

Fig. 7 Two wews of touch data for lead ends of an sight pin dual
in line package.

we a

933



934

Clive Thompson on The Breakthrough Myth | Magazine

~
SS Wn

W

TRE AURUSTISSUE, ~~ ANS SS
WITH MILA KUNIS, Sed\~ NX
iS AVAILASLE NOW! ; AAG NA

SUBSCRIBE : ASST) ReROSOSSTS CLCPad 

 
 

: Botier, 
yayRES hs

Tech people love stories about breakthrough
innovatlions—-gadgets or technologies that emer
suddenty and take over, like the iPhone or Twitter.
Indeed, there’s a whole industry of pundits,
investors, and websites trying feverishly to predict
the Next New Big Thi
breakinroughs are inherently surprising, s
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. The assumption is that
i lakes

 
 a

special genius io spat one coming.

Gut fhat’s not howinnovation really works, if you
  ask BiH Buxton. A pioneer in comouier grap

 

 

 sai researcher ai Micro

thinks paradigai-o: inventions ar casy to see
coming because they're alreadylying there, close at hand. “Anything that’s going io nave an impact over

3 lo be 3 billlon-dallar indusiry--has always already been around for 10

TEEeeeLesecl who is now a princ

 the next decade--that’s go
years,” he says.

Buxion calls this the “long nose” theory of innovation: Big ideas poke their noses into ine world very
slowly, easing gradually into view,

 

Can this actually be true’! Buxton points to exhibit 4, ine pinch-and-zoom gesture that Apple introduced
on the iPhone. it seemed tke a bolt out of the blue. but as Buxion notes, computer designer Myron
Krueger pioneered the pinch gesture on his experimental Video Place system in 1383. Other engineers
began experimenting with it, and companies like Wacom introduced tableis that let designers use a pen
and 3 puck simultansousty to mani images onscreen. By the tirne the iPhone rolled around, “pinch”
was a robuat, well-understood coneept.

 

  

A more recent example is the Microsoli Kinect. Sure, the idea of controling software just by waving your
body seems wid and new. But as Buxton says, enginsers have long been perfecting motion-sensing for
alarm systems and for automatic dcers in gracery stores. Yve've been controlling sofiw:
bodies for years, just ina diferent demain

  

  our

This is why truly bitfon-dollar breakthrough ideas have what Buxton calls surprising obviousness, They
tion that lets a newgizmo tsake off quickly and dominate.  feet ai once fresh and familiar. H's this combine

The iPhone was designed by Apole engincers whe had learned plenty from successes and failures in the
PUA market, including, of course, their own i-tated Newton. By the ime they added thase pinch 
gestures, they'd made the obvious freshly surprising.

if you wani fo spot the next thing, Buxton argues, you just need to go “proscecting and mining’—locking
for concepts that are already successful in one field se you can bring them to another, Buxton
particularly recommends prospecting the musical world, because musicians invent gadgets and
interfaces that are robust and sturdy yet creatively cool-—lke guitar pecials. When a team led by Suxten

   
 

http://www.wired.com/magazine/2011/07/st_thompson_breakthrough/[8/8/2011 2:10:19 PM]
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design tool, he heavily plundered music harchware and software.

the future, whet are Buxicn’s predictions? He thinks tablei computers. pen-
ing to dominate the next decade. Those inventions have

8 are going tu become
Sattery technology has been improving for decatias, and the planet

out Electric bikes are incredibly coputar in China and
ple, who haul tnern inside their shops each

vated rewiring of the grid necessary.) | predict
a design firm wil introduce the iPhone of gieciria bikes and whoa! Il seer revolutionary!
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a
| believe the iPhone of efectric bikes is already on ine markeand it is calied the VeloMini

ie 42 m4
 

  233alectric bike. lis everything the Segway should have been as a transportation vel
and hour for 10 miles without pedaling) and you can purchase 7 for ihe price of a Segway, fold
therm up and put thers all in a smail SUY Two will fit in the trunk of a Prius. They come in lPod

  
 

colors and are used by students, commuters, seniors, as well as boat, RV and private plane
 

Owners.

MylzonaRicsy |
Pedego Electric Bike sales are soaring!
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viding services to the government, the public, and the scientific and engineering
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Institute of Medicine. Dr. Bruce M. Alberts and Dr. Wm. A. Wuilt are chair and

vice chair, respectively, of the National Research Council.
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Pretace

The health of the computer science field and related disciplines has
been an enduring concern of the National Research Council’s Computer
science and Telecommuinications Board (CSTB). From its first reports in
the late 1980s, CSTB has examined the nature, conduct, scope, and direc-
tions of the research that drives innovation in informationtechnology.

ironically, the success of the industries that produce information tech-
nology (IT) has caused confusion about the roles of government and
academia in IT research. And it does not help that research in computer
science-—-especially researchrelating to software-—is hard for many people
outside the field to understand. This synthesis report draws onseveral
CSTB reports, published over the course of the past decade, to explain the
what and whyof IT research. It was developed by membersof the board,
drawing on CSTB’s body of work and oninsights and experience from
their owncareers.

This synthesis is kept brief in order to highlight key points. It is
paired with a set of excerpts from previous reports, choseneitherfor their
explanation of relevant history or for their compelling development of
core arguments and principles.

David D. Clark, Chair

Computer Science and
Telecommunications Board

a =, va?
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Summary and Recommendations

Progress in information technology (IT) has been remarkable, but the
best truly is yet to come: the powerof IT as a /iumanenableris just begin-
ning to be realized. Whether the nation builds on this momentum or
plateaus prematurely depends on today’s decisions about fundamental
research in computer science (CS) andthe related fields behindIT.

The Computer Science and Telecommunications Board (CSTB) has
often been asked to examine howinnovation occurs in IT, what the most

promising research directions are, and what impacts such innovation
might have on society. Consistent themes emerge from CSTB studies,
notwithstanding changes in information technologyitself, in the [T-pro-
ducing sector, and in the U.S. university system, a key player in ITre-
search.

In this synthesis report, based largely on the eight CSTE reports enu-
merated below, CSTB highlights these themes and updates some of the
data that support them. Muchof the material is drawnfrom (1) the 1999
CSTB report Funding a Revolution: Government Support for Computing Re-
search,' written by both professional historians and computerscientists to
ensure its objectivity, and (2) Making [T Better: Expanding Information Tech-

  
 

ional Research Council. 1999,

arch, National Academy Press,
IComputer Science and Telecommunications Board, N

Funding a Revolution: Government Support for Computing Res
Washington, D.C.

 
 Fh
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2 INNOVATION IN INFORMATION TECHNOLOGY

nology Research to Meet Society’s Needsthe 2000 CSTB report that focuses
on long-term goals tor maintaining the vitality of IT research. Manyof
the themes achieved prominence in (3} the 1995 CSTB report Evolving the
High Performance Computing and Communications Initiative to Support the
Nation's information Infrastructures known informally as the Brooks-
Sutherland report. Other reports contributing to this synthesis include
(4) Computing the Future: A Broader Agenda for Computer science and Engti-
neering (1992)? (5) Building a Workforce for the Information Economy (2001),
(6) Academic Careers in Experimental Computer Science und Engineering
(1994),° (7) Embedded, Everywhere: A Research Agenda for Networked Systems
of Embedded Computers (2001),’ and (8) More Than Screen Deep: Toward
Every-Citizen Interfaces te the Nation’s Information Infrastructure (1997). In
the text that follows, these reports are cited by number as listed, for easy
reference, in Box 1.

Here are the most important themes from CSTB’s studies of innova-
tion in IT:

« The results of research
@ America’s international leadership in [T—teadership thatis vital

to the nation—springs from a deep tradition of research (1,3/4).
a The unanticipated results of research are often as important as

the anticipated results—for example, electronic mail and instant messag-
ing were by-products of researchin the 1900s that was aimed at makingit

2Computer Science and Telecommunications Board, National Research Council. 2000.
Making IT Better: Expanding information Technology Research to Meet Society's Needs. National
Acaderny Press, Washington, D.C.

3Computer Science and Telecommunications Board, National Research Council. 1995,
Evolving the High Performance Computing and Communications Initiative to Support the Nation’s
Information Infrasiructure. National AcademyPress, Washington, D.C.

4Computer Science and Telecommunications Board, National Research Council. 1992.
Computing the Future: A Broader Agenda for Computer Science and Engineering, National Acad-

emy Press, Washington, D.C.
"Computer Science and Telecommunications Board, National Research Council. 2001.

Building a Workforce for the Information Economy. National Academy Press, Washington,
DAC.

SComputer Science and Telecommunications Board., National Research Council. 1994.
Academic Careers in Experimental Computer Science and Engineering. National AcademyPress,
Washington, D.C,

TComputer Science and Telecommunications Board, National Research Council. 2001,
Embedded, Everywhere: A Research Agenda for Networked Systems of Embedded Computers. Na-
tional Academy Press, Washington, D.C.

®Computer Science and Telecommunications Board, National Research Council. 1997.
More Than Screen Deep: Toward Every-Citizen Interfaces to the Nation's Information Infrastruc-
ture. National Academy Press, Washington, D.C.
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GsSUMMARY AND RECOMMENDATIONS

BOA |

Reference Numbers for Key CSTB Titles Cited in This Heport

Metereace Title
Number

re Fuadiog a Aeyeluvon: Govenunen Support for Camputiog
esearch {1899}

(2) Making IT Better Exoanaing information Technology Research to
Meet Sociely’'s Needs (2000)

(3) Evolving the High Performance Computing and Communications
indiative to Suppant the Nation's Infornation Infrasiructuré (1995)

{4} Compulng the future: A Broader Agendas for Computer Science
and Engineenng (1992)

{5} Bulging a Brarkforce for the [Information Ecanomy (2007)

{8} Acadenic Careers in Experimental Computer Science and
Engineering (1a94)

® Embedded, Evenwwners A Research Agenda for Networked
Systems of Embedded Computers (2001)

{3} More Than Scrasn Deep: Joward Every-Citzen interfaces to the
Nations tsformation infrastructure99s}

NOTE: Complete citations for thess renuns appear in footnotes 1 through € inthis “Summary
and: Recammendations’ section:

 
possible to share expensive computing resources among multiple simul-
taneous interactive users (1,3),

# The interaction of research ideas multiplies their impact—for
example, concurrent research programs targeted at integrated circuit
design, computer graphics, networking, and workstation-based comput-
ing strongly reinforced and amplified one another (1-4).

« Research as a partnership
a ‘The success of the IT research enterprise reflects a complex part-

nership among government, industry, and universities (1-8).
# The federal government has had and will continue to have an

essential role in sponsoring fundamental research in fi—largely univer-
sity-based-—because it does what industry does not and cannot do (1-8).
Industrial and governmental investments in research reflect different
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motivations, resulting in differences in style, focus, and time horizon
(1-3,7,8).

# Companies havelittle incentive to invest significantly in activi-
ties whose benefits will spread quickly to their rivals3,7). Fundamen-
tal researchoften falls into this category. By contrast, the vast majority of
corporate research and development (R&D) addresses product and
process development (1,2,4).

# Government funding for research has leveraged the effective
decision making of visionary program managers and program office
directors fromthe research community, empowering themto takerisks in
designing programs and selecting grantees (1,3). Government sponsor-
ship of research especially in universities also helps to develop the IT
talent used byindustry, universities, and other parts of the economy(1-5).

@ The economic payoff of research
# Past returns on federal investments in IT research have been

extraordinary for both U.S. society and the U.S. economy(1,3). The trans-
formative effects of IT grow as innovations build on one another and as
user know-how compounds. Priming that pump for tomorrowis today’s
challenge.

# When companies create products using the ideas and workforce
that result from federally sponsored research, they repay the nation in
jobs, tax revenues, productivityiincreases, and world leadership (1,3,5).

The themes highlighted above underlie two recurring and overarching
recommendations evident in the eight CSTB reports cited:

Recommendation 1 The federal government should continue to

boost funding levels for fundamental information technology research
commensurate with the growing scape of research challenges (2-4,6-8). |should ensure that the major funding agencies, especially the National
Science Foundation and the Defense Advanced Research Projects Agency,
have strong and sustained programs for computing and communications
researchthat are broad in scope and independentof anyspecial initiatives
that might divert resources from broadly based basic research (2,3),

Recommendation 2 The government should continue to maintain
the special qualities of federal [t research support, ensuring that it comple-
ments industrial research and development in emphasis, duration, and
scale (1-4,6).

This report addresses the ways that past successes can guide federal
funding policy to sustain the IT revolution and its contributions to other
fields.

Capyright © National Academyof Sciences. All rights reserved.

953



954

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

Innovation in Information Technology

UNIVERSITIES, INDUSTRY, AND GOVERNMENT: A COMPLEX
PARTNERSHIP YIELDING INNOVATION AND LEADERSHIP

Figure 1 illustrates some of the many cases in which fundamental
research in IT, conducted in industry and universities, led 10 to 15 years
later to the introduction of entirely new product categories that became
billion-dollar industries. It also illustrates the complex interplay between
industry, universities, and government. The flow of ideas and people—
the interaction between university research, industry research, and prod-
uct developrment—is amply evident.

Figure 1 updates Figure 4.1 from the 2002 CSTB report Information
Technology Research, Innovation, und E-Government. The originally pub-
lished figure* produced an extraordinary response: it was used in presen-
tations to Congress and to administration decision makers, and it was

hComputer Science and Telecommunications Board, National Research Council. 2002.
Information Technology Research, innovation, and E-Government. National Acaderny Press,
Washington, D.C.

*knowninformally as the “tire-tracks chart” because of its appearance, the figure was
first published in Evolving the High Performance Computing and Communic
Support the Nation’s Information Infrastructure (3; p. 2).

 tions Initiative to

5
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1965 1970 1875 1980 1985 1990 1995 2005
Tirmesharing | : :

 
 
 

  

CTSS, Multics / BSD
Unix

SDS $49, 360/67, VMS

neeeane Berkeley, CMU, CERN
PARC, DEG, IBM

Novell, EMC, Sun, Gracie

 

Sketchpad, Uiah
GMABM, Xerax, Microsoft

E&S, SGL ATL, Adobe

Spacewar (MIT), Trek (Rochester)
Alar, Nintendo, SG1, Pixar

ARPANET, Alona, Internet

Pup
DEGaet, TOPAP

Rings, Hubnet
Ethemet, Datakit, Autonet

LANs, switched Ethernet
Workstations

Lisp machine, Stanford
Xerox Alto

: : Xerox Siar, Analio, Sun
Graphical user iinterfaces

covccodecoeeasecoss002009* : : : Engelhart / Rochester
Alta, Smailtaik

 Star, , Microsoft

VLSI design /: Berkeley, Caltech, MOS!S

: i many

RISC ‘processars  Berkeley, Sta
IBM é0t

SUN, Sai, IBM, HP

to World Wide Web

1965 1970 1975 1980 1985 1980 1995 2005
dusiry R&D Se RR Products 18 markei asing date of $1 B industry.

FIGURE 1 Examples of government-sponsored IT research and development in
the creation of commercial products and mdustries. Federally sponsored research
lies at the heart of many of today’s multibillion-dollar information technology
industries-industries that are transforming ourlives and driving our economy.
Ideas and people flow in complex patterns. The interaction of research ideas
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1985 1970 i875 1980 1985 1990 1995 2005

| from Internet

 
 

 
 
 
  

Helational databases
: | __ggppeoeeonadpooqooconoc0q. eon ponspoqocdseonasase—5" ooo} Berkeley, Wisconsin

IBM

Oracle, 1BM, Sybase
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: : Tokye, Wisconsin, UCLA
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IGL, Teradata, Tandem

Bata mining soagooop Wisconsin, Stanfard

IBM, Arbor

IRE Arbor, Plato

Paraliel co utin ' : :
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IBM, Intel

OM-5, Teradata, Cray 135

Berkeley
 Striping/Datamesh, Pet

many

9000000 : — apenon. ODDDaEDS nosnaggens ENEDNDESHODADODOOHPOSOODOOOOOE: c : Berkeley, Purdue (SDMA)
Linkabt, Hughes
Qualcomm

World Wide Web
CERN, Wneis Mosaic}
Alta Vista

: : Netscape, Yahoo, Googie

Speech recognition   CMU, SRI, MIT

Bell, (BM, Dragon

228ER es Dragon. IBM
Broadbandin last mile

: : Stanford, UCLA

Bellcore Celcordia}
 8 Bt oi ST Amati, Alcatel, Broadcom

4990 1985 2005 
multiples their eftect. The result is that the United States is the world leader in
this critical arena. Althoughthe figure reflects input from many individuals at
maultiple points in time, ensuring readability required making judgments about
the examples to present, which should be seen as illustrative rather than exhaus-
tive. SOURCE: 2002 update by the Computer Science and Telecomnimications
Board of a figure (igure [5.1) originally published in Computer Science and
Telecommunications Board, National Research Council, 1995, Evolving the High
Performance Computing and Commiunicatious Initiative to Support the Nation’s Infor-
mation Infrastructure, National Academy Press, Washington, D.C.
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discussed broadly in the research community. Although IT commercial
success leads sore policy makers to assume that industry is self-suffi-
cient, the tire-tracks chart underscores how muchindustrybuilds on gov-
ernment-funded university research, sometimes throughlong incubation
periods (1,3).

Figure 1also illustrates—-although sketchily—the interdependencies
of research advances in various subfields. There is a complex research
ecology at work, in which concurrent aclvances in multiple subfields—in
particular within computer science but extending into other fields, too,
from electrical engineering to psychology—-are mutually reinforcing: they
stimulate anc enable one another<

One of the most important messages of Figure 1 is the long, unpre-
dictable incubation period—requiring steady work and funding—be-
tween initial exploration and commercial deployment (1,3). Starting a
project that requires considerable time often seems risky, but the payoff
from successes justifies backing researchers who have vision. It is often
not clear which aspect of an early-stage research project will be the most
important; fundamental research produces a range of ideas, and later
developers select from among them as needs emerge. Sometimes the
utility of ideas is evident well after they have been generated. For ex-
ample, some early work in artificial intelligence has achieved unantici-
pated applicability in computer games, some of which are nowbeing
investigated for decision support and other professional uses as well as
recreation.

itis important to remember that real-world requirements can change
quickly, Althoughthe end of the Cold War was interpreted by some as
lessening the need for research,4 September 11, 2001, underscored re-
search needs in several areas: system security and robustness, automatic
natural language translation, data integration, image processing, and
biosensors, among others—areas in which technical problems are diffi-
cult to begin with, and may becorne harder when technology must be
designed to both meet homeland security needs and protect civilliber-

BrL
he idea that research in [T not only builds in part on research in physics, mathematics,

electrical engineering, psychology, and other fields but also strongly influences them is
consistent with what Donald Stokes has characterized in his four-part taxonomy as
“Pasteur’s Quadrant” research: use- or application-inspired basic research that pursues
fundamental understanding (such as Louis Pasteur’s research on the biological bases of
fermentation and disease). See the discussion on pp. 26-29 in the 2000 CSTB report Making
IT Better (2), and see Donald B. Stokes, 1997, Pasteur’s Quadrani: Basic Science and Tech-
nological Innovation, Brookings Institution Press, Washington, D.C.

4Linda R. Cohen and Roger G. Noll. 1994, “Privatizing Public Research,” Scientific\ 7

American 27103): 72-77.
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ties. Without fundamental research, the cupboard is bare when thereis
a sudden need for ideas to reduce to practice.

THE ESSENTIAL ROLE OF THE PEDERAL GOVERNMENT

Federally sponsored research played a critical role in creating the
enabling technologies for eachof the billion-dollar market segments illus-
trated in Figure l—and for many others as well. The government role
coevolved with IT industries: its organization and emphases changed to
focus on capabilities not ready for commercialization and on new needs
that emerged as commercial capabilities grew, both moving targets (1).
As this coevolution shows, successful technology development relies on
flexibility in the conduct of research and in the structure of industry.

Most often, this federal investment took the form of grants or con-
tracts awarded to university researchers by the Defense Advanced Re-
search Projects Agency (DARPA) and/or the National Science Founda-
tion (NSF}-—althougha shifting mix of other funding agencies has been
involved, reflecting changes in the missions of these agencies and their
needs for IT (1,3). For example, the Departrnent of Energy (DOE), the
National Aeronautics and Space Administration (NASA), and the mili-
tary services have supported high-performance computing, networking,
human-computer interaction, and other kinds of research.®

Whyhas federal support been so effective in stimulating innovation
in computing? As discussed below, manyfactors have been important.

1. Federally funded programs have supported long-term research into fun-
damental aspects of computing, whose widespread practical benefits typically
take years fo realize (1).

“Long-term” research refers to a long time horizon for the research
effort and for its impact to be realized. Examples of innovations that
required long-term research include speech recognition, packet radio,
computer graphics, and internetworking. In everycase illustrated in Fig-
ure 1, the time from first concept to successful market is measured in

3Se0 Computer Science and Telecommunications Board, National Research Council. 2003.
Information Technology for Counterterrorism: Immediate Actions and Future Possibilities. Na-
tional Academies Press, Washington, D.C.

Sin addition to research funding, complementary activities have been undertaken by
other agencies, such as the National Institute of Standards and Technology, which often
brings together peopie from universities andindustry on issues relating to standardsset- 
ting and measurement.

Capyright © National Academyof Sciences. All rights reserved.

958



959

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

10 INNOVATION IN INFORMATION TECHNOLOGY

decades (see Box 2}-—a contrast to the more incremental innovations that

are publicized as evidence of the rapid pace of IT innovation.
Work on speech recognition, for example, which beganin earnest in

the early 1970s, took until 1997 to generate a successful product for en-
abling personal computers to recognize continucus speech (8). Work on
packet radio also dates from the 1970s, andits realization in commercial
ad hoc mobile networking also began in the late 1990s.7 Fundamental
algorithms for shading three-dimensional graphics images, which were
developed with federal funding in the 1960s, sawlimited use on high-
performance machines until they entered consumer products in the 1990s;
todaythese algorithms are used in a range of products inthe health care,
entertainment, and defense industries. The research programs behind
these innovations not only were long-term but also were broad enough to
accommodate within a single programthe development of those unan-
ticipated results that have in many cases provided the most significant
outcomes of a project.

The benefits of a long time horizon, combined with program breadth,
extend to today’s challenges. This point was emphasized in CSTB’s 1997
report on usability, More Than Screen Deep (8), which explained(at p. 192):

Federal initiatives that emphasize long-termgoals beyond the horizon
of most commercial etforts and that may thus entail added risk have the
potential to move the whoie intormaiion technologyenterprise into new
modes of thinking and to stimulate discovery of new technologies for
the coming century.

Because of unanticipated results and synergies, the exact course of
fundamental research cannot be planned in advance, and its progress
cannot be measured preciselyin the short term. Even projects that appear
to have failed or whose results do not seern to have immediate utility
often make significant contributions to later technology development or
achieve other objectives not originally envisioned. A striking example is
the field of number theory (1): for hundreds of years a branch of pure
mathematics without applications, it is now the basis for the public-kev
cryptographythat underlies the security of electronic commerce.

7

*Simila rly, commercial developrnents in broadband cellular radio Qwhich has become
essentially wireless Internet access in third-generation wireless) are built in part on many
decades of federally supported research into Code Division Multiple Access technology,
signal processing for antenna arrays, error-correction coding, and so on.
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HOR 2

The Role of Federal Support for Fundamental Research in iT

CSTR's 1995 report Evonine the High Performance Computing and Commuar
catians inijative jo Support the vation s tntormation inrastructurs (o) exarnined

the payoll from several decades of lederal invesiment in TT research. Arnong the
conclusions of thal report are thease:

t

t

t

t

* Research has kept paying off aver a jong period.
* The payoli fronresearch takes tme As Finure fi) shows, ableast 10 years, i

moore often 15, elapse between initial research on a maior new Idea and commer
ciol success: Thisis silltrue inspite of today’s shorter product cycles,

» Unexpected results are ofien the mosl important Electronic mail and the
‘windows interface are only two examples... .

* Research stimulates communication and interaction. Ideas How back and

forth belween research procrams and development efforts and belween academia
and ingustry fond between reasearch orgrams wilh diferent foci inal are proceed- i
ino concurrently]. i

e Research trains peogie, who star companies or form a pool of trained per-
sonnel thal existing companies can draw on lo enter new riarkels quickly: i

* Dong research invaives laking risks. Not all public research programs have i
succeeded or led to clear outcomes even after many years. But the record of
accomplishments Suggests thal davemment investment in computing and cammu-
niczions research has been highly productive |

t

t

t

iComputer Guence and Telecommiunications Board, Natlanal Regaarch Council 1965.
Evalving the: high Peartarmnance Gamputing and Communications inivative to: Susanaihe Na-
vos hornaton infiastusiure:: National Academy press, WashingtonDeo pps Seas

 
2. The interplay of government-funded and industry research has been an

important factor in IT commercialization (1-8).

The examples in Figure 1 showthe interplay between government-
funded research and industry research and development. In somecases,
such as reduced-instruction-set computing (RISC) processors, the initial
ideas came fromindustry, but the research that was essential to advanc-
ing these ideas came from government funding to universities. RISC was
conceived at IBM, but it was not commercialized until DARPA funded

additional research at the University of California at Berkeley and at
Stanford University as part of its Very Large Scale Integrated Circuit
(VLSD program of the late 1970s and early 1980s (1,3). The VLSE program
aise supported university research that gave rise to such companies as
Synopsys, Cadence, and Mentor, which have acquired dozens of smaller
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companies that started as spinoffs of DARPA-funded® universityre-
search; such research has also pushed the proverbial envelope in aigo-
rithms and user interfaces. The more than 53 billion electronic design
automation industryis an essential enabler to other parts of IT.

Sirnilarly, IBMpioneered the concept of relational databases (its Sys-
tem R project) but did not commercialize the technology. NSF-sponsored

researchat the University of California at Berkeley brought this technol-
ogyto the point at which it was commercialized by several start-up com-
panies and then by more established database companies Gncluding IBM)
(1,3). In other cases, such as timesharing, the initial ideas came from the
university community, and subsequent industry research, while signifi-
cant for a time, was not sustained. In none of the examples in Figure 1 did
industry alone provide the necessaryresearch.

3. There is a complex interleaving offundamental research and focused de-
velopment (1-3).

In the case of integrated circuit (VLSD designtools, research innova-
tion lecl to products and then to majorinclustrial markets. A still-unfold-
ing exampleis the theoretical research that yielded the algorithms behind
the Web-content management technology underlying Akamai. In thecase of relational databases, the introduction of products stimulated new
fundamental research questions, leading to a new generation of products
with capabilities vastly greater than those of their predecessors. The
purpose of publicly funded research is to advance knowledge and to
solve hard problems. Theexploitation of that knowledge and those solu-
tions in products is fundamentally important, but the forrn it takes is
often. unpredictable, as is the impact on future research (see Box3).

4, Federal support for research lias tended to complement, rather than pre-
empt, industry investments in research.

The IT sector invests an enorrnous arnount each year in R&D. It is

critical to understand, however, that the vast majority of corporate R&D
has always been focused on product and process development(2). This is
what shareholders (or other investors) demand. [tis harder for corpora-
tions to justify funding long-term, fundamental research. Economists

In some cases, the Semiconductor Research Corporation provided the finding. For
additional information, see the Web site <http://www.sre.org/member/about/
history.asp>. Accessed June 2, 2003.
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BOX s (
The Technological Underoinnings of Electronic Commerce

Electronic commerce is becoming pervasive. jtis changing many aspects of
ourlives, farmthe way we shop ta ihe way we oolain goverment services,

The organizations and individuals thal expiant electronic: commerce ernpicy i
commiercial tools fram companies such as Microsofi and Gracie. They may not
ihink of themselves as ihe beneticiaries of fadersl Invasimenis in university-based i

iD rasearch--but iney are. Nearly avery key technological comnonent undariying
elecironic commerce has bean shaped by tie invesiment. Forexample:

* The Intemnet—-Defense Advanced Research Projects Agency (DARPA) in-
vestments in ine 1960s and 1970s were follower by Netiong! Science Foundation i
{NSF) invesimients in tha 1980s and early 1990s, with research (supported by
mullipie agencies) continuing io this day (1).

» Web browsers—Mosaic, the lirst browser wilh & graphical user interlace,
was invented at the NSF-supportad National Center for Supercomputer Appiica-
tions al the University of Wingis (1). i

®  Publie-key orvolography for secure credit. card ransactions--NSE spon-

sored university-based rasourch in the 1970s thal supporied this innovation (1). i
*9Back-end database and transaction processing svetenie—NSF and DARPA

supporied key research on relational databases arid transaction processing sys-

tems al the University of Galfornia al Berkeley, University of Wisconsin, and else:
where, beginning in ihe eary 1200s and continuing fo iis dav 1).

«Search enginesSearch engines grew oul of federally supported university i
research programs, such as the ranking algonthrm work at Stanford University that
conlibuled to Goole: Ine WebCrawler and Metealrawier grow oul of work ab the i
University af Washington:

But ihs Gevelapmeant is nat compieis: a rarige of technical challeriges sill exist,

along with challenges for IMPrOVING the fl belweean ine technologies and the be-
Havier and neads of the pacple who use than (2.8). i

SOURCES: Pleses of nis history ate recounted in the previously ced CSTR reports (1-8)
and in CSTR's series OL Teacons on-ine Iniemel loward & National esearch Neiwork (1388), i
Fisalizing tha information Future: The loternst and Beyand (1960), The Unprediciable Cenain-

tye dolernation infasiucture Jneough 2000 (1996). the intemers Coming of Age (2001). and i
Breadband: Briggirg Home the Bis 2002). all published by the National Asadamy Press,
Wasbington, Loc.

 
have articulated the concept of “appropriability” to express the extent to
which the results of an investment can be captured bythe investor, as
opposed to being available to all players in the market. The results of
long-term, fundamental research are hard to appropriate for several rea-
sons: they tend ta be published openly and thus to became generally
known; they tend to have broad value; the most important maybe unpre-
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dictable in advance; and they becorne knownwell ahead of the momentof

realization as a product, so that many parties have the opportunity to
incorporate the results into their thinking. In contrast, incremental re-
searchand product development can. be performed in a waythat is more
appropriable: it can be done under wraps, and it can be moved into the
marketplace more quickly and predictably.

Although individual industrial players may find it hard to justify
research that is weakly appropriable, it is the properrole of the federal
government to support this sort of endeavor (1,3). When companies cre-
ate successful new products using the ideas and workforce that result
fromfederally sponsored research, they repay the nation handsomelyin
jobs, tax revenues, productivity increases, and world leadership (1,3).
Long-term research often has great benefits for the IT sector as a whole,
although no particular company can be sure of reaping most of these
benefits.

Appropriabilitv helps to explain why the companiesthat have tended
to provide the greatest support for fundamental research are large com-
panies that enjoy dominant positions in their market (1). AT&T and IBM,
for example, have historically made significant investments in fundamen-
tal research. Anything that advances IT as a whole benefits the dominant
players-—-they may be capable of reapinga significant proportion of the
returns on their research investments. As IT industries became more

competitive, however, even these firms beganto link their research more
closely with corporate objectives and product development activities.”
Oneof them (AT&T) has radically cut back its research cffort. This process
began with a government proceeding that resulted in the splitting up of
functions formerly aggregated under “Ma Bell” and continued with the
growth and contraction of a set of industry research and development
endeavors (AT&T Research, Lucent Technologies, Agere Systems, and
Bellcore [now Telcorcdia}) where once there was the monolithic Bell
Laboratories."

Several of the companies that have recently emerged as dominant in
their sectors, such as Intel and Microsoft, have increased their support for
tundamental research. However, many other successful companies with
large market shares(e.g., Cisco, Deil, Oracle) have chosen not to invest in
fundamental research to anysignificant extent. And even at Microsoft,
just as atAT&T and IBMbeforeit, the investment in fundamental research

wy

"Elizabeth Corcoran, 1994, “The Changing Role of U.S. Corporate Research Labs,” Re-
search-Techioleey Management 37(4):14-20, Peter Cay, 1993, “R&D Seoreboard: In the Labs,
the Fight to Spend Less, Get More,” Business Week, June 28, pp. 102-124

Wesrp launched a studyof the future of telecommunications R&Di
    

in 2008.
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represents a relatively small proportion of overall corporate R&D. In
2002, Microsoft invested roughly $5 billion in R&D, but the company’s
fundamental research arm is small enough to suggest that 95 percent of
Microsoft’s R&Dinvestment is product-related.

Start-ups represent the other end of the spectrum. A hallmark of U.S.
entrepreneurship, start-ups andstart-up financing promote flexibility in
industry structure and industry management. They have facilitated the
development of high-risk products as well as an iconoclastic, risk-taking
attitude among more traditional companies and managers in the IT busi-
ness. Bui they do not engage in research (2). Thus, the wave of Internet-
related and otherITstart-ups of the 1990s is notable for two reasons: first,
these start-ups attracted sorme researchers away from universities and
research, and second, notwithstanding the popular labeling of thosestart-
ups as “high-tech,” they applied the fruits of past research rather than
generating rnore. Start-ips illustrate the critical role of government fund-
ing in building the foundations for Innovative commercial investments.

THE DISTINCTIVE CHARACTER OF

FEDERALLY SUPPORTED RESEARCH

The most important characteristic of successful government research
activities is their breadth of scope—bothin their long time dimension and
in their focus on activities that are potentially difficult to appropriate
privately in their entirety. Two specific topic areas that illustrate these
principles are large-scale IT systems and social applications of IT. Grow-
ing capabilities and broadening use of IT in the 1990s motivated CSTB
recommendations for greatly increased federal support in these twocat-
egories (2) (see Boxes 4 and 5).

Prospects for progress in social applications—howeverdifficult—are
one reason for conficence that IT will improve as a human enabler. The
beginnings evident in all of these areas are but crude indicators of what
research may make possible.

An example of particular currency is that of cybersecurity. Stimu-
lated by the events of September 11, CSTR issued the report Cybersecurity
Today and Tomorrow: Pay Nowor Pay Later, in early 2002. The report sum-
marized the findings of seven CSTR reports issued over the preceding
decade that had cybersecurity as a principal theme. Cybersecurity Today
and Tomorrow concludes with the following paragraph:

Research and development on information systems security should be
construed broadly te include R&D on defensive technology (Cinciuding
both underlying technologies and architectural issues}, organizational
and sociological dimensions of such security, forensic and recoverytools,
and best policies and practices. Given the failure of the market to ad-
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BOX 4

Detining Large-Scale Systems and Social Applications
of information Technology

Large-scale systems are 1 systems that contain many Ghousands, millions,
billions, or inilons or more) Interacting hardware and software components. They
tend to be helerogeneous—in thal they are composed of many diffarant types of
combonenis-——-and Highly cambiex because the interactions among the campn-
nenis ara numerous. varied, and complicated. They aiss fend to ssan multiple
organizations (or elements of organizations: and have changing centiqurations.
Over lime, ine largest i! systems have become ever larcer and more camplar,

and al any given point in time, systems of a cerlain Scale and camplenity are not
feasibis or economical to design with ecusting mathodologies.

Soelal applications of {7 sere groups of pecole in shared activiies: The mast
sirarghiforward ct these applications improve ihe aflectivaness of geographically
dispersed groups af people who are collaboreling on some task Ina shared con-
text, More sophisticated applications may suppor the operations of a business or
the funchoring ofan-entire economy) sysiems tor e-commerce are an example.
Characteristic of social applications of fT is the embedding of IT iio a large orga-
nigational or social systern to form @ “sociolechnical’ system in which people and
technology inferact io achieve a cammon ourmose—even if thal ourpose is not

obviously social. such as efiicient operation of a manufacturing line Gvnich is a
conjunction of lechnological aulomation and human workers) or ragid and decisive
baltiefield mananeament (which is a conjunction of command-and-contro! technalee
gy and the judament and expertise of cormmanders}. Social applications af 1T—
especially those supporting organizational and societal missions-—tend to be large-
scale and complies. mixing fechnigal and noniachiniical design and operational
elements and involving often-difficull secial and policy lesues such as those relat:
6d to orivacy and access.

SOURGE: Reonnted from Computer Sclence and: Telacommunications Board. National
Research Council, 2000. Making IT Better: Expanding information fechnalogy Research to
Meet Society's Needs: Nallianal Academy Press, Washiagten outs p.3:

dress security challenges adequately, government support for such re-
searchis especially imyportant.*+

CSTB’s 2001 study on networked systems of embedded computers
(7) sounds a similar theme (at p. 9}:

{T]he committee (compased of people from bath academia and indus-
try) believes that while some of the questions raisedin this report may

Ucomputer Science and Telecornmumnications Board, National Research Council. 2002.
Cybersecurity Today and Tomorrow: Pay Nowor Pay Later. National Academy Press, Washing-
ton, D.C. pp. 14-15.
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BOX 5 |

Research on the Social Applications of
information Technology

Research on ine socie| applications of information technology (1) cambines

work in fachinica! disciplines, such as computing and communicalions, wilh re-
séaich in the social sciences to undersiand how people, organizations, and iT

systems can be combined lo most effectively perfonn 4 set of tasks. Such re- i
search can address 2 range of issues related io Tl systems, as demonstrated by
the examples below oo i

® Novel activities and stifis in organiatonal, Scanomic, and social siruc:
turés-—-Wiet will paopie do {at wark, in-school, at play, in Government and 80 on)
when computers can sea and hear better than people can? Haw wil activities and
organizations change when robotic technologyis widespread and cheab? Haw will i
individaual and organizational activiies change when surveillarice vie 11 becomes
olfactively universal? New techaoiagias will affect ail kinds of people in many WAYS,
and they hold nerticular promise for those wilh special situations or casabilties,
because thaywill give thern broader access to social and economic activilies.

» Blecirone carnmuniies—tow can tT systaros be best designed to facillais i
ihe communication and coordination of groups of people working toward & com-
mon goal? Progress requires an understanding of the sociology and dynamics of
groups of users. as well as of the tasks they wish to perform. Psychologists and
sociologisis could affer insight for the conceplualization and retinement of thase
social apolications, and technolodisis could mold thelr technolodival aspects.

* Electronic commerce—How can buyers and sellers be bes! brought togeth-

er io conduct business transactions on ihe Intemel? What kinds of secunty tech- i
nglogias will provide adequate assurances ai the idantiiies of both parties and
protect the confidentiality of ther transactions wilhaut imposing Unnecessary bur: i
dens on either? Haw will electronic cammierce affect the competitive advantage of
ficros, their business strateqies, and Ihe structure of industries (e.g. their horzon-
ial and vertical linkages)? Such wark renuires the insighl of economists, arganiza-
Honal theonets, business strategists, and psychologisis who understand consumer
behavior, as well as of iechnologists, i

s Critical infrastruciures—-How can lt be beller embedded into the nations

transporation. eneray; financial talscammunications, and other infrastructures to i
make thern more efficient and elfective without making them fess reliable or more

prome fo human error? For example, how can an alr traffic coriral eyslarn be de-

signed to provicle controllers wilh sulliicient information to make critical derisions
without overwhelming them with dala? Such work tequiras ine insight of cognitive i
psychologists and experts in alr watlic control, as well as of technologists.

*.Complesitvlow can ite beneliis of LE be brought to tne cilizenry without
ine exniading complexly characteristic of professional uses of 1b? Allnough net
works) computers, and sollware can be assembiecand configured by profession-
als io Support the mission-critical computing needs oflarge organizations, the tech-

niques thal make this possible are inadequule for information appllancas designed i
for the home, car ar iidividual: Research is needed ic simplify and aulomete

CONEAUES
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BON Ss
Continued

t

t

sysiem conliguralion, change, and repair, Such research will reauire insight from
fechnolnonists. cngnitive psycholonisis and thase skier] in user Interface cesion. i

t

t

t

SOURCE: Reprinted fram: ‘Computer Science: and Telesammunications Board. National
Research Cound: 2000: Waking EE Better: Expanding prformatios Tesnnoiggy Research to
Mest Societcs Needs. National Academy Prass, Washington DiC. poof:

 

be answeredwithout a concerted, publicly funded research agenda, leav-
ing this work solely to the private sector raises a mimberof troubling
possibilities. Of great concernis that individual commercial incentives
will fail to bring about work on problems that have a larger scope and
that are subject to externalities: interoperability, satety, upgradability,
and soon. Moreover, a lack of government funding will slow down the
sharing of the research, since the commercial concerns doing the re-
search tend to keep the research private to retain their cornpetitive ad-
vantage. The creation of an open research community within which
results and progress are shared is vital to making significant progress in
this arena.

Another example of the distinctive role that federal funding can play
in computing research comes from two recent CSTB studies of the Internet.
The 2001 report The Internet's Coming of Age examined the role of the
government in funding research that leads to open standards, exempli-
fied by the work that defined the Internet. One of the Internet’s hallmarks
has been its openness. Proprietary research can enhance a particular
product, but researchleading to open standards can. create a new market-
place for products. Each companythat is an Internet “player” will be
tempted to diverge from the common standard Uf it looks possible to
capture a large portion of it--we have seen this during the past decade in
protocols for transport, electronic mail, instant messaging, and manyother
areas (see Box 6), However, a common, oper standard maximizes overall
social welfare as a result of the network externalities obtained trom the

larger market. Wheneffective open standards are made available, they
can be attractive in the marketplace and may win out over proprietary
ones. The report notes:

The government's role in supporting open standards for the Internet has
not been, and should not be, to directly set or influence standards, Rath-
er, its role should be to provide funding for the networking research
community, which has led to both innovative networking ideas as well

Copyright G National Academyof Sciences. All rights reserved.
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BOX S

The Origing of Electronic Mall and instant Messaging

The invention of imesharing systems inthe 186Cs not only contributed impor
tant technical developmenis in hardware, software, and system sacurity bul algo
provided the enviranmant that lec to the development of the most useful and wide-
spread of popular applications, narvisly, e-mall and insiani messaging (1).

Jimesharing allowed concurrent mullipie users to share the power of a comput
er which provided a fresh way for colleagues to interact By 19/70, programmiers
in federally funded research laboralores had developed both asynchronous elec-
tronic mai and faciities for real-tinie interaction Delween users, in research oper
ating sysiems such as Tanex, Mulllesand CallSs:

Thee modalities-—now widely known as eemel and instant messaging—
proved so powertul that they have spread far and wide with the availabilty of low-

cost personal computers, public networking, and cllent-server compuling. These
eopular and visible tools, as well as all of ine other forme of collaboralwe comput:
ing, have: truly transformed our work and cur lives hey owe their origins to the
funding of [fF research by ihe Deferise Advanced Research Projects Agency and
the National Science Foundation (1,3),

  
as Specific technologies that can be translated inte new apen stan-dards.

J

A 2002 report, Broadband: Bringing Home the Bits, outlines an even
broader role for federally funded research to enable openness in
infrastructural systems:

Support research and develepment on access technologies, especially
targeting the needs of nonincumbent players and other areas that are
not targets of stable, private sector funding.... [One target area is]

technologies that foster the accommodation of multiple competi tive ser-
vice providers over facilities. Such open access-rcay systems might notbe a natural research and development target of large incumbent pro-

viders but will be the preferred form for a variety of public sector or
public-private deployments.+

Broadband: Bringing Home the Bits notes that federally funded research
can cornmplement the more proprietary-oriented industry approaches to
innovation, whether in communications architecture or content. It also

 

 nee and Telecommunications Board, National Research Council. 2001.
The internet's Coming of Age. National AcademyPress, Washington, D.C., p. 3

Icomputer Science and Telecommunications Board, National Research Council. 2002.
Broadband: Bringing Homethe Bits. National Academy Press, Washington, D.C, p. 40.

"Compute: SC
 
  
a

Copyright G National Academyof Sciences. All rights reserved.

968



969

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

20 INNOVATIONIN INFORMATION TECHNOLOGY

calls for the support of research on economic, social, and regulatoryfac-
tors relating to broadband technologies—nontechnical factors that inter-
act with the design and deployment of broadband.

UNIVERSITY RESEARCH AND INDUSTRIAL R&D

Much of the government-funded research in IT has been carried out
at universities.4 Federal support has constituted roughly 70 percent of
total university research funding in computer science and electrical engi-
neering since 1976 (2). Among the manybenefits of federaily funded
university research, the generation of new knowledge is only one (see
Box 7).

Strong research institutions are recognized as being among the most
critical success factors in high-tech economic development(5). In com-
puting, electronics, telecommunications, and biotechnology, evidence of
the correlation abounds—in Boston (Harvard University and the Massa-

chusetts Institute of Technology); Research Triangle Park (Duke Univer-
, the University of North Carolina, and North Carolina State Univer-

sity); New Jersey (Princeton University, Rutgers University, and New
York City-based Columbia University}; Austin (the University of Texas);
southern California (the University of California at San Diego, the Uni-
versity of California at Los Angeles, the California Institute of Technol-
ogy, and the University of Southern California); northern California (the
University of California at Berkeley, the University of California at San
Francisco, and Stanford University); and Seattle (the University of Wash-

ington).
In addition to creating ideas and companies, universities often im-

port forefront technologies to their regions (e.g., the nationwide expan-
sion of ARPANETin the 1970s and ofNGI‘net in the 1980s, and the con-
tinuation of those efforts through the private Internet2 activities in the
1990s and early 2000s). Universities also serve as powerful magnets for
companies seeking to relocate. These contributions are not reflected in
Figure 1.

Figure 1 also does not capture the most important product of univer-
sities: people. The American research university is unique in the degree
to which it integrates research with education—both undergraduate and
graduate education. Not only do graduating students serve to staff in-
dustry(5,6), but they also are byfar the most effective vehicle for technol-

“The concentrationof research in universities is* haticaiaey true for compriter scienceresearch; industry played ar important role in telecommunications research before the
breakup of AT&T and the original Bell Labs.
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BOX? |

The Diverse Senetits of University Research

Universities have a number of imponant charactenatics thal contribute to their
success as engines of innovation. Among therm are the following:

es Universities can focus on fong-ienn research. Focusing on jong-ient re-
search is the sperial role of universives-—one that TT companies cannol be exypect- i
ed tofilto any sismificant extent (1-8). Amevica'’s 7 cormpanies are extraominarnly
Adept at improving current! products, but the track recard is at best mixed oan the i
invention and adoption of “cisruptive technologies,” and corporate research in iy

has been becoming mors applied (2).
¢ Universities provide a neutral ground for collaboration. Universities encour

age movement and collaboration among facuilly through leave and sabbatical pal-
isies thal allow professors to Visd industry, government, and olher universily de-
parimenis or labormlones. These uniquely valuable components of the R&D
structure in ihe United States are not generally oresent in industry. Universities
aise provide sites al which researchers trom cormpeling companies can come to-
geiner to explore fechnical issues. Al the sarne time inal indusiry people share
thelr wisdorn and experience with university researchers, they have ihe onportunk i
ty to learn from one snoiner (2.5).

* Universities integrate research and education. \iniversities provide a forura i
for educating tha skied 17 workers of the fulure (5). The prasence of research
antivilies in an educational setting creates very powerful synery (2.4). TP isa
rapidly changing fleld. Many of the specific facts and techniques that-a student
learns become obsolete early in his or her career. The educational foundation for
continuous learming—-"keeping up with [he field’--is @ crucial cormponent of [Tf ed- i
ucation (9). Students, even bedinning undergraduates, get thet education not only
in the classroom, bul also by sendng as abbreniices on leading-edee research i
projacts, where knowlerige is being discovered, nal resel from @ book. Olen, new
ideas are a by-product of what goes on in he classroont: ian atlermpl lo explain
the solutions to emerging problems, teachers offen deepen their own lnderstand-

ing, while discovering interésiing reasearch questions whose answers are as yel
unknown, Additionally, students are the most powerful vehicle lor lachnolagy i
tansfer not only fram university lo Indusiry bul also between university laboratt-
ries and depariments, through the hiring of posidoctoral researchers and assistant
professors (3),

s Universities are inherently muliidiscininary. Uniwarsily rasearchars are well
situated to draw on experts from a variety of other felds (2). There are offen i
cullural barriers to cross-disciplinary collaboration, bul physical proximally and col

jlegial values go a long way in enabling collaboration. The multidisciniinary nature i
of universities is-afi-chistonc and qrawing imporance to computer science; which
interfaces with so many other fields.

* Universities are “open.” This characteristic of universities, which is true
both IHeredly and liguraively, can pay enormous unanticipated dividentis, Chance
INSACUONS IA an open environment can change the worlds for example whan i
Microsoft founders Paul Allen and Bil Gates were students at Sealiles Lakeside

Schoohin the early 1970s, they were exnased to compuling and computer science
al ihe Univeruly af Washingten and & university spinoff campany, Computer Gen-
ter Corporation.ESO3
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ogy transfer (see Box 7). Federal support for university research drives
this process (1-6). In top university computer science programs, over half
of all graduate students receive financial support from the federal gov-
ernment, mostly in the form of research assistantships. In addition, most
of the funding for research equipment—thatis, research intrastructure—
comes from federal agencies. Industry also contributes significantly to
equipment but is usually attracted by existing research excellence and
collaborations. Thus, by placing infrastructure in universities, the federal
government directly and indirectly makes possible hands-on learning ex-
periences for countless young engineers and scientists, as well as enabling
university researchers to continue their work (1-6).

HALLMARKS OF FEDERALLY SPONSORED IT RESEARCH

As discussed below, the hallmarks of federaliy sponsored IT research
include scale, diversity, vision, and flexibility.

1. Federal programs have been effective in supporting the construction of
large-scale systems and testbeds that have motivated research and demonstrated
the feasiiniity of new technological approaches (1-3).

Some research challenges are toc large and require too much research
infrastructure to be carried out by small, local research groups (6). In IT
research, as in other areas of scientific investigation, federal programs
have playedan important roje in stimulating and supporting large-scale
efforts. DARPA’s decision to construct a packet-switched network (called
theARPANET) to link computers at its mary contractor sites prompted
diverse, high-impact research on networking protocols, the design of
packet switches androuters, software structures for managing large net-
works (such as the Domain Name Svstem), and applications (such as
remote log-in, tile transfer, and ultimately the Web). Moreover, by con-
structing a successful system, DARPA demonstrated the value of large-
scale packet-switched networks, motivating subsequent deployment of
other networks—such as the NSP’s NSFnet, which ultimately served as
the foundation of the Internet--and also a series of high-speed network-
ing testbeds (1,3).

Much of the success of major system-building efforts derives from
their ability to bring together large groups of researchers from universi-
ties and industry that develop a common vocabulary, share ideas, and
create a critical mass of people who subsequently extendthe technology
(2,6).
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2. Coniputing research has benefited from diverse modes ofresearch spon-

Funding for research in computing has been provided by various
federal agencies—mest notably DARPA and NSF, but also including other
parts of the Department of Defense (DOD) besides DARPA, and other
federal agencics such as NASA, DOE, and the National institutes of Health
(NIH; in particular through the National Library of Medicine). Comple-
mentary investments have supported technologytranster to industry(e.g.,
activities of the National Institute of Standards and Technology, or NIST).
Funding agencies have continually evolvedin order to matchtheir struc-
tures better to the needs of the research and policy-making communities
(1}. (See Box 8.)

In supporting research, these agencies pursue different objectives and
employ different mechanisms. In contrast to NSF, for example—which
has a mandate to support a very broad research agenda—“mission agen-
cies” tend to focus on topics that appear to have the greatest relevance to
their specific missions. Additionally, the earlyDARPA programs chose
to concentrate large research awards in so-called centers of excellence
(many of which over time have matured into someof the nation’s leading
university computer science programs), while NSF and the Office of Na-
val Research have supportedindividual researchers at a more diverse set
of institutions (1), NSF has been active in supporting educational and
research needs more broadly, awarding graduate student fellowships and
providing funding for research equipment and infrastructure.

CSTB has recognized the effective leadership of NSF and DARPA,
calling on themto step up to larger roles (2; p. 11):

The programs run by [NSF and DARPA] should complement one
another and should together [do the following]:

® Support both theoretical and experimental work;
® Offer awards in a variety of sizes (small, medium, and large) to

support individual investigators, small teams of researchers, and larger
collaborations;

® investizate a range of approachesto large-acale systems problems,
such as improved software design methodologies, system architecture,
reusable code, and biological and economic models... ;

e Attempt to address the full scope of large-scale systems issues,
including scalability, heterogeneity, trustworthiness, flexibility, and pre-
dictability; and

® Give academic researchers some form of access to large-scale sys-
tems for studying and demonstrating new approaches.
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BOx 8

Federal Agency Evolution

Ini response to proposals by Vannevar Bush and others for an oraanization to i
fund basic research, especially in universilias, the U.S. Congress astablishad the |
National Science Foundation (NSF) in 160 (1). A few yaors sarin tha U.S, Navy
had founded the Office of Naval Research to draw on science and engineering
resources in ihe universities. ;

in the early 1950s, during an intense phase of the Cold War, the milillary senmic-
as became the preeminent funclars of computing and communications research. i
The Soviet Union's launching of Sputrik in 1957 raised fears in Congress and the
country tinal the Soviets had forged abead of the United States in advanced tach:
mology. in raspanse, the U.S. Department of Defense, pressured by the Eisan-
bower administration, established the Advanced Research Projects Agency
(ARPA, now DARPA) to fund technological projects with military implications. in i
1962 DARPA created the infornalion Processing Jachriques Office dPTO),
whose inilial reasearch agenda gave prarty to further develspment of computers
for commuand-and-control systems.

With ine passage of time, new organizalions have emerged, and old anes nave
offen beer relonried or reinvented to resporid to new nellonal imperaiives and
counter bureaueralic trends (2). DARPA'S IPTO heps lransionmned tsell severcl
tines fo bring greater coherence [oits research efforts and to respond to lechno-
logical developments and changes in perceived national pesds for iT.

In 1967 NSP asiablished ine Olfice of Gammpuling Acivitiss, and in 1286. it
formed the Computer-and infemation Science and Enoimeering ‘Directorate to
advarice and coordinate suppond for research. education, and infrastructure in com

poling (2) Inthe 3980s NSP, which customaniy has focused on fundamental i
research in universities, also bagan lo encourage join universityindustry research
centers through its Endineering Resarch Geniers program (hese centers focus i
on research and education in the context of long-lime-harizon, complex engineer
ng challenges‘) andils Science and Technology Center program: (aimed al fonda:
ierresdarch in areas that dre naw Gr thal CAN bridge disciplinds and/or insbtu-
tions and sectors“),

Wir ine qrowiht in the []sector ana corresponding | 1 development together i

with the maturation of ine feild af comouter sciance, more receri federal funding
has been characterized by 4 series of mullisgency, long-term, high-risk initiatives. i
The first was the High Performance Computing and Communications initiative,

which emerged in the late 18e0s and broaderied through ine mid. 1890s (1,3). By
the lle 7990s and the establishment of the muliagency information Technology
for the Twenty-First Century initiative (Gn NGP, the infornation Pechnology He-
search inillative), social science résearch—relating IT innovation to ihe people
who use [l--was an important complement to ine science and technology 1é-
search per se (3,8).

Jase HibAWWWSRENSGow/eso/ere Wins Avcessed duns 2B D00g. i
“See hitsHwww netgoviod/ola/pranramalste/>. Accessed dune © 2002. i
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Given the wide circle of agencies interested in and involved with Mm
research and the even wider circle coming to depend onlarge-scale I
systems, the NSF and DARPA should attempt to involvein their re-
search otherfederal agencies ... that operate large-scale IT systems and
vould benefit from advances in their design. Such involvement could

provide a means for researchers to gain access to operational systems
for analytical and experimental! purposes.

The diversity of research funding objectives and program manage-
ment styles offers many benefits (1,3). It helps ensure exploration of a
diverse set of research topics and consideration of a range of applications.
For example, DARPA, NASA, and NIH (in addition to NSF) haveall
supported work In expert systems. However, because the systems have
had different applications—decisionaids for pilots, tools for determining
the structure of molecules on other planets, and medical diagnostics—
each agency has supported different groups of researchers whotried dif-
ferent approaches. And no one’s judgmentis infallible. If one agency
declines to support a particular topic, researchers have other sources of
funding.

3. Visionary program managers who were willing to take risks have been a
halimark of many of the highest-impact federal research tmitiatives (1,3).

The program manageris responsible for initiating, funding, and over-
seeing research programs. The funding and management styles of pro-
gram managers at DARPA during the 1960s and 1970s, for example, re-
flected anability to marry visions for technological progress with strong

technical Peand an understanding of the uncertainties of there-search process (1,3). Many of these program managers and program
office directors were¢ recruited fromuniversities and industrial research
laboratories for limited tours of duty and were themselves leading
researchers, With close ties to the field, they were trusted by—and
trusted—the research community. They tended to lay down broad guide-
lines for new research areas andto draw specific project proposals from
principal investigators. They were willing to place bets—to pursue high-
risk/high-gain projects.

This style of funding and managemeent allowed researchers room to
pursue newvenuesof inquiry. The funding style resulted in advancesin
areas as diverse as computer graphics, artificial irittelligerice, retworking,
and computer architecture. As that experience illustrates, because unan-
ticipated outcomes of research are so valuable, federal mechanisms for
funding and managing research need to recognize the inherent uncertain-
ties and build in enough flexibility to accommodate midcourse changes
(1,3).
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LOOKING FORWARD

Federal funding agencies will have to continue to adjust their strate-
gies and tactics as national needs and imperatives change. Todaythereis
an. escalation in concern about homeland security, the globalization of
industry, a rise of commodity IT products and an IT mass market, the
growing dependence of economic and social activity on networking and
distributed computing capabilities, and a variety of industry retrench-
ments. Coevolution with industry thus means different things for feder-
ally funded computing research today than it did in the middleto late
decades of the 20th century.

Challenges as well as opportunities have grown: computer science is
a larger field with more subdisciplines; telecommmunications is increas-
ingly intertwined with computing while evolving across multiple me-
dia;!° the interdisciplinary problems that engage computer science and
telecommunications are broader-ranging; and the number of hard prob-
lems-—-reflecting growth in scale, complexity, and interactions with
people—has increased. Evolving capabilities motivate a range of stretch
goais that can help realize the potential of information technology as a
human enabler.!© Examples incluce newforms of prosthetics (beginning
with systems that can hear, speak, or see as well as a person can) and
better ways to observe or participate in activities from a distance (Le.,
telepresence).

These circumstances implythat the challenge to federal research pro-
gram managers has also grown. For example, while IT is at the core of a
ruimber of interdisciplinary programs (such as the multiagency Digital
Libraries Initiative and NSF’s Digital Government and Computing and
Social System programs), it takes more work to review proposals for in-
terdisciplinary work andto assure its quality. It may thus be more impor-
tant to engage IT-using organizations in research projects, which may
involve more workfor the researchers (2). The growthin opportunities at
the intersection of computing and biology, for example, or even comput-
ing and the arts—both topics of CSTB projects!’ suggests new horizons

Mtynovations are enhancing the potential of optical fiber, various forms of wireless, and
even cider media, such as copper.

loThese and other problems were outlined by Jim Grayin his 1998 A.M. Turing Award
lecture. See Tim Gray, 1998 “What's Next? A Few Remaining Problems in Information
Technology.” Available online at <http:/ /research.Microsoft.com/~Gray/talks>. Accessed
June 9, 2003.

The project on computing and the arts and design was completed in early 2003. See
puter Science and Telecommunications Board, National Research Council. 2003. Be-

youd Productivity: information Technology, Innovation, and Creativity. National Acadernies
Press, Washington, D.C.
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tor IT innovation that depend on the nurturing that is available through
university-based research programs.

The challenges confronting program managers underscore the need
to attract talent from universities and industry to such public service
positions. Past advances fostered by federal funding leveraged the
energies and wisdom.of people who went fromuniversities and industry
into the government, for at least a limited period. It Is tronic that their
stuiccess has increased the incentives for researchers to stay in universities
or to try their hand in industry instead of cultivating the field as program
managers.

Government support for IT research will also be shapedbycategories
of problems in whichit has a special interest. The events of Septernber11,
2001, remind us that computer and communications security, constrained
by market failure, has always depended on federal investments. Butso,
too, has research in human-computer interaction, another arena in which
market forces have been limited (8) and where the rise of e-government
reinforces long-standing governmentinterest associated with its ownap-
plications.* The post-September 11 focus on homelandsecurity and
intelligence analysis also puts a spotlight on supercomputing architec-
tures, numerical analysis, parallel programming languages and tools, and
other areas in which IT advances have flowed from scientific and engi-
neering computing needs within the research community at large—and
in which purely commercial development was unlikely at best (1,3).

The downturnin the telecommunications industry presents opportu-
nities for the government to stimulate newdirections throughits support
for research. We maysee a consolidation anda loss of viable competition,
or a realignment of the sector boundaries to better reflect economic reali-
ties. Government funding, supporting the development of open stan-
dards, can help shape the structure of industry. Given the “chicken-
and-ege” tension shaping advances in infrastructure and applicatioris,
government support for exploration of new kinds of applications can
have great impact“? The government can encourage competition by sup-
porting the definition of critical interfaces and demonstrations of feasibil-

(Computer Science and Telecommunications Board, National Research Council. 2002.
Information Technology Research, innovation, and E-Government. National Acaderny Press,
Washington, D.C.

See Computer Science and Telecornmumications Board, National Research Council,
2001, The [internet's Coming of Age, National Academy Press, Washington, D.C.; and Conm-
puter Science and Telecommunications Board, National Research Council, 2002, Broadband:
Bringing Home the Bits, National Academy Press, Washington, D.C.

20This was dernonstrated by the evolution of the early Internet and Web, involving de-
velopment and refinernent of bath the underlying infrastructure and a suite of compelling
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ity for open standards, arc it can demonstrate newarchitectures through
field trials and testbeds. This role was critical in the emergence of the
Internet, and the relevance and importance of this sort of leadership have
not waned?!

More generally, the 2001-2002 downturnin the economyandthecri-
sis in the telecommunications industry caused a reductionin investment
across all of FP. Spending remained downin 2003, and internal invest-
ment has dropped accordingly. Venture and equity capital has also be-
come harder to obtain in the IT industries. In times such as these, re-

search, especialiy longer-term research, is an obvious target for cost
cutting. But if we as a nation do not continue to invest in the foundations
of innovation, we runthe risk that whenan improving economyjustifies
an increase in investment, there maybe fewiceas in which to invest. For
that reason this time is especially important for government-sponsored
research.

Today’s research investments are essential to tomorrow’s world lead-
ership in IT. Fromits position of leadership today—reinforced by an
aggregation of universities, companies, government programs, and tal-
ent—the United States is better positioned than other nations are to make
the most of nonappropriable research (and even appropriable research).
Properly managed, publicly fundedresearch in IT will continue to create
important new technologies and industries, some of them unimagined
today. The process will continue to take 10 to 15 years fromthe inception
of a newidea to the creation of a billion-dollar industry. Without contin-
ued federal investment in fundamental research there would still be inno-

vation, but the quantity and range of newideas for U.S, industry to draw
from would be greatly diminished—as would the flow of people edu-

applications by researchers focused not only on FF but also on other fields of science and
engineering in which people used TT. The Internet probably could never have develop
commercially without this phase of government-supported experimentation and refine-
ment coordinated between infrastucture and applications. For a discussion of new oppor-
turities in the support of applications, see Computer Science and Telecornmunications
Board, National Research Council, 2002, Broadband: Bringing Home the Bits, National Acad-
emy Press, Washington, D.C.

“lFor a discussionof the role of government in setting a vision, see Computer Science
and Telecommunications Board, National Research Council, 1994, Realizing the Information
Future: The internet and Beyond, National Academy Press, Washington, D.C. Por a discus-
sion of government leadership and the importance of government funding of research as a
policytoal, see Computer Science and Telecommunications Board, National Research Coun-
cll, 1996, The Unpredictable Certainiy: Information Infrastructure Through 2000, National Acad-
eniy Press, Washington, D.C.
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cated at the forefront, the rmost important product of the nation’s research
universities (1-8).

The lessons of history are clear, as many CSTB studies in the past
decade have shown, and manyof those lessons are relevant to 21st-cen-
tury realities. A complex partnership among government, industry, and
universities has made the United States the world leader in IT, andinfor-

mation technology has become essential to our national security and eco-
nomic and social well-being. Turn-of-the-century turmoil and structural
changes in IT industries have diminished their inherently limited capac-
ity to support fundamental IT research. The role of the federal govern-
ment in sponsoring fundamental research in IT—largely university-
based—has been and will continue to be essential.
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Excerpts from Earlier CSTB Reports

This section contains excerpts from three CSTB reports:

« Making IT Betler: Expanding biformation Technology Research to Meet
Soctety’s Needs (2000),

e Funding a Revolution: Government Support for Contpuling Research
(1999), and

* Evolving the High Performance Computing and Communications Initia-
tive to Support the Nation's Information Infrastructure (14993).

While this synthesis report is based on all the CSTB reports listed in
Box 1 in the “Summary and Recommendations,” the excerpts from these
three reports are the most general and broad. To keep this report to a
reasonable length, nothing was excerpted fromthe other five reports.
Readers are encouraged to read all eight reports, which can be found
online at <http:/ /www.nap.edu>.

For the sake of simplicity and organizational clarity, footnotes and
reference citations appearing inthe original texts have been omitted from
the reprinted material that follows. A bar in the margins beside the ex-
cerpted material is used to indicate that it is extracted text. Section heads
showthe topics addressed.
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MAKING IT BETTER: EXPANDING INFORMATIONTECHNOLOGY

RESEARCH TO MEET SOCIETY’S NEEDS (2000)

CITATION: Computer Science and Telecommunications Board (CSTB),
National Research Council. 2000. MakingIT Better: Expanding Information
Technology Research to Meet Society's Needs. National Academy Press,
Washington, D.C.

The Many Faces of Information Technology Research

(From pp. 23-26): IT research takes many forms. It consists of both
theoretical and experimental work, and it combines elements of science
and engineering. Some IT research lays out principles or constraints that
apply to all computing and communications systems; examples include
theorems that showthelimitations of computation @what can and cannot
be computedby a digital computer within a reasonable time) or the fun-
damentallimits on capacities of communications channels. Other research
investigates different classes of IT systems, such as user interfaces, the
Web, or electronic mail (e-mail), Still other research deals with issues of
broad applicability driven by specific needs. For example, today’s high-
level programming languages (such as Java and C) were made possible
by research that uncovered techniques for converting the high-level state-
ments into machine code for execution on a computer. The design of the
languages themselves is a research topic: how best to capture a
programmer’s intentions in a waythat can be converted to efficient ma-
chine code. Efforts to solve this problern, as is often the case in IT research,
will require invention and design as well as the classical scientific tech-
niques of analysis and measurement. The sameis true of efforts to de-
velop specific and practical modulation and coding algorithms that ap-
proach the fundamental limits of communication on some channels. The
rise of digital communication, associated with computer technology, has
led to the irreversible melding of what were once the separate fields of
cormmunications and computers, with data forming an increasing share of
what is being transmitted over the digitally modulated fiber-optic cables
spanning the nation and the world.

Experimental work plays an important role in IT research. One mo-
dality of research is the design experiment, in which a new technique is
proposed, a provisional design is posited, anda research prototype is
built in order to evaluate the strengths and weaknesses of the design.
Although muchof the effect of a design can be anticipated using analytic
techniques, manyof its subtle aspects are uncovered anly when the proto-
type is studied. Some of the most important strides in IT have been made
through such experimental research. Time-sharing, for exarnple, evolved
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in a series of experimental systerms that explored different parts of the
technology. Howare a computer's resources to be shared among several
customers? How do we ensure equitable sharing of resources? How do
we insulate each user’s program from the programs of others? What re-
sources should be shared as a corvenierice to the customers (e.g., com-
puter files)? Howcan the system be designedsoit’s easy to write com-
puter programsthat can be time-shared? What kinds of commandsdoesa
user need to learn to operate the system? Although some of these trace-
offs may succumb to analysis, others—-notably these involving the user’s
evaluation and preferences—-can be evaluated only through experiment.

ideas for fT research can be gleaned both from the research commu-
rity itself and from applications of IT systems. The Web, initiated by
physicists to support collaboration among researchers, illustrates how
people whouse IT can be the source of important innovations. The Web
was not Invented from scratch; rather, it integrated developments in in-
formation retrieval, networking, and software that had been accurmulat-
ing over decades in many segments of the IT research community. It also
reflects a fundamental bodyof technologythat is conducive to innovation
and change. Thus, it advanced the integration of cormputing, commiunica-
tions, and information. The Web also embodies the need for additional

science and technology to accommodate the burgeoning scale and diver-
sity ofFT users anduses:it became acatalyst for the Internet by enhancing
the ease of use and usefulness of the Internet, it has grown and evolved
far beyond the expectations of its inventors, and it has stimulated new
lines of research aimed at improving and better using the Internet in
numerous arenas, from education to crisis management.

Progress in IT can come from research in many different disciplines.
For example, work on the physics of silicon can be considered IT research
if itis driven by problemsrelated to computer chips; the work of electrical
engireers is considered IT research if it focuses on commurications or
semiconductor devices; anthropologists and other social scientists study-
ing the uses of new technology can be doing IT research if their work
informs the development and deployment of new IT applications; and
computer scientists and computer engineers address a widening range of
issues, from generating fundamental principles for the behaviorof infor-
mation in systems to developing newconcepts for systems. Thus, IT re-
search combines science and engineering, ever: though the popular—and
even professional—association of IT with systems leads many people to
concentrate onthe engineering aspects. Fine distinctions betweenthe sci-
ence and engineering aspects may be unproductive: computer science is
special because of hewit cornbines the two, and the evolution of both is
keyto the well-being of IT research.
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Implications for the Research Enterprise

(From pp. 42-43): The trerids in IT suggest that the nation needs to
reinvent IT research and develop newstructures to support, conduct, and
manage it... .

As IT permeates many more real-world applications, additional con-
stituencies need to be brought into the research process as both funders
and performers of IT research. This is necessary not only to broaclen the
funding base to include those who directly benefit from the fruits of the
research, but also to obtain input and guidance. An understanding of
business practices and processes is needed to support the evolution of e-
commerce; insight from the social sciences is needed to build IT systems
that are truly user-friendly and that help people work better together. No
one truly understands where new applications such as e-commerce, elec-
tronic publishing, or electronic collaboration are headed, but business
development and research together can promote their arrival at desirable
destinations.

Manychallenges will require the participation andInsight of the end
user and the service provider communities. They have a large stake in
seeing these problems addressed, and theystandto benefit most directly
fromthe solutions. Similarly, systerns integrators would benefit from an
improved understanding of systems and applications because they would
become more competitive in the marketplace and be better able to meet
their estimates of project cost anc time. Unlike vendors of component
technologies, systems integrators and erid users deal with entire informa-
tion systems and therefore have unique perspectives on the problerns
encountered in developing systems andthe feasibility of proposed solu-
tions. Manyof the end-user organizations, however, have no tradition of
conducting IT research—or technological research of any kind, in fact—
and they are not necessarily capable of doing so effectively; they depend
on vendors for their technology. Even so, their involvement in the re-
search process is critical. Vendors of equipment and software have nei-
ther the requisite experience and expertise nor the financial incentives to
invest heavily in research on the challenges facing end-user organiza-
tions, especially the challenges associated with the social applications of
IT. Of course, they listen to their customers as they refine their products
and strategies, but those interactions are superficial compared with the
demands of the new systems and applications. Finding suitable mecha-
nisms for the participation of end users and service providers, and engag-
ing them productively, will be a big challenge for the future of IT re-
search.

Past attempts at public-private partnerships, as in the emerging arena
of critical infrastructure protection, showitis not so easy to get the public
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and private sectors to interact for the purpose of improving the research
base and implementation of systems: the federal government has a re-
sponsibility to address the public interest in critical infrastructure,
whereas the private sector owns and develops that infrastructure, and
conflicting objectives and time horizons have confoundedjoint explora-
tion. As a user of IT, the government could play an important role.
Whereas historically it had Hmited and often separate programs to sup-
port research and acquire systems forits ownuse, the government is now
becoming a consumer of IT on a verylarge scale. Just as IT and the wide-
spread access to it provided by the Web have enabled businesses to rein-
vent themselves, IT could dramatically improve operations and reduce
the costs of applications in public health, air traffic control, and social
security; government agencies, like private-sector organizations, are turn-
ing increasingly to commercial, off-the-shelf technology.

Universities will play a critical role in expanding the IT research
agenda. The university setting continues to be the most hospitable for
higher-risk research projects in which the outcomes are very uncertain.
Universities can play animportant role in establishing newresearch pro-
grams for large-scale systems and social applications, assuming that they
can overcome long-standing institutional and cultural barriers to the
needed cross-disciplinary research. Preserving the universityas a base for
research and the education that goes with it would ensure a workforce
capable of designing, developing, and operating increasingly sophisti-
cated IT systems. A booming IT marketplace and the lure of large salaries
in industry heighten the impact of federal funding decisions on the indi-
vidual decisions that shape the university environment: as the key funders
of university research, federal programs send important signals to faculty
andstuctents.

The current concerns in IT differ from the competitiveness concerns
of the 1980s: the all-pervasiveness of IT in everydaylife raises new ques-
tions of howto get from here to there—howtorealize the exciting possi-
bilities,notmerely howto get there first. A vital and relevant IT research
programis more important than ever, given the complexity of the issues
at hand and the need to provide solid underpinnings for the rapidly
changing IT marketplace.

(From p. 93): Several underlying trencs could ultimately limit the
nation’s innovative capacity and hinderits ability to deploy the kinds of
IT systems that could best meet personal, business, and government
needs. First, expenditures on research by companies that develop IT goods
and services and bythe federal government have not kept pace with the
expanding array of IT. The disincentives to long-term, fundamental re-
search have become morc numerous, especially in the private sector,
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which seems more able to lure talent frorn universities than the other way
around. Second, and perhaps most significantly, IT research investments
continue to be directed at improving the performance of IT components,
with limited attention to systems issues and application-driven needs.
Neither industry nor academia has kept pace with the problems posed by
the large-scale IT systerns used in a range of social and business con-
texts—problems that require fundamental research. .. . |Newmechanisms
may be needed to direct resources to these growing problemareas.

(From pp. 6-9): Neither large-scale systems nor social applications of
IT are adequately addressedbythe IT research communitytoday. Most IT
researchis directed toward the components of IT systems: the microproces-
sors, computers, and networking technologies that are assernbled into
large systems, as well as the software that enables the components to
work together. This research nurtures the essence of IT, and continued
work is needed in all these areas. But component research needs to be
viewedas part of a muchlarger portfolio, in whichit is complementedby
research aimed directly at improving large-scale systems and the social
applications of IT. The last of these includes some work (such as corn-
puter-supported cooperative work and human-computer interaction) tra-
ditionally viewed as within the purview of computerscience. Researchin
all three areas—components, systems, and social applications—will make
if systems better able to meet society’s needs, just as in the medical do-
main workis neededin biology, physiology, clinical medicine, and epide-
miology to make the nation’s population healthier.

Research onlarge-scale systems and the secial applications of IT will
require new modes of funding and performing research that can bring
together a broad set of IT researchers, endusers, systemintegrators, and
social scientists to enhance the understanding of operational systems.
Research in these areas dernands that researchers have access to opera-
tional large-scale systems or to testbeds that can mimic the performance
of muchlarger systems. It requires additional funding to support sizable
projects that allow multiple investigators to experiment with large IT
systems and develop suitable testbeds and simulations for evaluating
new approaches and that engage an unusually diverse range of parties.
Research byindividual investigators will not, by itself, suffice to make
progress on these difficult problems.

Today, most IT research fails to incorporate the diversity of perspec-
tives neededto ensure advances on large-scale systems and social appli-
cations. Within industry, it is conducted largely by vendors of IT compo-
nents; companies like IBM, Microsoft, and Lucent Technologies. Few of
the companies that are engaged in providing IT services, in integrating
large-scale systems (e.g., Andersen Consulting [pow Accenture], EDS, or
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Lockheed Martin), or in developing enterprise software (e.g., Oracle, SAP,
PeopleSoft) have significant research programs. Nor do end-user organi-
zations (e.g., users in banking, commerce, education, health care, and
manufacturing) tend to support research on IT, despite their increasing
reliance on IT and their stake in the way IT systems are molded. Likewise,
there is little acadernic research on large-scale systems or social applica-
tions. Within the IT sector, systems research has tended to focus on im-
proving the performance and lowering the costs of IT systems rather than
on improving their reliability, flexibility, or scalability (although systems
research is slated to receive more attention in new funding programs).
Social applications present an even greater opportunity and have the
potential to leverage research in human-computerinteraction, using it to
better understand howIT can support the work of individuals, groups,
and organizations. Success in this area hinges on interdisciplinary
research, which is already being carried out on a small scale.

One reason more work has not been undertaken in these areasis lack

of sufficient funding. More fundamentally, the problems evident today
did not reach critical proportions until recently. ... Froma practical
perspective, conducting the types of research advocatect here is difficult.
Significant cultural gaps exist between researchers in ditterent disciplines
and between IT researchers and the end users of IT systerns.
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PUNDING A REVOLUTION: GOVERNMENT SUPPORT FOR

COMPUTING RESEARCH (1999)

CITATION: Computer Science and Telecommunications Board (CSTB),
National Research Council. 1999, Funding a Revolution: Government Sup-
port for Computing Research. National AcademyPress, Washington, D.C.

(From p. 1): The computer revolution is not simplya technical change;
it is a sociotechnical revolution comparable to an industrial revolution.
The British Industrial Revolution of the late 18th century not only brought
with it steam and factories, but also ushered in a modern era character-

ized bythe rise of industrial cities, a politically powerful urban middle
class, and a new working class. So, too, the sociotechnical aspects of the
computer revolution are now becoming clear. Millions of workers are
flocking to computing-related industries. Firms producing microproces-
sors and software are challenging the economic poweroffirms manufac-
turing automobiles and producing oil. Detroit is no longer the symbolic
center of the U.S. industrial empire; Silicon Valley now conjures up vi-
sions of enormous entrepreneurial vigor. Men in boardrooms and gray
flannel suits are giving wayto the casually dressed young founders of
start-up computer and Internet companies. Manyof these entrepreneurs
had their early hands-on computer experience as graduate students con-
ducting federally funded university research.

As the computer revolution continues and private companies increas-
ingly fund innovative activities, the federal government continues to play
a major role, especially by funding research. Given the successful history
of federal involvement, several questions arise: Are there lessons to be
drawn. from past successes that can inform future policy making in this
area? What future roles might the government play in sustaining the
information revolution and helping to initiate other technological devel-
opments?

Lessons from History

(From pp. 5-13): Whyhas federal support beenso effective instimu-
lating innovation in computing? Although much has depended on the
unique characteristics of individual research programs and their partici-
pants, several common factors have playedan important part. Primary
among themis that federal support for research has tended to complement,
rather than preempt, industry investments in research. Effective federal
research has concentrated om work that industry has limited incentive to
pursue: long-term, fundamental research; large system-building efforts
that require the talents of diverse communities of scientists and engi-
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neers; and work that might displace existing, entrenched technologies.
Furthermore, successful federal programs have tended to be organized in
ways that accommodate the uncertainties in scientific and technological
research. Support for computing research has come from a diversity of
funding agencies; program managers have formulated projects broadly
where possible, modifyiing them in response to preliminary results; and
projects have fostered productive collaboration between universitics and
industry. The lessons below expand on these factors. The first three les-
sons address the complementary nature of government- and industry-
sponsored research; the final four highlight elements of the organiza-
tional structure and management ofeffective federally funded research
programs....

i. Government supports long-range, fundamental research that
industry cannot sustain.

Federally funded programs have beensuccessful in supporting long-
termresearch into fundamental aspects of computing, such as computer
graphics and artificial intelligence, whose practical benefits often take
years to demonstrate. Work on speech recognition, for example, which

was begun in the early 1970s (some started even eearlier), took until 1997
to gerierate a successful product for enabling personal computers to rec-
ognize continuous speech. Similarly, fundamental algorithmsfor shading
three-dimensional graphics images, which were devreloped with defense
funding in the 1960s, entered consumer products onlyin the 1990s, though

they were available in higher-performance machines muchearlier. These
algorithms are nowused in a range of products in the health care, enter-tainment, and defense ndustries.”

Industry does fund same long-range work, but the benefits of funda-
mental research are generally too distant and too uncertain to receive
significant industry support. Moreover, the results of such work are gen-
erally so broad thatit is difficult for any one firm to capture them forits
ownbenefit and also prevent competitors from doing so.... Not surpris-
ingly, companies that have tended to support the most fundarnental re-
search have beenthose, like AT&T Corporation and IBM Corporation,
that are large and have enjoyed a dominant position in their respective
markets. As the computing industry has become more competitive, even
these firms have begunto link their research more closely with corporate
objectives and product developmentactivities. Companies that have be-
come more dominant, such as Microsoft Corporation and Intel Corpora-
tion, have increased their support for fundamental research.
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2. Government supports large system-building efforts that have
advanced technology and created large communities of researchers.

In addition to funding long-term fundamental research, federal pro-
grams have beeneffective in supporting the construction of large systems
that have both motivated research and demonstrated the feasibility of
new technological approaches. The Defense Advariced Research Projects
Agency’s (DARPA’s) decision to construct a packet-switched network
(called the ARPANET) to link computers at its many contractor sites
promptedconsiderable research on networking protocols andthe design
of packet switches and routers. It also led to the development of struc-
tures for managing large networks, such as the domain name system, and
development of useful applications, such as e-mail. Moreover, by con-
structing a successful system, DARPA demonstrated the value of large-
scale packet-switched networks, motivating subsequent deployment of
other networks, like the National Science Foundation’s NSFnet, which
formedthe basis of the Internet.

Efforts to build large systems demonstrate that, especially in comput-
ing, innovation does not flow simply anddirectly from research, through
development, to deployment. Development often precedes research, and
research rationalizes, or explains, technology developed earlier through
experimentation. Hence attempts to build large systems can identify new
problems that need to be solved. Electronic telecommunications systems
were in use long before Claude Shannon developed modern communica-
tions theoryin the late 1940s, and the engineers who developed thefirst
packet switches for routing messages through the ARPANET advanced
empirically beyond theory. Building large systems generated questions
for research, and the answers, in turn, facilitated more development.

Much of the success of major system-building efforts derives from
their ability to bring together large groups of researchers from academia
and industry who develop a common vocabulary, share ideas, andcreate
a critical mass of people who subsequently extend the technology. Ex-
amples include the ARPANET and the development of the Air Force’s
Semi-Automatic Ground Environment (SAGE) project in the 1950s. In-
volving researchers from MIT, IBM, and other research laboratories, the
SAGE project sparked innovations ranging from real-time computing to
core memories that found widespread acceptance throughout the com-
puter Industry. Many of the pioneers in computing learned through
hands-on experimentation with SAGEin the 1950s arid early 1960s. They
subsequently staffed the companies and laboratories of the nascent com-
puting and communications revolution. The impact of SAGE was felt
over the course of several decades.

Capyright © National Academyof Sciences. All rights reserved.

988



989

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

40 INNOVATION IN INFORMATION TECHNOLOGY

3. Federal research funding has expanded on earlier industrial research.

in several cases, federal research funding has been important in ad-
vancing a technologyto the point of commercialization after it wasfirst
explored in an industrial research laboratory. Por example, IBM pioneered
the concept of relational databases but did not commercialize the technoal-
ogy because of its perceived potential to compete with more-established
IBMproducts. National Science Foundation (NSF}-sponsored researchat
UC-Berkeley allowed continued explorationof this concept and brought
the technologyto the point that it could be commercialized by several
start-up companies—and more-established database companies (includ-
ing IBM). This pattern was also evident in the developmentof reduced
instruction set computing (RISC). Though developed at IBM, RISC was
not commercialized until DARPA funded additional research at UC-Ber-

keley and Stanford University as part of its Very Large Scale Integrated
Circuit (VLSI) program of the late 1970s and early 1980s. A variety of
companies subsequently brought RISC-based products to the market-
place, including IBM, the Hewlett-Packard Company, the newly formed
Sun Microsystems, Inc., and ancther start-up, MIPS Corputer Systerns.
For both relational databases and VLSI, federal funding helped create a
community of researchers who validated and improved on the initial
work. They rapidly diffused the technology throughout the community,
leading to greater competition and more rapid commercialization.

4, Computing research has benefited from diverse sources of
government support.

Research in computing has been supported by multiple federal agen-
cies, including the Department of Defense (DOD)—most notably the De-
fense Advanced Research Projects Agency and the military services—the
National Science Foundation, National Aeronautics and Space Adminis-
tration (NASA), Department of Energy (DOE), and National Institutes of
Health (NIH). Each has its own mission and means of supporting re-
search. DARPA has tended to concentrate large research grants in so-
called centers of excellence, many of which over time have maturedinto
some of the country’s leading academic computer departrnents. The Of-
fice of Naval Research (ONR) and NSF,in contrast, have supported indi-
vidual researchers at a more diverse set of institutions. They have awarded
mumerous peer-review grants to individual researchers, especially in uni-
versities. NSF has also been active in supporting educational and research
needs more broadly, awarding graduate student fellowships andprovid-
ing funding for research equipment and indrastructure. Each of these or-
ganizations employs a different set of mechanisms to support research,
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from funcamental research tc mission-oriented research and cdevelop-
ment projects, to procurement of hardware and software.

Such diversity offers many benefits. It not only provides researchers
with manypotential sources of support, but also helps ensure exploration
of a diverse set of research topics and consideration of a range of applica-
tions. DARPA, NASA, and NIH have all supported work in expert sys-
tems, for example, but because the systems have haddifferent applica-
tions—decision aids for pilots, tools for deterrnining the structure of
molecules on other planets, and medical diagnostics--each agency has
supporteddifferent groups of researchers whotried different approaches.

Perhaps more importantly, no single approach to investing in. re-
searchis byitself a sufficient means of stimulating innovation; each plays
a role in the larger system of innovation. Different approaches work in
concert, ensuring continued support for research areas as they pass
through subsequent stages of development. Organizations such as NSF
and ONR often funded seed work in areas that DARPA, withits larger
contract awards, later magnified and expanded. DARPA’s Project MAC,
which gave momentum to thime-shared computing in the 1960s, for ex-
ample, built on earlier NSP-sponsorecl work on MIT’s Compatible Time-
Sharing System. Conversely, NSF has provided continued support for
projects that DARPA pioneered but was unwilling to sustain after the
major research challenges were resolved. For example, NSF funds the
Metal Oxide Semiconductor Implementation Service (MOSIS)—a system
developed at Xerox PARC andinstitutionalized by DARPAthat provides
university researchers with access to fast-turnaround semiconductor
manufacturing services. Once established, this program no longer
matched DARPA’s mission to develop leading-edge technologies, but it
did match NSF’s mission to support university education and research
infrastructure. Similarly,NSP built on DARPA’s pioneering research on
packet-switched networks to construct the NSFnet, a precursorto today’s
Internet.

5. Strong program managers and flexible management structures have
enhanced the effectiveness of computing research.

Research in computing, as in other fields, is a highly unpredictable
endeavor. The results of research are not evident at the start, and their

most important contributions cften differ from those originally envi-
sioned. Few expected that the Navy’s attempt to build a programmable
aircraft simulator inthe late 1940s would result in the developmentof the
first real-time digital computer (the Whirlwind); ner could DARPA pre-
gram managers have anticipated that their early experiments on packet
switching would evolve into the Internet and later the World Wide Web.

Capyright © National Academyof Sciences. All rights reserved.

990



991

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

42 INNOVATION IN INFORMATION TECHNOLOGY

The potential for unanticipated outcomes of research has two impli-
cations for federal policy. First, it suggests that measuring the results of
federally funded research programs is extremely difficult. Projects that
appear to have failed often make significant contributions to later tech-
nology development or achieve other objectives not originally envisioned.
Furthermore, research creates many intangible products, such as knowl-
edge and educated researchers whose vatue is hard to quantify. Second, it
implies that federal mechanisms for funding and managing research need
to recognize the uncertainties inherent in computing research and to build
in sufficient flexibility to accommodate mid-course changes andrespond
to unanticipated results.

A keyelement in agencies’ ability to maintain flexibility in the past
has been their program managers, who have responsibilityfor initiating,
funding, and overseeing research programs. The funding and manage-
ment styles of prograrn managers at DARPA during the 1960s and 1970s,
for example, reflected an ability to marry visions tor technological
progress with strong technical expertise and an understanding of the
uncertainties of the research process. Many of these program managers
and office directors were recruited from academic and industry research
laboratories for limited tours of duty. They tended to lay down broad
guidelines for new researchareas and to draw specific project proposals
from. principal investigators, or researchers, in academic computer cen-
ters. This style of funding and management resulted in the government
stimulating innovation with a light touch, allowing researchers room to
pursue new avenues of inguiry. In turn, it helped attract top-notch pro-
gram managers to federal agencies. With close ties to the field and its
leading researchers, they were trusted by--and trusted in--the research
community.

This funding style resulted in great advances in areas as diverse as
computer graphics, artificial intelligence, networking, and computer ar-
chitectures. Although mechanisms are clearly needed to ensure account-
ability and oversight in government-sporsored research, history demon-
strates the benefits of instilling these values in program managers and
providing them adequate support to pursue promising research direc-
tions.

6. Collaboration between industry and university researchers has
facilitated the commercialization of computing research and
maintained its relevance.

Innovation in computing requires the combinedtalents of university
andindustry researchers. Bringing them together has helped ensure that
industry taps into newacademic research and that university researchers
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understand the challenges facing industry. Such collaboration also nelps
facilitate the commercialization of technology developed in a university
setting. All of the areas described in this report’s case studies-——relational
databases, the Internet, theoretical computer science, artificial intelligence,
and virtual reality—invoived university and industryparticipants, Other
projects examined, such as SAGE, Project MAC, andverylarge scale inte-
gratedcircuits, demonstrate the same phenomenon.

Collaboration between industry and universities can take many
forms. Some projects combine researchers trom both sectors on the same
project team. Other projects involve a transition fromacademicresearch
laboratories to industry (via either the licensing of key patents or the
creation of newstart-up companies) once the technology matures suffi-
ciently. As the case stuclies demonstrate, effective linkages between in-
dustry anduniversities tended to emerge from projects, rather thanbe-
ing thrust upon them. Project teams assembled to build large systems
included the range of skills needed for a particular project. University
researchers often sought out productive avenues for transferring research
results to industry, whether linking with existing companies or starting
newones. Such techniques have often been more effective than explicit
attempts to encourage collaboration, many of which have foundered due
to the often conflicting time horizons of university andindustry research-
ers,

7. Organizational innovation and adaptation are necessary elements
of federal research support.

Over time, new government organizations have formed to support
computing research, andorganizations have continually evolved in order
to better match their structure to the needs of the research andpolicy-
making communities. In response to proposals by Vannevar Bush and
others that the country needed an organization to fund basic research,
especially in the universities, for example, Congress established the Na-
tional Science Foundationin 1950. A fewyears earlier, the Navy founded
the Office of Naval Research to drawonscience and engineering resources
in the universities. In the early 1950s during an intense phase of the Cold
War, the military services became the preeminent funders of computing
and communications. The Soviet Union’s launching of Sputnik in 1957
raised tears in Congress and the countrythat the Soviets had forged ahead
of the UnitedStates in advanced technology. In response, the U.S. Depart-
ment of Defense, pressured by the Eisenhower administration, established
the Advanced Research Projects Agency (ARPA, now DARPA) to fund
technological projects with military implications. In 1962 DARPAcreated
the Information Processing Techniques Office (PTO), whose initial re-

Capyright © National Academyof Sciences. All rights reserved.

992



993

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

44 INNOVATION IN INFORMATION TECHNOLOGY

search agenda gave priority to further development of computers for
cormmand-and-control systems.

Withthe passage of time, new organizations have emerged, and old
ones have often been reformed or reinvented to respond to newnational
imperatives and counter bureaucratic trends. DARPA‘s IPTO has trans-
formeditself several times to bring greater coherence to its research ef-
forts and to respond to technological developments. NSF in 1967 estab-
lished the Office of Computing Activities and in 1986 formed the
Computer and Information Sciences and Engineering (CISE) Directorate
to couple and coordinate support for research, education, and infrastruc-
ture in. computer science. In the 1980s NSP, which customarily has fo-
cused on basic research in universities, also began to encourage joint
academic-industrial research centers through its Engineering Research
Centers program. Withthe relative increase in industrial support of re-
search and development in recent years, federal agencies such as NSF
have rationalized their funding policies to complement short-term indus-
trial R&D. Federal funding of long-term, high-riskinitiatives continues to
have a highpriority.

As this history suggests, federal funding agencies will need to con-
tintie to adjust their strategies and tactics as national needs and impera-
tives change. The Cold War imperative shaped technological history dur-
ing muchof the last halt-century. International competitiveness servedas
a driver of government funding of computing and communications dur-
ing the late 1980s and early 1990s. With the end of the Cold Warand the
globalization of industry, the U.S. computing industries need to maintain
their high rates of innovation, and federal structures for managing com-
puting research may need to change to ensure that they are appropriate
for this new environment.

Sources of U.S. Success

(From pp. 27-28): That the United States should be the leading coun-
try in computing and communications was not preordained. Earlyin the
industry’s formation, the United Kingdom was a serious competitor. The
United Kingdom was the home of the Difference Engine and later the
Analytical Engine, both of which were programmabie mechanical devices
designed and partially constructed by Charles Babbage anc Ada, Count-
ess of Lovelace, in the 19th century. Basic theoretical work cetining a
universal computer was the contribution of Alan Turing in Cambridge
just before the start ofWorld WarIL. The English defense industry—with
Alan Turing’s participation—conceived and constructed vacuum tube
computers able to break the Germanmilitary code. Both machines and
their accomplishments were kept secret, much like the efforts and suc-
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cesses of the National Security Agency in this country. After the war,
English universities constructed research computers and developed com-
puter concepts that later found significant use in U.S. products. Other
European countries, Germanyand France in particular, also made efforts
to gain a footholdin this newtechnology.

Howthen did the United States become a leader in computing? The
answer is manifold, and a number of external factors clearly playedarole.
The state of Europe, England in particular, at the end of World War
played a decisive role, as rebuilding a country and industry is a more
difficult task than shifting from a war economyto a consumer economy.
The movement of people among universities, industry, and government
laboratories at the end of World War Ul in the United Kingdomand the
United States also contributed by spreading the experience gained during
the war, especially regarding electronics and computing. American stu-
dents and scholars who were studying in England as Fuibright Scholars
in the 1930s learned of the computer developments that had occurred
during the war and that were continuing to advance.

Industrial prowess also played a role. After World War H, U.S. firms
moved quickly to build an industrial base for computing. IBM and
Remington Rand recognized quite early that electronic computers were a
threat to their conventional electromechanical punched-card business and
launched early endeavors into computing. ... Over time, fierce competi-
tion and expectations of rapid market growth brought billions in venture
moneyto the industry’s inventors and caused a flowering of small high-
tech innovators. Rapid expansion of the U.S. marketplace for computing
equipment created buyers for new computing equipment. The rapid post-
World War II expansion of civillan-oriented industries and financial
sources created new demands for data and data processing. Insurance
companies and banks were at the forefront of installing early computers
in their operations. New companies, such as Engineering Research Assc-
ciates, Datamatic, and Eckert-Mauchly, as well as established companies
in the data processing field, such as IBMand Sperry Rand, sawan oppor-
tunity for new products and new markets. The combination of new corn-
panies and established ones was a powerful force. It generated fierce
competition and provided substantial capital funds.

These factors helped the nation gain an early lead in computing that it
has maintained. While firms from other nations have made inroads into

computing technology—from memory chips to supercomputers-——U.S.
firms have continued to dominate both domestic and international mar-

kets in most product categories. This success reflects the strength of the
nation’s innovation system in computing technology, which has continu-
ally developed, marketed, and supported newproducts, processes, and
services.
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Research and Technological Innovation

(From pp. 28-31): Innovation is generally defined as the process of
developing and putting into practice new products, processes, or ser-
vices. It draws upon a range of activities, including research, product
development, manufacturing, and marketing. Although often viewed as
a linear, sequential process, innovation is usually more complicated, with
manyinteractions among the different activities and considerable feed-
back. It can be motivated by newresearch advances or by recognitionofa
new market need. Government, universities, and industryall play a role
in the innovation process,

Research is a vital part of innovation in computing. In dollar terms,
research is just a small part of the innovation process, representing less
than one-fifth of the cost of developing and introducing newproducts in
the United States, with preparation of product specifications, prototype
development, tooling and equipment, manufacturing start-up, and mar-
keting start-up comprising the remainder. Indeed, computer manufac-
turers allocated an average of just 20 percent of their research and devel-
opment budgets to research between 1976 and 1995, with the balance
supporting product development. Even in the largest computer manu-
facturers, such as IBM, research costs are only about 1 te 2 percentof total
operating expenses. Nevertheless, research plays a critical role in the in-
novation process, providing a base of scientific and technological know!-
edge that can be used to develop new products, processes, and services.
This knowledgeis used at many points in the innovation process—gener-
ating ideas for new products, processes, or services; solving particular
problems in product development or manufacturing; or improving exist-
ing products, for example...

Traditionally, research expenditures have been characterized as ei-
ther basic or applied. The term “basic research”is used to describe work
that is exploratoryin nature, addressing fundamental scientific questions
for which ready answers are lacking; the term “applied research” de-
scribes activities aimed at exploring phenomena necessary for determin-
ing the means by which a recognized need may be met. These terrns, at
best, distinguish betweenthe motivations of researchers and the manner
in which inquiries are conducted, and they are limited in their ability to
deseribe the nature of scientific and technological research. Recent work
has suggested that the definition of basic research be expandedto include
explicitly both basic scientific research and basic technological research.
This definition recognizes the value of exploratory research into basic
technological phenomena that can be used in a variety of products. Ex-
amples include researchonthe blue laser, exploration of biosensors, and
mich of the fundamental work in computer engineering.
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(Frompp. 21-23): Clearly, the future of computing will citfer from the
history of computing because both the technology and environmental
factors have changed. Attempts by companies to align their research ac-
tivities more closely with product development processes have influenced
the rele they may play in the innovation process. As the computing in-
dustry has grown and the technologyhas diffused more widely through-
out society, government has continued to represent a proportionally
smaller portion of the industry.

The Benetits of Public Support of Research

(From pp. 46-47): The development of sciertific and technological
knowledge is a cumulative process, one that depends on the prompt clis-
closure of new findings so that they can be tested and, if confirmed,
integrated with other bodies of reliable knowledge. In this way open
science promotes the rapid generation of further discoveries and inven-
tions, as well as wider practical exploitation of additions to the stock of
knowledge.

The economic case for public funding of what is commonlyreferred
to as basic research rests mainly on that insight, and on the observation
that business firms are boundto be considerably discouraged by the
greater uncertainties surrounding investment in fundamental, exploratory
inquiries (compared to commercially targeted R&D), as well as by the
difficulties of forecasting when and how suchoutlays will generate a
satisfactory rate of return.

The proposition at issue here is quantitative, not qualitative. One
cannot adequately answer the question “Will there be enough?” merely
by saying, “There will be some.” Economists do not claim that without
public patronage (or intellectual property protection}, basic research will
cease entirely. Rather, their analysis holds that there will not be enough
basic research—niot as much as would be carried out were individual

businesses (like society as a whole} able to anticipate capturing all the
benefits of this form of investment. Therefore, no conflict exists between

this theoretical analysis and the observation that R&D-intensive compa-
nies do indeed fund some exploratory research into fundamental ques-
tions. Their motives for this range from developing a capability to moni-
tor progress at the frontiers of science, to identifying ideas for potential
lines of Innovation that may be emerging from the research of others, to
being better positioned to penetrate the secrets of their rivals’ technologi-
cal practices.

Nevertheless, funding research is a long-termstrategy, and therefore
sensitive to commercial pressures to shift research resources toward ad-
vancing existing product development and improving existing processes,
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rather than searching for future technological options. Large organiza-
tions that are less asset constrained, and of course the public sector, are
better able to take onthe job of pushing the frontiers of science andtech-
nology. Considerations of these kinds are important in addressing the
issue of howte find the optimal balance for the national research effort
betweensecrecy and disclosure of scientific and engineering information,
as well as In trying to adjust the mix of exploratory and applications-
driven projects in the national research porticlio.

(From p. 137}: Quantifying the benefits of federal researchsupportis
a difficult, if not impossible, task for several reasons. First, the output of
researchis often intangible. Most of the benefit takes the form of new
knowledge that subsequently maybe instantiated in new hardware, soft-
ware, or systems, but is itself difficult to measure. At other times, the
benefits take the form of educated people who bring newideas or a fresh
perspective to an organization. Second, the delays between the time a
research program is conducted and the time the products incorporating
the research results are sold make measurement even more difficult. OF

ten, the delays runinto decades, making it difficult to tell midcourse how
effective a particular programhas been. Third, the benetits of a particular
research program may not become visible until other technological ad-
vances are made. For example, advances in computer graphics did not
have widespread eftect until suitable hardware was more broadlyavail-
able for producing three-dimensional graphical images. Finally, projects
that are perceivedas failures often provide valuable lessons that can guide
or improve future research. Evenif they fail to reach their original objec-
tives, research projects can make lasting contributions to the knowledge
base.

Maintaining University Research Capabilities

(From pp. 139-140): Federal funding has ... maintained university
research capabilities in computing. Universities dependlargely onfederal
support for research programs in computer science and electrical engi-
neering, the two academic disciplines most closely aligned with comput-
ing and communications. Since 1973, federal agencies have provided
roughly 70 percent of all funding for university research in computer
science. In electrical engineering, federal funding has declined trom its
peak of 75 percent of total university research support in the early 1970s,
but still represented 65 percent of such funding in 1995. Additional sup-
port has core in the formof research equipment. Universities need access
to state-of-the-art equipment in order to conduct research and train stu-
dents. Although industry contributes some equipment, funding for uni-
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versity research equipment has come largely frorn federal sources since
the 1960s. Between 1981 and 1995, the federal government provided be-
tween 39 and 76 percent of annual research equipment expenditures in
computer science and between64 and 83 percent of annualresearch equip-
ment expenditures in electrical engineering. Such investments have
helped ensure that researchers have access to modern computing facili-
ties and have enabled them to further expand the capabilities of comput-
ing and communications systems.

Universities play an important role in the innovation process. They
tend to concentrate on research with broad applicability across compa-
nies and procuct lines and to share new knowledge openly. Because they
are not usually subject to commercial pressures, university researchers
often have greater ability than their industrial counterparts to explore
ideas with uncertain long-termpayoffs. Althoughit would be difficult to
determine how much university research contributes directly to indus-
trial innovation, it is telling that each of the case studies and other major
examples examined in[the source] report—-relational databases, the
Internet, theoretical computer science, artificial intelligence, virtual
reality, SAGE, cornputer time-sharing, very large scale integratedcircuits,
and the personal computer—involved the participation of university
researchers. Universities play an especially effective role in disseminat-
ing new knowledge by promoting open publication of researchresults.
They have also served as a training ground for students who have taken
newideas with thermto existing companies or started their own compa-
nies. Diffusion of knowledge about relational databases, for instance, was
accelerated by researchers at the University of California at Berkeley who
published the source code for their Ingres system and made it available
free of charge. Several of the lead researchers in this project established
companies to commercialize the technologyor broughtit backto existing
firrns where they championedits use.

 

Creating Human Resources

(From pp. 140-141): In addition to supporting the creation of new
technology, federal funding for research has also helped create the hu-
manresources that have driven the computer revolution. Manyindustry
researchers and research managers claimthat the most valuable result of
university research programs is educated students—byand large, an out-
come enabled by federal support of university research. Federal support
for university research in computer sclence grewfrom $65 million to $350
million between 1976 and 1995, while federal support for university re-
searchin electrical engineering grew trom$74 million to $177 million (in
constant 1995 dollars). Muchof this funding was used to support gradu-
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ate stuclents. Especially at the nation’s top research universities, the stuc-
ies of a large percentage of graduate students have been supported by
federal researchcontracts. Graduates of these programs, and faculty re-
searchers who receivedfeceral funding, have gone on to form a number
of companies, including Sun Microsysterns, Inc. (which grew out of re-
search conducted by Forest Baskett and Andy Bechtolsheim with spon-
sorship from DARPA) and Digital Equipment Corporation (founded by
Ken Olsen, who participated in the SAGE project). Graduates also staff
academic faculties that continue to conduct research and educate future

generations of researchers.
Furthermore, the availability of federal research funding has enabled

the growth and expansion of computerscience aru computer engineering
departments at U.S. universities, which increased in number from 6 in
1965 to 56 in 1975 and to 148 in 1995. The numberof graduate students in
computer science also grew dramatically, expanding more than 40-fold
from 257 in 1966 to 11,500 in 1995, with the nurmber of Ph.D. degrees
awarded in computer science increasing from 19 in 1966 to over 900 in
1995. Even withthis growthin Ph.D. production, demandfor computing
researchers still outstrips the supply in both industry and academia.

Bevond supporting student education and training, federal funding
has also been important in creating networks of researchers in particular
fields—developing communities of researchers who could share ideas
and build on each other’s strengths. Despite its defense crientation,
JARPAhistorically encouraged open disseminationof the results of spon-
sored research, as did other federal agencies. In addition,DARPA and
other federal agencies funded large projects with multiple participants
from different organizations. These projects helped create entire commiu-
nities of researchers who continued to refine, adopt, and diffuse new
technology throughout the broader computing research community. De-
velopment of the Internet demonstrates the benelits of this approach: by
funding groups of researchers in an open environment, DARPA created
an. entire community of users who had a common understanding of the
technology, adopted a commonset of standards, and encouraged their
use broadly. Early users of theARPANETcreated a critical mass of people
who helped to disseminate the technology, giving the Internet Protocol
an important early lead over competing approaches to packet switching.

The Organization of Federal Support: A Historical Review

(From pp. 85-86}: Rather than a single, overarching framework of
support, federal funding for research in computing has been managed by
a set of agencies andoffices that carrythe legacies of the historical periods
in which they were created. Crises such as World WarIL, Korea, Sputnik,
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Vietnam, the oil shocks, and concerns over national competitiveness have
all instigated new modes of government support. Los Alamos National
Laboratory, for example, a leader in supercomputing, was created bythe
Manhattan Project and became part of the Department of Energy. The
Office of Naval Research and the National Science Foundation emerged
in the wake of World War II to continue the successful contributions of

wartime science. The Defense Advanced Research Projects Agency
(DARPA) and the National Aeronautics and Space Administration
(NASA) are products of the Cold War, created in response to the launch
of Sputnik to regain the nation’s technological leadership. The National
Bureau of Standards, an older agency, was transformedinto the National
institute of Standards and Technology in response to... concerns about
national competitiveness. Each organization’s style, mission, and impor-
tance have changed overtime; yet each organization profoundlyreflects
the process of its development, and the overall landscape is the result of
mumerous layers of history.

Understanding these layers is crucial for discussing the role of the
federal government in computing research. [The following sections
briefly set} out a history of the federal government’s programmnatic in-
volvement in computing research since 1945, distinguishing the various
layers inthe historical eras in which they were first formed. The objective
is to identity the changing role the government has playedin these differ-
ent historical periods, discuss the changing political and technclogical
environment in which federal organizations have acted, and drawatten-
tion to the multiplicity, diversity, and flexibility of public-sector programs
that have stimulated and underwritten the continuing strearn of US. re-
search in computing and communications since World War I. In fulfili-
ing this charge, [the following text] reviews a numberof prominent fed-
eral research programs that exerted profound influence on the evolving
computing industry. These programs are illustrative of the effects of fed-
eral funding on the industryat different times. Other programs, too nu-
merous to describe here, undoubtedly played key roles in the history of
the computing industry but are not considered here.

1945-1960: Era of Government Computers

(From pp. 86-87): In late 1945, just a few weeks after atomic bombs
ended World War II and thrust the world into the nuclear age, digital
electronic computers began to whir. The ENIAC (Electronic Numerical
Integrator and Computer), built at the University of Pennsylvania and
funded by the ArmyBallistics Research Laboratory, was America’s first
such machine. The following 13 years saw electronic computing grow
from a laboratory technologyinto a routine, useful one. Computing hard-
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ware moved from the ungainly and delicate world of vacuum tubes and
paper tape to the reliable and efficient world of transistors and magnetic
storage. The 1950s sawthe development of key technical underpinnings
for widespread computing: cheap and reliable transistors available in
large quantities, rotating magnetic drum anddisk storage, magnetic core
memory, and beginning work in semiconductor packaging andminiatur-
ization, particularly for missiles. In telecommunications, American Tele-
phone and Telegraph (AT&T) introduced nationwide dialing and the first
electronic switching systems at the end of the decade. A fledgling com-
mercial computer industry emerged, led by International Business Ma-
chines UBM) (which built its electronic computer capability internally)
and Remington Rand (later Sperry Rand), which purchased Eckert-
Mauchly Computer Corporation in 1950 and Engineering Research Asso-
clates in 1952. Other important participants included Bendix, Burroughs,
General Electric (GE), Honeywell, Phiico, Raytheon, and Radio Corpora-
tion of America (RCA).

In computing, the technical cutting edge, however, was usually
pushed forward in governmentfacilities, at government-funded research
centers, or at private contractors doing government work. Government
funding accounted for roughly three-quarters of the total computerfield.
A surveyperformed by the ArmyBallistics Research Laboratoryin 1957,
1959, and 1961lists every electronic stored-programcomputer in use in
the country (the very possibility of compiling sucha list says a great deal
about the community of computing at the time). The surveys reveal the
large proportion of machines in use for government purposes, either by
federal contractors or in government facilities.

The Government's Early Role

(From pp. 87-88): Before 1960, governrnent—as a funder and as a
customer—dominated electronic computing. Federal support had no
broad, coherent approach, however, arising somewhat ad hoc inindi-
vidual federal agencies. The period was one of experimentation, both
with the technologyitself and with diverse mechanismstor tederal sup-
port. From the panoplyof solutions, distinct successes andfailures can be
discerned, from bothscientific and economic points of view. After 1960,
computing was more prorninently recognized as an issue for federal
policy. The National Science Foundation and the National Academyof
Sciences issued surveys and reports on the Held.

If government was the main driver for computing research and de-

velopment (R&D) during this period, the main driver for governmentwas the defense needs of the Cold War. Events such as the explosion ofa
Soviet atomic bomb in 1949 and the Korean Warin the 1930s heightened
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international tensions and called for critical defense applications, espe-
clally commiand-and-control and weapons design. It is worth noting, how-
ever, that suchforces did not exert a strong influence on telecommunica-
tions, an area in which most R&D was performed within AT&Tforcivilian
purposes. Long-distance transmission remained analog, althoughdigital
systems were in development atAT&T's Bell Laboratories. Still, the newly
emergent field of semiconductors was largcly supported by defensein its
early years. During the 1950s, the Department of Defense (DOD) sup-
ported about 25 percent of transistor research at Bell Laboratories.

However much the Cold War generated computer funding, during
the 1950s dollars andscale remained relatively small comparedto other
fields, such as aerospace applications, missile programs, aril the Navy’s
Polaris prograrn (although manyof these programs had significant com-
puting components, especially for operations research and advanced man-
agement techniques). By 1950, government investment in computing
amounted to $15 million te $20 million per year.

All of the major computer companies during the 1950s hadsignificant
components of their R&D supported by government contracts of some
type. At IBM,for exarnple, federal contracts supported more thar half of
the R&D and about 35 percent of R&D as late as 1963 (onlyin the late
1960s did this proportionof support trailoff significantly, although abso-
lute amounts still increased). The federal government supported projects
and ideas the private sector would not fund, either for national security,
to build up human capital, or to explore the capabilities of a complex,
expensive technology whose long-term impact and use was uncertain.
Manyfederally supported projects put in place prototype hardware on
which researchers could do exploratory work.

Establishment of Organizations

(From pp. 88-95): The successful developrnent projects of World War
HY, particularly radar and the atomic bomb,left policvmakers asking how
to maintain the technological momentum in peacetime. Numerous new
government organizations arose, attempting to sustain the creative atmo-
sphere of the famous wartime research projects and to enhance national
leadership in science and technology. Despite Vannevar Bush’s efforts to
establish a new national research foundation to support research in the
nation’s universities, political difficulties prevented the bill from passing
until 1950, and the National Science Foundation (NSF) did not become a
significant player in computing until later in that decade. During the 15
years immediately after World War I, research in computing and corn-
mitumnications was supported by mission agencies of the federal govern-
ment, such as DOD, the Department of Energy (DOE), and NASA. In
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retrospect, it seerns that the nation was experimenting withdifferent moc-
els for supporting this intriguing new technology that required a subtle
mix of scientific and engineering skill.

Military Research Offices

Continuity in basic science was provided primarily by the Office of
Naval Research (ONR)}, created in 1946 explicitly to perpetuate the contri-
butions scientists made to military problems during World WarIL. In
computing, the agencytook a variety of approaches simultaneously.First,
it supported basic intellectual and mathematical work, particularly in
ruimerical analysis. These projects proved instrumental in establishing a
sound mathematical basis for computer design and computer processing.
Second, ONR supported intellectual infrastructure in the infant field of
computing, sponsoring conferences and publications for informationdis-
semination. Members of ONR participated in tounding the Association
for Computing Machineryin 1947,

ONR’s third approach to computing was to sponsor machine design
arid construction. It ordered a computer for missile testing through the
National Bureau of Standards from Raytheon, which became knownas
the Raydac machine, installed in 1932. ONR supported Whirlwind, MIT’s
first digital computer and progenitor of real-time command-and-control
systems. John von Neumann built a machine with support from ONR and
other agencies at Princeton’s Institute for Advanced Study, known as the
LAS computer. The project produced significant advances in computer
architecture, and the design was widely copied by both government and
industrial organizations.

Other military services created offices on a model similar to that of
ONR. The Air Force Office of Scientific Research was established in 1950

to manage U.S. Air Force R&Dactivities. Similarly, the U.S. Armyestab-
lished the Army Research Office to manage and promote Army programs
in science and technology.

Naitonal Bureau of Standards

Arising out of its role as arbiter of weights and measures, the Na-
tional Bureau of Standards (NBS) had long hadits ownlaboratories and
technical expertise and had long served as a technical advisor to other
government agencies. In the immediate postwar years, NBS sought to
expand Its advisory role and help U.S. industry develop wartime technoi-
ogy for commercial purposes. NBS, through its National Applied Math-
ematics Laboratory, acted as a kind of expert agent for other government
agencies, selecting suppliers and overseeing construction and delivery of
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newcomputers. For example, NBS contracted for the three initial Univac
machines—the first commercial, electronic, digital, stored-program com-
puters--one for the Census Bureau and two for the Air Materiel Com-
mand.

NBSalso got inte the business of building machines. Whenthe Univac
order was plagued by technical delays, NBS built its own computer in-
house. The Standards Eastern Automatic Computer (SEAC) was built for
the Air Force and dedicated in 1950, the first operational, electronic,
stored-program computer in this country. NBS built a similar machine,
the Standards Western Automatic Computer (SWAC)for the Navy onthe
West Coast. Numerous problems were run on SEAC, andthe computer
also served as a central facility for diffusing expertise in programming to
other government agencies. Despite this significant hardware, however,
NBS’sbidto be a government center for computing expertise ended in the
mid-1950s, Caught up in postwar debates over science policy and a con-
troversy over battery additives, NBS research funding was radicallyre-
duced, and NBS lost its momentum in the field of computing.

Atomic Energy Commission

Nuclear weapons design and research have from the beginning pro-
vided impetus to advances in large-scale computation. The first atomic
bombs were designed only with desktop calculators and punched-card
equipment, but continued work on nuclear weapons provided some of
the earliest applications for the newelectronic machines as they evolved.
The first computation job run on the ENIAC in 1945 was anearly calcula-
tion for the hydrogen bomb project “Super.” In the late 1940s, the Los
Alamos National Laboratorybuilt its own computer, MANIAC, based on
von Neurmann’s design for the Institute for Advanced Study computerat
Princeton, and the Atomic Energy Commission (AEC) funded similar
machines at Argonne National Laboratory and Oak Ridge National Labo-
ratory.

In addition to building their own computers, the AEC laboratories
were significant customers for supercomputers. The demand created by
AEC laboratories for computing power provided companies with an in-
centive to design more powerful computers with new designs. In the
early 1950s, IBM built its 701, the Defense Calculator, partly with the
assurance that Los Alamos and Livermore would each buyat least one. In
1955, the AEC laboratory at Livermore, California, commissioned
Remington Randto design and build the Livermore Automatic Research
Computer (LARC), the first supercomputer. The mere specification for
LARC advanced the state of the art, as the bidding competition required
the use of transistors instead of vacuumtubes. IBM developed improved
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ferrite-core rnemories and supercomputer designs with funding fromthe
National Security Agency, and designed and built the Stretch
supercomputer for the Los Alamos Scientific Laboratory, beginning it in
1956 and installing it in 1961. Seven more Stretch supercomputers were
built. Half of the Stretch supercomputers sold were used for nuclear
weaponresearch anddesign.

The AEC continued to specify and buy newer and faster
supercomputers, including the Control Data 6600, the STAR 100, and the
Cray 1 (although developed without AEC funds}, practically ensuring a
market for continued advancements. AEC and DOE laboratories also

developed much of the software used in high-performance computing
including operating systems, numerical analysis software, and matrix
evaluation routines. In addition to stimulating R&D in industry, theAEC
laboratories also developed a large talent pool on which the computer
industry and academia could draw. In fact, the head of IBM’s Applied
science Department, Cuthbert Hurd, came directly to IBM in 1949 trom
the AEC’s Oak Ridge National Laboratory. Physicists worked on national
security problems with government support providing demand, specifi-
cations, and technical input, as well as dollars, for industry to make sig-
nificant advances in cormputing technology.

Private Organizations

Not all the neworganizations created by the governmentto support
computing were public. A number of new private organizations also
sprang up with innovative newcharters and government encouragement
that heid prospects ofinitial funding support. In 1956,at the request of the
Air Force, the Massachusetts Institute of Technology (MIT) created Project
Lincoln, now known as the Lincoln. Laboratory, with a broad charter to
study problems in air defense to protect the nation from nuclearattack.
The Lincoln Laboratory then oversawthe construction of the Semi-Auto-
matic Ground Environment (SAGE) air-defense system. In 1946, the Air
Force and Douglas Aircraft created a joint venture, Project RAND, to
study intercontinental warfare. In the tollowing year RAND separated
from Dougias and became the independent, nonprofit RAND Corpora-
tion.

RAND worked only for the Air Force until 1956, when it began to
diversify to other detense and defense-related contractors, such as the
Advanced Research Projects Agency and the Atomic Energy Commis-
sion, and provided,for a time, what one researcher called “in some sense
the world’s largest installationfor scientific computing [in 1950].” RAND
specialized in developing computer systems, such as the Johnniac, based
on the IAS computer, which made RANDthe logical source for the pro-
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gramming on SAGE. While working on SAGE, RAND trained hundreds
of programmers, eventually leading to the spin-off of RAND's Systems
Development Division and Systems Training Programinto the Systems
Development Corporation. Computers made a major impact on the sys-
tems analysis and game theoretic approaches thatRAND andother simi-
lar think tanks used in attempts to model nuclear and conventional
warfighting strategies.

Engineering Research Associates (ZRA) represented yet another form
of government support: the private contractor growing out of a single
government agency. With ERA, the Navyeffectively privatizedits war-
time cryptographyorganization and was able to maintain civilian exper-
tise throughthe radical postwar demobilization. ERA was founcedinSt.
Paul, Minnesota, in January 1946 by two engineers who had done cryp-
tography for the Navy and their business partners. The Navy movedits
Naval Computing Machine Laboratoryfrom Daytonto St. Paul, and ERA
essentially became the laboratory. ERA did some research, but it prima-
rily worked on task-oriented, cost-plus contracts. As one participant re-
called, “Tt was not a university atmosphere. It was “Build stuff. Make it
work. Howdo you package it? Howdo youfix it? Howdo you document
it?" ERA built a community of engineering skill, which became the
foundation of the Minnesota computer industry. In 1951, for example, the
company hired Seymour Cray for his first job out of the University of
Minnesota.

As noted earlier, the RAND Corporation had contracted in 1955 to
write much of the software for SAGEowingto its earlier experience in air
defense andits large pool of programiners. By 1956, the Systems Training
Program of the RAND Corporation, the division assigned to SAGE, was
larger than the rest of the corporation combined, and it spun off into the
nonprofit Systems Development Corporation (SDC). SDCplayed a sig-
nificant role in computertraining. As described by one of the participants,
“Part of 5DC’s nonprofit role was to be a university for programmers.
Hence our policy in those days was not to oppose the recruiting of our
personnel and not to match higher salary offers with an SDC raise.” By
1963, SDC had trained tmaore than 10,000 employees in the field of com-
puter systems. Of those, 6,000 had moved to other businesses across the
country.

Observations

(From pp. 95-96): In retrospect, the 1950s appear to have been a pe-
riod of institutional and technological experimentation. This diversity of
approaches, while it brought the field and the industry from virtually
nothing to a tentative stability, was opento criticisms of waste, duplica-

Capyright © National Academyof Sciences. All rights reserved.

1006



1007

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

3 INNOVATION IN INFORMATION TECHNOLOGYon

tion of effort, and ineffectiveness causedbyrivalries armong organizations
and their funding sources. The fleld was also driven largely by the needs
of government agencies, with relatively litte input from computer-ori-
ented sciertists at the highest levels. Criticism. remained muted during
the decade when the military imperatives of the Cold War seemed to
dominate all others, but one event late in the decade opened the entire
system of federal research support to scrutiny: the launch of Sputnik in
1957, Attacks mounted that the system of R&D needed to be changed, and
they came not only fromthe press andthe politicians but also from scien-
tists themselves.

1960-1970: Supporting a Continuing Revolution

(From p. 96): Several significant events occurred to mark a transition
from the infancy of information technology to a period of diffusion and
growth. Most important of these was the launching of Sputnik in 1957,
which sent convulsions through the U.S. science and engineering world
and redoubled efforts to develop newtechnology. President Eisenhower
elevated scientists and engineers to the highest levels of policy making.
Thus was inaugurated what some have called the golden age of U.S.
research policy. Government support for informationtechnologytook off
in the 1960s and assumedits modern form. The Kennedy administration
brought a spirit of technocratic reform to the Pentagon and the introduc-
tion of systems analysis and computer-based management to all aspects
of running the military. Manyof the visions that set the research agendas
for the following 15 years (and whose influence remains today) were set
in the early years of the decade.

Maturing of a Commercial Industry

(From pp. 96-97): Perhaps most important, the early 1960s can be
defined as the time when the commercial computer industry became sig-
nificant on its own, independent of government funding and procure-
mont. Computerized reservation systems began to proliferate, particu-
larly the IBM/American Airlines SABRE svstem, based in part on prior
experience with military command-and-control systems (such as SAGE).
The introduction of the IBMSystem/360 in 1964 solidified computer ap-
plications in business, and the industryitself, as significant components
of the economy.

This newlyvital industry, dominated by “Snow White” (BM) and the
“Seven Dwarts” (Burroughs, Control Data, GE, Honeywell, NCR, RCA,
andSperry Rand}, came to have several effects on government-supported
R&D. First, and most obvious, some companies (mostly IBM) became
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large enough to conduct their own in-house research. IBM’s ThomasJ.
Watson Research Center was dedicated in 1961. Its director, Emanuel

Piore, was recruited from ONR, and he emphasizedbasic research. Such
laboratories not only expancled the pool ofresearchers in computing and
communications but aiso supplied a source of applied research that al-
lowed or, conversely, pushed federal support to focus increasingly on the
longest-term, riskicst ideas and on problems unique to government. Sec-
ond, the industry became a growing employer of computer professionals,
providing impetus to educational programs at universities and making
computer science and engineering increasinglyattractive career paths to
talented young people.

These years saw turning poirts in telecommunications as well In
1962, AT&T launched the first active communications satellite, Telstar,

which transmitted the first satellite-relay telephone call and the first live
transatlantic television signal. That same year, a less-noticed but equally
significant event occurred when AT&T installed thefirst commercial digi-
tal-transmission. system. Twenty-four digital speech channels were time
multiplexed onto a repeatered digital transmission line operating at 1.5
megabits per second. In 1963, the first Stored Program Control electronic
switching system was placed into service, inaugurating the use of digital
computer technology for mainstream switching.

The 1960s also saw the emergence of the field called computer sci-
ence, anid several important university departments were founded during
the decade, at Stanford and Carnegie Mellon in 1965 and at MIT in1968.
Hardware platforms had stabilized enough to support a community of
researchers who attacked a common set of problems. New languages
proliferated, often initiated by government and buoyed by the needs of
commercial industry. The Navy had sponsored Grace Hopperand others
during the 1950s to develop automatic programming techniques that be-
came the first corpilers. John Backus and a group at IBM developed
FORTRAN, which was distributed to IBM users in 1957. A team led by
John MeCarthy at MIT (with government support) began implementing
LISP in 1958, and the language became widely used, particularly for arti-
ficial intelligence prograrmming, in the early 1960s. In 1959, the Pentagon
began convening a group of computer experts from government,
academia, and industry to define commen business languages for com-
puters. The group published a specification in 1959, and by 1960 RCA and
Remington Rand Univac had produced the first COBOL cornpilers. By
the beginning of the 1960s, a number of computer languages, standard
across numerous hardware platforms, were beginning to define program-
ming as a task, as a profession, andas a challenging and legitimate subject
of intellectual inquiry.
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The Changing Federal Role

(From pp. 98-107): The forces driving government support changed
during the 1960s. The Cold War remained a paramount concern, but toit
were added the difficult conflict in Vietnam, the Great Society programs,
and the Apollo program, inaugurated by President Kennedy’s 1961 chal-
lenge. Newpolitical goals, newtechnologies, and new missions provoked
changes in the federal agency population. Among these, two agencies
became particularly important in computing: the new Advanced Research
Projects Agency and the National Science Foundation.

The Advanced Research Projects Agency

The founding of the Advanced Research Projects Agency (ARPA) in
1958, a direct outgrowth of the Sputnik scare, had immeasurable impact
on computing and communications.ARPA, specifically charged with pre-
venting technological surprises like Sputnik, began conducting long-
range, high-risk research. It was originally conceived as the DOLY’s own
space agency, reporting directly to the Secretary of Defense in order to
avoid interservice rivalry. Space, like computing, did not seem to fit into
the existing military service structure. ARPA’s independent status not
only insulated it from established service interests but also tended to
foster radical ideas and keep the agency tuned to basic research ques-
tions: when the agency-supported work became too much like systems
development, it ran the risk of treading on the territory of a specific ser-
vice.

ARPA’s status as the DOD space agencydid not last long. Soon after
NASA’s creation in 1958, ARPA retained essentially no role as a space
agency. ARPA instead focused its energies on ballistic missile detense,
nuclear test detection, propellants, and materials. It also established a
critical organizational infrastructure and managementstyle: a small, high-
quality managerial staff, supported by scientists and engineers on rota-
tion from industry and academia, successfully employing existing DOD
laboratories and contracting procedures (rather than creating its own re-
search,facilities) to build solid programs in new, complex fields. ARPA
also emerged as an agency extrernely sensitive to the personality and
vision of its director.

ARPA’s decline as a space agency raised questions aboutits role and
character. A newdirector, Jack Ruina, answered the questions in no un-
certain terms by cementing the agency’s reputation as an elite, scientifi-
cally respected institution devoted to basic, long-term research projects.
Ruina, ARPA‘s first scientist-directer, took office at the same time as

Kermedy and McNamara in 1961, and brought a similar spirit to the
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agency. Ruina decentralized management at ARPA and beganthe traci-
tion of relying heavily on independentoffice directors and program man-
agers to run research programs. Ruina also valued scientific andtechnical
merit above immediate relevance to the military. Ruina believed both of
these characteristics—independence and intellectual quality—werecriti-
cal to attracting the best people, both to ARPAas an organization andto
ARPA-sponsoredresearch. Interestingly,ARPA’s managcrial success did
not rely on innovative managerial techniques per se (such as the comput-
erized project scheduling typical of the Navy’s Polaris project) but rather
on. the creative use of existing mechanisms such as “no-year money,”
unsolicited proposals, sole-source procurement, and multiyear forward
funding.

ARPA and Information Technology. From the point of view of comput-
ing, the most important event at ARPAin the early 1960s, indeedinall of
ARPA'‘s history, was the establishment of the Information Processing
Techniques Office,PTO, in 1962. The impetus for this move came from
several directions, Including Kernedy’s call a year earlier for improve-
ments in commanc-and-control systems to make them “more flexible,
more selective, more deliberate, better protected, and under ultimate ci-
vilian authority at all times.” Computing as applied to command and
control was the idealARPA program—it had no clearly establishedser-
vice affinity; it was “a new area withrelatively little established service
interest ancl entailed far less constraint on ARPA’s freedom of action,”

than more familiar technologies. Ruina established IPTOto be devoted
not to command and control but to the more fundamental problems in
computing that would, eventually, contribute solutions.

Consistent with his philosophyof strong, independent, andscientific
office managers, Ruina appointed [.C.R. Licklider to head PTO. The
Harvard-trained psychologist carne to ARPA in October 1962, primarily
to run its Command and Control Group. Licklider split that group into
two discipline-oriented offices: Behavioral Sciences Office and IPTO.
Licklider had had extensive exposure to the computer researchof the tire
and had clearly detined his own vision of “raan-cormmputer symbiosis,”
which he had published in a landmark paper of 1960 by the same name.
He saw human-computer interaction as the key, not only to command
and control, but also to bringing together the then-disparate techniques of
electronic computing to form a unified science of computers as tools for
augmenting human thought andcreativity. Licklider formed IPTOinthis
image, working largely independently of any direction from Ruina, who
spent the majority of his time on higher-profile and higher-funded rnissile
defense issues. Licklider’s timing was opportune: the 1950s had produced
a stable technology of digital computer hardware, and the big systems
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projects had shownthat programming these machines was a difficult but
interesting problem in its own right. Nowthe pertinent questions con-
cerned howto use “this tremendous power... for other than purely
numerical scientific calculations.” Licklider not only brought this vision
to IPTOitself, but he also promoted it with missionaryzeal te the research

community at large. Licklider’s and PTOs success derived in large partfrom their skills at “selling the vision” in addition to “buying the re-
search.”

Another rermarkabie feature of IPTO, particularly during the 1960s,
wasits ability to maintain the coherent vision over a long period of time;
the office director was able to handpick his successor. Licklider chose
ivan Sutherland, a dynamic young researcher he had encountered as a
graduate student at MIT and the Lincoln Laboratory, to succeed him in
1964. Sutherland carried on Licklider’s basic ideas and made his own

impact by emphasizing computer graphics. Sutherland's own successor,
Robert Taylor, came in 1966 frorn a job as a program officer atNASA and
recalled, “I became heartily subscribed to the Licklider vision of interac-

tive computing.” While at IPTO, Taylor emphasized networking. Thelast
IPTO director of the 1960s, Lawrence Roberts, came, like Sutherland, from

MIT and Lincoln Laboratory, where he had worked on the early transis-
torized computers and had conducted ARPA research in both graphics
and communications.

During the 1960s, ARPA and IPTO had more effect on the science and
technology of computing than any other single government agency, some-
times raising concern that the research agenda for computing was being
directed bymilitary needs. JPTO’s sheer size, $15 million in 1965, dwarfed
other agencies such as ONR. Still, itis important to note, ONR and ARPA
workedclosely together; ONR wouldoften let small contracts to research-
ers andserve as a talent agent for ARPA, which wouldthen fund promis-
ing projects at larger scale. ARPA combined the best features of existing
military research support with a new, lean administrative structure and
innovative managementstyle to fund high-risk projects consistently. The
agency had the freedom to administer large block grants as well as mul-
tiple-yearcontracts, allowingitthe luxuryofa long-termvisionto foster
technologies, disciplines, and institutions. Further, the national defense
motivation allowed IPTOto concentrate its resources on centers of scien-

tific and engineering excellence (such as MIT, Carnegie Mellon Univer-
sity, and Stanford University) without regard for geographical distribu-
tion questions with which NSF had to be concerned. Such an approach
helpedto create university-basedresearch groups with the critical mass
and stability of funding needed to create significant advances in particu-
lar technical areas. But althoughit trated generations of young research-
ers in those areas, ARPA’s fundingstyle didlittle to help them pursuc the
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same lines of work at other universities. As an indirect and possibly unin-
tended consequence, the research approaches and tools and the generic
technologies developed under ARPA’s patronage were disseminated
more rapidly and widely, and so came to be applied in new nonmilitary
contexts by the young M.S. and Ph.D. graduates who had been trained in
that environment but could not expect to make their research careers
within it.

ARPA’s Management Style. To evaluate research proposals, IPTOdid not
employ the peer-review process like NSF, but rather relied on internal
reviews and the discretion of program managers as did ONR. These pro-
gram managers, working under office managers such as Licklider,
Sutherland, Taylor, and Roberts, came to have enormous influence over
their areas of responsibility and became familiar with the entire field both
personally and intellectually. They had the freedom and the resources to
shape multiple R&D contracts into a larger vision and to stimulate new
areas of inquiry. The education, recruiting, and responsibilities of these
program managers thus became a critical parameter in the character and
success of ARPA programs. ARPA frequently chose people who hadtrain-
ing and research experience in the fields they would fund, and thus who
had insight and opinions on where those fields should go.

To have such effects, the program managers were given enoughfunds
to let a large enough number of contracts and to shape a coherent research
program, with minimal responsibilities for managing stafts. Program bud-
gets usually required only two levels of approval above the program
manager: the director of IPTOandthe director of ARPA. One IPTO mem-
ber described what he called “the joy of ARPA... . You know,if a pro-
gram manager has a good idea, he has got two people to convince that
that is a good idea before the guy goes to work. He has got the director of
his office and the director of ARPA, and that is it. It is such a short chain
of command.”

Part ofARPA’s philosophyinvolved aiming at radical change rather
than incrernental improvement. As Robert Taylor put it, for example,
incremental innovation would be taken care of by the services and their
contractors, but,ARPA‘s aim was “an order of magnitude difference.”
ARPAidentified goad ideas and magnified them. This strategy oftenne-
cessitated funding large, group-oriented projects and institutions rather
than individuals. Taylor recalled, “I don’t remember a single case where
we ever funded a single individual’s work. ... The individual researcher
whois just looking for support for his own individual work could[poten-
tially] find many homes to support that work. 5o we tended not to fund
those, because wefelt that they were already pretty well covered. Instead,
we tunded larger groups—teams.” NSF’s peer-review process worked

Capyright © National Academyof Sciences. All rights reserved.
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well for individual projects, but was not likely te support large, team-
oriented research projects. Nor did it, at this point in history, support
entire institutions and research centers, like the Laboratory for Computer
Science at MIT. IPTO’s style meshed with its emphasis on human-ma-
chine interaction, which it sawas fundamentally a systerns problem and
hence fundamentally team oriented. In Taylor’s view, the university re-
ward structure was much more oriented toward individual projects, so
“systems research is most difficult to fund and manage in a university.”
This philosophy was apparent in ARPA’s support of Project MAC, an
MIiT-led effort on time-shared computing. ...

ARPA, with its clearly defined mission to support DODtechnclogy,
could also afford to be elitist in a waythat NSF, with a broader charterto
support the country’s scientitic research, could not. “ARPA had no com-
mitment, for example, to take geography into consideration when it
funded work.” Another important feature of ARPA’s multiyear contracts
wastheir stability, which provedcritical tor graduate students who could
rely on funding to get them throughtheir Ph.D. program. ARPAalso paid
particular attention to building communities of researchers and dissemi-
nating the results of its research, even beyondtraditional publications.
IPTO wouid hold annual meetings for its contract researchers at which
results would be presented anddebated. These meetings provedeffective
not only at advancing the research itself but also at providing valuable
feedback for the program managers and helping to forge relationships
between researchers in related areas. Similar conferences were convened

for graduate students only, thus building a longer-term community of
researchers. ARPA also put significant effort into getting the results of its
research programs commercialized so that DOD could benefit from the
development and expansion of a commercial industry for information
technology.ARPA sponsored conferences that brought together research-
ers and managers from academia and industry on topics such as time-
sharing, for example.

Muchhas been made ofARPA’s management style, but it would bea
mistake to conclude that management per se provided the keys to the
agency's successes in computing. The kev point about the style, in fact,
wasits light touch. Red tape was kept to aminimum, and project propos-
als were turnedaround quickly, frequently into multiple-year contracts.
Typical DOD research contracts involved close monitoring and careful
adherence to requirements and specifications. ARPA avoided this ap-
proachby hiring technically educated program managers who hadcon-
tinuing research interests in. the flelds they were managing. This reality
counters the myth that government bureaucrats heavy-handedlyselected
R&D problems and managed the grants and contracts. Especially during
the 1960s and 1970s, program managers and office directors were not

Capyright © National Academyof Sciences. All rights reserved.
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bureaucrats but were usually academics on a 2-year tour of duty. They
saw ARPA as a pulpit from which to preach their visions, with moneyto
help them realize those visions. The entire system displayed something of
a self-organizing, self-managing nature. As Ivan Sutherland recalled,
“Good research comes from the researchers themselves rather than from

the outside.”

National Science Foundation

While ARPA was focusing on large projects and systems, the Na-
tional Science Foundation played alarge role in legitimizing basic com-
puter science research as an academic discipline and in funding inci-
vidual researchers at a wide range of institutions. Its programs in
computing have evolvedconsiderablysinceits founding in 1950, but have
tended to balance support for research, education, and computing infra-
structure. Although early programs tended to focus on the use of comput-
ing in other academic disciplines, NSF subsequently emergedas the lead-
ing federal funder of basic research in computerscience.

NSF was formed before computing became a clearly defined research
area, and it established divisions for chemistry, physics, and biclogy, but
not computing. NSF did provide support for computing inits early years,
but this support derived more from a desire to promote computer-related
activities in other disciplines than to expand computer science as a disci-
pline, and as such was weighted toward support for computing infra-
structure. For example, NSF poured millions of dollars into university
computing centers so that researchers in other disciplines, such as physics
and chemistry, could have access to computing power. NSF noted that
little computing power was available to researchers at American univer-
sities who were not involved in defense-related research andthat “many
scientists feel strongly that further progress in their Held will be seriously
affected by lack of access to the techniques and facilities of electronic
computation.” Asa result, NSF began supporting computing centers at
universities in 1956 and, in 1959, allocated a budget specifically for com-
puter equipment purchases. Recognizing that computing technology was
expensive, became obsolete rapidly, and entailed significant costs for on-
going support, NSF decided that it would, in effect, pay for American
camptses to enter the computer age. In 1962, it establishedits first office
devoted to computing, the prograrn for Cormputers and Computing Science
within the Mathematical Sciences Division. By 1970, the Institutional
Computing Services (or Facilities) program hadobligated $66 million to
university computing centers across the country. NSF intended that use
of the newfacilities would result in trained personnel to fulfill increasing
needs for computer proficiency in industry, government, and academia.

Copyright G National Academyof Sciences. All rights reserved.

1014



1015

innovation in Information Technalagy
hito/Awww.nep.edu/catalog/10795.himl

66 INNOVATION IN INFORMATION TECHNOLOGY

NSFprovided some funding for computer-related researchinits early
years. Originally, such funding came out of the mathernatics division in
the 1950s and grewout of an interest in numerical analysis. By 1955, NSF
began to fund basic research in computer science theory with its first
grants for the research of recursion theory and one grant to develop an
analytical computer program under the Mathematical Sciences Program.
Although these projects constituted less than 10 percent of the mathemat-
ics budget, they resulted in significant research.

In 1967, NSF united all the facets of its computing support into a
single office, the Office of Computing Activities (OCA). The new office
incorporated elements from the directorates of mathematics and engi-
neering and from the Facilities program, wnifying NSF’s research and.
infrastructure efforts in computing. It also incorporated an educational
element that was intended to help meet the radically increasing demand
for instruction in computer science. The OCA was headed by Milton
Rose, the former head of the Mathematical Sciences Section, and reported
directly to the director of NSF.

Originally, the OCA’s main focus was improving university comput-
ing services. In 1967, $11.3 million of the office’s $12.8 million total budget
went towardinstitutional support. Because not all universities were large
enough to support their own computing centers but would benefit from
access to computing time at other universities, the OCA also began to
support regional networks linking many universities together. In 1968,
the OCA spent $5.3 million, or 18.6 percent of its budget, to providelinks
between computers in the same geographic region. In the 1970s, the
computer center projects were canceled, however, in favor of shifting
emphasis toward education and research.

Beginning in 1968, through the Education and Training program, the
OCA began funding the inauguration of university-level computer sci-
ence programs. NSF fundedseveral conferences and studies to develop
computer science curricula. The Education and Training program obli-
gated $12.3 million between 1968 and 1970 for training, curricula devel-
opment, and support of computer-assisted instruction.

Although the majority of the OCA’s funding was spent on infrastruc-
ture and education, the office also supported a broad range of basic com-
puter science research programs. These included compiler and language
development, theoretical computer science, computation theory, numeri-
cal analysis, and algorithms. The Computer Systerns Design program con-
centrated on computer architecture and systems analysis. Other programs
focused om topics in artificial intelligence, including pattern recognition
and automatic theory proving.

Capyright © National Academyof Sciences. All rights reserved.
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1970-1990: Retrenching and International Competition

(From p. 107): Despite previous successes, the 1970s opened with
computing at a critical but fragile point. Although produced bya large
and established industry, commercial computers remained the expensive,
relatively esoteric tools of large corporations, research institutions, and
government. Computing had not yet made its way to the common user,
much less the rman in the street. This movement would begin in the mid-
1970s with the introduction of the microprocessor and then unfold in the
1980s with even greater drama andforce. If the era before 1960 was one of
experimentation and the 1960s one of consolidation and diffusion in com-
puting, the two decades between 1970 and 1990 were characterized by
explosive growth. Stl, this course of events was far from clear in the
early 1970s.

Accomplishing Federal Missions

(From pp. 141-142): In addition te supporting Industrial innovation
and the economic benefits that it brings, federal support for computing
research has enabled government agencies to accomplish their missions.
investments in computing research by the Department of Energy (DOE),
the National Aeronautics and Space Administration (NASA), and the
National Institutes of Health (NTH), as weil as the Department of Defense
(DOD), are ultimately based on agency needs. Manyof the missions these
agencies must fulfill depend on computing technologies. DOD, for ex-
ample, has maintained a policy of achieving military superiority over
potential adversaries not through numerical superiority(Le., having more
soldiers) but throughbetter technology. Computing has become a central
part of information gathering, management, and analysis for command-
ers and soldiers alike.

Similarly,DOE andits predecessorswould have been unable to sup-
port their mission of designing nuclear weapons without the simulation
capabilities of large supercomputers. Such computers have retained their
value to DOE asits mission has shifted toward stewardship of the nuclear
stockpile in an era of restricted nuclear testing. Its Accelerated Strategic
Computing Initiative builds on DOE’s earlier success by attempting to
support developmentof sirnulation technologies needed to assess nuclear
weapons, analyze their performance, predict their safety andreliability,
and certify their functionality without testing them. In addition, NASA
could not have accomplished its space exploration or its Earth observa-
tion and monitoring missions without reliable computers for controlling
spacecraft and managing clata. New computing capabilities, including
the World Wide Web, have enabled the National Library of Medicine to
expand access to medical inforrnation and have provided tools for re-
searchers who are sequencing the humangenome.

Capyright © National Academyof Sciences. All rights reserved.
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EVOLVING THE HIGH PERFORMANCE COMPUTING AND

COMMUNICATIONS INITIATIVE TO SUPPORT THE NATION'S

INFORMATION INFRASTRUCTURE (1995)

CITATION: Computer Science and Telecommunications Board (CSTB),
National Research Council. 1995. Evolving the High Performance Comput-
ing and Communications Initiative to Support the Nation's Information Infra-
structure. National Acacerny Press,Washington, D.C.

Continued Federal Investment Is Necessary to Sustain Our Lead

(From pp. 23-25): What must be done to sustain the innovation and
growth needed for enhancing the information infrastructure and main-
taining U.S. leadership in information technology? Rapid and continuing
change in the technology, a 10- to 15-vear cycle from idea to commercial
success, and successive waves of new companies are characteristics of the
informationindustrythat point to the need for a stable source of expertise
and some roomfor a long-term approach. Three observations seemperti-
nent.

1. industrial RED cannot replace government investment ibasic research.
Very few companies are able to invest for a payoff that is 10 years away.
Moreover, many advances are broad in their applicability and complex
enough to take several engineering iterations to get right, and so the key
insights become “public” and a single company cannot recoup the re-
search investment. Public investment in research that creates a reservoir

of new ideas and trained people is repaid manytimes over by jobs and
taxes in the information industry, more innovation and productivity in
other industries, and improvements in the daily lives of citizens. This
investmentis essential to maintain U.S. international competitiveness. . ..

Because of the long time scales involved in research, the full effect of
decreasing investment in research maynot be evident for a decade, but by
then, it may be too late to reverse an erosion of research capability. Thus,
even though manyprivate-sector organizations that have weighed in on
one er more policy areas relating to the enhancement of information in-
frastructure typically argue for a minimal government role in commer-
cialization, they tend to support a continuing federal presence in relevant
basic research.

2. [tis hard to predict which new ideas and approaches will succeed. Over
the years, federal support of computing and communications research in
universities has helped make possible an environment for exploration
and experimentation, leading to a broad range of diverse ideas fromwhich
the marketplace ultimately has selected winners ard losers... . {lJt is

Capyright © National Academyof Sciences. All rights reserved.
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difficult to knowin advance the outcome or final value of a particular line
of inquiry. But the history of development in computing and communica-
tions suggesis that innovation arises from a diversity of ideas and some
freedom to take a long-range view. It is notoriously difficult to place a
specific value on the generation of knowledge and experience, but such
benefits are much broader than sales of specific systems.

3. Research and development in information technology cun mutke good use
ofequipment that is 10 years i advance ofcurrent “commodity” practice.When
it is first used for research, stich a piece of equipment is often a
supercomputer. By the time that research makes its way to commercial
use, computers of equal power are no longer expensive or rare... .

The large-scale systems problerns presented both by massive parallel-
ism and by massive information infrastructure are additional distinguish-
ing characteristics of information systems R&D, because they imply a
need for scale in the research effort itself. In principle, collaborative ei-
forts might help te overcome the problem of attaining critical mass and
scale, yet history suggests that there are relatively few collaborations in
basic research within any industry, and purely industrial (and increas-
ingly industry-university or incdustry-government) collaborations tend to
disseminate results more slowly than university-based research.

The government-supported research program ... is small compared
te industrialR&D... but it constitutes a significant portion of the research
component, andit is a critical factor because it supports the exploratory
work that is difficult for industry to afford, allows the pursuit of ideas
that maylead to success in unexpected ways, and nourishes the industry
of the future, creating jobs and benefits for ourselves and our children.
The industrial R&D investment, though larger in dollars, is different in
nature: it focuses onthe near term—increasinglyso, as noted earlier—and
is thus vulnerable to major opportunity costs. The increasing tencencyto
focus on the near term is affecting the bodyof the nation’s overall R&D.
Despite economic studies showing that the United States leads the world
in reaping benefits from basic research, pressures in all sectors appear to
be promoting a shift in universities toward near-term efforts, resulting in
a decline in basic research even as a share of university research. Thus, a
general reductionin support for basic research appears to be taking place.

It is critical to understand that there are dramatic new opportunities
that still can be developed by fundamental research in information tech-
nology--opportunities on which the nation must capitalize. These in-
clude high-performance systems and applications for science and engi-
neering; high-confidence systems for applications suchas heaith care, law
enforcement, and finance; building blocks for global-scale information
utilities (e.g., electronic payment); interactive environments for applica-
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tions ranging from telemedicine to entertainment; improved tuser inter-
faces to allowthe creation and use of ever more sophisticated applications
by ever broader cross sections of the population; andthe creation of the
human capital on whichthe next generation’s information industries will
be based. Fundamental research in computing and cormmunicationsis the
key to unlocking the potential of these new applications.

Howmuch federal research support is proper for the foreseeable fu-
ture and to whataspects of information technology should it be devoted?
Answering this question is part of a larger process of considering howto
reorient overall federal spending on R&D froma context dominated by
national security to one driven more by other economic and social goals.
It is harder to achieve the kind of consensus needed to sustain federal

research programs associated with these goals than it was under the
national security aegis. Nevertheless, the fundamental rationale for fed-
eral programs remains:

That R&D can enhance the nation’s economic welfare is not, by itself,
sufficient reasonto justify a prominent role for the federal government
in financing it. Economists have developed a further rationale for gov-
ernment subsidies. Their consensus is that most of the benefits of inno-

vation accrue not to innovators but to consumers through products that
are better or less expensive, or both. Because the benefits of technologi-
cal progress are broadly shared, innovators lack the financial incentive
to inmprove technologies as muuchas is socially desirable. Therefore, the
government can improve the performance of the economy by adopting
policies that facilitate and increase investments in research. [Linda R.
Cohen and Roger G. Noll. 1994. “Privatizing Public Research,” Scientific
American 27103): 73]
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WhatIs CSTB?

As a part of the National Research Council, the Computer Science and
Telecommunications Board (CSTR) was established in 1986 to provide
independent advice to the federal government on technical and public
policy issues relating to computing and communications. Composed of
leaders from industry and academia, CSTB conducts studies of critical
national issues and makes recommendations to government, industry,
and academia. CSTB also provides a neutral meeting ground for consid-
erationof complex issues where resolution and action may be premature.
it convenes discussions that bring together principals from the public and
private sectors, assuring consideration of key perspectives. The majority
of CSTB’s work isrequested byfederalagenciesand Congress,consistent
with its National Academies context.

A pioneer In framing and analyzing Internet policy issues, CSTB is
unique in its comprehensive scope and effective, interdisciplinary ap-
praisal of technical,economic, social, and policy issues. Beginning with
early work in computer and communications security, cyber-assurance
and information systems trustworthiness have been a cross-cutting theme
in CSTB’s work. CSTB has producedseveral reports knownasclassics in
the field, and it continues to address these topics as they grow inimpor-
tance.

To do its work, CSTB draws on. some of the best minds in the country
and from around the world, inviting experts to participate in its projects
as a public service. Studies are conducted by balanced committees with-
out direct financial interests in the topics they are addressing. Those
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comunittees meet, confer electronically, and build analyses throughtheir
deliberations. Additional expertise is tapped in a rigorous process of
review and critique, further enhancing the quality of CSTB reports. By
engaging groups of principals, CSTB gets the facts and insights critical to
assessing key issues.

The mission of CSTBis to

* Respond to requests from the government, nonprofit organizations,
and private industry for advice on computer and telecommunications
issues andfrom the governmentfor advice on computer and telecommu-

nications systems planning, utilization, ane modernization;« Monitor and promote the health of the fields of computer science and
telecormmumications, with attention to issues of human resources, infor-
mation infrastructure, and societal impacts;

« Initiate and conduct studies involving computer science, technology,
and telecommunications as critical resources; and

® Foster interaction amongthe disciplines underlying computing and
telecommunications technologies andother fields, at large and within the
National Acaderries.

CSTB projects address a diverse range of topics affected by the evolu-
tion. of information technology. Recently completed reports include
Beyond Productivity: Information Technology, finovation, and Creativity,
Cybersecurity Today and Tomorrow: Pay Now or Pay Later; Youth, Pornegra-
phy, and the internet; Broadband: Bringing Homethe Bits; The Digital Dilenimia:

Intellectual Property in the Information Age; [Ds—Not That Easy: CuestionsAbout Nationwide identity Systems; The internet Under Crisis Conditions:Learning from September 11; and IT Roadmap to a Geospatia "Bulure For
further information about CSTR reports and active projects, see <http://
estb.org>.
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1. introduction

Increasingly, research in human-computer interac-
tion is locusing on problems of input [Foley, Wallace
& Chan 1984; Buxton 1953: Busten 1985). Much of
this attention is directed towards input technala-
gies. The ubiquitous Sholes kevhoard is being
replaced and /ar complemented hy alternative tech-
nologies. For example, a maior focus of the market-
ing strategy for two recent persanal computers, the
Apple Mecintesh and Hewleti-Packard 150, has been
on Lhe input devices that they employ (the rouse
and touch-sereen, respectively}.

 

  

Now that the range of availahie devices is expand:
ing, how does ome select the best technology for a
partioular application? And ones a technology is
chosen, how can it be used most effectively? These
quesiions are important, for ae Buxton [1983] has
argued, the wavs in which the user physically
inberaets with an input device have a marked effect
on the type of uger interlace thal can be effectively
supported.

in the general sense, the objective of this paper is
to help in the selection process and assist in
effective ase of a specific class al devices. Gur
approach is Lo investigate a specific elass af dev-
ices: touch-sensitive tablets. We will identify touch
tablets, ernimerate their important properties, and
carmpare them to amore common input device, the
mouse. We then go on io give examples of Lransac~
lions where touch tablets can be used effectively.
There are two intended benefils for Lhis approach.
Hireat, the reader will acquire an understanding of
Louch tablet issues. Second, the reader will have a
conerete exarmple of how the technology can be
investigated, andcan utilize the approachas a
Inodel for investigating obher classes of devices.

2. Touch-Sensitive Tablets

A touch-sensitive lablet (Louch tabiel for short) iso
flat aurface, usually mounted horizontally or nearly
horigontally, that can sense the location of a finger
pressing omit. Thatis, itis 4 tablet that can sense
that itis being touched, and where it is being

fF mton
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touched. Touch tablets can vary greatly in size,
trem afewinches on a side ta several feet on a side.
The mest critical requirement is that the user is
not required point with some manually held device
such as a siylus or pucs,

What we have described in the previous paragraph
is astmpele touch tablet. Only one point of contact
is sensed, and then only in a binary, touch/no touch,
rnode. One way to extend the potential of a sirnple
touchtablet is to sense the degree, or pressure, of
contaol. Another is Lo sense mulliple points of con-
tact. In this case, the location (and possibly pres-
sure} of several points of contact would be
reported. Most tablets currently on the market are
of the ‘simple’ variety. However, Lee, Buxton aud
Smith [1965], and NakaLani [private communica
tion] have developed prototypes of multi-touch,
muiti-pressure sensing tablets.

We wish to stress that we will restrict our discus-
sion of touch lechaologies Lo Louchlablels, which
ean and should be used in ways Lhat are different
from touch screans. Readers interested in teuch-
sergen Lechuology are referred ta Herot & Veinsap-
fel [1978], Nakatani & Rohbrlich [1988] and Minsky
[1984]. We acknowledge that a fat touch screen
roaunted horizontally is a touch tabiet as defined
ebove. This is mot a contradiction, as a touch acreen
has exactly the properties of Louch tablets we
describe below, as iong as there is no attempt to
rnount a display below (or behind) it er to make it
the wenter of the user’s visual focus.

Serne sources of touch tablets are ligicd in Appen-
dix AL

3. Properties of Touch-Sengitive Tabicis

Asking “Which input device is best?’ is much like
asking “How long should a piece of string be?” The
answerto both is: it depends on what youwantto
ase itfior. Withinpul devices, however, we are lim-
ited in our understanding of the relalionship
between device properties and the demands af a
specific application. We will investigate Louch
tablets from the perspective of improving our
understanding of this relationship. Our claim is
that other technologies warrant similsr, or ever
more detailed, investigation.

Touch tablets have a muraber of properties thal dis-
Vinguish them fromolher devices:

s They have ne mechanical interraediate device
fsuch as stylus or puck}. Hence they are useful
in haslile environments (e.2., classrooms, public
access terminals) where such intermediate dev-
ices can get lost, stolen, oar damaged.

» Having ne puck to slide or get bumped, the track-
ing symbol “slays put” once placed, thus making
therm well suited for pointing tasks in euviron-
ments subject to vibration or motion (ag. fac-
tories, cockpits).

» They present no mechanical or kinesthetic res-
triclions on aur abilily to indicate more than one
point ata time. That is, we can use two hands or
tnore than one finger simullaneously on a single
tablet. (Rernernber, we can manually camtrel al
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ywiost two mice at a time: anein each hand. Given

that we have ten fingers, it is conceivable that we
may wish to indicate more than twe points simul-
taneously. An exanyple of such an application
appears below).

e Unlike jaystioks and trackhalls, they have a very
low profile and can be Integrated into other
equipment such as desks and low-profile key-
beards fe.g., the Key Tronie Touch Pad, see
Appendix A}. This has potential benefits in port-
able systeras, and, according ta the Keystroke
model of Card, Newell and Moran [1980], reduces
homing time from the keyboard ta the pointing
device.

* They can be molded ints one-piece constructions
thus eliminating cracks and grooves where dirt
tan collect. This makes them well suited for very
clean environments (eg. hospitals) or very dirty
ones (eg., factories).

s Their simple construction, wilh no moving parts,
leads Lo reliable and long-lived operation, making
thers suitable for environments where they will
be subjected to intense use or where reliability
is critical.

They do, of course, have some inherent disadvari-
tages, which will be discussed at the chose of the
paper.

In the next section we will make three impertant
distinelions between touch tableis and mice. These
are:

* Mice and touch tablets vary inthe number and
types of events that they can tranmamit. The
difference is especially pronounced when com-
paring to simple touch tablets.

s TJouch tablets can te made that can sense multi-

ple peinis of contact. There is ne analogous pro-
perty for mice.

* The surface of a lablet can be parlilioned inte
regions representing a collection of independent
“virlual’ devices. This is analogous Lo Lhe parli-
ticning of a screen inte “windows” cr virtual
displays. Mice, and other devices that transmit
“relelive change" information, do not lend Lherm-
selves Lo Lhis rnede of interaction without con-

sumiog display real estate for visual feedback.
Wilh conventional tablets and touch tablets,
graphical, physical or virtual templates can be
placed over the input device to delimit regions.
This allows valuable screen realestate to be
preserved, Physical templates. when combined
with touch sensing, permit the operator to sense
the regions without diverting the eyes from the
primary display during visually dermanding tasks.

After these properties are discussed, a simple
finger painting program is used to ilustrate them
in the context of a concrete example, We wish to
stress that we da uot pretend that the program
represeuts a viable paint program or an optimal
interface. ILis siruply avehicle to illustrate a
variety of transactions in an easily understandable
context.
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Finally, we discuss improvements that musibe
made to current touch tablet technology, many of
which we have dermonstrated in prototype form.
Also, we suggest potential improvements to other
devices, motivated by cur experience with touch
technology.

4. Three Distinctions Between Touch Tablets and
Bice!

The distinctions we make in this section have to do
with suitability of devices for certain tasks or use
in certain configurations. We are only interested in
showing thal there sre some uses for which touch
tablets are not suitable, but other devices are, and
vice versa. We make no quantitative claims er com-
parisons regarding performance.

Signahis

Consider a rubber-band line drawing task with a one
buttom mouse. The user would first position the
tracking symbol at ihe desired starting pointof the
line by moving the mouse with the button released.
The button would then be depressed, io signal the
start of the line, and the user would manipulate the
line by moving the mouse until the desired length
and orientalion was achieved. The completion of the
line could then be signaled by releasing the bution?

Figure lis a state diagram that represents this
interface. Notice that the button press and release
are used to signal the beginning and end of the
rubber-band drawing task. Also note that in states
iand 2 both motion and signaling (by pressing or
releasing the buifon, as appropriate} are possible.

Telease
lanchor_end}eene,

 
state 1 - button upState @ ~ button dean

Figure 1. State diagram for rubber-banding with
a ohe-buttor mouse.

Now consider a simple touch tablet. It can be used
to position the tracking symbol at the starting
point of the line, but it cannot generate the signal
needed to initiate rubber-bending. Figure 2is a
state diagrarn representation of the capabilities of
asimple touch tablel. In state 0, there is no contact
with the tablet.5 in this state only one action is pos-

1 Although we are comparing touch tablets Lo one but-
ton mice throughout this section, mast of Lhe comments
apply equally do tablets with one-button pucks or (wilh
some caveats) tablets with styl.

2 This assumes that the interface is designed so that
the bution is held down during drawing. Alternatively,
the button can be released during drawing, and pressed
again, to signal the completion of the Hine.

2 We use state 0 to represent a state in which no loca-
tion information is transmitted. There no analogous
state for mice, and hence no state O in the diagrams fer
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sible: the user maytouch the tablet. This causes a
change to stale 1. In state 1, the user is pressing on
the tablet, and as a consequence position reports
are sent tothe host. There is no way to signal a
change to some other state, oLher than to release
{assuming the exclusion of ternporal or spatial cues,
which tend to be clumsy and difficult to learn). This
returns the systern to state ©, This signal could not
be used to initiate rubber-banding, as it could alse
mean that the user is pausing to think, or wishes io
initiate some other activity.

~~ release
{

{ g }AL

ee,

 
state 0 = no contact
state 1 - contest

Figure 2. Diagrarfor showing states of
simple Louch-tabiet.

This inability to signal while pointing is a severe
limitation with current touch tablets, that is,
tablets that da not report pressure in addition to
location. {It is also a property of trackballs, and
joysticks without “fire” butlons). It renders them
unsuitable for use in many commoninteraction
techniques for which rnice are well adapted (e.g.,
selecting and dragging objects into position,
rubber-band line drawing, and pop-ayp menu selec
tion); techniques that are especially characteristic
of interfaces based on Direct Manipulation [Shueid-
erman 19831.

Gne selution to the problem is lo use a separate
funetion button on the keyboard. However, this
usually means two-handed input where one could
do, or, awkward co-ordination ir controlling the
button and pointing device with asingle hand. An
alternative solution when using a touch tablet is to
provide some level of pressure sensing. For exam-
ple, if the tablet could report two levels of contact
pressure (i.e., hard and soft), then the transition
from: soft to hard pressure, and vice versa, could be
used lor signaling. In effect, pressing hard is
equivalent to pressing the button on the mouse. The
state diagram showing the rubber-band line draw-
ing task with this form of touch tablet is shown in
Figure 3.4

As an aside, using this pressure sensing scheme
would permii us to select options from a menu, or

mice. With canventional tablets, this corresponds te
“out of range’ state.
Ai this point the alert reader will wonder about difficulty
in distinguishing between hard and soft pressure, and
friction (especially when pressing hard). Taking the hast
first, hard is a relative lerm. In practice friction need
not be a problem (see Inherent Problems, below}.

4One would conjecture thal in the absence of button
clicks or other feedback, pressure would be dificult to
regulate accurately. We have found bwe levels of preg-
sure to be easily distinguished, bul this is a ripe aree for
research. For example, Stu Card [private communica-
tion] has suggested that the threshold between soft and
hard should be reduced (become “'softer"} while hard
pressure is being maintained. This suggestion, and oth-
ers, warrant formal experimentation.

27



1025

 

 
release fanchox. ord)

co aa — — a =oy 2Sheens adtouch hard
{start mabber~

; banding}state 0 = no comtact Rove: to sekeck Rewe bo select
State 2 ~ Light cantact starting point a4 poinrstate 2 = ‘hard’ contact

Figure 3. State diagram for rubber-banding with
pressure sensing touch tablet.

aclivate light buttons by positioning the tracking
symbol over the item and “pushing”. This is con-
sistent with the gesiure used with a mouse, and the
model of “pushing” bultons. With current simple
Louch tablets, one does just the opposite: position
over the itern and then lft off, or “pull” the button,

From the perspective af the signals sent to the host
computer, this Louch tablet is capable of duplicat-
ing the behaviour of a one-button mouse. This is net
to say that these devices are equivalent or inter-
changeable. They are not. They are physically and
kinesthetically very different, and should be used in
ways thal make use of ihe unique properties of
each. Furthermore, such a touch tablet can gen-
erate one pair of signals that the one-button mouse
eannot — specifically, press and release (transition
Lo and from state © in the above diagrams). These
signals (which are also available with many conven-
tiomal tablets) are very useful in inmyplementing cer-
tain types of transactions, such as Lhose based on
character recegnuition.

An obvious extension of the pressure sensing con-
eept is to allow continuous pressure sensing. That
is, pressure sensing where some large number of
different levels of pressure may be reported. This
extends the capabllity of the touch tablet beyond
that of a traditional one button mouse. An example
of the use of this feature is presented below.

 

Multiple Position Sensing

With a traditional mouse ar tablet, only one position
ean be reported per device. One can imagine using
two mice or possibly two transducers on a tablet,
but this increases costs, and two is the practical
Hmit on the number of mice or tablets that ean be

operated by a single user (without using feet}. How-
ever, while we have oniv two hands, we have ten
fingers. As playing the piano iNustrates, there are
some contexts where we might want to use several,
oar even all of them, at once.

Touch tableis need not restrict us in this regard.
Given a large enough surface of the appropriate
Lechnology, one could use all fingers of both hands
simullaneousiy, thus providing ten separate urits
ofinput. Clearly, this is well beyond the demands of
many applicalions and the capacity of many people,
however, there are exceptions. Examples include
ehording on bultons or switches, operating a set. of
slide potentiometers, and simple key roll-over when
touch typing. Que example (using a set of slide
potentiometers) will be illustrated below.
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Multiple Virtual Devices and Templates

The power of mriodern graphics displays has been
eqhanced by partitioning one physical display into a
number of virtual displays. To support this, display
window managers have been developed. We claim
(see Brown, Buxton and Murtagh [1985] that similar
benefits can be gained by developing aninpul win-
dow manager that permits 4 single physical input
device to be partitioned into a number of virtual
input devices. Furthermore, we claim that miulti-
touch tablets are well suited to supporting this
approach.

Figure 4a shows a thick cardboard sheet Lhal has
holes cut in specific places. When it is placed over a
touch tablet as shown in Figure 4b, the user is res-
tricted to touching only certain paris of the tablet.
More importantly, the user can feel the parts that
are touchabie, and their shape. Hach of the ‘touch-
able” regions represents a separate virlLual devices.
The distinction between this template and iradi-
tional tablet mounted menus (such as seer in many
CAD systems) is important.

Traditionally, the options have been:

a} Save display real estate by mounting the menu
ou the tablet surface. The cost of this optionis
eye diversion from the display to the tablet, the
inability to ‘touch type”, and time consuming
menu changes.

b) Avoid eye diversion by placing the menus on the
display. This also make it easier to change
menus, bul still does not allow “touch typing”.
and consumes display space,

Touch tablets allow a new option:

co} Save display apace and avoid eye diversion by
using templates that can be felt, and hence, allew
“touch Lyping’ ona variely of virtual input dev~
jiees. The cost of this option is Lime consuming
menu (Lemplate) changes.

It must be remembered that for each of these
options, thers is an application for whichit is best.
We have contributed a new option, which makes pas-
sible mew interfaces. The new possibililies include
more elaborate virtual devices because the

improved kinesthetic feedback allows the user to
concentrate on providing input, instead of staying
in the assigned region. We will also shew (below)
that ils main cost (ime consuming menu changes}
can be reduced in some applications by eliminating
the templates,

5. Examples of Transactions Where Touch Tablets
Can Be Used Bifectively
In order to reinforce the distinctions discussed in
the previous section, and to demonstrate the use of
Louch tablets, we will mow work through some exam-
ples based on a toy paint system. We wish to stress
again that we make no claims about the quality af
the example as a paint system. A paint system is &
common and easily understood application, and
thus, we have chosen to use it simply as a vehicle
for discussing interaction techniques ihat use
touch tablets.
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Figure 4a. Sample template. Figure 5. Main display for paint program.

 
Figure 4b. Sample template in use.

The example paint pragram allows the creation of
simple flanger paintings. The layeut of the main
display for the program is shown in Figure 5. On the
left is a large drawing area where the user can draw
simple free-hand figures. On the right is a set of
menu iterns. When the lowest item is selected, the
user eniers a colour mixing mode. in switching to
this mode, the user is presented with a different
display that is discussed below. The remaining
menu items are ‘paint pots”. They are used te
select the colour that Lhe user will be painting with.

in each of the failowing versions of the program, the
input requirements are slightly different. In all
cases an &cm x &cm touch tablet is used (Figure 6},
but the pressure sensing requirements vary. These
are noted in each dernonstratian.

S.1. Painting Without Pressure Sensing

This version of the paint program illustrates the
limitation of having no pressure sensing. Consider

1026

Figure 6. Touch tablet used in demonstrations.

the paint program described above, where the only
input device is a touch tablet without pressure
sensing. Menu selections could be made by pressing
down somewhere in the menu area, moving the
tracking symbol to the desired menu itemand then
selecting by releasing. To paint, the user would
simply press down in the drawing area and move
(see Figure 7 for a representation of the signals
used for painting with this pragram).

xeleuse
{stop painting}

0NES me

Ch)\s Pda

i,
press

(start painting}

wove while.
Painting

Figure 7. State diagram for drawing portion
of simple paint program.
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There are several preblems with this proprara. The
most obvious is in trying to do detailed drawings.
The user does not know where the paint will appear
untilit appears. This is likely to be too late. Sore
form of feedback, that shows the user where the
brushis, without painting, is needed. Unfor-
tunately, this cannot be done with this input device,
as itis not possible to signal the change from track-
ing to painting and vice versa.

The simplest solution io this problem is to use a
bulton (e.g., a function key on the keyboard) to sig-
nal state changes. The problem with this solution is
the need to use two hands on two different devices
todo one task. This is awkward and requires prac-
Lice to develop the co-ordination needed to make
small rapid strokes inthe painting. Itis also
inefficiend in iis use of two hands where one could

{and normalily should} do.

 

Alternatively, approaches using nmulliple taps or
timing cues for signalling could be tried, however,
we have found that these invariably lead to other
problems. It is better to find a direct solution using
the properties of the device itself.

§.2. Painting with Twe Levels of Pressure

This version of the program uses a tablel that
reporis twe levels of contact pressure to provide a
galisfactory solution to Lhe signaling problem. A
low pressure fevel (a light touch by the user) is used
for general tracking. A heavier touch is used to
make menu selections, or to enable painting {see
Figure @ for the tablet states used to contre! paint-
ing with this program). The two levels of contact
pressure allow us to make a simple but practical
one finger paint program.

reADEADebease, Lightae pe

Oo ry 42¢en, eG _—

press ‘ hard5 \
nove {to rove while

starting point) painting

Figure 6 State diagram for painting partion of
simple paint program using pressure

sensing touch Lablet.

This version is very much like using the one button
mouse on the Apple Macintosh with MacPaint [Willl-
ams, 1984]. Thus, a simple touch tablet is not very
useful, but one that reports two levels of pressure
is similar in power (but notfeel or applicability} to
aone button mouse}

5.5. Painting with Continuous Pressure Sensing

In the previous dernonstrations, we have only imple-
mented interaction techniques that are common
using existing technology. We now introduce a tech~
nique that provides functionality beyond that
obtainable using most conventional input technolo-

§ Also, there is the prablemof friction, te he discussed
below under ‘“‘Inhereat Preblema’’.

220

 
o SIGGRAPH ‘85  

gies.

In this technique, we utilize a tablet capable of
senosiog a continuous range ef touch pressure. With
this additional signal, the user can contro] both the
width of the paint trail and its path, using only one
finger. The new signal, pressure, is used to contro}
width. This is a technique that cannot be used with
any Mouse that we are aware of, and to our
knowledge, is available on only one conventional
tablet (the GTCO Dipipad with pressure pen [GTCO
qaae}),

We have found that using current pressure sensing
tablets, the user can accurately supply two to three
bits of pressure inforrnation, afler aboul 15
minutes practice. This is sufficient for simple duo-
dling and many other applications, but improved
pressure resolution is requiredfor high quality
painting.

5.4. “Windows” on the Tablet: Colour Selection

We now dernonslrate how the surface of the touch
tablet can be dynamicadly partilioned inte “win-
dows” onto virtual input devices. We use the same
basic techniques ag discussed under templates
{above), but show how to use them without tem-
plates. We do this in the context of a colour selec-
tion rnadule for our paint program. This moduwe
introduces a new display, shown in Figure 8.

 
Figure 9. Colourmixing display.

In this display, the large left side consists of a
eolour patch surrounded by a neutral grey border.
This is the pateh of colour the user is working on.
The right side of the display contains three bar
graphs with two light buttons underneath. The pri-
mary function of the bar graphs is to provide feed-
back, representing relative proportions of red,
preen and blue in the colour pateh. Along with the
lighi buttons below, they also serve to remind the
user of the current layout of the touch tabiet.

in this module, the touch tablet is used as a ‘virtual
operating console”. Its layout is shownfic seale) in
Figure 10. There are 3 valuators {corresponding to
the bar graphs on the screen) used to control
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eolour, and two buitons: one, om the right, to bring
Up &@ pop-up menu used to select the colour to be
modified, and another, on the left, to exit.

 
 

be. fem x 8 cmtablet suxsface

 
 

ANSBS,SN
NNN 

\ 2 push buttons

Figure 10. Layout of virtual devices on touch tablet.

The single mast important point Lo be madein this
example is that a single péysicafl device is being
used Lo implement 5 virtual devices (9 valuators
and @ buttons}, This is analogous to the use of a
display window system, im its goals, and ils imple-
mentation.

The secondmainpoint is Lhat there is nothing on
the tablet to delimit Lhe regions. Phis differs from
the use of physical templates as previously dis~
cussed, and shows how, in the absence of the need
ior a physical template, we can instantly change the
“windowson the tablet, without sacrificing the
ability to touch type.

We have found that when the tablet surface is srnall,
and the parlioning of the surfaces is not too com-
plex, the users very quickly (Lypically in one or two
minutes) learn the positions ef Lhe virtual devices
relative Lo the edges of the tablet. More inaper-
tantiy, they can use the virtual devices, practically
error free, without diverting attention from the
display. (We have repeatedly observed this
behaviour in the use of an application that uses a iO
cin square tablet that is divided into 3 sliders with a
single button across the top).

Because no template is needed, there is no need for
the user io pause to change a template when enter-
inp the colour mixing module. Also, at no pohnt is
the user's attention diverted from Lhe display.
These advantages cannot be achieved with any other
device we know of, without consuming display real
estate.

The colour of the eclour pateh is manipulated by
dragging the red, green and blue values up and
downwith the valuators on the touch tablet. The

vahiators are implernented in relative mode ti.e.,
they are sensitive to changes in position, mol absa-
lute position), and are manipulated like one dimen-
sional mice, For example, to make the patch more
red, the user presses mear the lefi side cf the
tablet, about half way to the top, and slides the
finger up (see Figure 11). For larger changes, the
device can be repeatedly stroked (much like strok-
ing a mouse). Feedback is provided by changing the
level in the bar graph on the screen and the colour
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of the patch,

 
Figure 11. Increasing red content, by pressing on

red valuator and sliding up.

Using a mouse, the above interaction could be
approximated by placing the tracking symbol over
the bars of colour, and dragging them up or down.
However, ifthe bars are narrow, this takes acuity
and concentration that distracts altention from the

primary task — moritoring the colour of the pateh.
Farthermore, note that the touch tablet implemen-
talion does not need the bars to be displayed at all,
they are only a convenience to the user. There are
interfaces where, in the interests of maximizing
available display area, there will be no iLems on ihe
display analogous to these bars. That is, there
would be nothing on the display to support an
interaction technique that allows values to be mani-
pulated by a rouse.

 

Finally, we can take the example one step further by
introducing the use of a touch tablet that can sense
multiple points of contact (e.g., [Lee, et al. 1985]}.
With this technology, all three colour values could
be changed at the same time (for example, fading to
black by drawing all three sliders down together
with three fingers of one hand). This simultaneous
adjustment of colours could mof be supported by a
rnouse, nor any single comumercially available input
device we know of. Controlling several valuators
with one handic common in many operating con-
soles, for example: studio light contral, audio
mixers, and throttles for multi-engine vehicles (e.g.,
aireraft and boats}. Hence, this example demon-
strates a cost effective method for providing Punc-
tionality that is currently unavailable (or available
only at great cost, in the form of a custom fabri-
eated console), bul has wide applicability.

$3.5. Summary of Raampics

Through these simple examples, we have demon-
strated several things:

» The ability to sense at least two levels of pres-
sure is a virtual necessity for touch tabiets, as
without it, auxiliary devices must be used for
signaling, and “direct manipulation” interfaces
cannot be effectively supported.

* The extension to continuous pressure sensing
opens up new possibilities in hurnan-computer
interaction.
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® Touch tablets are superior to mice and tablets

when many simple devices are Lo be simulated.
This is because: (a) there is no need for a
mechanical intermediary between the fingers
and the Lablet surface, (b} Uhey allow the use of
templates (including the edges of the tablet,
whichis a trivial but useful ternplate), and (c}
there is mo need for positional feedback that
would consurme valuable display space.

« The ability to sense multiple points of contact
radically changes the way in which users may
interact with the system. The concept of multi-
ple points of contact does not exist for, nor is it
applicable to, current commercially available
mice and tablets.

8. Inherent Problems with Touch Tablets

A probiemwith touch tablets that is annoying in the
long term is friction between the user's finger and
the tablet surface. This can be a particularly severe
problem if a pressure sensitive tablet is used, and
the user must make long motions at high pressure.
This problem can be alleviated by careful selection
of materials and care in the fabrication andcalibra~
tion of the tablet.® Also, the user interface can be
designed io avoid extended periods of high pres-
sure,

Perhaps the most difficult preblemis providing
good feedback ta the user when using touch tablets.
For example, if a set ef push-on/pusb-off buttons
are being simulated, the tradilional forms of feed-
back (illuminated butlons or different button
heighis) cannot be used. Also, buttons and other
controls implemented on touch tablets lack the
kinesthetic feel associated with real switches and
knobs. As aresull, users must be more attentive to
visual and audio feedback, and interface designers
rust be freer in providing this feedback. (As an
example of how this right be encouraged, the input
“window manager” could automatically provide
audible clicks as feedback for button presses).

#. Potential Exhancements lé Touch Tablels (and
other devices)

The first problemthat one nolices when using touch
tablets is ‘jitter’ when the finger is removed trom
the tablet. That is, the last few locations reported
by the tablet, before it senses loss of contact, tend
to be very unreliable.

This problem can be eliminated by modifying the
firmware of the touchlablel controller so that if

keeps a short FIFO queue of the samples that have
maost recently be sent to the host. When the user
releases pressure, the oldest sample is re-
transmitted, and the queue is emptied. The length
of the queue depends on the properties of the touch
tablet (e.g., sensitivity, sarapling rate). We have
found that determining @ suilable value requires

8 As a bad example, one commercial “touch” lablet re-
quires so much pressure for reliable sensing that the
finger cannot be smoothly dragged across the surface.
Instead, x wooden or plastic stylus must be used, thus
loosing manyof the advantages of touch sensing.
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only afew minutes of experimentation.

Arelated problem with most current tablet con-
trollers (not just touch tablets) is that they de nat
inform ithe host camputer when the user has ceased
pressing on the tablet (er moved the puck out of
range}. This information is essential to Lhe develop-
ment of certain types of interfaces. (As already
mentioned, Lhis signal is not available from mice}.
Currently, one is reduced to deducing this event by
timing the interval between samples sent by the
Lablel. Since the tablet controller can easily deter-
mine when pressure is removed (and musiif ib is io
apply a de-jittering algorithm as above’, it should
share this information with the host.

Clearly, pressure sensing is am area open to
development. Two pressure sensitive Lablets have
been develoned at the University of Toronto [Sasaki,
et al. 1901; Lee, et al. 1985]. One has been used to
develop several experimental interfaces and was
found te be avery powerful tacl. They have recently
become available from Elographics and Big Briar
(see Appendix A}. Pressure sensing is net only for
touch tablets. Mice, tablet pucks and styli could all
benefit by augmenting switches with strain gauges,
or other pressure sensing instruments. GTCO, for
example, manufactures a stylus with a pressure
sensing tip [GTCO 1982], and this, like our pressure
sensing touch tablets, has proven very useful.

8. Conclusions

We have shown that there are environments for
which some devices are beller adapted than others.
in particular, touch tablets have advantages in
many hostile errvironments. For this reason, we
suggest that there are environments and applica-
lions where Louch tablets may be the most
appropriate input technology.

This being the case, we have enumerated three
major distinctions between touchtablets and one
button mice (although similar distinelions exist for
multi-button mice and conventional tablets). These
assist in identifying environments and applications
where touch tablets would be most appropriate.
These distinctions concern:

¢ limitation in the ability to signal events,

» suitability for multiple point sensing, and

« the applicability of tactile templates.

These distinctions have been reinforced, and some
suggestions on how touch tablets may be used have
been given, by discussing a simple user interface.
From this example, and the discussion of the dis-
tinclions, we have identified some enhancements
that can be made to touch tablets and other input
devices. The most loypertant of these are pressure
sensing and the abiliiy to sense mulliple points of
contact,

We hope that this paper molivales interface
designers ta consider the use of touch tablets and
shows some ways to use them effectively. Also, we
hope it encourages designers and manufacturers of
input devices to develop and market inpui devices
with the enhancements that we have discussed,
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The challenge for the future is to develop touch
tablets that sense continuaus pressure at multiple
painis of contact and incorporate them in practical
interfaces. We believe thal we have shown that this
is worthwhile and have shown some practical ways
to use touch tablets. However, interface designers
must still de a great deal of work te determine
where a mouse is better than a touch tablet and
vice versa.

Finally, we have illustrated, by example, an
approach to the study of input devices, summarized
by the credo: “Knowthe interactions a device is
intended to participate in, and the strengths and
weaknesses of the device.” This approach stresses
that there is no such thing as a “good input device,”
only good interaction task /device combinations.
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Appendix A: Touch Tablet Sources

Big Briar: 3 by 3 inch continuous pressure sensing touch
tablet

Big Briar, Ine.
Leicester, NC
2o748

Chalt Board Inca “Power Pad", large touch table for
micro-computers
Chalk Beard Inc.
3772 Pleasantdale Rd.,
Atlanta, GA d0340

Elographics: various sizes of touch tablets, including
pressure sensing

Hiographics, Inc.
105 Randolph Toad
Oak Ridge, Tennessee
37640

{815)-492-4100
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Key Tronic: Keyboard with touch pad.

Keytronic
P.G. Box 14887
Spokane, WA $9214
(509)-S28- 8000

KoalaPad Technologies: Approx. 5 by 7 inch touch teblet
for micro-computers

Koala Technologies
3100 Patrick Henry Drive
Santa Clara, California
850506

Spiral Systenis: Trazor Touch Panel, 3 by 3 inch touchtablet

Spiral System Instruments, Inc.
4853 Cordell Avenue, Suite 4-10
Bethesda, Maryland
20G14

TASA: 4 by 4 inch touch tablet (relative sensing only}

Touch Activated Switch Arrays Inc.
1276 Lawrence Stm, Road, Suite G
Sunnyvale, California
84.089
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Tatroductian

Increased access to computer-based tools has made
only tea clear the deficiencies in on to produce
effective user interfaces [1]. Many of our current

problems are reoted in our lack of suHhietently powerful
theories and methodologies. User interface design
remains more of a creative art than 4 hard SCIENCE,

Following an age-old technique, the point of
departure for much recent work has been to allernpt is

impose aome sreueture on the problem domain. Perhapsthe most significant difference between this work andearlicrr efforig isshe weight placed on considerations fal-
cutside the scope of conventional computer science.

jonai problem-roduction paradigm. is being ree
iby a holistic approach wlich views ihe problem

ration of issucs from computer science, clec-trical enginesring, industrial design, vopnitive psycholo-
ay, psychophysics, linguistics, and kinesthetics.

In the main body of this paper, we examiae some of
the taxonomies which have been propased and illustrate
how they can serve as useful structures fer relating
studies in user interface problems. In so doing, we
altempt to augment the power of these structures by

deveiopin a their ability ta take into account ihe effect of
gestural and positional factors on the overall effect of theuser iterface.

  

 
 

 
 

Two Taxonomies

One structure for

© interface is provided by Foley and Van Dam
2]. They describe the space in terms of the following

viewing
 

® conceptual
® semantic

@ syntactic
® lexical

the problerc dernain af

 
The conceptual level incerpo
the system as seen by the user. , Foley andVan Damsee it as being equivalent tothe.ser madel,
aessemantic ievel incorporates the functionality of thewhat can be expressed. The synrgetic level

nes5 the grammatical structure of the tokens used to
semantic concept. Finally, the fexical

component defines the structure of these tokens,
Gne of the benefits af such a taxonamyis that it can

basis for systems analysis in the design
process. It also helps us categorize varicus

face studies so io avoid “apples and bananas”

comparisons. For example, ue studies of Led-Whiteside, Singer and Seymour [16] and Barnard,Hammond, Marton and Long [3] both wildnessissuesat
ihe syntactic level. They can, therefore, be cornpared
(which is quiig interesting since they give highly contra-
dictory resulis }, On the other hand, by recognizi

“keystroke” madel of Card, Moran and Newell [ 3
addressing ihe lexical level, we have a good way of

understanding its limitations and pombarisBit io relatedstudies (such as Embley, Lan, Leinbaugh «iB]}, or relating it to studies which ideo differentiow
els (such as the two studies in syntax mentioned above).

While theanon presented by Foley and Van
Dara as proven 10 be a useful toal, our opinion is that it

ain concents of

 

 no

user
as

 

 

  

  has ¢ shortcoming Th ut is, the grain of the
lexiceullevel is too coarse to permit the full benefit of the
model to be denved. defined, the authors luinp 

topetherissues as diverse as:

“add” ys “append” 

  Barnard et a/ invalidate Ledgard ef ai's main thesis that
syntax of natural language is necessarily ihe best suited for
cornamand languages. They demonstrate cases where fixed-field
format is Jess prone to user error than the direct object ~- indirect i 

 
 

ct svitlax of natur
of Ledg
 al language. A maj

doe af is that they did not
nen drew conc

  jor problem of the paper
test many of the inveresting

ons that went bevond what their results
   
  cases an

suppor 
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annnnannnnnnainenaannnnnnnnAnnnnnnnnnnannnnnerrrers
nnnnrin

is are placed spatially on the display (both
the layout and number of windows, and the 

ayaut of data within these windows)

® where devices are placed in the work station

@ the type of physical gesture (as determined by the
transducer employed) used to articulate a token
(pointing with a joystick ys a lightpen vs a tablet vs a
mouse, for cxample}

These issues are sufficiently different to warrant
s¢parate treatment. Grouping them under a single

heading has the danger of gentating confusion comper-able ta that which could result if ne difference was made

between the semantic and.syntactic Jevels. Therefore,
taking our cue from wark in language understanding
research in the Al community, we chose to subdivide Fo-
ley and Van Dam’s lexical level inte the following two
components:

  

@ lexical: issues having to do with spelling of tokens G.e.,
the ordering of lexemes and the nature of the alphabet
used — symbolic or iconic, for example),

 

® pragmatic: issues of gesture, space and devices.

ic the distinction, in the neyo model thenumber of key pushes would be a function of the lexical

structure while the horaing time and pointing time would
be a function of pragmatics.

Factoring out these two icvels helps us focus on the
i the issues affecing cach are different, as is

their influence on the overall effect of the user interface.

This is iustraied in examples which are pres
in this paper,

It should be pointed oul that our isolation of whatwe havecalled pragmatic issuesis not especially original,
We see a surdlar viewin the Command Language
Grammar of Moran [18], which is the second main

 
 

 fact

ented later

 

taxonomy which we present, Moran represenis thedemain of the uscr interface in terms of three

components, each of whichis sub-diviidedjinto iwo levels.
These are as follows:

e Conceptual Component

~ task level

~semantic level

@ Communication Component

— syntactic level
~interaction level

@ Physical Component

The task fevel encompasses the set of tasks which the
user brings to the system and for which it is intended to

The semantic level lays out the

the system and the conceptual
As with the Foley and Van Dara

serve as 4 tool.

onceptual entities ofc

operations upon them,
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Sanninarmen
rrnner

 
 
 

ievel is
8 phy-

ns in the

spatial level then encompasses issues

) information is laid out on the eeewhile the device fevel covers issues such as what L

devices are uscd and their properties (for exammole,
elfect on user perforroa f the locator used isamous
vs an isometric joystick ys step-keys}. (A representative
discussion of such issues can be found in Card, English
and Burr, [§].}3

One subtle but important emphasis in Moran’s
paper is on the point that it is the effect of the user
interface as a whore (that is, all levels combined) which
constitutes the users model. The other main difference

 

Thhe
related to hov

  

  

of his taxenoroy, when compared to that of Foley and
mportance of the phy-

the
Van Dam, is his emphasis on the i

sical component. A shortcoming, however,
absence of a slot which encapsulates the
we have defined it above. Like the lexical |
defined oy Foley and Van Dam), the interaction|

Moran appears a Hilleé too broad in scope
compared to the other levels in the taxonomy,

» Ties in
 

 
when

Pragmatics

in examining the two studies discussed above, one
quickly recognizes that the effect of the pragmatic level
on the user interface, and therefore on the user model, js

given verylittle attention. Morac, for exaniple, poinis
out that the physical component exists and that it is
important, but does not discuss if further. Foley and
Yan Dam burythese issues within the lexical level. Gur
main thesis is that since the primarylevel of contact with
an interactive system is at the level of pragmatics, this
level Aas one of the strongest effects on the user's
perception of the sysrem. Consequently, the models
which we adopt in erder ta specify, design, implement
compare and evaluate interactive systems ius? be suffi-

ciently rich to capture and communicate the systems

in

 
 

 
properties at this level. This is clearly nat the case with
most models, and this should be cause for concern. fo
illustrate this, let us examine a few case studies which

relate the effect of pragmatics to:

 e] “paper tesis of query languages

# ease of use with respect io action language grammars

® device independence

Peneil-and-Paper Tests

As an aid to the dosign of effective data base query
languages, Reisner [19] has proposed the use of pencil-
and-paper tests. Subjects were taught a query languagex
in a class-rcom environment and then tested as
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abiliy to formulate and under

control groups were taught different
comparing the test results of the differe:
ner drew conclusions as to the relative “goodness” of

ructure and ease of jearning of Lhe differcnt langguages.
She then made Che argument that the techmiqu
used to find weaknesses in new languages before tt
implemented, thereby shortening their development ¢eye
oe

 languages. 5
it wroups, Reis-

oO S 

 
  e¢ 

 

important poinis, if
rot point Gui the limi

ihe approach does tell us
iuive burden involved in the

But tt does net tell us

makes some

has aa ser cl in that i daes 6
tations of th
something about uh
learning of a query la nguage,

 

  
  

 everything. in particular. the technique is totally inca-
pable of taking into account the effect that the means

 

and medium of doing something has on our ability to
remember how ta doit, To paraphrase McLuhan, the
mediumdocs affect the message.

issucs of syntax are not independent of pragma’,
but pencil-and-paper take
dependencies into account,role af le memory”
varlous tasks. The s

in my ability to type quit
incapable of telling you w
on my QWERTY i
lack whose combination { cannot recite.

will never show up ir @ pencil-and-papertest.

 
 

 
 

  tlie various Characters are

cin my nay fo open aot, this effect
Another

 

 

example is seen in the techniqne’s
account the contribution that appropri
help mechanisms can provide in develo
and other memory and lcarning aids.

We are not trying to claim thai such penciba
are not of use (alihough Barnard er al, 3),

important dangers in using such
Weare simply trying to ith f

tations, and demons
pragmatics

 

   

DCP UCSis
Our  

 
 

 

 
 

 
 

call 

 

 
work,srapmatics w

such as that of Foley and

less ikely to be ignored

 , We conjecture that
ere isolated as a separate icvel ina taxono-

Van Darn, they would be

Complexity and Chunking

, Reisner [20] makes an important
how

in another studs
contribution by
grammar of the

analy of the
an interactive

showing the
“action fe

 
 

  ystem can provide valuable r predicting the
ease of use and proncness to errer of that system. Thus
an important tool for system design, ane and 
 
 
 
 

rison is introduced,

basis af the techniqueis that the complexity af
 rammat is a good metric fort he cognitive burden of

ing the system. Grammarcomplexity is

Mase ems of number of productions and produclion rength, ‘There isa problem, however, which huts
our ability to reap the benefits of the technique
‘This has to do with the technique’s current inability to
lake into account what we call chunking. By this we

re two or more actions fuse

(in a raanner analogous foof a compound word in language). In
cases, the eognitive burden of the resulting

gate may be the equivalent of @ single To
terms of formal language theery, a non-terminal when
effected by an appropriate compound gesture may carry
the cognitive burden ef a single terminal.

Such chunking may beeither sequential, parallel or
both. Seguentially, it should be recognized that some
achions have «diffe grees of closure than others.

For exampic, tak each of which ts to be

triggered by the changeol aswitch, Padswitch i the high /low beam switch in same cars
the down action of a down/up gesture triggers

 

  

 

  
 

 

token, iva  

 

 

   
 Ot

  
is used,

 

each cvent. The point to note ‘s that there is ne

kinesthetic connection between the gesture that triggers
one event and that which triggers th Each ac-

Wid ing a car, the  tion is complete in iself and, as ¢
perator is free ta initiate other actions before changing

the state of the switch again.
  

 
 
 
 

On the other hand, the same binary funetion could
be controlled oe a foot pedal which functions like thepedal ofapiano, Sh this ease, one slate chanec

JA Here, the
action is a direct

ax is impheit,
and the mitive burden of remembering what lo do
after the first action is minimal.

There are many cases where this type
connectivity can be bound to a sequence of

af kinesthenc

tokens which

 

are logically connected. Onc cxanyple given by Buxton
[4] ing an ifere from a graphics menu and 

A button- into posiition in a work space.
action Gvhile pointing at an item)

 oe

 

down a pieks ib up
For as long as the button is depressed, the lem tracks
the motion of the pointing device. When the button is
reicased, the item is anchored in its current position, 

 

Hence, the interface is “esigned. ia force the user to
follow proper syntax: select then position.

‘for syntactic error, and cognitive resour
trnae to remesrabe vet

posstbili
not

 

consumed ie
Thus, b

ineraces can |easy fo learn,

  
  

 

 
 

hete is @ Sitmufar type of  whl
 

chunking ch can take
or more gestures are articulated at one

an take an example from driving a car,
gears the actions on
hift reinforce

 

 
the clutch, 

one another and are

asi“Single gesture. Choosing appropriate
w such coordinated actions can accelerate

ing imo what the user thinks of as 4 single act,
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thereby frecing up cognitive resourecs to be applicd tk
more important tasks, What we are arguing here is (hat
by matching appropriate gestures with tasks, we can
help render complex skills routine and gain benefits
similar to those seen at different ievel in Card, Moran

and Newell [6].
In summary, there are three main

wish to make with this example:

 

points which we

® there is an important interplay between the syntactic-
lexical levels and the pragmatic level

to reduce the

a system
be exploited

ning and using
® that this interplay can

cognitive burden of lear

@ thar this cannot be accomplished without a better
understanding af pragraatic issues such as chunking
and closure.

Pragmatics and Device Independence

We began by declaring the inyportance of being able

io inevorporate pragmatic issues into ihe models which we
use to specify, design, compare and evaluate systems.
The examples which followed then illustrated some of
the reasons for this belief. When we view the CORE

proposal [13, 14] from this perspective, however, we see

several problems. The basis of how the COREsystem
approaches input is to deal with user actions in terms of
abstractions, or logical devices (such as “locators” and
“valuaters”), The intention is to facilitate software

portabilily. If all “locators,” for example, uuilized a
common protocol, then user A Gvho only had a mouse}
could easily implement software leveloped by B Gvho
only had a tablet}. From the application programmer's
perspective, this is a valuable feature. However, for the
purposes of specifying systems from the user’s point of

 
hes

view, these abstractions are of very limited benefit. As

Baecker [2] has pointed out, the effectiveness of a partic-
ular user interface is often duc to the use of a particular

device, and that effectiveness will be lost if that device
were replaced by sorme other of tthessame logical class.For e xamp!e, we have a osstem [10] whose interfacei the simultaneous manipulation of four 

 issan joysticks both be-
ar that they are not
“We cannot simultane-

Thus, for the full poten-
e realized, such pragmat-

onporated into our overall

Nowin spite ofia
devices, it is cle

ale in ihis situation,

vate four tablets,
tial of device independence
ic considerations must be in

 

 
speccification model so that appropriate equivalencies can
be determined in a methodokogical way. (That is, in
specifying a generic device, we mustt alse include the
required pragmatic attributes. But to do so, we must
develep a taxonorny of such attributes, just as we
developed a taxonomy of virtual devices.)

TVS
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A Taxonomy of Devices

In view of the preceding discussion, we hav
attempted to develop a taxonomy which helps isolate
relevant characteristics of input devices. The tableau
shown in Figure 1 summarizes this effort in a two dimen-
sional representation. he remainder of ibis section
presents the details and motivation for this tableau’s
organization.

Figure 1. Tableau of Continuous Input Devices

Number of Disueisions

 
   po 

 
 
 fee.
|

 
Trackball Mechsns!

TASAXY Bad

 
  

entinu-

ple, arc
he first

To begin with, the tableau deais only with o

OUS hand:controlled devices. (Pedals, for exam
not included for simplicity’s sake.) Therefore(but aplitt questions in our structure are:

 
*

® continuous vs discrete?

® agent of control Chand, foot, voice, ...3?

The table is divide
columns delimit

rows and27 o>into a matrix w

® what is being sensed (position, motin or
and

® the number of dimensions being sensed (1, 2

respectively.
delimited by solid lines
sliding potentiometer fall j
one-dimensional position-sens
corner),

Note that th

These primary partitions of the mat

Hence, both the r‘otalty and
nsifive eviews (top ‘ieft- and

e primary rows and columns of the
matrix are sub-divided, as indicated by the dottedlines,
The sub-columns exist io isolate devices whose control

motion is roughly similar. These groupings can be seen
in examining the two-dimensional devices. Here the
tableau implies that tablets and mice utilize similar
types of hand control and that this control is different
from that shared in using a Jight-pen or touch-screen.
Furthermore, it is shown that joysticks and trackballs

ceramen conirel motion which is, in turn,
than the other sub-classes of two-dimensional

 

share a

different
devices.
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 The rows fur positon aad srotion sensi
are subdivi in order to differentiate between trans-  
ducers which sense potential ya mechanical vs touch-
sensitive means. Thus, we sce that the light-pen and
touch-screen are closcly related, except that the light- 

| transducer. Simuarly, we
TASA touch-pad® provide

comparable signals from comp:rable gestures (the 4" by
4" dimensions of the TASA device compare toa 3 4/2"diameter trackbaHl

Thetableau is useful for many purposes byvirtue of
the structure which it imposes on the domain of input

st. otk heips in finding appropri
T his |is important in terms of dealing with

rose i GUI vussion of

example, we saw a case

replacing
we sec that four

 pen employs a mechanicasce thal tracball and  

 
the
\A

 

  Le

 

  
For

nol be suliable lor

the tableau,

 
 

where {

four jo ysticks. By using
 rackballs wil probably do
The tableau makes it casy ta refate different devices

in terms of metaphor. For example, a lablet is to a

mouse what a eee18a a trackball. Furthermore, ufhe taxonomy de y the tableau cantransducers in a manner«analogous io the p
of Mendelcey predicting now elements,
more confidence in underlying pren
this chim for che tableau and cite the “turque

one-dimensional prrestre-serisitive transducer as
xample. To our knowledge. ne such device exists com-

mereially, Nevertheless it is a potentially useful device,
an approximation of which hes been demonstrated by
Herot and Weinzaphel

Finally, the tableau i

tous physical devices.

 new

} table
ve Can have

s. We make

 
 

  

sensing”
ar

 

 seful in helping quantify the
generality ot In cases where 

 
limited to one or two input devices,

interest to choose the least

Wevices Por this ruany peopic¢ the preferred device since they can

many of theether transducers (as is demonstrat-ed by Evans. Tanner and Wein, [9]}. The tableau ts
un de ermiining the degree of this generality by

the squares which

 

Ci 5

can be adequately covered

Before icaving the topic of the Abin ii is worthcommenting on why a primary criterion {
deviecs was whether they were sensitive to ¢
honar pressure. The reason is that what

very strong effect on the nature of the dh alos
system Can support with any degree of nh
example, Jer us compare how the user interface of an
instrumentation console can be affected by the

yhether molion ar position sensitive transducersareused. For such consoles, one design philosophy follows
the traditional mode! u

 Lor,

is sensed has a
that theAe w

AS an

   
 
  
 

that for every function there shouid
 

 

 

be a device. One of the rationales behind this approach
is to avoid the use of “modes” which result when a smgic
device must serve for more than one function. Ancther;

philosephy takes the point of view that the number of

chojee of

 
 

 

devices required ina conssole need only be in the order of
the control bandwidth of the human opcratov. Here
the ratio ureful design can minimize the 
“mode” problem, and that the resulting siraple consoles
are more cost-effective and less prone to breakdown
{sinee they have fewer devices),F °

One consequence o cond philosophy
OD

 

$ vy

the same transducer musttbenade to control di
nel ay paramelc at different times.

eante introduces something Known as thext switching

nulling problem, The point which v
s that this problem
transducer in

e are going t make
can be completely avoided if

is motion rather than position

the

question

sensitive. Let us sec why.
{Imagine that you have a sliding potentiometer 

 pmeter

You
parameter A,

are at their Bath the potentwhich controls

pararoeler minkmam valuesand the
then raise A to its

position of the potentiometer’s handle, You now want
io change the value of parameter B. Before you can do
sO using the same potention the handle of the

maximum value by pushing up the’
 

acter,
 

 

potcniiometcr must be repositioned io a Q
corresponding to the current value of parameter B. Phe
necessity of having to perform this normalizing function
is the mulling problem,

Contrast the difficully of performing the above
interaction using a posidion-sensitive device with the ease

 

of doing so using one which senses motion. Tf a thumb-
wheel or a treadraill-like device was used, the moment

that the transducer is connected to the parameter it can
“push” the value up or “pull” it down.

same transducer can be used {0
anvously change the value of a group of

A of whose instantaneous values are diffe
<m =

gte 2

Heotizonial vs Vortical Strata

The above example brings up one important point:
the different levels of the taxonomies of Folcy and Van

Damor of Moran are not orthogonal. By describing the
uscr interface in torms of a horizontal atrueture, it is very
casy to fall into the trap of believing that the effeet of
modifications at one level will be isolated. This is clear-

ly not example demonstrated: the

¢ had a strong effect on syntax.

truc as the above

ehoice of transducer ty
    an argume SopLing a model }

on &@ vertical structere zontal anes which
have discussed, Misgdels based on interaction fechniqucs

i those described in Martin {17} and Foley,
han fEl] ere examples. With them, the

primary gestalt is the transaction, or int Vhe
user model is described in terrns of the set and style of

We

 
 craction,

 

 TASA X-Y 360 is a 4" by 4"
gives GO units of delia modulation in 4 t

from TASA, 2346 Wa

 
  

  is available

 

 

  
1 Ave, Santta Claya CA, 98054

 
Ld

Comparer Graptes ° daruary 1983/35

1036



1037

the interactions which take place over time. Syntactic,

Jexical and pragmatic questions became sub-issucs.
Neither the horizontal ar vert

The point is that bork must be kept in mind during t}
design process, A major challenge is to adapt our

this is done in a well structured way.
That we still have problems in doing so can be seen in
Moran’s taxoneray, Much of the difficuity in under-
standing the movode!s due te problems in his apprroach in
integrating vertically orieented concepts (the interaction
level) into an otherwise horizonial structure.

Tn spite of such difficulties, both views must be
considered. This is an iniportant cautionary bell to ning
given the current trend towards delegating personal
respensibilitics according to horizontal stratification.
The design of a systenv’s data-base, for example, has a
very strong effect on the semantics of the interactions
that can be supported. [f the cornpuiing environmentis

selected by one person, the data-base managed byaanoth-
er, the semantics or functional capability by another, and
the “user interface” by yet another, there is an sake
danger that the decisions of one will adversely affect
another. This is not to say that such an organizational
structure cannot work. Tt is just imperative that we be
aware of the pitfalls so that they can be avoided. Deci-

modeis so that

 

 

can

ted b
 

vent

gians made at ali levels affect one another and a/} deci-

sions potentially have an effect on the user model,

Summary and Conclusions

Two taxonomies for describing the problem domain
of the user interface were described. In the discussion

it was pointed out that the outer jevels of the strata
i, spatial, and physical issues

were neglected. The notion of pragmatics was intro-
duced in order ta faeititate focusing attention on these
issucs. Several examples were then examined which
illustrated why this was important. In so doing, it was

seen that the poser of various existing models could beextended if we had a better understanding of pragrnatic

issues. AS a Heowas such an understanding
taxonomy of hand controlled continucus input devices

s introduced. Ti was seen that this taxonomy madesome contribution towards addressing problems which
arose in the case studies. [1 was alsa seen, however, that
issues at this outer level of devices had a potentially

strong €effect on the other levels of the syste Hence
the danger of over-concentration on horizontal stratifica-
tion was pointed out.

The work reported has made some contribution to-
wards an understanding of the effect of issues which we

have called pragmatics. It is, however, a very small

those concerning lexica
 

ne
ng   

 
 

step. While there is a great deal of work 5 al ta be doneright at the device level, perhaps the biggest challengeis
io develop a better understanding of the interplay among
thedifferent levels in the strata of 4 system, When we
have developed a methodology which allows us to
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determine the gesture that best suits the xpressian OT aparticular concept, then we will be able ta build the user
interfaces which today are only a dream.
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Light Beam Matrix Input Terminal

This display and computer input device consists of a
rectangular matrix of light beams 10 and associated photosensitive
devices 12 overlaying document 14. Mount 16 contains @ pair of light
sources 18 at right angles to each other. Beams 19 are formed by
holes in frame 20 and image on optical fibers 12 opposite sources 718.
Thus, a light beam matrix is farmed. The frame assembly is spaced

slightly above document 14 by thin, clear screen 22 having response
holes 24 at each intersection of bearns 10. When probe 26 or the
finger is placed in a hole of screen 22, intersecting beams are
interrupted. Fibers 12 are merged to moving belt 28 having light
detectors 32 at its underside. Fibers 12 are so arranged that siots
30 scan themserially. Document 14 can be one of a plurality on a
rol.
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Microsoft Research

Original: Jan. 12, 2007
Version: March 21st, 2011

 
Derearyees Se
SPLAMIAIE

Since the announcementsof the ‘Phone and Microsoft's Surface (both in 2007), an especially large number of pecple have
asked me about multi-touch. The reason is largely because they know that | have been involved in the topic for a numberof
years. The problem is, | can't take the time to give a detailed reply to each question. So | have donethe next best thing(I
hope). Thatis, start compiling my would-be answer in this document. The assumption is that ultimately it is less work to give
one reasonable answer than many unsatisfactory ones.

Multi-touch technologies have a long history. To put it in perspective, my group at the University of Toronto was working on
multi-touchin 1984 (Lee, Buxton & Srnith, 1985), the same year that the first Macintosh computer was released, and we were
not the first. Furthermore, during the developmentof the iPhone, Apple was very much awareof the history of multi-touch,
dating at least back to 1982, and the use of the pinch gesture, dating back to 1983. This is clearly demonstrated by the
bibliography of the PhD thesis of Wayne Westerman, co-founder of FingerWorks, a companythat Apple acquired early in
2005, and now an Apple employee

Westerman, Wayne (1999). Hand Tracking,Finger Identification, and Chordic Manipulation on a Multi-Touch Surface. U
of Delaware PhD Dissertation: http://wwwee.udel edu/"westerma/malin. pdf

In making this statement about their awareness of past work, | am notcriticizing Westerman, the iPhone, or Apple. It is
simply gocdpractice and goad scholarship to know the literature and do one's homework when embarking on a new product.
What | am pointing out, however, is that "new" technologies- like multi-touch - do not grow out of a vacuum. While
marketing tendsto like the "great invention"story, real innovation rarely works that way. In short, the evolution of multi-
touch is a text-book example of what | call "the long-nose of innovation.”

So, to shed somelight on the back story of this particular technology, | offer this brief and incomplete summary of some of the
landmark examples that | have been involved with, known about and/or encountered over the years. As | said, it is
incomplete and a work in progress(so if you comeback a second time, chances are there will be more and better
information). | apologize to those that | have missed. | have erred on theside of timeliness vs thoroughness. Other work can
be foundin the references to the papers that | do include.

Note: for those note used to searching the HCI literature, the primary portal where you can search for and download the
relevant literature, including a great deal relating to this topic (including the citations in the Westerman thesis), is the ACM
Digital Library: http://sortalacm.org/dicfm., One other relevant source of interest, should you be interested in an example of
the kind of work that has been done studying gestures in interaction, see the thesis by Hummels:

htep: /fid-dack. com/nages/overig/carofoubl caro htmnD 2. Y mee

While not the only source on the topic by any means,it is a good example to help gauge what might be considered new or
obvious.

Please do not be shy in terms of sending me photos, updates, etc. | will do my best to integrate them.

For more background on input, see also the incomplete draft manuscript for my book on input tools, theories and techniques:

httosAwww. biDuxton.com/inputManusecrigt. him!

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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For more background on input devices, including touch screens and tablets, see my directory at:

e bree: / aaybilbuxton con inoutSources html    

+
Prassyver TeSSSAALES SES

There is a lot of confusion around touch technologies, and despite a 25 year history, verylittle information or experience with
multi-touch interaction. | have three commentsto set up whatis to follow:

s

1. Remember thatit took 30 years between when the mouse was invented by Engelbart and English in 1965 to when it
became ubiquitous, on the release of Windows 95. Yes, it was released commercially on the Xerox Star and PERQ
workstations in 1982, and | used myfirst one in 1972 at the National Research Council of Canada. But statistically,
that doesn’t matter. It took 30 years to hit the tipping point. So, by that measure, multi-touch technologies have 5
years to go before theyfall behind.

2. Keepin mind one of my primary axioms: Everything is best for something and worst for something else. The trick is
knowing whatis what, for what, when, for whom, where, and most importantly, why. Those whotry the replace the
mouseplay a fool’s game. The mouseis great for many things. Just not everything. The challenge with new inputis
to find devices that work together, simultaneously with the mouse(such as in the other hand), or things that are
strong where the mouseis weak, thereby complimentingit.

3. To significantly improve a product by a given amount,it probably takes about two more orders of magnitude ofcost,
time and effort to improve the display as to get the same amount of improvement on input. Why? Because we are
ocular centric, and displays are therefore much more mature. Input is still primitive, and wide open for improvement.
So it is a good thing that you are looking at this stuff. What took you so long?

| don’t have time to write a treatise, tutorial or history. What | can do is warn you about a few traps that seem to

cloud a lot of thinking and discussion around this stuff. The approach that | will take is to draw somedistinctions

that | see as meaningful and relevant. These are largely in the form of contrasts:

e Touch-tablets vs Touch screens: In some ways these are two extremes of a continuum. If, for example, you

have paper graphics on your tablet, is that a display (albeit more-or-less static) or not? What if the “display”

on the touch tabletis a tactile display rather than visual? There are similarities, but there are real differences

between touch-sensitive display surfaces, vs touch padsor tablets.It is a difference of directness. If you touch

exactly where the thing you are interacting with is, let’s call it a touch screen or touch display. If your hand is

touching a surface that is not overlaid on the screen,let's call it a touch tablet or touch pad.

* Discrete vs Continuous: The nature of interaction with multi-touch input is highly dependent on the nature of

discrete vs continuous actions supported. Many conventional touch-screen interfaces are based discrete items

such as pushing so-called "light buttons", for example. An example of a multi-touch interface using such

discrete actions would be using a soft graphical QWERTY keyboard, where onefinger holds the shift key and

another pushes the key for the upper-case character that one wants to enter. An example of two fingers

doing a coordinated continuous action would be where they are stretching the diagonally opposed corners of

a rectangle, for example. Between the two is a continuous/discrete situation, such as where one emulates a

mouse, for example, using one finger for indicating continuous position, and other fingers, when in contact,

indicate mouse button pushes, for example.

e Degrees of Freedom: The richness of interaction is highly related to the richness/numbers of degrees of

freedom (DOF), and in particular, continuous degrees of freedom, supported by the technology. The

conventional GUI is largely based on moving around a single 2D cursor, using a mouse, for example. This

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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results in 2DOF. If | am sensing the location of two fingers, | have 4DOF, and so on. When used

appropriately, these technologies offer the potential to begin to capture the type of richness of input that we

encounter in the everyday world, and do so in a manner that exploits the everydayskills that we have

acquired living in it. This point is tightly related to the previous one.

e Size matters: Size largely determines what muscle groups are used, how many fingers/hands can be active on

the surface, and what types of gestures are suited for the device.

e Orientation Matters - Horizontal vs Vertical: Large touch surfaces have traditionally had problems because

they could only sense one point of contact. So, if you rest your hand on the surface, as well as the finger that

you want to point with, you confuse the poor thing. This tends not to occur with vertically mounted surfaces.

Hencelarge electronic whiteboards frequently use single touch sensing technologies without a problem.

¢ There is more to touch-sensing than contact and position: Historically, most touch sensitive devices only

report that the surface has been touched, and where. This is true for both single and multi touch devices.

However, there are other aspects of touch that have been exploited in some systems, and have the potential

to enrich the user experience:

1. Degree of touch / pressure sensitivity: A touch surfaces that that can independently and continuously

sense the degree of contact for each toouch point has a far higher potential for rich interaction. Note

that | use “degree of contact” rather than pressure since frequently/usually, what passes for pressure is

actually a side effect — as you push harder, your finger tip spreads wider over the point of contact, and

whatis actually sensed is amount/area of contact, not pressure, per se. Either is richer than just binary

touch/no touch, but there are even subtle differences in the affordances of pressure vs degree.

2. Angle of approach: A few systems have demonstrated the ability to sense the angle that the finger

relative to the screen surface. See, for example, McAvinney's Sensor Frame, below. In effect, this lgives

the finger the capability to function more-or-less as a virtual joystick at the point of contact, for

example. It also lets the finger specify a vector that can be projected into the virtual 3D space behind

the screen from the point of contact - something that could be relevant in games or 3D applications.

3. Force vectors: Unlike a mouse, once in contact with the screen, the user can exploit the friction

between the finger and the screen in order to apply various force vectors. For example, without moving

the finger, one can apply a force along any vectorparallel to the screen surface, including a rotational

one. These techniques were described as early as 1978, as shown below, by Herot, C. & Weinzapfel, G.

(1978). Manipulating Simulated Objects with Real-World Gestures Using a Force and Position Sensitive

Screen, Computer Graphics, 18(3), 195-203.].

Suchhistorical examples are important reminders that it is human capability, not technology, that should be

front and centre in our considerations. While making such capabilities accessible at reasonable costs may be

a challenge, it is worth remembering further that the same thing was also said about multi-touch.

Furthermore, note that multi-touch dates from about the same time as these other touch innovations.

¢ Size matters II: The ability of to sense the size of the area being touched can be as important as the size of the

touch surface. See the Synaptics example, below, where the device can sense the difference between the

touch of a finger (small) vs that of the cheek (large area), so that, for example, you can answer the phone by

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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holding it to the cheek.

e Single-finger vs multi-finger: Although multi-touch has been knownsince at least 1982, the vast majority of

touch surfaces deployed are single touch. If you can only manipulate one point, regardless of with a mouse,

touch screen, joystick, trackball, etc., you are restricted to the gestural vocabulary of a fruit fly. We were

given multiple limbs for a reason.It is nice to be able to take advantage of them.

* Multi-point vs multi-touch: It is really important in thinking about the kinds of gestures and interactive

techniquesusedif it is peculiar to the technology or not. Many,if not most, of the so-called “multi-touch”

techniquesthat | have seen, are actually “multi-point”. Think of it this way: you don’t think of yourself of

using a different technique in operating your laptop just because you are using the track pad on your laptop

(a single-touch device) instead of your mouse. Double clicking, dragging, or working pull-down menus, for

example, are the same interaction technique, independent of whether a touch pad, trackball, mouse, joystick
or touch screen are used.

e Multi-hand vs multi-finger: For much of this space, the control can not only come from different fingers or

different devices, but different hands working on the sameordifferent devices. A lot of this depends on the

scale of the input device. Here is my analogy to explain this, again referring back to the traditional GUI. | can

point at an icon with my mouse,click down, drag it, then release the button to drop it. Or, | can point with

my mouse, and use a foot pedal to do the clicking. It is the same dragging technique, even thoughit is split

over two limbs and two devices. So a lot of the history here comes from a tradition that goes far beyond just
multi-touch.

* Multi-person vs multi-touch: If two points are being sensed, for example, it makes a huge difference if they

are two fingers of the same hand from oneuser vs one finger from the right hand of each of two different

users. With most multi-touch techniques, you do not want twocursors, for example (despite that being one

of the first thing people seem to do). But with two people working on the same surface, this may be exactly

what you do want. And, insofar as multi-touch technologies are concerned, it may be valuable to be able to

sense which person that touch comes from, such as can be done by the Diamond Touch system from MERL

(see below).

¢ Points vs Gesture: Muchof the early relevant work, such as Krueger (see below) has to do with sensing the

pose (and its dynamics) of the hand, for example, as well as position. That means it goes way beyond the task

of sensing multiple points.

e Stylus and/or finger: Some people speak as if one must make a choice between stylus vs finger. It certainly is

the case that many stylus systemswill not work with a finger, but many touch sensors work with a stylus or

finger. It need not be an either or question (although that might be the correct decision — it depends on the

context and design). But any user of the Palm Pilot knows that there is the potential to use either. Each has

its own strengths and weaknesses. Just keep this in mind: if the finger was the ultimate device, why didn’t

Picasso and Rembrandtrestrict themselves to finger painting? On the other hand, if you want to sense the

temperature of water, your finger is a better tool than your pencil.

e Hands andfingers vs Objects: The stylus is just one object that might be used in multi-point interaction.

Some multi-point / multi-touch systems can not only sense various different objects on them, but what object

it is, where it is, and whatits orientation is. See Andy Wilson’s work, below, for example. And, the objects,

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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stylus or otherwise, may or may not be used in conjunction and simultaneously with fingers.

e Different vs The Same: When is something the same, different or obvious? In one way, the answer depends

on if you are a user, programmer, scientist or lawyer. From the perspective of the user interface literature,|

can make three points that would be known and assumedby anyoneskilled in the art:

1. Device-Independent Graphics: This states that the same technique implemented with an alternative

input deviceis still the same technique. For example, you can work your GUI with a stylus, touch screen,

mouse,joystick, touchpad, or trackball, and one would still consider techniques such as double-clicking,

dragging, dialogue boxes as being “the same” technique;

2. The Interchange of devices is not neutral from the perspective of the user: While the skill of using a GUI

with a mousetransfers to using a touchpad, and the user will consider the interface as using the same

techniques, nevertheless, the various devices have their own idiomatic strengths and weaknesses. So,

while the user will consider the techniques the “same”, their performance (speed, accuracy, comfort,

preference, etc.) will be different from device to device. Hence, the interactive experience is not the

same from device to device, despite using the same techniques. Consequently, it is the norm for users

and researchersalike to swap one device for another to control a particular technique.

As | stated above, my general rule is that everything is best for something and worst for something else. The more

diverse the population is, the places and contexts where they interact, and the nature of the information that they

are passing back in forth in those interactions, the more there is room for technologies tailored to the idiosyncrasies
of those tasks.

The potential problem with this, is that it can lead to us having to carry around a collection of devices, each with a

distinct purpose, and consequently, a distinct style of interaction. This has the potential of getting out of hand and

our becoming overwhelmedby a proliferation of gadgets — gadgets that are on their own are simple and effective,

but collectively do little to reduce the complexity of functioning in the world. Yet, traditionally our better tools

have followed this approach. Just think of the different knives in your kitchen, or screwdrivers in your workshop.

Yes there are a great number of them, but they are the “right ones”, leading to an interesting variation on an old

theme, namely, “moreis less”, i.e., more (of the right) technology results is less (not more) complexity. But there

are no guarantees here.

What touch screen based “soft machines” offer is the opposite alternative, “less is more”. Less, but more generally

applicable technology results in less overall complexity. Hence, there is the prospect of the multi-touch soft

machine becoming a kind of chameleon that provides a single device that can transform itself into whatever

interface that is appropriate for the specific task at hand. The risk here is a kind of "jack of all trades, master of

nothing" compromise.

One path offered by touch-screen driven appliancesis this: instead of making a device with different buttons and

dials mounted onit, soft machines just draw a picture of the devices, and let you interact with them. So, ideally,

you get far moreflexibility out of a single device. Sometimes, this can be really good. It can be especially goodif,

like physical devices, you can touch or operate more than one button,or virtual device at a time. For an example of

where using more than one button or device at a time is important in the physical world, just think of having to type

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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without being able to push the SHIFT key at the same time as the character that you want to appear in uppercase.
There are a number of cases where this can be of use in touch interfaces.

Likewise, multi-touch greatly expands the types of gestures that we can usein interaction. We can go beyond

simple pointing, button pushing and dragging that has dominated our interaction with computers in the past. The

best way that | can relate this to the everyday world is to have you imagine eating Chinese food with only one

chopstick, trying to pinch someonewith only one fingertip, or giving someone a hug with — again — the tip of one

finger or a mouse. In terms of pointing devices like mice and joysticks are concerned, we do everything by

manipulating just one point around the screen — something that gives us the gestural vocabulary of a fruit fly. One

suspects that we can not only do better, but as users, deserve better. Multi-touch is one approach to accomplishing

this — but by no meansthe only one, or even the best. (How can it be, when | keep saying, everything is best for

something, but worst for something else).

e Feelings: The adaptability of touch screens in general, and multi-touch screens especially comesat a price.

Besides the potential accumulation of complexity in a single device, the main source of the downside stems

from the fact that you are interacting with a picture of the ideal device, rather than the ideal deviceitself.

While this maystill enable certain skills from the specialized physical device transfer to operating the virtual

one,it is simply not the same. Anyone whohas typed on a graphical QWERTY keyboard knowsthis.

User interfaces are about look and feel. The following is a graphic illustration of how this generally should be

written when discussing most touch-screen based systems:

Lo O k and Fee!

Kind of ironic, given that they are "touch" screens. Solet's look at some of the consequences in our next

points.

* If you are blind you are simply out of luck. p.s., we are all blind at times - such as when lights are out, or our

eyes are occupied elsewhere — such as on the road). On their own, soft touch screen interfaces are nearlyall

“eyes on”. You cannot “touch type”, so to speak, while your eyes are occupied elsewhere (one exceptionis so-

called “heads-up” touch entry using single stroke gestures such as Graffiti that are location independent).

With an all touch-screen interface you generally cannot start, stop, or pause your MP3 player, for example, by

reaching into your pocket/purse/briefcase. Likewise, unless you augment the touch screen with speech

recognition for all functions, you risk a serious accident trying to operate it while driving. On the other hand,

MP3 players and mobile phones mechanical keys can to a certain degree be operated eyes free — the extreme

case being some 12-17 year old kids who can text without looking!

e Handhelds that rely on touch screensfor inputvirtually all require two hands to operate: one to hold the device
and the other to operateit. Thus, operating them generally requires both eyes and both hands.

e Your finger is not transparent: The smaller the touch screen the morethe finger(s) obscure what is being pointed at.
Fingers do not shrink in the same waythat chips and displays do. That is one reason a stylus is sometimes of value: it
is a proxy for the finger that is very skinny, and therefore does not obscure the screen.
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e=There is a reason we don’trely on finger painting: Even on large surfaces, writing or drawing with the finger is
generally not as effective as it is with a brush or stylus. On small format devicesit is virtually useless to try and take
notes or make drawings using a finger rather than a stylus. If one supports good digital ink and an appropriate stylus
and design, one can take notes aboutas fluently as one can with paper. Note taking/scribble functions are notably
absent from virtually all finger-only touch devices.

e Sunshine: Wehaveall suffered trying to read the colour LCD display on our MP3 player, mobile phone anddigital
camera when weareoutside in the sun. At least with these devices, there are mechanical controls for some
functions. For example, even if you can’t see whatis on the screen,youcan still point the camera in the appropriate
direction and push the shutter button. With interfaces that rely exclusively on touch screens,this is not the case.
Unless the device has an outstanding reflective display, the device risks being unusable in bright sunlight.

Does this property make touch-devices a bad thing? No, not at all. It just means that they are distinct devices with their own
set of strengths and weaknesses. The ability to completely reconfigure the interface on thefly (so-called “soft interfaces”) has
been long known, respected and exploited. But there is no free lunch and no general panacea. As | have said, everythingis
best for something and worst for something else. Understanding and weighing the relative implications on use of such
properties is necessary in order to make an informed decision. The problem is that most people, especially consumers(but
including too manydesigners) do not have enough experience to understand manyof these issues. This is an area where we
could all use some additional work. Hopefully some of what | have written here will help.

In the beginning ..... Typing & N-Key Rollover (IBM and others).

« While it may seem a long way from multi-touch screens, the story of multi-touch starts
with keyboards.
Yes they are mechanical devices, "hard" rather than "soft" machines. But they do involve
multi-touch of a sort.

First, most obviously, we see sequences, such as the SHIFT, Control, Fn or ALT keysin
combination with others. These are cases where we want multi-touch.

Second, there are the cases of unintentional, but inevitable, multiple simultaneous key
presses which we want to makepropersenseof, the so-called question of n-key rollover
(where you push the next key before releasing the previous one).

Electroacoustic Music: The Early Days of Electronic Touch Sensors (Hugh LeCaine , Don
Buchla & Bob Moog).
nittoc wa nughiecaine corn

The history of touch-sensitive control devices pre-dates the age of the PC
A numberof early synthesizer and electronic music instrument makers used
touch-sensitive capacitance-sensors to control the sound and music being made.
These were touch pads, rather than touch screens
The tradition of innovating on touch controls for musical purposes
continued/continues, and was theoriginal basis for the University of Toronto
multitouch surface, as well as the CMU Sensor Frame.

 
1972: PLATO IV TouchScreen Terminal (Computer-based Education Research Laboratory,
University of Illinois, Uroana-Champain)
htvo-/ fen wikipedia ore/wiki/Plato computer     

* Touch screensstarted to be developed in the second half of the 1960s.
« Early work was done at the IBM,the University ofIllinois, and Ottawa Canada.

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]

1047



1048

1978:

By 1971 a number of different techniques had been disclosed
All were single-touch and none were pressure-sensitive
Oneofthe first to be generally known was the terminal for the PLATO IV computer
assisted education system, deployed in 1972.
As well as its use of touch, it was remarkable for its use of real-time random-access

audio playback, and the invention of the flat panel plasmadisplay.

the touch technology used was a precursorto the infrared technologystill available
today from &
The initial implementation had a 16 x 16 array of touch-sensitive locations

One-Point Touch Input of Vector Information (Chris Herot & Guy Weinzapfel,
Architecture Machine Group, MIT).

The screen demonstrated by Herot & Weinzapfel could sense 8 different signals
from a single touch paint: position in X & Y, force in X,Y, & Z (i.e., sheerin X &
Y & Pressure in Z), and torquein X, ¥ & Z.
While we celebrate how clever we are to have multi-touch sensors,it is nice to
have this reminder that there are many other dimensionsof touch screens that

can be exploited in order to provide rich interactione-Point

Computer Graphics, 18(3) 195-503.

: Tactile Array Sensor for Robotics (Jack Rebman, Lord Corporation).

A multi-touch sensor designed for robotics to enable sensing of shape, orientation, etc.
Consisted of an 8 x 8 array of sensors in a 4" x 4" square pad
Usage described in: Wolfeld, Jeffrey A. (1981). Rea! Time Contral of a Robot Tactile Sensor.
MScThesis. Philadelphia: Moore School of Electrical Engineering.
The figure to the right shows a computer display of the tactile impression of placing a
round object on the tactile sensor, shown in the foreground. Groover, M.P., Weiss, M.,
Nagel, R.N. & Odrey, N. (1986). industrial Robots. New York: McGraw-Hill, p.152.)
A US patent (4,521,685) was issued for this work to Rebman in 1985.

 
: Flexible Machine Interface (Nimish Mehta , University of Toronto).

The first multi-touch system that | am aware of designed for human input to a
computer system.

Consisted of a frosted-glass panel whoselocal optical properties were suchthat
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when viewed behind with a cameraa black spot whosesize dependedon finger
pressure appeared onan otherwise white background. This with simple image
processing allowed multitouch input picture drawing, etc. At the time we
discussed the notion of a projector for defining the context both for the camera
and the human viewer.

« Mehta, Nimish (1982), A Flexible Machine Interface, M.A.Sc. Thesis, Department
of Electrical Engineering, University of Toronto supervised by Professor K.C.
Smith.

 
: Soft Machines(Bell Labs, Murray Hill)

This is the first paper that |am aware of in the user interface literature that attempts to provide a comprehensive
discussion the properties of touch-screen based user interfaces, what they call “soft machines”.
While not about multi-touch specifically, this paper outlined manyof the attributes that makethis class of system
attractive for certain contexts and applications.
Nakatani, L. H. & Rohrlich, John A. (1983). Soft Machines: A Philosophy of User-Computer Interface Design.
Proceedings of the ACM Conference on HumanFactors in Computing Systems (CHI’83), 12-15.

: Video Place / Video Desk (Myron Krueger)

A vision based system that tracked the hands and enabled multiple fingers, hands,
and people to interact using a rich set of gestures.
Implemented in a numberof configurations, including table and wall.
Didn’t sense touch,perse, so largely relied on dwell time to trigger events intended
by the pose.
On the other hand, in the horizontal desktop configuration, it inherently was touch
based, from the user's perspective.
Essentially “wrote the book” in terms of unencumbered(i.e., no gloves, mice,styli,
etc.) rich gestural interaction.
Work that was more than a decade ahead ofits time and hugely influential, yet not
as acknowledged asit should be. ENN
His use of many of the hand gestures that are now starting to emerge can be clearly

seen in the following 1988 video, including using the pinch gestureto scale and Myron’s workhad a staggeringly
translate objects: Atta.) fyoutube com/warch fvedmimyVASwha rich repertoire of gestures, muti-
There are many other videos that demonstrate this system. Anyonein thefield finger, multi-hand and multi-
should view them, as well as read his books: person interaction.
Krueger, Myron, W. (1983). Artificial Reality. Reading, MA:Addison-Wesley.
Krueger, Myron, W. (1991). Artificial Reality I], Reading, MA: Addison-Wesley.
Krueger, Myron, W., Gionfriddo, Thomas., &Hinrichsen, Katrin (1985). VIDEOPLACE-
An Artificial Reality, Proceedings of the ACM Conference on HumanFactorsin
Computing Systems (CHI’85), 35 - 40.

 
1984: Multi-Touch Screen (Bob Boie, Bell Labs, Murray Hill NJ)

e A multi-touch touch screen, not tablet.
¢ The first muti-touch screen that |am awareof.

« Usedatransparent capacitive array of touch sensors overlaid ona CRT. Could manipulate graphical objects with
fingers with excellent response time
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« Developed by Bob Boie, but was shown to me by Lloyd Nakatani (see above), who invited meto visit Bell Labs to see
it after he saw the presentation of our work at SIGCHI in 1985

* Since Boie's technology was transparentand faster than ours, when | saw it, my view was that they were ahead of
us, SO we stopped working on hardware (expecting that we would get access to theirs), and focus on the software
and the interaction side, which was our strength. Our assumption(false, as it turned out) was that the Boie
technology would becomeavailable to us in the near future.

e Around 1990 | took a group from Xerox to see this technologyit since | felt that it would be appropriate for the user
interface of our large documentprocessors. This did not work out.

« There was other multi-touch work at Bell Labs around the time of Boie's. See the 1984 work by Leonard Kasday,(
3), which used optical techniques 

1985: Multi-Touch Tablet (Input Research Group, University of Toronto):
hito wwwblbustoncom/oanersbtmiganchori439978

e« Developed a touch tablet capable of sensing an arbitrary numberof
simultaneous touch inputs, reporting both location and degree of touch
for each.

* To put things in historical perspective, this work was done in 1984, the
same year the first Macintosh computer was introduced.

e Used capacitance, rather than optical sensing so was thinner and much
simpler than camera-based systems.

1985: Sensor Frame (Carnegie Mellon University)

e This is work done by Paul McAvinney at Carengie-Mellon University
« The device used optical sensors in the corners of the frame to detect fingers.
* At the time that this was done, miniature cameras were essentially unavailable. Hence, the

device used DRAM IC's with glass (as opposed to opaque) covers for imaging.
« It could sense up to three fingers at a time fairly reliably (but due to optical technique used,

there was potential for misreadings due to shadows.
* Ina later prototype variation built with NASA funding, the Sensor Cube, the device could also |

could detect the angle that the finger came in to the screen.

McAvinney, P. (1986). The Sensor Frame - A Gesture-Based Device for the Manipulation
of Graphic Objects. Carnegie-Mellon University.
McAvinney, P. (1990). Telltale Gstures: 3D applications need 3D input. Byte Magazine,
15(7), 237-240.
httns//otrsnasaeo nasafcasi ates nasa sov/PO9da2RT POO4NNB IGT elf

 
1986: Bi-Manual Input (University of Toronto)

« In 1985 we did a study, published the following year, which examined the

benefits of two different compound bi-manual tasks that involved
continuous control with each hand

e The first was a positioning/scaling task. That is, one had to move a shapeto
a particular location on the screen with onehand, while adjustingits size to
match a particular target with the other.

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]

1050



1051

 
 The second was a selection/navigation task. That is, one had to navigate to

a particular location in a document that was currently off-screen, with one \~
hand, then select it with the other.

* Since bi-manual continuous control wasstill not easy to do (the ADB had
not yet been released - see below), we emulated the Macintosh with
another computer, a PERQ.

* The results demonstrated that such continuous bi-manual control was both

easy for users, and resulted in significant improvements in performance
and learning.

* See Buxton, W. & Myers, B. (1986). Astuey
Proceedings of CHI '86, 321-326.[¥ideo]
Despite this capability being technologically and economically viable since
1986 (with the advent of the ADB - see below - and later USB), there are
still no mainstream systems that take advantage ofthis basic capability.
Too bad.

* This is an example of techniques developed for multi-device and multi-hand
that can easily transfer to multi-touch devices.

  
  

  
  
  
  
  
   
  
 

 

 

  
  
 

  
 
  

  S FOS GR Goadiew Fant sigue1986: Apple Desktop Bus (ADB) and the Trackball Scroller Init (Apple Computer/
University of Toronto)

 
   

 
 « The Macintosh Il and Macintosh SE were released with the Apple Desktop

Bus. This can be thoughtof as an early version of the USB.

« |t supported plug-and-play, and also enabled multiple input devices
(keyboards, trackballs, joysticks, mice, etc.) to be plugged into the same
computer simultaneously.

* The only downside was that if you plugged in two pointing devices, by
default, the software did not distinguish them. They both did the same
thing, and if a mouse and a trackball were operate at the same time (which
they could be) a kind of tug-of-war resulted for the tracking symbol on the
screen.

« My group at the University of Toronto wanted to take advantageofthis
multi-device capability and contacted friends at Apple's Advanced
Technology Group for help.

« Dueto the efforts of Gina Venolia and Michael Chen, they produced a simple
"init" that could be droppedinto the systemsfolder called the
trackballscroller init.

* |t enabled the mouse, for example, to be designated the pointing device, and
a trackball, for example, to control scrolling independently in X and Y. See,
for example, Buxton, W. (1990). The Natural Lariwuage of Interaction: A
Fersgective on Non-Verbal Slalogges In Laurel, B. (Ed.). The Art of Human-
ComputerInterface Design, Reading, MA: Addison-Wesley. 405-416.

* They also provided another init that enabled us to grab the signals from the
second device and useit to control a range of other functions. See fr example,
Kabbash, P., Buxton, W.& Sellen, A. (1994). Two-Handed Inout ina
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« In short, with this technology, we were able to deliver the benefits

demonstrated by Buxton & Myers (see above) on standard hardware, without
changesto the operating system, and largely, with out changes even to the
applications.

¢ This is the closest that we came, without actually getting there, of supporting
multi-point input - such as all of the two-point stretching, etc. that is getting
so much attention now, 20 yearslater. It was technologically and
economically viable then.

* To our disappointment, Apple never took advantageofthis - one of their
mostinteresting - innovations.

: Bidirectional Displays (Bill Buxton & Colleagues , Xerox PARC)

First discussions about the feasibility of making an LCD display that was also an input device, i.e., where pixels
were input as well as output devices. Led to twoinitiatives. (Think of the paper-cup and string “walkie-talkies”
that we all made as kids: the cups were bidirectional and functioned simultaneously as both a speaker and a
microphone.)
Took the high res 2D a-Si scanner technology used in our scanners and adding layers to make them displays. The
bi-direc on gotlost in the process, but the result was the dpix display
(i oc fAw : ak ] 1);
The Liveboard project. The rear projection Liveboard wasinitially conceived as a quick prototype ofa large flat
panelversion that used a tiled array of bi-directional dpix displays.

: Digital Desk(Pierre Wellner, Rank Xerox EuroPARC, Cambridge)
~~. eyURSSOTsehamectay

A classic paper in the literature on augmentedreality. ;
Wellner, P. (1991). The Digital Desk Calculator: Tactile manipulation on a desktop See
display. Proceedings of the Fourth Annual Symposium on UserInterface Software and
Technology(UIST '91), 27-33.
An early front projection tablet top system that used optical and acoustic techniques to
sense both hands/fingers as well as certain objects, in particular, paper-based controls
and data.

Clearly demonstrated multi-touch concepts such as twofinger scaling and translation of
graphical objects, using either a pinching gesture or a finger from each hand, among other
things.
For example, see segmentstarting at 6:30 in the following 1991 video demo:
hito:/fvideogooslecom/videgslay Fdocid=S7725406988 1 Gre245 

1992: Flip Keyboard(Bill Buxton, Xerox PARC): sanaw. diifouxtes corn

e A multi-touch pad integrated into the bottom of a keyboard. You flip the keyboard to
gain access to the multi-touch pad for rich gestural control of applications.

Combined keyboard /touck tablet input device (1994). Click here for video ( from
2002 in conjunction with Tactex Controls).
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: Simon (IBM & Bell South)

IBM and Bell South release what was arguably the world's first smart phone, the Simon.
Whatis of historical interest is that the Simon,like the iPhone, relied on a touch-screen driven
“soft machine” user interface.

While only a single-touch device, the Simon foreshadows a numberof aspects of what we are
seeing in someof the touch-driven mobile devices that we see today.
Sidebar: my two working Simons are amongthe mostprized pieces in my collection of input
devices.

: Wacom (Japan)

e In 1992 Wacom introduced their UD series of digitizing tablets. These were special in
that they had mutli-device / multi-point sensing capability. They could sense the
position of the stylus and tip pressure, as well as simultaneously sense the position of
a mouse-like puck. This enabled bimanual input.

*« Working with Wacom, my lab at the University of Toronto developed a numberof
ways to exploit this technology to far beyond just the stylus and puck. See the work on
Graspable/Tangible interfaces, below.

* Their next two generations of tablets, the Intuos 1 (1998) and Intuos 2 (2001) series
extended the multi-point capability. It enabled the sensing of the location of the
stylus in x andy, plus tilt in x and tilt in y (making the stylus a location-sensitive
joystick, in effect), tip pressure, and value fram a side-mounteddial on their airbrush
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stylus. As well, one could simultaneously sense the position and rotation of the puck,
as well as the rotation of a wheel on its side. In total, one was able to have control of

10 degrees of freedom using two hands.
While this may seem extravagant and hard to control, that all depended on howit
was used. For example,all of these signals, coupled with bimanual input, are needed
to implement any digital airbrush worthy of the name. With these technologies we
were able to do just that with my groupat Alias| Wavefront, again, with the
cooperation of Wacom.

Interaction, 5(4), 326-359.

Starfire (Bruce Tognazinni, SUN Microsystems)

e Bruce Tognazinni produced an future envisionment film, Starfire, that included a
numberof multi-hand, multi-finger interactions, including pinching, etc.

1994-2002: Bimanual Research (Alias| Wavefront, Toronto)

Developed a numberof innovative techniques for multi-point / multi-
handedinputfor rich manipulation of graphics and other visually
represented objects.
Only some are mentioned specifically on this page.
There are a numberof videos can be seen which illustrate these

techniques, along with others:
htto /www.bilbustoncon/buxtanAlasviders tral

Also see papers on two-handedinput to see examples of multi-point
manipulation of objects at:
bttowdwww.bilbucon com/oapers nhmibanchorl44 280?

1995: Graspable/Tangible Interfaces (Input Research Group, University
of Toronto)

e Demonstrated concept and later implementation of sensing the
identity, location and even rotation of multiple physical devices
onadigital desk-top display and using them to control graphical |
objects.

By meansof the resulting article and associated thesis
introduced the notion of what has come to be known as

“graspable” or “tangible” computing.

Fitzmaurice, G.W., Ishii, H. & Buxton, W. (1995). Bricks: Laying
the foundationsfor graspable user interfaces. Proceedings of
the ACMSIGCHI Canference on Human Factors in Computing
Systems (CHI'95), 442-449.
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1995: DSI Datotech (Vancouver BC)

@ In1995 this company made a touch tablet, the HandGear, capable of multipoint sensing. They also developed a
software package, Gesture Recognition Technolagy (GRT), for recognizing hand gestures captured with the tablet.

@ The company went out of business around 2002

1995/97: Active Desk (Input Research Group / Ontario Telepresence Project,University
of Toronto)

« Around 1992 we madea drafting table size desk that had a rear-projection data
display, where the rear projection screen/table top was a translucentstylus
controlled digital graphics tablet (Scriptel). The stylus was operated with the
dominant hand. Prior to 1995 we mounted a camera bovethetable top.It
tracked the position of the non-dominant hand on the tablet surface, as well as
the pose (open angle) between the thumb andindex finger. The non-dominant
hand could grasp and manipulate objects based on whatit was over and opening
and closing the grip on the virtual object. This vision work was done bya
student, Yuyan Liu.
Buxton,W. (1997). Living in Augmented Reality: Uipicul dia and Reactive _ =
Enviranments. In K. Finn, A. Sellen & S. Wilber (Eds.). Vid diated Simultaneous bimanual and multi-
Communication.Hillsdale, N.J.: Erlbaum, 363-384. An earlier version of this finger interaction on large
chapter also appears in Proceedings of imagina '95, 215-229. interactive display surface

 
   
  
  
  
  
  
  
  
  
  
  
  
  
  

  

: T3 (Alias| Wavefront, Toronto)

* 73 was a bimanual tablet-based system that utilized a number of techniques that
work equally well on multi-touch devices, and have been used thus.
These include, but are not restricted to grabbing the drawing surface itself from two
points and scalingitssize (i.e., zooming in/out) by moving the handsapart or towards
each other (respectively). Likewise the same could be done with individual graphical
objects that lay on the background. (Note, this was simply a multi-point
implementation of a concept seen in Ivan Sutherland’s Sketchpad system.)

« Likewise, one could grab the background or an object and rotateit using two points,
thereby controlling both the pivot point and degree of the rotation simultaneously.
Ditto for translating (moving) the object or page.

* Of interest is that one could combine these primitives, such as translate andscale,
simultaneously (ideas foreshadowedby Fitzmaurice’s graspable interface work —
above).

« Kurtenbach, G., Fitzmaurice, G., Baudel, T. & Buxton, W. (1997). The design and
evaluation of a GUI paradiom based on tabets, two-hands and transparency.

Proceedings of the 1997 ACM Conference on Human Factors in Computing Systems,
CHI '97, 35-42. [ Video].
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1997: The Haptic Lens (Mike Sinclair, Georgia Tech / Microsoft
Research)

The Haptic Lens, a multi-touch sensor that had the feel
of clay, in that it deformed the harder you pushed, and
resumedit basic form when released. A novel and very
interesting approachto this class of device.
Sinclair, Mike (1997). The Haptic Lens. ACM SIGGRAPH
97 Visual Proceedings: The art and interdisciplinary
programsofSIGGRAPH '97, Page: 179

Tactex Controls (Victoria BC) atta://www.tactex.com/

ty iy
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Kinotex controller developed in 1998 and shipped in Music Touch Controller, the MTC Express in 2000.
See video at: hittin: /wewwbilibuxton.com/flio keyboard s niov

~1998: Fingerworks (Newark, Delaware).

Madea range of touch tablets with multi-touch
sensing capabilities, including the iGesture Pad. They
supported a fairly rich library of multi-point / multi-
finger gestures.
Founded by two University of Delaware academics,
John Elias and Wayne Westerman
Product largely based on Westerman’s thesis:
Westerman, Wayne (1999). Hand Tracking, Finger
Identification, and Chordic Manipulation an a Multi-
Touch Surface. U of Delaware PhD Dissertation:
htt.Aanww.ceudel acui/westerma/mainnd

Note that Westerman's work was solidly built on the
above work. His thesis cites Matha's 1982 work

which introduced multi-touch, as well as Krueger's
work, which introduced - amongother things - the
pinch gesture. Of the 172 publications cited, 34
(20%) are authored or co-authored by me an/or my
students.

The company was acquired in early 2005 by Apple
Computer.
Elias and Westerman moved to Apple.
Fingerworks ceased operations as an independent
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company.

« However,it left a lot of fans, and documentation,
including tutorials and manualsarestill
downloadable from:

hitov Awwwfingerworks.com     fdownloads htmi 

Portfolio Wall (Alias | Wavefront,Toronto On, Canada)

A product that wasa digital cork-board on which images could be presented as a group
or individually. Allowed images to be sorted, annotated, and presented in sequence.
Dueto available sensor technology, did not us multi-touch; however, its interface was
entirely based on finger touch gestures that went well beyond whattypical touch screen
interfaces were doing at the time, and which are only now starting to appear on some
touch-based mobile devices.

For example, to advance to the nextslide in a sequence,oneflicked to the right. To go
back to the previous image, one flickedleft.
The gestures were much richer than just left-right flicks. One could instigate different
behaviours, depending on which direction you moved your finger. Touch to open/close image
In this system, there were eight options, corresponding to the 8 main points of the Flick right = next
compass. For example, a downward gesture over a video meant "stop". Agestureup to [lick left = previous
the right enabled annotation. Downto the right launched the application associated with Portfolio Wall (1999)
the image. etc.
They wereself-revealing, could be done eyes free, and leveraged previous work on
“marking menus.”
See a numberof demosat: htto://www.bulbuxton.com/buxton AliasVideoshinl

2001: Diamond Touch (Mitsubishi Research Labs, Cambridge MA)
httov/www.meri conf

example capable of distinguishing which person's fingers/hands are
which, as well as location and pressure
various gestures and rich gestures. 

2002: Jun Rekimoto Sony ComputerScience Laboratories (Tokyc)
http: //warw.csLsony.co. ip/nerson/rekimoto/smartskin

i       

* SmartSkin: an architecture for making interactive surfaces that are sensitive to
human hand andfinger gestures. This sensor recognizes multiple hand positions
and their shapes as well as calculates the distances between the hands and the
surface by using capacitive sensing and a mesh-shaped antenna.In contrast to
camera-based gesture recognition systems,all sensing elements can be
integrated within the surface, and this method doesnot suffer from lighting and
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occlusion problems.

Proceedings ofACM SIGCHI.
Kentaro Fukuchi and Jun Rekimoto, Interaction Techniques for SmartSkin, ACM
UIST2002 demonstration, 2002.
Srmartskin demo at Entertainment Coniguting 2003 {

2002: Andrew Fentem (UK) irtte://

States that he has been working on multi-touch for music and general
applications since 2002
However, appears notto have published any technical information or
details on this work in the technical or scientific literature.

Hence, the work from this period is not generally known, and- given
the absence of publications - has not been cited.
Therefore it has had little impact on the larger evolution of the field.
This is one example where | am citing work that | have not known and
loved for the simple reason that it took place below the radar of normal
scientific and technical exchange.
lam sure that there are several similar instances of this. Hence|

include this as an example representing the general case.

2003: University of Torente (Toronto)

paperoutlining a numberof techniques for multi-finger,
multi-hand, and multi-user on a single interactive touch
display surface.
Many simpler and previously used techniques are
omitted since they were known and obvious.
Mike Wu, Mike & Balakrishnan, Ravin (2003). Multi-
Finger and Whole Hand Gestural Interaction Techniques
for Multi-User Tabletop Displays. CH/ Letters
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2003: Jazz Mutant (Bordeaux France) hito:/ swan,Jazemutant.cormn /
Stantum: Ritect/stantum.com/

Make oneofthefirst transparent multi-touch, one that became — to the best
of my knowledge — the first to be offered in a commercial product.
The product for which the technology was used was the Lemur,a music
controller with a true multi-touch screen interface.

An early version of the Lemur wasfirst shown in public in LAin August of
2004.

Jazz Mutant is the companythat sells the music product, while Stantum is the
sibling companyset up to sell the underlying multi-touch technology to other

TouchLight (Andy Wilson, Microsoft Research): hito:/fresearch microsoft. com/vawilsen/

Touchlieht (2004). A touch screen display system employing a rear projection display and digital image
processing that transforms an otherwise normal sheetofacrylic plastic into a high bandwidth input/output
surface suitable for gesture-based interaction. Video demonstration on website.
Capable of sensing multiple fingers and hands, of one or more users.
Since the acrylic sheet is transparent, the cameras behind have the potential to be used to scan and display paper
documentsthat are held up against the screen .

2005: Blasko and Steven Feiner (Columbia University):i
http Awwwcscolumbia edu/‘eblasko?

Using pressure to access virtual devices accessible below top layer devices
Gabor Blask6é and Steven Feiner (2004). Si
MultipleBressure-SensitiveSimns,
Proc. ACM Conference on Human Factors in Computing Systems (CHI 2004) Extended
Abstracts, 1461-1464

Contribution: sensing and identifying of objects as well as touch.
A front-projected computer vision-based interactive table system.
Addressesinstallation, calibration, and portability issues that are typical of most
vision-based table systems.
Uses an improved shadow-based touch detection algorithm for sensing both fingers
and hands, as well as objects.
Object can be identified and tracked using a fast, simple visual bar code scheme.
Hence,in addition to manual mult-touch, the desk supports interaction using various
physical objects, thereby also supporting graspable/tangible style interfaces.
It can also sense particular objects, such as a piece of paper or a mobile phone, and
deliver appropriate and desired functionality depending on which..

2005: Jeff Han (NYU):
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2006: (Perceptive Pixel: hito://www.perceptivenixe! com)

e Very elegant implementation of a numberof techniques and applications on a table
format rear projection surface.
Multi-Touch Sensing throueh Frustrated Total internal Raft

website.
ection (2005). Video on  

 ixe| in 2006 in order to further develop the technology in the private
sector

e See the more recentvideos at the Perceptive Pixel site:
Atta!

 
éifaw.perceotiveginelcom   

2005: Tactiva (Palo Alto) hito://www.tactiva.com/

Have announced and shownvideo demos of a productcalled the TactaPad.
It uses optics to capture hand shadows and superimpose on computer screen,providing a :
kind of immersive experience, that echoes back to Krueger (see above)
Is multi-hand and multi-touch

Is tactile touch tablet, i.e., the tablet surface feels different depending on whatvirtual
object/control you are touching

2005: Toshiba Matsusita Display Technology (Tokyo)

Announce and demonstrate LCD display with “Finger Shadow Sensing Input”
capability

Oneof the first examples of what | referred to above in the 1991 Xerox PARC
discussions. It will not be the last.

The significance is that there is no separate touch sensing transducer. Just as there
are RGB pixels that can producelight at any location on the screen, so can pixels
detect shadowsat any location on the screen, thereby enabling multi-touch ina
waythat is hard for any separate touch technology to match in performanceor,
eventually, in price.
hitto:/ fanww3 teskiba.co.indtm

2005: Tomer Moscovich & collaborators (Brown University)

® anumberof papers on web site: http://www.cs.brown.edu/people/tm/
e T. Moscovich, T. Igarashi, J. Rekimoto, K. Fukuchi, J. F. Hughes. "A Multi-fineer

dines." Demonstration at
U Symposium on UserInterface Software and Technology, Seattle, WA,
October 2005. (vices)

 
itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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: Benko & collaborators (Columbia University & Microsoft Research)

Some techniquesfor precise pointing and selection on muti-touch screens
Benko,H., Wilson, A. D., and Baudisch, P. (2006). Pre: a!
Mubi-Toucn Screens. Proc. ACM CH! 2006 (CHI'06: Human Factors in Computing
Systems, 1263-1272
video

: Plastic Logic (Cambridge UK)

A flexible e-ink display mounted over a multi-point touch pad, thereby
creating an interactive multi-touch display.
Was an early prototypeoftheir ill-fated QUE e-reader

 

: Synaptics & Pilotfish (San Jose)

Jointly developed Onyx, a soft multi-touch mobile phone concept using
transparent Synaptics touch sensor. Can sense difference ofsize of contact.
Hence, the difference betweenfinger (small) and cheek (large), so you can
answer the phonejust by holding to cheek, for example.f
htte:/ Avww.synaotics con fonyx/

: Apple iPhone htto./fewaonlecom/iphoneftechnolcgy!

Like the 1992 Simon (see above), a mobile phone with a soft touch-based interface.
Outstanding industrial design and very smooth interaction.
Employed multi-touch capability to a limited degree
Usesit, for example, to support the "pinching" technique introduced by Krueger,i.e., using the
thumb andindex finger of one hand to zoom in or out of a map or photo.
Works especially well with web pages in the browser
Uses Alias Portfolio Wall type gesturesto flick forward and backward through a sequence of
images.

Did notinitially enable use of multi-touch to hold shift key with one finger in order to type an
upper case character with another with the soft virtual keyboard. This did not get implemented
until about a year after its release.

 
 2007: Microsoft Surface Computing |

itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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« Interactive table surface

« Capable of sensing multiple fingers and hands
* Capable of identifying various objects and their position on the surface
* Commercial manifestation of internal research begun in 2001 by Andy

Wilson (see above) and Steve Bathiche
* Imageis displayed by rear-projection and input is captured opticaly via

cameras

« A key indication of this technology making the transition from research,
development and demo to mainstream commercial applications.

* Seealso Thinsizht and Surface 2.0tating

 
f2007: ThinSight, (Microsoft Research Cambridge,UK) —

httou Awww, blibucton com/LisTihinsightnlf SS

Thin profile multi-touch technology that can be used with LCD displays.
Hence, can be accommodatedby laptops, for example
Optical technology, therefore capable of sensing both fingers and objects
Therefore, can accommodate both touch and tangible styles of interaction
Research undertaken and published by Microsoft Research
see also Surface 3.0

?

DN-trig Attns/Awwwuttriscom
soe to RERNRQI

Commercially multi-touch sensor
Can sense finger and stylus simultaneously
unlike most touch sensors that support a stylus, this incorporates
specialized stylus sensor
result is much higher quality digital ink from stylus
Incorporated into some recent Tablet-PCs
Technologyscales to larger formats, such as table-topsize

 

: Surface 2.0 (Microsoft & Samsung) itt:

4" thick version of Surface

Rear projection and projectors replaced by augmented LCD technology
builds on research such as ThinSieht

result is more that just a multi-touch surface
since pixels have integrated optical sensors, the whole display is also an
imager

hence, device can "see" what is placed on it, including shapes, bar-codes,
text, drawings, etc. - and yes- fingers

 
itp:wwe.bilbaxton.com/maltitouchOverview-htmlf8/8/20 11 2:19:30 PM]
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One-Point Touch Input of Vector Information for Computer Displays

Christopher F. Herot*
Guy Weinzapfel

Architecture Machine Group
Massachusetts Institute of Technology

Cambridge, Massachusetts 02139

The finger as a graphical stylus enjoys a coefficient of friction with glass sufficient
to provide input of direction and torque as well as position from a single point. This
report describes a pressure-sensitive digitizer (PSD) capable of accepting these force
inputs, and discusses a set of five simple input applications used to assess the
Capabilities of this device. These applications include techniques for specifying
vectors, and pushing, pulling, dispersing and reorienting objects with a single touch.
Experience gained from these applications demonstrates that touch and pressure sensing
Open a rich channel for immediate and multi-dimensional interaction.

Key Words: Touch Input, Pressure Sensing, Force Input, Tactile Input, Kinesthetic Input,
Pressure Sensitive Digitizer, Touch Sensitive Digitizer.

1.0 INTRODUCTION

It is a central thesis of the Architecture
Machine Group, that work places as opposed
to work stations, are a necessary
ingredient for the amplification of
creativity. (1) Work places are defined as
having a multiplicity of interactive media
which encourage a high degree of motor
involvement <- tactile participation. By
austere comparison, work stations are
characterized by the all-too-prevalent
black and white CRT with its keyboard and
eccasional light pen or other stylus. The
 

need for multimedia is based on the

assertion that, regardless of task,
information relating to creative . .

performance is best perceived through a ae exer rement eeeereee revs Geraves
variety of senses including at the least zrectiy ae _rneir a , i Y he Prov t
sight, sound, and touch. While several of The. neeeiicalpeers attachedee the
our current projects explore the . .
integration of multiple media (2,3,4), conventional stylus zs removed; in fact
this paper reports on one effort to the entire notion of a physical stylus is
develop a channel of tactile input. voided. Also, dislocations caused byseparate input and presentation surfaces

Recently, interest has grown around a can be circumvented by superimposing
class of instruments known as touch transparent TSDs directly over display
sensitive digitizers (TSDs). Using a surfaces.
variety of technologies (5), these devices . .
are capable of determining the X, Y While the potentials for more natural,
position of a finger’s touch without coincident and even multi-finger input are
resorting to an intermediate physical Obvious and are being developed by other
stylus. ‘programs (6), little exploration has been

undertakea in the area of
_. multi-dimensional input - the sensing of

The work reported herein was conducted pressure as well as lecation
between July 1, 1977, and Octaber 31, parameters(7,8,9). Yet this domain offers
1977, under Army Research Institute Grant a rich potential for man=-machine
number DAHC19-77~G-0014, Nicholas interaction. The work described in the
Negroponte, principal investigator. following pages was designed to explore

that potential - to test the ability of

* Mxr- Herot’s current address: Computer the human finger to input variable
Corporation of America, 575 Technolegy pressure and direction from a single
Square, Cambridge, Massachusetts. touch.

210
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1-1 OUR LABORATORY“S TSD.

In April, 1976, the Architecture Machine
Group acquired a TSD from Instronics, Ltd.
of Ontario, Canada. This device consists
of a sheet of clear glass with
piezoelectric transducers mounted on two
adjacent edges. The glass is doubly curved
to match the face of a display tube(10).-
The transducers are used to induce
acoustic waves in the surface of the
giass. These Waves are reflected back to
theiz source by fingers touched to the
giass surface. The Location of the touch
is determined by ranging those echos(1l).

It was
users sweep
display surface,

hoped that the TSD would enable
their fingers over the

thus drawing, even
“fingerpainting," with the computer. It
was found, however, that in order to
insure proper input readings, users had to
press the TSD with a force that generated
friction between finger and glass
sufficient to prevent smooth, sweeping
gestures. As a result, the device seemed

better suited to pointing than to drawing
Or painting.

to

This reality, however, opened the
possibility ef using the finger-glass
friction to unique advantage. Namely, the
TSD could be mounted on the display with
strain gauges such that forces induced by
the finger could be used to input
pressures both normal to and parallel with
the input surface. In this way-r the device
could become a pressure-(as well as
touch-} sensitive digitizer - a TSD/PSD.

Such a configuration was implemented (as
described in Section 3.0) and provided the
basis for a four month research program
designed to evaluate the characteristics
of pressure sensitive input. The following
section discusses the methods used to
conduct that evaluation.

2.0 APPLICATIONS.

Five input routines were developed to
assess the input characteristics of the
PSD. These included:

1. Force Cursor,
2. Vector History,
3. Pushing/Pulling,
4. Dispersion, and
5. Rotation

In addition, an attempt was made to
utilize the xX and Y¥ torques to determine
the position of the finger, so as to
eliminate the need for a TSD altogether.

Due to the short duration of the project,
evaluation of the device was limited to

informal use of the five input routines by
a diverse user population, consisting of
the laboratory staff and the many visitors
which the laboratory attracts from
computer science, the arts and various
industries. No attempt was made to
quantify improvements in throughput,

211

productivity, or task enjoyment resulting
from use of the device. However, all users
agreed that improvements were indicated in
each of these areas.

 
2.1 FORCE CURSOR.

The initial routine provides the pressure
sensing equivalent of a conventional
cursor =- that is, a graphic feedback
mechanism which shows the user what is
being input. The routine does this by
displaying a vector, Or arrow, whose
origin coincides with the touch point,
whose head lies in the direction of the
force being exerted by the finger, and
whose length is proportional to that
force. At the same time, the z force
{pressure normal to the face of the
screen) is reported as a square, whose
size is proportional to that force.

Use of the force cursor has produced some
surprising results. While its function is
obvious to all who observe it, many people
experience initial difficulty making it
behave as they expect. Most notably,
novice users have difficlty making the
vector point in the directions they
desire. This difficulty derives not from
the equipment, but from the fact that
people do not always press in the
direction which their finger appears to
indicate. Typically, this problem is
encountered with the user’s first vector.
The novice will press the surface of the
device, causing an arrow to appear in
proper alignment with the finger; but as
the finger is rotated, the direction of
the vector often fails to follow. Close
ebservation has revealed that this results
from the fact that the user actually
maintains pressure in the original
direction though the finger changes
orientation.
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curve with this
This most

Portunately,
routine is

the learning
quite steep.

certainly has ta do with the faet that the
device takes advantage of the user’s
existing eyexhand cogerdination skills.
Following some initial difficulty, mest
users are able to control the direction of
their vectors with less than a minute’s
practice. In fact, many users, realizing
that the orientation of theix fingers is
ixvxyealevant to the direction of the veotor,
are able to manipulate the carsor from a
single, natural hand position.

Beyond
there
placing
acceptable

¥R@ ag greater

this infeewas a

the eipacerurac

training problem,
ehronie difficulty:
of the arrow with

This was expecially
extensions (and hence

larrger farces) were attempted. This
problem is similar to that of using a longpointer at a blackboard: the vector bobbed
and wobbled at its greatest extension. Toa
counteract this drawback, a damping effect
was added to the cursor routine to filter
out minor prassur@ fluctuatons. This
filter proved a sufficient solution, as
users ara now able to point at gpecifie
targets {(e.g., the menu lahelis) from
erigins well across the screen. The force
fursor demonstrates that the PSD can be

sed for reasonably accurate inputs of
direct icn and magnitude.

dali

 
2.2 VECTOR HISTORY.

routine was des
the potential for g

from a stationary input position.
the curser scribed a path as

control of the finger’s
routine underwent two

In the first, the speed

The gecond
evaluate
carsor
In this case,
Lt moved under

pressure. This
implementations.
of the curser was constant oniy its
g@irention was controlled through the PSD.
KR later implementation allowed the speed
to be controlled as well.

Most users, having trained with the force
vector, encountered Little difficulty in
divecting the mobile curser. For exampla,
many people were able to write their names
on theixy first attempt.

1065

Surprisingly, though, the variable-speed
version was mare difficult to use. This
results from the fact that as the cursor
deviates from an intended path- most
people’s reaction is to press harder on
the input surface. Since this does not
necessarily change the cursor”’s dirxrection
but dces incxrease its speed; “errors” are
exaggerated.

Nonetheless, the process of contxolling a
mobile cursor from a single point on the
screen appears to be an engaging and
successful use of the davice. Real world
applications (such as nevigating about a
map display} Gan @asily be imagined for
hts use.

2.3 PUSHING/S PULLING.

To explore the PED’ s potential for moving
abjects ather than a cursor, @ routine was
implemented which allows users to mave
objects about the screan. This routine

~Otdiffers from the previous capability, as a
specific object is indicated
Simultaneously with the input of force.
Here; the user points to an obieet and
gives it a push. The touch is used to
identify the object, the pressure to
impart a direction and speed. Thereaft
the user does net need to track the object
with the finger but can direct its
movement from a static position. Use has
demonstrated this routine to be a viable

means for Girecting the movement of
selected objects, aS users ars able to
reposition objects with considerable ease.

it was hoped that this routine might alsoprovide users with a sanse for the
relative "weights" of displayed objects.
fo test this potential, the routine was
elaborated to incorporate parameters for
differentially weighted cbjects. That is,
the reutine would cause a “Lighter” object
to move in response to 4 lighter touch
then that required for a “heavier” object.

the routine failed to provide the
perception of weighted objects.

failure was attributed to the absence
of an essential mode of feedback from the
input device ” namely, the
tactile/skinesthetic sensation the
object”’s physical displacement. When a
person pushes an object in the natural
environment, the weight of the object is

reported net only by the pressure returned

However;
desired
This

of

to the Finger, bubt the movement which is
both seen by the eyes andafelt by the
finger. In short, several feadback
ehannels coalesce to impart a coharent
perception of the object” s physical
properties{12). In the Case of the
pressure~sensitive device there is a
conflict between the kinesthetic response
of the veal object (the glass surface},
which the Einger reports as statianary,
and the virtual object which the eyas
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report ag moving. This conflict is
sufficient toa impair the appraisal of the
ebject’s weight reported by the
finger-sensed pressure. This is not to say
that USEXsS gained no perception of
weightings, for it was clear to all users
that some objects moved more easily than
others. But no ane was able to say that
one abject was “twice as heavy" as
another.

Nonetheless, it should be emphasized thet
the limited perceptions of weight did not
impair the user’s ability to manipulate
the objects. Most users were egually
comfortable using either routine ta
selocate objects.

3
2-4 o ISPBRSTO7 re

in
PED

gallery”
ability

@

applications, a graphic “shooting
was davised to test the device’s
te accommodate inputs which

disperse numbers cf elements in various
directions. This rortine causes small,
BRelike circles to emanate from the user’s
finger tip as it is pressed on the
screen's surface. The number, speed, and
direction of the BB*s is controlled by the
pressure of the user’s finger. A
procession of moving targets (in fact:
small ducks) ais played acress the top of
the sereen to test the accuracy of the
users “shots.”

perhaps th most engaging of alli theo

Interestingly
experienced
previous
requirements
vsapidly. In

enough, even users who had
some difficulties with the

routines adaptad to the
of this application guite

fact, some “hunters” advanced
to the point where selected ducks could be
felled with single shots. This calls for
very accurate control indeed.

 
2.5 ROTATION.

The fifth routine was designed tao evaluate
the PSDs ability te measure torque inputs
and to use these measurements te advantage
in interaction. For this purpose, a simple
knob is displayed .en the sereen with an
arrow indicating its angular position. It
Was hoped that torque about the = axis
could be measuxyed with sufficient
sensitivity that even minute twists of a4
Single finger could be used to tarn thea

However, when the devicedisplayed knob.
Was tuned toa level sensitive enough to

213

measure these subtle inputs, the user’s
intentions were overshadowed by vibrations
im the room and in the equipment itself.
Once the sensitivity of the 2 torque
pickup was Lowered, it became possible for
users to turn the knob with two fingers.
In fact, the position of the knob can be
adjusted to within 5 degrees of rotation
with little diffieulty. Further tuning of
the algorithm and the hardware might
permit even greater accuracy.

rather sizeable knob wasThough a single, i
application,used for this the success

achieved opens TLUMeXG Us additional
For example, specific

in a complex display could
and reoriented via simple,

direct manipulation, thus obviating the
aee for multiple commands for abject
selection and action specification.

passibilities.
machine parts
be identified

2.6 FOSITION DETECTION.

In addition LG the moxe elaborate
capabilities described above, it was hoped
that «a means of detecting the position of
a surface touch could be avcomplished
directly by the PSD without using the echo
vanging of the Instronics device. The
algorithm used for this measurement
divided the X and Y torques by the &
foreée. The results of this fumetion were
normalized fer the direction of forces
parallel ta the input surface and
amplified tc produce the lecation of the
Finger. This approach produced a
gaiculated touch point with a resolution
equal to that of the TSP, but the locus of
the point wag influenced by the force and
Gixeetion of the touch. The source of this
influence was never adaquately understood,
an@ no selutien was conceived in the
caurse of the study (13).

2.7 EXTENSIBILIPY.

It should
descrihed
eould all
available.

be noted that the applications
above were selected because they

be accomplished in the time
Tt was clear from the onset haw

gach capability should wark, and the
amount of prograuming required for each
was quite Limited. In short, the routines
were appropriately matched to the four
month @uration of the research,

It is not diffleult,
of more alaberate
sensitive device. For example, a three
dimensional dynamic modeling system could
use the PSD for tactile manipulation of
machine parts, building volumes, and the
Like, It is @¢asy to imagine turning a4
machine part by twisting its
representation on the sereen,s, or retating
a building display by pushing on a corner.

conceive
pressure

however; 0
for auees

In short, the potentials for tactile
involvement. and physical feedback from
such a device were only hinted at hy this
brief exploratory work.
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9.0 PRINCIPLES OF OPERATION.

The PSD employs eight strain gauges, two
each secured to mounting rings centered on
the four sides of the TSD. Of the two
gauges secured to each ring, one measures
force perpendicular to the glass and the
other M@aSureS Shear parallel to the
giass. These eight measurements are then
used @erive the three force and three
terque outputs which are uged by the
routines described in the previoussection.

to

3.1) MOUNTING AND STRAIN GAUGES,

£
The TSD is secured to the CRF by means a
four specially machined, ectagonal,
aluminum rings. Ali forces exerted on the
TSB are transmitted to these rings, thus
causing deformations which in turn flex
the strain gauges secured to them. The two
gauges are cemented to each ring as shown
in the adjacent figure. Theix placement
insures that the forces which they sense
axe orthogonal to one another.

t Shear Sensing Guage

 
Force Sensing Guage

ft happans that the thickness,
Flexibility of these rings ie critical toa
the sensitivity of the gauge”
measurements. Ontcortuna tely - the rings
machined for this implementation were
designed to accommodate very subtia
pressures: the fact that the SD

necessitates high finger pressures was not
taken into account in their Gesign. Nor
was the vibration from nearby machinery
foreseen as a problem. Ka a result.
development of the five input routines wags
somewhat hampered by vibration and
pressures which exceeded the output range
of the gauges and related circuitry. Were
the equipment to be rebuilt, heavier rings

and hence

=

would greatly impreve itg performance.
Alternatively, doad cells, vrather than
strain gauges might be used. Load cells
measure pressure witheut deformation.
However,

these devices are significantly
wore expansive than the strain gauges usedfor this implementation.

214

1067

3.2 ELECTRICAL DESCRIPTION.

(SPB2=35=5 00}
Semiconductor

The PSD utilized nine BLH

semiconductor strain gauges. c
gauges were selected because of their
sensitivity to miniscule strains, However,
as semiconductor devices, they are also
very sensitive to changes in temperature.
Accordingly, (“a ninth gauge mounted such
that no strain could be exerted upon it is
amployed toa provide a reference outpat to
which ali other gauges can bs compared.
The gauge outputs, which vary between plus
and minus 10 millivolts peak to peak, are
@ach cannected to praamplifiers which
impart a gain of 50; the resultant “raw*
output is .3 volts peak ta peak.

The “wraw".valtages from the strain gauge
preamplifiers are combined by sum and
difference aetworks to produce outputs
which correspond ta X force, ¥ ferce, XxX
moment, ¥ moment, and 4 moment. The sums
of oppasite torgus gauges are used to
Provide the torques about each axis.

R-Torque
X«Force {About X Axis}

hr

¥-Force Y-Torqne
{About ¥ Axia)_—

Km
NM

force and torque outputs are
converted to digital signals by @
Burr-Brown SDM853 data acyuisition system
{DAS}. The inputs to the DAS are limited
to 6.2 volts to prevent overloading the
A/D converters, The DAS produces a 12 bit
output for each of the 6 analogue inputs.

een
B-Force &-Torque

fRbout 2 Aig}

The six

3.3 DIGITAL INTERFACE

The utputs from the DAS are stored in a
buffer, allowing the BAS to assemble the
next sample while waiting for the computer
to read the current values.

The compuker
selection of
in byte mode,

interface alliews program
élther byte or halfword mode.
only @ most significant bits

of each force and torque are used;
allowing fast and easy access to the data.
In halfword made,
more complicated,

the programing is a bit
but all of the data bite
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ar Due to the influence of
vibration an Low order bits, the device
Was operated primarily in byte mode for
the experiments described here.

avallable.

3-4 SYSTEMS SOFTWARE.

The PSh is equipped to interrupt the
computer when data is available. However,
since the PSD is always used in
conjunction with the TSD, the interrupt
circuitry of that device was used, When
the TSP detects the finger teuch, the
program veads the position from the TSB
an@ the forces and torques from the PSD.
Since hysteresis of the strain rings and
uncompensated temperatre drift often cause
the untouched PSD to produce nonzero
readings, it is additonally important that
the TSO interrupt be used. When the
software detects that the device is not

it reads the values of the
830 as to use them as zero

next time the PSD is

being touched,
forces/torgues
references the
touched,

Dyift due to temperature changes generated
problems For the initial input routines.
This was overcome by adding software to
sample the force and torque readings when
the TSD was not being touched. The latest
readings, then, were used ag cffsats for
subsequent inputs. However, this software
compensation was made at the expense of
the system’s overall response range: the
offsets biased the device unpredictably. A
zexoing circuit was designed to correct
fox temperature drift in hardware. This
circuit was not installed due to the short
duration £E the study and the anticipated
Cost associated with its installation.

4.0 CONCLUSIONS.

Development
routines
determins
First, we

of the PSD and related input
was undertaken in order to

answers to several questions.
wished toa know dif it was

technically feasible to measure finger
pressures on a sheet of glass and to
decompose those pressures into their x, ¥,
a foree and torgue components. That
question has been answered in the
affirmative.

Second, the wo rk was conducted ta
determine if force and toergue inputs could
be applied with sufficient accuracy and
cantrol to be useful for mane-machine
communication. Ali af the input routines
indicate that accuracy presents no serious
problem, especially where continucus,
y@aletime, graphic feedback is provided
fags in the Foree Cursor and Rotation
routines). Veetar History indicates that
flexible, easily controlled interaction is
Ppessible as well. Hewever, this routine
also shows that force input is more suited
to the modulation of velocities than for
the control of accelerations.

2i

Third, the input routines were used to
determine if a pressure~sensitive device
could convey more natural perceptions of
virtual objects. While limited success was
athieved in conveying the differential
weights of objects, the quality of such
parceptions is only marginally improved by
the use of the PED. It would be misleading
ta rely upen the device as a mechanism far
providing passive force feedback.

Pinally, the FSD and its routines were
developed to axplore any unforeseen
benefits which might accrue from the
implementation oF such a device. Here, two
definite advantages can be identified.
First; the PSD/TSD combination affords
engaging ang facile interaction which
attracts and maintains the participation
of a11 whe witness its use. Second, the
devica has proven innately simple to uge.
By capitalizing on natural skilis, the FED
enables users ta take advantage of
virtually all its capabilities within
minutes. At a xrecent open house it was
astounding to see four-and five~year~old
children pointing at words with the
vector, turning the knob about and
shooting ducks with obvious glee.

Of course, the PSD’ s ultimate advantage is
its ability to collapse activities which
otherwise reguirea several disjoint
commands into single, natural, tactile
actions.
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nication, Ph.D. dissartation, Polytechnics
Institute of Brooklyn, Brooklyn. Neer
L971. :

160. Phe display used for this project is
an IMLAC POS-1l dynamic CRT. This dislay
may be driven by any of the laboratory’ s
Several Interdata minicomputers (models
70, 85 ox 7/32 3. The operating system
{MAGEC}) and the display software are both
of Architecture Machine Group design.

> A more complete technical description
the SD is provided in the reference

ited in (53 above.

2. 4A general discussion of task
performance related to diminished and
augmented teedback is provided in Paul M.
Fitts amd Michael =I. Posner. Numan
Performance. Brooks/Cole Publishing Ca.,
Belmont, California, 1967.

13. Subsequent ta it was
learned that
Sutherland,

this study,
Robert Anderson and Ivan

working at Rand Corporation
had explored a presgsure-sensing device to
locate the xpry posltion of a  teuch.
Though the Rand devices used a considerably
aiftferant mounting configuration, the cale-
culated touch point migratad as the touch
bressure was varied. TO minimize this

problem, positions ware calculated using
a iow pressure threshold.
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MastersThesis

REAL TIME CONTROL OF A ROBOT TACTILE SENSOR

Jeffrey A. Wolfeld

Philadelphia, Pennsylvania

August 1981

Abstract

The goal of the Experimental Sensory ‘Processor project is to

build a system which employs both visual and tactile senses,

and then explore their interaction in a robotic environment.

Here we describe the software involved in the low level

control of the tactile branch of this system, and present

results of some simple experiments performed with a

prototype tactile sensor.
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Chapter 1: Introduction

L.1l Metivation

Artificial Intelligence researchers have worked

extensively with vision systems in an attempt to give

eomputers, and eventually rebots, a sense of sight. A great

deal cf this research has been directed toward overcoming

certain basie inadequacies in our current technology. For

example, imperfect light sensors dictate that noise must be

eliminated or tolerated. Insuffielent spatial resolution

requires routines which will interpolate below the pixel
level.

One of the most important problems is that a camera

produces a two-dimensional image of a three-dimensional

scene. This invalidates an assumption which one would Like

to rely upon -- that two adjacent points in the image are

adjacent in the scene. Therefore, substantial effort has

been devoted to reproducing 3-D data from one or several

visual images. Tactile sensors can be used to aid the

process.

An imaging tactile sensor, by its very nature, dees not

have the problem. Since it produces a two-dimensional image
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ef a two-dimensional scene, it does not provide as much

information, but it yields useful information clearly,

without the need for complicated heuristics.

We can take this one step further. Suppose a tactile

sensor is mounted on some kind of computer controlled 3-b

pesitioning device. Then, by moving the sensor to different

points on a target object, the computer can actually obtain

3-D data directly, and much more selectively. té this

information is used to supplement and augment visual data, a

great deal of processing may be avoided.

One can come up with many other uses for varying kinds of

tactile sensors. Briot [BRIOT-79] demonstrated that tactile

sensors mounted an the fingers of a rebet hand can be used

to determine the position, orientation, and perhaps even the

identity of an object which it has grasped. He also showed

that a grid of pressure sensitive sites on a table can tell

a@ xvobot the location, orientation, and again, the identity

of a part. It should be possible with multi-valued pressure

Sensors, as opposed to binary sensors, to determine the mass

ef the object. When the angle is small, a tactile sensor

can be used to compute the angle between it and the object

being grasped, pessibly with a view toward improving the

grip. Also, if the device is sensitive enough, it can be an

invaluable aid to a rebeot attempting to grasp a fragile

abject without breaking it. Finally, a-tactile sensor makes

it possible ta incorporate the properties of surface texture
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and resilience into the object recognition process.

1.2 Project Overview

The design and development of the tactile system has

proceeded with two different Sensers in mind.

Unfortunately, there are so many disparities between the two

that we had difficulty keeping the system general enough to

handle both. het this serve as a demonstration of the

variety of characteristics that must be considered for a

given application.

The first sensor is about five inches long, with an

octagonal cross section about 3/4 inches in diameter. Each

of the eight rectangular faces is cennected te a tapered

plece, which is in turn connected to a common tip piece.

There are a total of 133 sensitive sites -- 16 on each main

face, one on each alternate taper, and one on the tin.

Because of the the vague resemblance, we will refer to this

gensor as the Finger.

The second sensor, the Pad, is a flat rubber square

about two and one half inches on a side. An 8 x 8 grid of

conical pretrusions identify the 64 pressure sensitive

sites. The pad is mounted on a4 Square metal piece, about

three and one half inches on a Side, whieh is in turn

seonnected to another similar piece by four metal posts.

These posts have strain gauges on them which measure the

ferce parallel to the object's surface.
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Initially, we only considered the finger. Because of

its shape and organization, the sensor is best suited to

applications invelving probing and tracing. This includes

testing for resiliency, examining surface texture, and

tracing cross-sections of an object. In our view, texture

would be thought of as a kind of microscopic contour, while

the cross-section tracings would yield & macroscopic

conteur. Taken together, we would be able to acquire an

extremely detailed description of very selective parts of

the object in question.

Unfortunately, this rather vague idea has not been

developed. We have instead dealt with the two deseriptions

independently with the assumption that they can both be

incerporated inte a general object recognition system.

For his Master's Thesis, David Brown [BROWN-SO]

developed a three-dimensional positioning device for the

finger. Basically, it is a square horigontal metal frame

mounted on four legs. Moving forward and backward on this

is a second, vertical square frame. A vertical track rides

left to right on that, and a rod moves up and down in the

track. The finger would be mounted with its tip downward at

the bottom of the rod.

Thus, we have three degrees ef freedom ~~ the X, ¥ and

2 axes ~~ each positioned by a stepper motor driving a lead

screw. This gives us the capability of examining, from the

top, any object or objects placed on a table below the
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herizontal frame, in a tetal working volume of about 18

ecubile inches. Since the degrees of freedom are strictly

positional, as opposed to rotational, we are not capable of

reaching under an overhanging lip, or sideways below a

-covering section. This places certain restrictions on the

kind of object we can examine. If we think cf the

horizontal axes as # and ¥, then the object must ke

describable as a strict function of these two variables.

Needless to say, this is net a rebot arm, but we felt it

would suffices, temporarily at least, for our research.

The positioning device and tactile sensor are directly
eontrolled by a pair of 280 microprocessors, which are in

turn under the command of a PDP-11/60 minicomputer. OG£ the

2860's, ome (the Motor Control Processor, MCP) is responsible

for driving and positioning the stepper moters, and the

other (the Tactile Sensing Processor, TSP) is dedicated to

tactile data acquisition and compression. ‘The MCP and TSP

communicate with each other via a l4d-bit wide parallel data

path. The PDF-11/60 issues high level commands, and

receives positional information, through a serial connection

to the MCP. Finally, tactile data is passed ta the 11/60

through a DMA Link from the TSP.

Gne of the aforementioned high level commands would

reguest the microprocessors to trace the cross-section af an

object in any arbitrary plane in space, passing the sequence

oF 3D coordinates back to the host computer. A great deal

1080



1081

of thought went inte the implementation of this command, and

it ais, to - gome extent, responsible for the architecture

described above. The procedure will be deseribed in detail

im a later section. It is a good example sof how tactile

sensory feedback can be used in a real time, closed loop

fashion.

The finger was designed and fabricated at L.A.A.S., the

major rebotics establishment of the French government.

Because of a severe lack of communication, many of the

finger's details were not known to us when the software was

being designed. This had a positive affect in that we were

forced to be as general as possible. However, due to a

mumber of unexpected delays, we still deo not have the finger

in our possession.

We arranged to borrow the pad sensor from Lord

Corporation in Erie, Penna.*® They traditionally deal with

blending rubbers and bonding rubber to metal. This sensor,

Still in the prototype stage, is an attempt to expand their
business.

At any rate, we had the pad senser in our possession

for three very long days. In preparation for that ordeal,

we planned a number of different experiments. The Lord

people were very helpful in this, and they provided us with

the appropriate wooden test objects.

(RE 01 ad aad foal nor 200; AND 08 GAN MAF AAO AAO aNO G00 ENE ANT tN ANA SON SEES ONO ANN ONS ON ONE JG SEE GOD ONO GON ONE OS AE KS 2 UND OD COO GOT ON CO SAE SEE EOE COD GEE GOD oh O00 aS AER AU JER On GuR EUS OUP OU OE OEE A AR AOL Wm GU 60 4D GUD Gun GP oop end aa

® Lord has since moved to Cary, South Carolina.
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The characteristics of the pad sensor are very

@ifferent than those of the finger. In particular, there is

enivy one sensitive face. This makes the pad much less

suited to contour tracing. We therefore decided toa

concentrate on some of the other aspects of tactile

sensing -~- dynamic texture analysis, Statice pattern

recognition, and measurement of small angles between the

ebject and sensor surfaces.

The ensuing sections will deseribe in detail the work

performed.
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Chapter 2: The Proposed Microprocessor Software

In anticipation of the arrival of the finger, a great

deal of software was planned. Then, when the delays became

apparent, work on those aspects not directly applicable to

the pad sensor sereeched to a halt. As a rasult, some of

the design described here has not yet been implemented. In

a later section we will diseuss in detail exactly what the

axisting software does.

One of the important features of the Experimental

Sensor Processor is its delegation of low level tasks te

ether processors. This helps to diminish the computational

load on the host pdp-11/60. The tactile branch, in keeping

with this principle, would have a set sf commands which

sould be invoked by the hest to perform various I/O and

timing intensive operations, or functions involving real

time feedback. Following are some of the commands that were

considered:

1. Reset the machine.

2. Move to absolute coordinates (x, ¥, @), Stop on
collision with an abject. This can be used as a
*find something in this direction" command.
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3. Scan Cross-section -= Trace the contour of an

ebject in an arbitrary plane in 3-space.
Returns to the host a list of step vectors
describing the finger's path. . .

4. Local Texture -- Trace around a small circle on

the surface of an ebject and produce a
dascription of the texture. This conld be in
terms of degree of roughness, degree of
compliance, Or something as crude as a List of
Pressure values for each point in the path.

5. Search (in an as yet unspecified manner) for
either a concave or a convex edge. Te is
assumed that the finger is already in contact
with a surface.

6&6. Follow the contour of a concave or convex edge.
Passes a list of step vectors to the hast
describing the finger's path.

The first command, Reset, is trivial. It simply

involves the reinitialization of variables. The move

command, due to its fundamental nature, has been implemented

for use with the pad sensor. The croes-sectional scan

command has received a great deal of attercion, but has not

been completely implemented because of its incompatibility

with a single~face sensor. The E£inal three commands, Local

Texture, Find Edge, and Follow Edge, have to date received

very little serious consideration. They are quite

tentative, and may never be implemented.

2.1 Processors

As described in other sections of this thesis, the

tactile branch consists of two microprocessors, the Tactile

Sensing Processor (TSP), and the Moter Control Processor

{MCP}. A different program runs in the firmware of each

LO
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Processor. Both are entirely interrupt driven using the

Z-80 vectored interrupt system. From the host computer's

point of view, the TSP provides data for texture analysis,

and the MCP provides data for contour analysis.

2.1.1 Tactile Sensing Processor

The TSP program consists of a single loop in which each

ef the sensors is interrogated for its 8-<bit pressure value.

Each value is thrown into one of three categories with

respect to ai low and a high threshold. the category
indicates whether the sensor is not touching anything, is in
eontact with an object, or is pressing the object too hard.*

The sensors are then grouped by finger face, anda face

status is computed for each face using the following rules:

TE any sensor .sS over range, the face is over range;
If all sensors are below range, the face is below range;
Otherwise, the face is within range.

If there were any face status changes since the last pass,

the Moter Control Processor is informed.

It is worth noticing that this condensation algorithm

is independent of the particular organization of the finger.

The number of faces, the faces* orientations, and even the

* We hope that the sensors have enough compliance of their
‘OW SO we Can arrange the thresholds successfully. We

would like tc guarantee that for any movement toward an
object, there is at least one position in which the
leading sensor is “in eontact® before it exceeds the upper
threshold.

il
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mapping of sensor number to face number are stored in

tabular ferm, and may be altered according to the parameters

ef a different sensor. It will be obvious later that the

more faces we have, the easier it is to keep in contact with

an object. In the ideal case, we would Like a hemispherical

finger with many sensors, each on its own face. Such an

erganizgation can be accommodated just as well as the current

finger.

In addition to providing this condensed status

information for the sister processor, the TSP must send some

data to the host, for the texture analysis. How much. data
does the host need? If we send it all we can ~~ 133 8~bit

bytes per step, 125 steps per second -=- we would need the

equivalent of 20 9600 baud serial communication lines to

handle the lead! The bottleneck is removed by using a Direct

Memory Access {DMA} interface. But even sc, we cannot

expect the PDP~11/60 to analyze data arriving at such an

incredible rate, and still be able to keep up with the other

sensory branches, and perform the higher level recognition.

tasks at the same time. Tt simply does not have the

somputational power.

fhe answer, of course, is te filter or cendense the

data before sending it. We have several possibilities in

mind. First, a sensor is only considered valid if its

pressure value is “within range*. This filter is always in

effect. Other possibilities include averaging sensor

L2
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ceadings over time and only reporting after a fixed number

of steps, or combining somehow the readings from all sensors

en each face which is “within range® to produce a single

face pressure value. A final possibility is toe arrive at

some kind of measure of roughness for the surface under

consideration, and only pass that number back to the host

computer. This decision has not been made. o

2.1.2 Motor Control Precessor

The Moter Control Processor's basic job is to control

and coordinate the three stepping motors which position the

finger. When it is necessary that the host computer know

the path that the finger follows during the execution cf a

command, the MCP provides it.

Steps are taken in a synchronous fashion. That is, if

the step rate is set to 125 steps per second (the default

ease), the processor is interrupted every eight millisecends

to determine which meters are to be stepped, and in which

direction.

So, after each interval, the MCP may pulse any

cembination of the threes motors, and each can be in one of

two directions. This leads to 26 possible directions in

which a single step can move {ignoring the case where no

step is taken at all). We represent this direction as a

13

1087



1088

G-bit “step vector", organized as follows:

bit 5 4 3 2 i g

{ a i 2 { ¥ i ¥ i x , oO: i

i divection | step {| direction | step i direction 1 step 1!300F 2ggs GES CEOS OEE EE OE AEE [ON Gf GEE ONO KO ED {OE DS =DOF SAY SPE ON ONO OE OK SO an AO On OND CD IN WOR WE EE Ant RA GY On nN INE Un WANE WARE ADU HUD IND AD AN ARRDIAD re

Since this fits easily in an 8~bit byte, it is very

convenient now for the MCP to give a path to the host

computer. It simply sends a one-byte step vector over the

serial line for each step taken. The hest collects the

sequence of step vectors in a buffer, and the exact path can

be reconstructed very quickly at any time.

There are, of course, situations in which it is

necessary to give an absolute coordinate. For example, when

the absolute move command is aborted due to collision with

an object, it is necessary to inform the best what the new

position is. A mechanism is provided for this, tac.

Notice that the MCP returns (effectively) a sequence of

points. It does not try to fit them to curves, surface

patches, generalized cylinders, ete. This is left to the

host computer. ft dis unreasonable to expect an &8-bit

microprocessor which lacks even a multiply instruction to do

these in real time.

When moving from one position to another in 3-space, it

is desirable to do so in a straight Line. This requires

varying the speeds of the individual motors so that they all

arrive at their destinations simultaneously. The following

14
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example shows how we would like to arrange the steps ina

sample situation.

& B

steps desired time between steps

x 17 9.88 milliseconds

¥ al 8.06 milliseconds
z § 33.6 milliseconds

fhe values in column B were arrived at by dividing the

column A values into the greatest column A value, and

multiplying the result by & millisecs. (8 millisecs is the

speed at which we would like the fastest motor to operate).

This is a lot of work for an 88-bit microprocessor to

perform. Also, if the precision of these calculations is

not great enough, it becomes virtually impessible to predict

exactly where the finger will be at any given point in time.

Fortunately, the synchronous stepping scheme makes

matters much simpler. The overall line of motion is a Line

in 3-space. This is described and stored in terms of three

Girection components. There are also two accumulating

counters, one for the mid direction, and one for the min

direction. (The mid direction is the dimension which has

the second-largest number of steps to take. Min direction

is defined similarly.) Both are preset to zero.

After each 8-millisecond interval, a step vector is

created, and the motors are stepped accordingly. The max

@irection is always stepped. For each of the other wo

L5
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directions, the accumulating counter is ineremented by the

cerresponding direction component value, and the result is

taken modulo the max direction component. If an overflow

occured, a step is-taken.

Applying the algorithm to the above example results in

the following sequence of steps.

Step x ¥ 2 2 Step x ¥ 2

i ® i iL &
2 x i 12 x OR
3 x & i 413 & & &
4 * # a 14 * %
5 es *e j 15 e
6 * i 16 *
4 ez ® i LF * oo

a e 8 i 18 e  #
3 * *« «& i 138 * &

10 x # i 20 & #

i 21 e o&

When a step is taken, two corollary actions occur.

First, 1£ the MCP is providing path information, the step
vector is sent to the host. Second, a termination test is

made . For the absolute move command, termination occurs

when the Einger reaches its destination.

This command also terminates if the Tactile Sensing

Processor indicates that the finger has come in contact with

an object. Primarily, this is to protect the finger from

damage. However, it also makes it possible for the host to

say, "Look in this direction for an object." In that sense,

this command can be used as an object finder.

16
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2.2 Cross-Sectional Scan Command

This command is inveked by the host te trace the

contour of an object's cross-section in any arbitrary plane

in 3-space.* The arguments inelude the coefficients a, b and

¢ in the equation of the plane ax + by + cz = 0, and a pair

o£ special 3~D points which define the search volume. The

finger must already be touching an object, and the plane is

assumed to pass through the finger's current position.

Consider a conical object and a slicing plane parallel

to the x-y plane. The MCP will drive the finger in the

Plane such that it remains in contact with the surface of

the cone. ALL the while, it passes its path back to the

host. hater, the host will analyze the path, and discover

that it describes a circle.

The search volume is included to limit the finger's

range of motion. Suppose, for example, the host wanted to

construct a 3-D bicubic surface patch. fe could do this by

requesting four cross-sectional scans using vertical planes

whose yez projection is a rectangle. Then it could fit

curves to each of the four point sequences, and perhaps fit

aA patch to these four curves.

SABA oe OR FEE yO AE UU SAR nnn anh WO A an Qnty OR nn 28d wnt say anny an One and ens want sont aay ape One ane ane Mane Wee AbBY soo! ony os eed ADH an’ woof Nr anoL ase! ant gop aed ass wede wot sno! ano YE! GOD 29 Ont GOO Gos ans SO TOC OF tao ano! GoD oN ond cE ane aoe nee Dot At

* My terms will be very confusing unless I define them at
the outset. "Plane*® generally refers to the arbitrary
eress~sectional plane given by the host. "Surface" is the
{possibly curved) surface of the object. "Pace" refers to
ene of the faces of the finger on which sensers are
mounted . "Search volume” means the physical volume in
which the finger is allowed to move.

L7
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a8 sem GO OO ORG KEE OPE ERD GUE OD DOE HE

Unless we provide some mechanism for Limiting the

search space, there is no way to prevent the finger from

doing a complete scan of the object's cross-section, when

only a small pertion ef that scan is needed.

The search volume is a rectangular parallelepiped with

diagonally opposed corners defined by two arbitrary points

in 3-space. The arbitrary points are chosen by the host

computer and passed to the MCP as arguments to this command.

Yery often, the points may contain special eocordinate values

of O er ‘max’. These may be used to effectively leave one

or more dimensions completely unconstrained.

In the surface patch example, we would like to

constrain the x and y position to the projection of the four

slicing planes onto the x-y plane. The 2 position should

not be constrained at all. ‘Thus, the two arbitrary points

might be (X1, ¥1,8) and (%2, ¥2, max}.*

the scan will terminate when the finger either exceeds
one cf the bounds, or returns to its initial position. This

second termination condition is useful if the host is

interested in producing a contour map of the object. ft

could do this by requesting a series of scans, using

cross-section planes parallel to the x-y plane, but at

varying 2 values. in this case we would like the finger to

ORR OU UE RO AO FU SRY YUN RI AIO IO AE RAR SRAR IVA ARR AA AA AR IRA AAI FIA RAN FE AAR SOY RA AIR AR OAR AAR AA A SAR AI A OTD OAR A ARE Inn IY AY RAN! AA AnD ARR COR AAA ARN IANS A Want anitaot OY AA AAR ARR RA nn

*® In addition to this constraint, there is an implicit
maximum Search volume given by the dimensions of the
device.

Lg
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completely circumseribe the object, continuing until it

returns to its starting point.

A preblem which has not yet been mentiensd is that of

keeping in contact with the surface of an object. [ft turns

out that in most situations, this is relatively simple. The

method requires three kinds of information.

As described earlier, the finger has a number of

distinet faces. The present structure of the positioning

Gevice dees not allow for rotation or re-orlentation of any

kind. Hence, except for possible translation, these faces

are fixed. Their equations, as well as those of the planes

perpendicular to them, are predefined as constants in the

MCP program.

Second, we have the equation of the cross-sectioning

Plane. All motion of the finger is to be restricted to that

Plane. By intersecting this plane with either the plane of

a face of the plane perpendicular to a8 face, we san
calculate a line of motion. This can then be fed to the

absolutes move routine toa effect the movement.

Finally, there is the data from the Tactile Sensing

Processor. This indicates whether each face is below range,

within range, or above range. ‘Yypically, there will be only

one face which is within range. This is labelled the

“active face,” because it is the one which is in contact

with the surface. There are exceptions, and we will see
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shortly how we can account for them.

The objective in keeping in contact with a surface is

to keep the active face within range. Recalling that by

definition of the command, the active face is initially

within range, we have the follewing cases:

{1} Active face is within range;
{2) Active face is below range:
(3) Active face is above range; and
(4) A second face comes within or above range.

In case (1), the finger is in contact with the surface.

Our best estimate of the shape of the scbject at this point

is a plane parallel to the active face. Calculate the line

of motion (ff it has net been calculated already} as the

intersection between the active face and the

eross-sectioning plane. Send the current position to the

host, and take a step.

In cases (2) and (3}, the finger either has lost

contact, or is pressing the surface too hard. Calculate a

Line Of motion as the intersectian between the

eross-sectioning plane and the plane perpendicular te the

active face. Then take a step along it away from or toward

the finger’s cente., respectively. Boa not send this step

vector to the host, because it is not part of the surface

contour.

Case (4) could result from _ several different

Situations. Take the scenaric in which the finger hit a
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concave corner. Inthis case, the appropriate action is to

Make the new face the active face, and then act according to

its status.

Another scenario in which case (4) could occur invelves

reaching either a convex corner, or a point at which the

surface curves away from the currently active face. Again,

the appropriate action is to declare the new face as the

active face, and act according to its status.

There are a number of other situations in which a

second face could come within or above range. The

appropriate action is not always the same as above. in

fact, one could imagine situations in which a third and

perhaps a fourth face must be considered. Though these

cases have not yet been adequately resolved, we de not

expect them to be overly troublesome.
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Chapter 3: The Implemented Software

We noted earlier that although the software was

designed for the finger, it was eventually implemented for

the pad sensor. The most notable difference between design

and implementation was the fact that in the end, we only

used one microprocessor. All those commands which required

multiple face sensing -- trace contour, follew edge, ete.

== were eliminated because the pad sensor in fact has only

one face. Tt happened that these commands coincided with

the ones which required real time feedback. Therefore, the

requirements of the tactile data acquisition software became

almost trivial, and could be handled easily and much more

simply by the Motor Control Processor.

3.1 Environmental Details

The microprocessor software is written in 280 assembly

Language. It resides on the PDP-11/60, which runs under the

RSX-LIM operating system. We use a primitive Z80 assembler,
written in C, which produces Intel hex~format object code.

This we download to the microprocessor via the 1200 baud

serial line which connects the two systems. As it turned
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eut, 1200 baud was as fast as the 11/60 could reliably

receive and store data.

The microprocessor system is made up of a California

Computer Systems S-100 bus and mainframe, 8K of RAM, and a

Cromemco Single Card Computer (SCC} with 1K RAM and room for
BE of PROM, 1K of which is taken up by a modified form of

Cromemco's power-on monitor. The SCC has five timers, three

parallel ports (input/output), and a serial pert. Since the

A/D converter built into the pad sensor produced CMOS output

Levels, we decided to temporarily add our own converter, a

Cromemco DB+TA board.

in the following sections we give a complete

description of the software as it currently stands.

3.2 Command Format and Interpretation

The command Language was to be a permanent part of the
software. It would be used initially by a human user to

control the pad senser‘'s movement and data acquisition.

Eventually, however, it would become the Experimental

Sensory Processor's way of driving its tactile branch.

Thus we had three goals in mind. First, the command

language should be versatile. It should be able to handle

the commands described in the previcus chapter as well as

the simple placement and data acquisition commands we needed

fer the pad sensor experiments. Second, Lt should be
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concise enough, and easy enough to interpret, to be used for

interprocessor communication. Finally, it had to be

legible, so that the user could issue commands from his

keyboard.

We settled on a syntax with mnemonic, single character

commands, optionally preceded by an ascii~coded positive or

negative integer which defaults to +1 if omitted, and

eptionally followed by any special arguments required by the

command. The preceding integer is decoded by the parser.

Et generally cefers to the multiplicity, though its

interpretation is up to the individual command routines.

fhe trailing arguments are parsed and interpreted completely

by the individual command routines.

Commands may be strung together to form a command

sequence. Execution will not begin until a carriage return

is received. The sequence is, of caurse, stored in a buffer

until execution is complete. & key advantage to this is

that it makes Loops possible. In the syntax, a subsequence

may be grouped by parentheses, which in turn may optionally

be preceded by a multiplicity M. The entire subsequence

WLLL be repeated M times. Subsequences may be nested to any

reasonable depth.

There ls one more rather important feature. While the

command sequence is incomplete, the Motor Control Processor

completely disables interrupts. Since the motors are driven

by periodic timer interrupts, all movement must stop.
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Similarly, characters coming from the serial line during

command execution are ignored. This generally does not

Matter, because execution will have terminated before a new

command sequence arrives. However, should it become

necessary for the host computer for user) to abort

execution, it (he) may send an ESCape character. . This

gauses a non-local subroutine return to the command sequence

input routine, which immediately disables interrupts.

fhe following is a list of the commands currently available.

EB Home ~- returm to inner, upper left corner,
and reset the current position to (6,9,90).

ng Move n steps in the % direction (nm may be
positive or negative, and defaults toe +1 if
omitted).

ny Move nm steps in the Y¥ direction.
ng Move n steps in the 2 direction.
@x,y,2 Move to absolute position (x,y,z).
ni ( Begin nest.
} End nest.
= Return current position as XeV ez

coordinates, ascili-caded decimal values
separated by commas.

Q Quit the program -= return to power-on
monitor. |

is Take a smapshot of the sensor, store data in
memory, increment frame count.

~is Take aS many snapshots as possible until the
completion of the current motor step.

os Clear the frame memory.
G Send the contents of the frame memory to the

host, beginning with the frame count. ALL
data is in ascii~coded hexadecimal. Then

Clear the frame memory.
space Null operation.

These commands are obviously very simple. However;

they can be very powerful when grouped together. For

example, the sequence

@100,106,100 50( 3 20K 20% S ~202) 20¥ ~60x}) G
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takes 150 snapshots, in a 508 by 3 grid, beginning at

(100,100,106), then sends all the collected data to the host

computer. Since optical limit switches prevent the motors

from moving past the ends of travel, one could find the

maximum limits in all directions by issuing

@16000,10000,10000 =

{the actual range is roughly 1200. steps per axis). This

would move the sensor te the corner opposite the home

position and report the actual coordinates.

Pris list will eventually be enhanced to include the

commands described in the previous chapter. We expect to be

able to continue to denete each command with one mnemonic

eharacter.

3.3 Motor Control

It is not surprising that the most complicated task

performed by the Motor Control Processor is, in Faet, motor

control. The complexity arises for two reasons. First, it

is intended to be a permanent part of the MCP software, and

is therefore very general in design. Second and most

important, the step service routines effectively and

completely insulate the higher’ level command execution

processes from the hardware.

At the tep level, an individual command routine uses
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the step services in the following fashion:

Set the direction components in LINE
Call SCFILL to Fill the step control table
Bo until termination-condition:

Call STEP to initiate a step when ready
Call WEWPOS to update current position
Call NEXTPO to prepare the next step

End

Note that it does not concern itself with timing in any

way, nor does it have to take into account the physical

limits of the device. The STEP reutine guarantees a minimum

pulse width (maximum step rate}, and even modifies the step

request if such an action would drive a motor past its end

of travel.

Also note that the routine must actively request that a

step be taken. If, for some reason, the evaluation of the

termination conditicn is very time consuming, the motors

will simply run slower. This has another advantage. Should

the program be damaged by an unusually high incidence of

cosmic rays, the moters will not go out of control. They

will simply stop, because nothing is calling the STEP

routine.

Before we take a closer look at these routines, we must

discuss the data structures involved. The first one that

was mentioned is LINE. It takes three numbers to define the

Girection of a line in 3-space: delta-x, delta-y, and

delta-z. These are the line's direction components. Simply

put, when we take delta~x steps in the x direction, we must
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also take delta~y steps in the y direction, and delta-~z

steps in the z direction. Within the MCP, these values are

stored and manipulated as unrestricted 16-bit integers.

However, shauld it later become necessary to compare Line
directions, these may have to he restricted to relatively

preime integers. LINE is a three word array which defines

the desired path to the step routines.*

A commonly accepted canonical form for these values is

a List of direction cosines. This requires that the values

be real numbers, and that the sum of their squares equal

unity. Fortunately, we have not found this form necessary.

The second data structure is the Step Control Table

(SCTAB). This lS-<byte table igs basic to the operation of

the step service routines. Following is a layout of its

contents.

SCTAB+ OG: {byte) Next port image
i: (byte} Port image skeleton (direction bits}
2: {word} Max direction component
4: (word) Mid direction component
6: (word) Min direction component
8: (word) Mid accumulating counter

10: (word) Min accumulating counter
i2: (byte) Max direction's motor pulse and power bits
13: (byte) Mid direction's motor pulse and power bits
14: {byte} Min direction'’s motor pulse and power bits

Let us digress a moment before we explain SCTAB.

Instructions are passed to the stepper motors via an 8~bit
1R6-2R QU0 GOD ant URE SUL GY E00 U0 MEO 400 YOU UD. MOD AD RUUD AUR AUR GOL GOR GR OO O00 AOE URE A AR SD IO gro OU AU A ER OUD. JD OEAAR AOJ RD A OU UE AOK nn OO GOD OO IEAOUR 2 AE JOR RAO WARD OUR OOD GED Le om ga OE

* The 280, of course, does not really have any distinct
concept of a "word." However, being an old PDP-11 man, I
always have and always will refer to a d-byte quantity as
a word.
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output port, which looks like this:

bit 7 6 5 4 3 2 L G

i 2 ! 2 § ¥@ i ¥ !t! ¥ !$ %© !§ K€ £ XK #!

i dic istep tpower! dir istep lpower! dir istep |ReGee OUiFG et ce arene WN END AAD COSA UU AP A nn SAR AA OF UU ZU DID AIO ARE ROT JOO, EKR 200) GRR SUD GOD W000 00D Ry 200E SRR JOO KR KE GOL GOD SOD.

The three direction bits indicate which direction the

corresponding motor is to move. One implies the negative
direction, zero implies the positive. The step bits, when

pulsed, cause their corresponding motors to take a step in

the indicated direction. Due to a low-pass filter which is

applied to these bits for noise immunization purposes, there

is a minimum pulse width. The MCP uses a separate timer for

this, as will be described later.

Finally, the power bits, when on, cause drive power to

be applied to the corresponding motors. For now, the reader

need only understand that a motor must have power in order

to operate.

Now we should be able to make sense cut of the Step

Control Table. The first item, the "next port image* is

exactly that -- the 8-bit quantity that is te be sent by the

STEP subroutine to the motor drive output port at the next

opportunity. It is very important to note that this value

is, im general, calculated concurrently with the previous

step, by a call to NEXTPO.

The second item, the "port image skeleton," contains

the three direction bits. These bits are applied with every
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step. ‘The SCFILL routine sets them according to the signs

ef the three direction components in LINE, and they do not

change again until a new line is chosen.

The next three items, the Max, Mid and Min direction

components, are actually the magnitudes of the numbers that

appeared in the LINE array, but in serted order. These are

used in conjunction with the Mid and Min accumulating

counters to determine which moters to step at the next

timing interval.

Finally, the mapping from the sorted order to the x-y~-z

erder is given by the last three items. Each of these bytes

has exactly two bits set, cerresponding to the appropriate

motor’s step and power bits.

The NEXTPO routine first decides which motors are to be

stepped, and then adds together the corresponding mapping

bytes, along with the direction bits from the skeleton. The

resulting value is the next motor port image.

Let us now return to the high level centrol loop given

at the beginning ef this section. First of all, note that

the values passed in the LINE array indicate a direction

only. They do not completely describe a line segment in

3-space. It is assumed that the line of motion will beqin

at the current position, and the control Iscep is responsible

for knowing when to stop.

Once the LINE table is set, SCFInD is called ta Fill
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the Step Control Table. ALL values are calculated

independent of the previous contents. The NEXTPO routine is

then called automatically to use the new table to compute

the first port image and place it in the zeroth Location.

Since a step is never taken unless specifically

requested by the control loog, it is-perfectly reasonable to

completely change direction at any time by simply changing

LINE and calling SCFILL, before calling STEP again. One

need not be concerned with the timing considerations.

Within the control loop itself, the first action is a

call to the STEP routine. This routine waits, if necessary,

for the previous step to complete. Then it calls CHECK to

check the optical end-of-travel limit switches and, if

necessary, modify the candidate port image. Finally, the

routine outputs the image to the motor port and returns to

the calling control loop.

Internally, one of the five on-beard timers is also set

te cause an interrupt after a time equal to half the minimum
step pulse width has elapsed. The routine which handles

that interrupt will clear the moter step bits and set the

timer to interrupt again after another equal interval. At

that point, an entire step has completed. The STEP routine,

if it is waiting, is allowed to proceed with another step.

In this way, something like an open ended square wave is

generated on the motor pulse bits.
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Tris brings us to the other subroutine calls in the

main control deep. During the timing delays, the CPU is

free to do quite a substantial amount of processing. Recall

that the STEP routine has the power to modify the candidate

port image. This modified image is returned to the control

loop, where it is passed again to the NEWPOS routine.

NEWPOS, based on the direction and step bits which were

actually sent, updates the current coordinate counters.

The calculation of the next port image is then

accomplished by a call te NEXTPO, which proceeds as follows.

L. Begin with the motor Port skeleton, which
defines the direction bits.

2. Add in the Max direction's pulse and power bits.
That motor is to move at the maximum rate, and
will therefore always take a step.

3. Ad& the Mid direction component to the Mid
accumulating counter, and take the result modulo
the Max direction component. If there was an
everflow, we want to step the Mid moter. Add in
its pulse and power bits.

&. Repeat step 3 for the Min direction.

The resulting value is placed in the first byte of the Step

Centrol Table. An example of this algorithm in operation

was given in chapter 2.

There is one final item to discuss. Conceptually, a

stepper motor has a series of magnetic coils arranged in a

circle around an iron core. As steps are taken, each coil

in succession ig energized, drawing the core around the

circle. During normal operation, a given coil is oniy
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energized far a brief period before its successor takes

over. However, when the motor is standing still, one coil

is energized continuously for a long period of time. It can

generate quite a bit of heat -~ enough, perhaps, to burn

itself oukt.*

To solve this problem we implemented the following

scheme. Every time a motor is stepped, its power is

automatically turned OM. At the game time, its

corresponding usage counter is reset to some constant.

Periodically, ancther of the on-board timers interrupts the

processor to decrement all the usage counters. When any one

reaches zero, the corresponding power bit is turned off.

The effect of this is to power down any moter that has

not been stepped in the last two seconds. The action is so

completely transparent to the higher level control software

that we refer to it as the “burnout protection demon.”

3,4 Tactile Data Acquisition

Due to its temporary . status, the tactile data

acquisition is perhaps the least important part of the

software. As soon as the finger arrives, these routines

will be removed from the Motor Control Processor and

rewritten completely for the Tactile Sensing Processor,

( AXR. O00) pC) OD SOE JE SEY GOO ES O00 GEEK SEE MOB GES GD CO AOC JOUE SOE SEF GOD G00 CD 000 SE KE SE GOR. 900) COD SoG OES OE GOO GUS GED OUR AGED OT SOEE JE GE GOS GES EE AGE AGE ERE GOES GEN GES EE OOD GE) OUP OE HE SRE KR GOCE GE GER OEE CRY EE Op One

* IT don*t know whether motors would actually burn out, but
when I found I could fry eqgqs on them, I did not want te
take chances.
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according to the plans given in chapter 2. Therefore, as

might be expected, the current code is far from general. [ft

is entirely driven by the 8S and G commands described

@arlier. Nothing happens asynchronously.

The entire unused portion of the MCP's memory beard is

used as a buffer for tactile data. Upon MCP initialization,

the frame count is reset to zero. Then, each ‘time a

snapshot is requested, the data record is placed in the next

Position in the buffer, and the frame count is incremented.

When the readout is requested (via the G command), the

program simply types it all out, one line per record,

beginning with a line consisting solely of the frame count.

The information is transmitted in ascii coded hexadecimal,

as an optimization cf beth transmission time and coding

time.
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Chapter 4: Experiments and Results

In this chapter we will discuss the experiments which

were actually performed using the pad sensor. We will

consider the methods, the goals, the problems, and the

results. When possible and appropriate, we will refer to

figures which illustrate the results.

4.1 Calibration

The pad sensor consists cof an & x 8 array of sensitive

sites whose analog output values are fed into an analog

multiplexer, and finally inte an analog to digital

converter. All this clirenuitry is part of the sensing

device. Unfortunately, since the A/D converter emits CMOS

yoltage levels, and our parallel ports use TTL inputs, we

had to bypass the internal A/D and use our own. This

resolved the incompatibility, but gave vent to another

Problem. The pressure signals coming out cf the multiplexer

ranged roughly from +#2.09 to +2.5 volts, and our A/D

converter expected a range of -2.5 toa +2.5. As a result,

the digital pressure readings never went below about 235,

out of a maximum 255.

In other words, the fact that we can exhibit only a
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Little ever four bits of precision is not a reflection on

the device, but on the interface. With the right interface,

we would estimate upwards of six bits of valid data.

Each of the 64 pressure sensitive sites puts out a

Slightly different range of voltage levels. They therefore

required individual calibration. The most straightforward

way of doing this is te press the sensor down hard on a flat

surface, take a snapshot, release the sensor entirely, and

take another snapshot. This yields a matrix of minimum and

Maximum pressure values, to which all subsequent data would

be scaled in a linear transformation.

Of course, nothing is ever soa simple. Each pressure

sensitive site requires roughly 1.3 pounds of pressure to

completely depress it. Multiplying that by 64 sites, we

fing that we need over 80 pounds of pressure to acquire the

maximum readings. Our Z-axis motor is not capable of this.

The solution was to depress each site individually, and
then combine the data into a single matrix of maximum

pressure values. Fortunately, the Motor Control Processor's

sommand language was flexible and powerful enough to do this

painlessly in one command sequence, with two loops for X and

¥Y positioning.

Once the minima and maxima were obtained, it was a

simple matter to map all input data into a uniform range of

O- 255. It is worth mentioning here that throughout the
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entire testing period, these ranges never changed more than

ene unit. In addition, we never had any problem with

spurious data being generated where there was no contact.

fhose points always mapped to wero. We were quite impressed

with the robustness of the pad sensor.

4.2 Static Tactile Image Analysis

&.2.1 Single Image

The obvious first step in analyzing tactile images is

to Lay the sensor down on a known object, take a Snapshot,

and see whether it is recognizable. This we did, and the

results are depicted in fig. 1.

In fig. Tf we used a one inch square, sat off-center,

but oriented orthegonally with the sensor's grid axes.

There is no question as to the identity of that sobiect. A

simple threshold operation would clearly distinguish it from

the background.

Fig. de and fig. Id show the same square rotated

counterclockwise 30 degrees and 45 degrees, respectively.

Fig. le shows an equilateral triangle, point downward, and

Eig. 1b depicts the same triangle rotated clockwise about 75

degrees. Notice how some pixels are much Lighter than

others in the images with non-ortheogenal edges. This

phenomenon arises when the object covers less than half the
area of a site. Since the site is canical in shape, the
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edge must be pressing on the wall of the cone. It cannot

depress the cone as far as it could if it were pressing on

the apex.

In theory, it should be possible in some cases ta

determine exactly how much of the cone is actually covered

by the object. However, we must assume the following:

1) that the object surface, particularly the edge in

Guestion, is smooth, 2) that the object surface is in a

Plane parallel to that of the pad sensor, 39) that the

individual sites on the senser are in fact conical, with

bases that meet the bases of their neighbors, and 4) that we

know how to calculate the actual dépression as a function of

output pressure value.

Unfortunately, neither of the last two assumptions are

yalid in our case. The cones are actually cut off before

they reach the apex,* and we do not have the data to perform

the depression calculation.

Finally, fig. la shows a one inch diameter circle.

Notice that it appears to be identical te the square in

fig. ie. This is a question of resolution. Clearly, if the

apatial resolution were doubled or quadrupled, the

distinction would be obvious.

(eesOR GA OE ES EN20 WO SOD AI OR AR SR AORAR EEiEE GE rn TED ARi FURR AA GUD CO EHD RED OT nr AA FIR WE AIRE AI AIOE OE A FO A ARI GER OOO MD AOU AO ARIE Ar OE By aE SD CCD GEO WE COD co Em

* My office-mate tells me that the technical term for this
shape is "“frustum.”
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4.2.2 Spatial Resolution

How do variations in senser resolution effect the

image? The simplest way to tackle this question is to vary

the size of the features on the test objects. We used a set

of disks with raised concentric circles projecting from them

in relief. The variations consisted of two amplitudes and

three Erequencies, totalling six disks.

Fig. 2 shows the images obtained. As might be

expected, those disks in which the spacing between the

circles approach the spacing between the sensitive sites

{figs. Za and 24) are clear. .Ag the. frequency. increases,

the shape becomes less obvicus, until it is completely

unintelligible at the highest frequency.

fhe effect of amplitude is also fairly predictable. At

low amplitude, the circles are wider, and therefore more

sites are in contact with the surface. This can be seen

most clearly (again) in figs. ga and 2d. Also, the inner

circle is more distinet in fig. 2e than in fig. 2b. This is

because at the lower amplitude, the depth of a trough is

considerably less than the height of a conical site, and

therefore some trough sites come in contact with the
surface.

Theoretically, it should be possible to compare

pressure values and determine where the troughs and srests

occur. However, here we run into the limitation in our 3-B

33

1113



1114

positioning device which we alluded to in the Calibration

Section. The Z-axis motor, which supplies the normal force,

is a bit too weak for this pad sensor. Each sensitive site

requires a certain amount of force to depress it, and the

motor must be able to exert the sum of these forces in order

to obtain a reliable reading. Therefore, as more sites

sontact the surface, each one receives less pressure.

Furthermore, if the surface ls not uniform, neither are the

reductions in pressure.

4.2.3 Multisle Images

Bow can we improve the spatial resolution with the

equipment available to us? Gne simple way to double the

number of data points on each dimension is to take a reading

at each cf the four corners of a small saquare, whose sides

are half the length cof the distance between sites. This we

aid, using the same six disks, and the results are visible

in fig. 3.

The images are slightiy clearer, but not as much as we

had hoped. Again, the disappointment is indirectly caused

by the deficient %@~axis motor. When taking a snapshot, we

try to depress the sensitive cones a8 much as possible,

Since we are not capable of depressing any of them

completely. To deo this, we simply instruct the Motor

Control Processor to lower the Z-axis moter until it won't

go any further.
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This works quite well in general. However, consider

the following hypothetical case. Suppose the test object is

a single sine wave and the sensor is a Single cone. First,

we lower the cone onto the crest of the wave as far as it

will go, and take a snapshot. Then we move the cone to the

trough and repeat the operation. The two images look

identical! In both cases, the cone was depressed as far as

it would go, and it is in fact the cone depression which

determines the image. This, we believe, is the root of the

multiple image problem.*

The solution, of course, is te strengthen the Z-axis

motor. Then, instead of simply lowering the sensor until it

stops, we would lower it to a consistent Z-coordinate. The

resulting set of images would be much clearer.

4.2.4 Large Objects

Can we examine. objects which are much larger than the
Sensor? Fer this experiment we used a flat surface about 12

inches long and three inches wide -- slightly wider than the

sensor pad itself. A set of eight greoves were cut into

this surface in order to form a Pattern of diverging lines

igsee Fig. 4a). By taking a series of snapshots at

successive lengthwise positions, we should be able to

reconstruct the entire image, in spite of the fact that it

Ret cnr one IRE TERE SRO GNF ORD {0G JONG JOKE GOR GOO GOOHOOD AEE ANE SOG. ON GUL GOR GOR OO OEE OTE RE JUL YTD: JOE! OOD JED ICED A100 JOU 200 JOR ID. 2D OUD JUD IOHD UE 2 Gog GOR GOD QUO GOD JUS KOO UE AGRE SOU Gon. GOR OOD EOD GOP OUR OPO «IUD AUP IDE JOE GK GOUE GO GOD! AOE OO OND OED OU «ID
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‘ds much longer than the sensor.

The Motor Control Processor's command language again

made this a simple task. We took fifty images, stepping

about Five millimeters between each. The reconstruction,

shown in fig. 45, was accomplished by superimposing the

images in the appropriate positions relative to each other.

As before, when the distance between features approaches the

distance between sensitive sites, the pattern becomes

clearer.

Can we use our multiple image trick to improve the

resolution? We repeated the same procedure, except that this

time we took three snapshots, feur millimeters apart

widthwise, for each of the fifty steps lengthwise. The

reconstruction, fig. 4c, shows the angled edges much more
cleariy at lower frequencies than does fig. 4b. At higher

frequencies, however, both reconstructions are equally

unintelligible. Once again, we blame the failure on the

Zeaxis motor, and our method of maximizing pressure.

4.2.9 Small Angle Measurement

When a robot hand grasps an object, does it have a good

grip? Very often, a "good grip" is one in which the flat

surfaces of the object are wholiy in contact with the flat

faces of the fingers. The question can then be answered

very simply by measuring, for each finger, the angle between

these two planes.
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This experiment proved to be extremely successful.

Using the one inch square as our test object, we took four

snapshots. In the first image we layed the pad sensor flat

on the square, as usual, giving us a tero degree standard.

For the three subsequent images, we lowered the Left end of

the table by 1.0, 1.25, and 1.5 inches respectively,

producing angles of 3.3, 4.1, and 4.3 degrees.

fhe results are shown in table 1. For each image we

arrived at a single number describing the slant. The number

Was calculated simply by averaging all the pressure

differences between horizontally adjacent sites. In theory

the ratio of the third slant value to the second should be

2.25,* and the fourth to the the second should be 1.5. This

was mot the case.

However, the first image, whose slant should have been

gero, did exhibit a small slant value. If we take this as

aM @rror, we can produce a correction factor by dividing it

by the slant value for the second frame. When that

percentage is subtracted from each of the two ratios arrived

at earlier, we get remarkable results. The corrected ratios

differ from the expected values by less than two percent!

ARB 800 10Ne WDA! Ano Ao Nd O06 ORE UNA 2N8! GOO NO GED AE AOE GE RD YER OOO GOD CON NNO 2 GOO OO GOD O08 GO ONS aE ant JER GBD Gn) GOO ANS AN AOE AE GOL uF GOD CD CON ON A RINE SEK YO! OD GD GOO GUD On IOOD FOE RIOD JOR JOO: BOUL SRS GOD JUD 200 GD O00 00 OD OND OT SU eo Ie

* Proof is obvicus from the geometry, as long as we assume a
linear relationship between depression distance and output
value.
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4.3 Dynamic Texture Analysis

We believe that until tactile sensors can be fabricated

with extremely fine resolution, information about the

texture of a surface would best be obtained by moving the

genser along the surface, and examining the changes in

pressure readings, as opposed te the pressure readings

themselves.

Toward this end, we tried several times to make the

positioning device drag the pad sensor along different

surfaces, but failed each time. The sensitive cones,

because they -were designed to grasp an object without

allowing it te slip, were made out of “high friction rubber.

This, of course, directly hindered the experiment. The

stepper motors were not powerful enough to pull the sensor

and still maintain enough contact pressure to yield a

Significant reading.

In the end we performed a singularly unscientific
experiment. We dismounted the pad sensor from the

positioning device and dragged it by hand along a flat

wooden surface, taking 160 snapshots over a pericd of about

five seconds. This may not have been so bad, except that we

neglected to measure the exact distance traversed, or

anything that could directiy or indirectly give us the

velocity.

The analysis is interesting, though quite inconclusive.
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The sensor is made up cf an 8 by 8 grid of sensitive cones.
Let us define a column as the series of cones Lined up in

the ¥-direction, anda row as the cones lined up in the

Yedirection. Given that the sensor was dragged in the

positive x-direction, we contend that there should be some

aspect of the data which is consistent down a column, but.

different across a row. Furthermore, there should be a

small but constant time delay between the features exhibited

by one site and those exhibited by the next site down the

column.

The motivation for this hypothesis is as follows.

Picture a textured surface as a terrain of bumps and ridges.

As the sensor grid passes over this terrain, the cones

across a row will collect entirely unrelated data. However,

those down a columr will encounter the exact same bumps and

tidges that were «uceuntered by their predecessors, but a

little bit later. Thus we have eight instances of

eight-fold redundant data. We should be able to Find some

consistency somewhere.

Initially, we pletted the raw pressure data from each

ef the 64 cones as ai funetion of time. Fig. 5 dis a

reproduction of this, with each plot placed in the same grid

position as the corresponding cone. We expect to be able te

leok down a column and see some consistency that does not

occur across a row. Unfortunately, no such consistencies
were immediately obvious.
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The next step was te try te heme in on the changes in

pressure, as opposed to the pressures themselves. However,

a simple pairwise difference derivative (see fig. 6) was no

more enlightening than the raw data.

Well, what about the Fourier transform? Surely the

frequency domain is closer to our goal than the time domain.

Unfortunately, applying this transform meant giving up our

time delay information, which we needed fer comparing

SuUrves «

What we really needed was some smooth measure of

frequency as a function ef time. A colleague* suggested the

following procedure. Fiest, take the pairwise difference

derivative. Then, pass a window aiong the time axis. For

each point in time, count the number of zero crossings in

the window, and divide by the width of the window. A window

mn units wide would have a maximum of n ero crossings, and

thus the ratio would be unity. No crossings would produce a

ratio of zere. Note that the operater is valid, and

produces the same range of values, independent of the window

Sige. The only difference is in the precision.

We used a window with an odd number of points, so it

eould be symmetric about the point under consideration. I£

the distance to one margin or the other was smaller than

half the window size, the window was shrunk accordingly, so

(00 2 000 WAL AAR Wynn SOAR GARY AAR FAN tn ORD WADE SOD! NODE 2001 00: ONE ORD “ORE WEA LODE GORE AAA AAD AnD CE E00 OOF BO ADOT 00 AOD ON 000 COD Lor ODN ADDI ANE EER OOD 200 C8O ODE LOL SET SAO AnD ADO BOE <O08 0 NEED OOF WOOF 2A 2OR ONO Gam BED ADP ASO COE OOo AOD TO AOE LOOK SB aoe coe BNO ey

* Thank you, Gerry Radack.

4&

1120



1121

that symmetry was maintained. We tried various window sizes

im oarder te obtain the smoothest curve possible without

desing too many features. The optimal size was about 25

units (our of 100}, shown in fig. 7a. A iS unit window is

shown in fig. 7b for comparison.

There are (finally) some definitely visible

Similarities among the resultant curves of fig. 7a.

Examine, for example, the troughs in rows 6, 7 and 8 of

column i. Notice how similar they are, and how a4 small,

eonstant time delay occurs between each curve and its

successor. The same phenomenon is visible in rows 1, 3, 5

ang 6 of the third column, and in rows 1 and 3 of eolumn 7.

As one looks up and down a column, there seems to be

some kind of topological similarity. This is exactly what

we want to Find. However, identifying it mathematically is

no simple task. The obvious operator to apply would be the

eross correlation. This compares two graphs and produces a

number deseribing the closeness of the mateh, then shifts

one graph relative to the other and repeats the calculation.

Ome cerrelation value is generated for each possible shift.

The resulting curve shows not only how well the two graphs

match, but at what time delay value the match is optimal.

Unfortunately, the results were very disappointing. Ne

Matter which pair of graphs we compared, the cross

correlation never went substantially higher than Zero, and

the best match always occured at zero shift. Needless tea
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say, && least one more level of processing is called for.

4.4 Conclusions

First, it is clear that an 8 by $8 grid of pressure sensitive

Sites is generally net enough for pattern recognitien of

single static images. In most real applications, either the

objects will be larger than the pad, or the features will be

below the pad's resolution.

With reasonably good positioning equipment, the

resolution can be significantly improved, and the size of

the area under consideration considerably increased, by

taking multiple images. However, this is often too time

consuming, and therefore infeasible.

fhe straightforward solution 48 to increase the spatial
resolution, the number of sites, or both We have shown

that when feature dimensions are comparable to resolution,

shape recognition can be quite simple. This has also been

demonstrated by Hillis [HILLIS-81], using a sensor recently

developed at the MIT A.I. Laboratory, and of course by Brick

[BRIOT-79], who used an array of binary sensors. One

typical application for this might be the table sensor which

was described in the introduction.

A more novel approach might be to build multijointed

£ingers for the robet gripper, such as the three fingered

hand developed by Ken Salisbury [SALISBURY-31] at the
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Stanford A.I. Laboratory. This would enable the robot to

manipulate the object while transporting it, in such a way

that it becomes not only feasible, but a matter of course to

take multiple tactile images.

In the experiment concerning measurement of small

‘angles, we oabtsined impressive results. The computed values

were even More accurate than we had hoped. From this we

conclude that a tactile sensor with properties similar to

those of the pad sensor is eminently suited toa applications

involving small angle measurement, such as grip improvement.

As far as texture analysis is concerned, we believe our

approach is a good one. Visually, it is apparent that we

are on the right track. However, the experiment must be

repeated in a mucl more controlled fashion, and different

surfaces must be examined and compared. Then, we hope we

will eventually be able to manipulate the data in such a way

that we can use it to identify the surface.
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Chapter 5: Further Work

As was mentioned earlier, the pad sensor was in sur

possession for only a shert time, by no means long enough

for exhaustive experimentation. In fact, many of the more

interesting ideas secured to us after the sensor was

returned, when we began to analyze the data.

It should be possible to calculate the cuoefficient of

friction between various surfaces and the rubber face of the

sensor. First, one must know the force as a function of

G@igital output for each sensitive aite, as well as for the

strain gauges on tle metal posts. Then, One would drag the

sensor along the surface in question, and take force

measurements. The normal force N is simply the sum of the
forces on all the sites, and the frictional force F is

derived from the terizgontal forces given by the strain

gauges. By plugging these numbers inte the equation

Ps uN one can calculate u, the coefficient of friction.

This might be usable as a distinguishing characteristic

between surfaces.

It might also be useful to measure granularity. This

could be done simply by placing the sensor onto the surface
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and counting the number of sensitive sites which exhibit

significant pressure. Of course, the grains in the test

surfaces must be comparable in size to the resolution of the

Sensor.

Certainly the dynamic texture analysis tests should be

repeated and extended. Once that data has been hashed out,

it should bé possible to identify surfaces based on pressure

response to friction.

Finally, there are two aspects of tactile sensing which

we have not experimented with because they are better suited

to the finger than the pad sensor. First, the finger should

be capable of poking a surface and comparing predicted

pressure with actual pressure in order to measure of surface

resilience. Second, there is the whole queastion of tracing

eros s sections and producing, essentially, « 3-D deseription

of the contour of an object.

Thus we have “ghape based on both static images and
eontour descriptions, granularity, coefficient of friction,

and surface resilience and texture. These features, when

they are better understood, should be incorporated as

distinguishing characteristics into the Experimental Sensory

Processor.
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TABLE 1 =-- Measurement of Small AnglesBRS RR ES RSREAARE REA AR RRSSAAASA RS ARR

Table Horiz. Avg.
Slant Data Difference DLff. Ratio*

o* 45 64 80 19 «616 12.625

42 48 64 6 16
48 60 75 12 is
34 56 51 22 =5

i* iS 64 166 &$ 36 78 1.09

28 86 192 §2 112

16 #75 195 53 120

17) 0685 «6153 6& 68

1,25" 48 166 112 114 1.23

48 192 344
60 186 L206

56 136 80

1.5" 48 160 112 142 1.53
48 240 192

60 225 165

TL L7G 99

* Ratio is calculated as the vertical average divided by the
vertical average at 1" slant, multiplied by one minus the
ratio of the 1" slant to the OO” slant. The closer this
value is to the table slant, the better the results. As
the reader can see, the results are exceedingly gocd.
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product usability, usability evaluation methods: personal carnmunicators

Simon (TM-BeilSouth Corp.) ia a commercially avaiable personal cormmumicator (PC),
combining feghures ofa PDA (personal digital assistant} with a Bd sume of conmnunications
features. This paper Jeseribes the involvement ofhuman factors engmoering in the
development of Sinan, and summarizes the various approaches to usability evaluation
employed cunng rs developries. Simon has reserved a cunsiderable amount ofpraise from
ibe industry and wom several indusery awards, with reccemtion both for ite inmoverty
engineering aad 8 usability.

INTRODUCTION

The Simon is a cellular telephones, designed with 2 36 « 115 nem touch seram (CCA resolution} renlaeme
the standard telephone key area. Research in the usability of cellular telephones (Tsoi, 1993) has shown
that many of the oreclems people have nang cellulas telephones are ths result of infleuble contro! labeling
and livuted feedback. Replaciay the standard key/dieplay area avth a touch screen allowed the Simeon
developers tc creste a szopler user interface for cellular telephone tasks. It also allowed the davelonment of
a suite ofapplications i addition to the cellular telephone, including an appoirement calender, an address
book, a toeds Ust, a world clock, a note pad, a sketch pad, sending and receiving electronic mall, sending
and receiving faxes, secaption ofpayes, file management, a caleulater, sceess to system settings, and
security,

My first contact with the Simon development group saraa as a request to answer an apparantly simple
question: How small can a touch scrcen buttes be, and till be usable? Fornmately, J had just completed a
literature review covering the results of human factors studies of touch soreans from 1980 to 1992 (Lewis,
1902}, sof wag able te conveyto Simon development that the anewer to this simale question was actually
sommenat complex and depended on the touch selection stratery (Sear? and Sclnetderman, 1986). From
this stast, [spat the naxt two years as a part ofthe Skrien taam, conducts studies and providing usauility
guidance, The spprouches to usadility engmeenng and assessment applied during Sunon develoament
illustrate the broad spectrum of modem usability methods, and the resulting prealuct demengimates dhe
eflectivencas of these modem methods. ‘The deseriynona appear in rough order ofoccurrence, bat the
actriies overlapped consideratly,
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APPROACHES TO USABILITY ENGINEERING AND ASSESSMENT IN THE
DEVELOPMENT OF SIRPORN

Focus Grougs

Adter preliminary dengn work, an independet agency comhnted several focus groups with different pres
of cellular telechene and computer users to help define the approprize gosis Tor the product.

Daily Gesive Meetings

Bafors writmy any significant amount ofcoda, the software team (ineluding a burnan iactors engineer and
graphic designer) worked out more specific datails about howto ackieve the desion goals. Theas meetings
lasted for severed hoars every morning over a pened of several months. Alter each meeting, the indivicual
estgners worked on their assignments, which typically involved detaded functional and task analyses,

Ouring the mesnngs, ihe designers preseed iheanalyses and the mat ofthe team proacent! semnerios TOY
testing the task flows, Detertunation of problems with task flows in these meetings fedto addsnonal
refinement of task analyses, swhich fed ic refinement of design concepts.

Literature Reviews

Literature reviews of human Saetors studies of teuch screens (Lewis, 1902) and cellar telephene usabitity
provided sacly, valuable guidances to Simon development. it is often temphug to skip ue tedium inherent i
2 Hterature review, but keep ue mund thet & would be foolish to spend three months in the laboratory ta
obtain nifsemation avedable with an investment of three hours in a Library.

Expert Evadeations of Competitwe Products
 

Using an sopraach simular to Nislsen's (1992) heuristic evaluations, 1 conducted several expert evaluations
of competitive products, both dafining the saquence of steps requnred to perform key tasks and making note
of peobable problem areas. These evaluations revealed opportunities for improved design in such diverse
areas as battery motallation and removal, display contrast adjustment, key definition as a function af mode,
segting calendar alarms, effective setting and removal of repeating mwectings, and clear procedures for
setting passwords and locking units.

Developmen of Test Seenariss

Considering the focus eroups, daily design meetzigs, and expert evaluations of competitive products, the
team developed an insist sex af 25 test scenarios. By the end of Kerative testing, there were 34 SOGHENOS.
As suggestad by Lewas, Henry, and fvluck (1900), some scenarios focused on taska vathin a single
application. while others evaluated work that craseed application boundaries. We used the scenarios for
both gatherng competstive performance and satizfacnoa benchmarks and for iterutive problem discovery
studies with development-level versions of Biren.

Campetitive Usability Benchmarking

One application of the test scenarios waa the determination ofcompetitive usability benchmarks for bow
user gerformance (scenario completion times and success rates) and satisfaction. We used the After-
Saenarip Quesuonnaire (ASO) to assess user satighierion following each sconand, and the Post-Study
System Usability Questionnaire (PSSU) te assese more global usability ssueikene: following the
completion of all sconariog (Lewis, 1995a}. Figust 1 shows the PESUQ beichmarks established during the
compentive usability benchmarking. We collected data from thive products regarded as the most likely
compettors of Simon. Analysis ofthe preblenw discovered during those evaiuations provided additional
opportunities for improved design in Simon.

reecenLSSTERONNNOEnnaRRRANAnen
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erative Usanslizy Studies

We condvetad thee dsirly expmaive protlers discovery studies at differant slages during Simon
davelonment (aarty 1292 preotyne, first design with reasomubly comonchensive Serotion, ancl the desics
mmgdiately preceding tha timal design), Qur okilosoplry for these studies wag that Ineazasement of
gumario gerfiurmacce and orafersnesvariables were iniportant, but that pioblera disaovery was rrore
important, As long 2: you have competitive benctmarks, scemmmic mearamrnunts give you an idea about
where you are relatrve to your competition, bat provide ne teal guidance about what to do when your
product tails to sugagore op. Analysis of usability problems, an the other hand, provides siradig guidances
for praduct redesign, We used the methods described as Lewis (1 094i) to determine appnypriate sample
sizes for these snuligs. As a cousecuenes ofdus process of teraive problem idectficstion and design
imgaevement, each terktion showed significant Guprovernerd In beth user performanceand sanefsction.
Figure | chews the PSSUO scale ratings fur die Smal Qeration (showing means and 97%contidence
imervaie}, wih the competitive PESUQ benctunarks for reference, (A lower PSSUQ soon is better than a
higher one.) as Figure i shows, Simeon significantly gseosdad as benchmarks for all PSSUQ scales,

JeonAsgesement

Most isems thar smpeat on Simon include o Gesertutive label. There ave four iccas, hoseaver, that appear on
every Simon scmsen, Rocause thege icons appear on svery scresn, we had a design gaalte prowide smadl
ionnig Tht ched oot veraice labels (oomserving valuable screen nace). We asessad these icons usmg a
batlery of icon assdanment methods mchubing a muteling and confidence task, icon production task, and a
semuancie differential GLewis, 198%; Lin, 1597}. The outoome ofthe study iedicated a grobieia will
reeogiition ofthe low representing avesss to the nea-phane office tocla, and lad to cooracesemtaton of the
fonetien with a Pecus of Bs sucess to a mobile office,

  

Ag often neglected ares afusability design and evaiuation is that of bowreaoe. Even modem, othereise
usable, systems odhen comtain cormelicated terme far which these are much more common names, On-boe
messages and other dacumeniation comiain numerous seateuess in the passive votea that a would be easy to
recast in achive voice, Thesecomsiderations sught seem trivial, except that peycholinguistin researchhas
shown that (15 frequency of socurrmcs of a word in s language significantly affects tins speed ofheman
lexical access (Porstar, 1990} aud (2) iis barder to extract mieaning row) 4 passive sentence relative te RS
active coumterpart (Bailey, 1999), To promote clanty and comeastency im tenrmineingy, | provicied the
Sistem devoloners with « set of language suuiatines, and Rerenyvely reviewed moyseues and documentation
against the guidelines, Our source book for deteuxiniag the beat word to use when congidermy severe)
synoriyms was ‘TheLivingWord Vocabulary (Dale and GQ Rourke, 19817). 1 alee selected random:text
samples fer competitors’ documents and daveleged competitive readability benchinarhs for text
cloudiness {a measure Oaged oa the mumber of specifically identified abstract words anc passivieed verbs in
a passage divided by the number ofwerdy in the passage), Ag the end of Simon development,
measurements taken from a random samele oftexts from Simon's desumwetation showed that the Sunon
texts bad a significantly lower Gower is better) text cloudiness than any offs commetstors. Furthermora,
using dete collectx] dernig cormpetitive usabiliey berchmarking audi Herative usability srudies, Simon had a
siguxficantly better PSSUO laformnation Quality rang (Lewis, lob) then any of Re compentors,

Statistics) Modeling

Secanse Simon bad a relatively email display area, & was necessary ky pravide soine shnyle statistical
modeling for the size ofcalendar entries (Lewis, 1903} anc sarna lengths (Lewis, 1993b) to provide
suitinnes to the calendar and address book devsiopers. The caleudar entry research indicated that: (1)
munegers use conmater cakuudars sore than uanumagers, (2) managers have more eciries per day than

 

1140



1141

8

a8

ty

op

=Sy

G2

 

75

calendar-susmg nonmumagers; and (3) for user-generated entries, the 5th pereentile tor the number of
charagters in an entry was 253. ‘The ame length research shower that the mean name length in the United
Stites was about 14 characters, and that a touch-screen button that could show 20 characters would show
a Derson's commlete name 99.2% of thetimefin the United States).

Devgiened Experiments

On occasica, it was necessary to conduct designed experiments 10 answer questions that areas during
deveogiaer, One such sxperiment (Lewis, 10945) explored different serean designs for setting cites ancl
tines. Ahhough such cerns seem straightiorwerd, usera have oguflicting direction cleveotypes that
AbROar tO Hrechide the uss of arrows alone for sete times acxl dates. Two other experiments (Lewis,
Adlard, and Hudson, 1994, Lavig, 19994) evaluated differen asncets of Simon's predictive keyboard. A
pretietiye keyboard is an on-screen keyboard that couzains fewer butions than a standard keyboard, and
uses ingutsts probabilities to predict which leters a user will mom likely want to type nest. These most~
likely letors appoar in the keyboard’s tuttods. Lears, Allerd, and Hudson (1994) studied the effets of
difforeit word populatons, number of disglayad letters, and number oftrigragh tables on the lkellhood that
the desived next letrer would appear on the prodictive keyboard. Lewis (19952) eruciad input rates and user
preterance for the these Siren data input metheds (tapping on a small on-screen standard keyboard,
lappmegon the prichive keySoard, and handwriting on the sketch par}. The results showed thar the most
ctfenive and preferred input mathed waa tapping ou the standard keyboard, in condasting these
Experiments, ie experumenial dasigua described mm Lewis (1993c} were quite useful,
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INDUSTRY BECOGNTTION

One indications of the success of Simen’s design is that t won the Best of Show award at Comdex ‘99, won
an Award of Distnetion in the 1004 BYTE awards (AYTE, January 1909), and was a Grand Award
waner in the Tth Amnual Beat ofWhat's New awards (Popular Science, December, 1994). The ihlewing
quotarions from: rewiewe of Sirnen in tradejoumals aleo reflect the success of the usability effort,

“it jooks ane feala liks 8 protiuet you already know heaw to usa, rather than a new religion you snust
uninerse ponersalf i." (O'Malley, 1994}

“YT hope that Semen is the firs? in a long series ofpersonal communications tals, but ever as a first
generation product, Somen is a joy to use.” (Nelson, 1905)

—neLRRDNAenernee cee seeincnneniene wece eee e nee “= penne
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“Simon is net the first personal communicator product [ve darsoed, but it is by far the most
commrshensi ys, well-denensd, and easiest to use.” (Carter-Lome, 1904)

DISCLSSION

This paper has described the broad rangeof usability evaluation methods applied to the development of
Simon, The mdustry recognition for Simon stands as evidence for the success of the application of modern
usability evaluation metheds in this case. The breadth of methods also suggests that professional usability
praciitioners need to be fuent with a wide array of usability techniques because different development
situations demand the application of differen: usability methods. Some ofthese methods coms from
traditional experimental psychology (statistical modeling, designed expenments, iiteramre reviews), and
others ara more recent techniques (heuristic evaluations, competitive usability benchmarking, scenario-
based usabibty problem discovery studies). Ali ofthese tecamiques have potential application m product
development, and deserve a olace in the toolbox of the professional usability practitioner.
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Soft Machines:

A Philosephy of User-Computer Interface Design

Licyd H. Nakatani
Bell Laboratories, Murray Hilti, New fersey 07974

Joho A. Rohrhch

Bell Labaratories, Whippany, New fersey 87981

ABSTRACT

Machin and computer systems differ in many
characteristics that have important consequences for the
user. Machines are special-purpose, have forms suggestive
of their functions, are operated with controls in obvious
one-to-one correspondence with their actions, and the
consequences of the actions on visible objects are
immediately and readily apparent. By contrast, computer
systems are general-purpose, have inscrutable form, are
operated symbolically vie a keyhoard with no obviaus
correspondence between keys and actions, and typically
operate on invisible objects with consequences that are not
immediately or readily apparent. The characteristics
possessed by machines, but typically abseat in computer
systems, aid learning, use and transfer among machines.
But "hard," physical machines have limitations: they are
faflexible, and their complexity can overwhelm us. We
have built in eur laboratory “soft machine” interfaces for
computer systems to capitalize on the good characteristics
af machines and overcome their lmitations. A soft
machine is implemented using the synergistic combination
of real-time computer graphics to display “soft controls,”
and a touch screen to make soft controls operable like
conventional hard controls.

¥ 

 

INTRODUCTION

The juxtaposition of the terms "soft" and "machine"
connotes the essence of a philosophy for the design of user-
computer interfaces to interactive computer systems.
“Machine” connotes an interface which is machine-like in

appearance and operation. Such interfaces, we belicve, can
make computer systems as obvious, casy and efficient to use
as well-designed conventional machines. "Soft" connotes a
machine realized through computer generated images of
controls on a high resolulion color display with a touch-
sensitive screen for aciuating the controls. This software
realization gives us the flexibility and power to overcome
the limitations of conventional machines.

Permission to copy without fee all or part of this material is granted
provided that the copies are not made or distributed for direct
commercial advantage, the ACM copyright notice and the title of the
publication and its date appear, and notice is given that copying is by
permission of the Association for Computing Machinery. To copy
otherwise, ar to republish, requires a fee and/or specific permission.

1983 ACM 0-89791-121-0/83/012/0019 $60.75
a&
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From cur experience in building protatypes of soft
machines in our laboratory, we have become aware of
principles underlying the design and use of machines. We
hope here to make some of these principles explicit, and to
indicate how soft machines based on these principles can
lead tc better user-computer interfaces. We conclude with
thoughts on bow a collection of soft machines might be
organized.

MACHINES AND COMPUTERS

We are struck by how casy most conventional machines—
stoves, lape recorders and calculators—are to use, and how
troublesome computer systems are to use by comparison.
Machines and computers seem to contrast most sharply on
ihe following aspects of their use!

® Learning ~ We can learn how to use many
machines by “playing around" and seeing what
happens; learning is usually casual and easy. By
contrast, we learn computer systeme by reading
instruction manuals and seeking help; learning is
deliberate and often effortful. The recent flowering
of human factors is reflective of this fact.

Transfer — Waving mastered a machine, say a
copier, we can usually switch to another copier in a
matter of minutes. Transfer between machines is

generally so easy that we take it for granted and are
surprised when it is hard. Having mastered
computer system, say a text editor, we And it
relatively hard to learn another text editor. Transfer
between computer systems can be so troublesome
that ads for word processing personnel specify
brands of equipment.

a

Efficiency - Machines have specialized controls
optimized for efficient operation, miultixpurpose
computers have unspecialized keyboards. We are

What follows are broad generalizations. Exceptions and
counterexamples can be found, but we feel that the generalizations
capture important differences benween machines and computer
systems which heip explain why specialized computer systems arc
usually more machine-like in design and operation than general-
purpose computer systems, and why microprocessor-based consumer
products retain their machine-like character.
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seeing, however, thal as compuier systerns become
more specialized, they acquire specialized, machine-
like controls optimized for the functions they
perform, For example, dedicated word processors
have special function keys, and home computers
used for games have joysticks or trackbails that are
superior for pointing “lard, English & Burr, 1978;
Albert, 19823. And, we observe that dumb
machines that acquire microprocessor brains
continue io be operated hike machines rather than
computers. These trends suggest that typical aser
interfaces to compuier sysiems represent a step
backward in interface design compared to the
control panel of machines,

aet

For ease of learning, transfer of knowledge and efficiency af
operation well-designed hard machines seem better than
computers. True, any single machine is not asked to do the
wide variety of tasks that we perform with computers, but
the superior usability of machines for their intendedtask is
attribuiabic to some intrinsic characteristics of machines

that can expicited even for conyputers intended for multiple
functions. What are these intrinsic characteristics?

HARD MACHINES AND HARD CONTROLS

By “hard” machines and controls, we mean conventional
machines such as stoves, radios and coplers operated with
knobs, switches, keys, pushbuttons and other familiar
controls. Hard machines have many characteristics that
make for ease of learning, efficiency of operation and ease
of transfer, but they are ultimately limited by their
“hardness.”

Modularity

The modularity of hard machines, most typically
mechanical machines, is a natural consequence of design
constrained by size, complexity and cost. Modularity is
obvious in the kitchen where different machines perform
different functions: a stove for cooking, a mixer for mixing,
and so on. Modularity keeps complexity within
manageable limits, and also provides a "big picture” for
organizing the bits of knowledge in Jearning and using a
machine.

Form Follows Function

In machine design, form follows function; in its use, insight
follows form. Form encompasses the overall shape of the
machine, the control panel, and the individual controls with
their labels and markings. Seratiny of the form leads to
conjectures about what the machine does and how it is
operated. The conjectures are tested by operating the
controls and observing what happens. By “playing around,”
we discover the what and how of the machine.

a,

One-to-One Mapping of Controls and Operations

The success of “playing around" depends critically on the
mapping between the controls on a machine’s panel and
operations or actions that the machine performs. Ideally,
the mapping is one-to-one; that is, corresponding to each
machine operation is a contro! which causes the operation
to happen. Then if a machine has N controls, we know
that the machine is capable of N and only N operations.

20
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This Hmits the possible conjectures to a reasonable number,
and testing each conjecture is a trivial matter of actuating
a control and observing what happens. Contrast this with
the case where two controls have to be actuated in sequence
to get each machine operation io happen. Now there are
NXN possible things the machine could do, and NxN
possitle control sequences. We are unlikely to discover
such a machine by playing around because the possibilities
are too numerous and testing too tedious. Tape recorders
turn this fact into 4 safety feature by requiring two controls
to be actuated in sequence to make a recording. The
improbability of discovering the proper sequence makes
accidental erasure unlikely by 4 naive aser.

Manual Operation

Machines are operated manually rather than symbolically.
Manual operatians conform to a universal language based
on physical laws that govern the interactions between
physical objects. Knowledge of thie language enables us to
cope with novel situations and tasks, usually without
instruction or training. For example, if we want to toast
bread, from the nature of the bread, toaster and the
toasting process, it should he discoverableif not
immediately, then eventually after some trial-and-error—a
procedure that will accomplish the task. By contrast,
symbolic operatians require langnages which by definition
are human inventions. The existence of English and
Chinese, FORTRAN and Pascal, and different command
languages makes clear that there is no universal language
for symbolic operations, The multitude of languages and
their arbitrariness is bound to render us illiterate and

helpless when faced with a computer that sncaks a
language we do not know. Suppose, for example, that the
toaster was operated by an unknown command language.
We are unlikely to discover by trial-and-error how to
operate such a toaster,

Inumnediate Feedback

It goes almost without saying that being able to observe
immediately the consequences of our actions is important
for evahuating whether our conjectures were correct or not,
and for stimulating further conjectures.

The Language of Controls

Over centuries of machine design, a subtle language of
controls (Chapanis, 1972) has evolved that we learn from
our experience with machines. Designers of machines can
use this language to tell us what the machine does and how
io use it, OF course, the existence of this language does not
guarantee good design, but we believe that a design which
does not speak this language is likely to be bad. Same of
the important messages in this language follow:

® Presence — The presence and absence of controls
tell us what the machine cam and cannot do. For

example, ihe presence of cantrels  [abeled
"LIGHTER® and "DARKER" on a copier tell us
tbat we can. make copies lighter or darker than the
original. ‘

Labeis ~— Good labels, whether text or symbols, tell
us what the controls do and thereby what the
machine as a whole can do.
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fype ~— The type of control suggests the nature of
the thing controlled. For example, a toggle switch
controls something with only two states, and a knob
controls something that varies continuously.

Clustering — Distinct clusters of controls often
correspond to the distinet subfunctions of a machine.
A copier may have, for example, a cluster of
controls to specify the number of copies, and another
to start and stop copying.

Arrangement — The proper arrangement of
controls can make labels superflucus. In a car, for
example, a rectangular arrangement of power
window switches om the center console makes

obvicus without labels the correspondence between
switches and windows.

Movement — Controls operate according to well-
established conventions. For example, we flip a light
switch up to turn the lights on, and turn the volume
knob clockwise to make the music louder.

Status ~ Phe settings of the contrals can tell us
what the machine is doing and what state it is in.
Gn a toaster, for example, the position of the lever
tells us that bread is toasting.

Graphics — Graphic cues such as a frame around a
group of controls or lines connecting controls can
indicate the relationship between controls. On a
contrat panel for a model train layout, for example,
a line connects switches controlling points on a
common section of track.

Limitations of Hard Controts

Yhe physical and mechanical properties of bard controls
make them nice to use. They can be felt and operated
without locking, their distinctive movements provide
kinesthetic feedback, and their sounds confirm their
actuation, Unfortunately, the “hardness” of hard contrals is
also the sources of many limitations,

® Inflexibility ~ The inflexibility of hard controls is
the root of other limitations. Hard controls can’t

appear or disappear, move around, or change their
appearance. inflexible hard controls make for
infloxible machines. We are now mm an awkward

situation where the functionality of machines is
easily changed by software, but the inflexibility of
hard controls severely limits the changes that can be
accommodated without changing the hardware or
compromising the operability of the machine. For
example, if a keyboard does not provide special
cursor positioning keys, we have io make do with
controls intended for other uses; mosi likely, cursor
positioning will be more awkward as a consequence.

Management of complexity ~— Some machines are
already too complex for many people, and the use of
microprocessors which allow the easy addition of
“bells and whistles” will lead to more complexity.
The complex electronic calculator compared to the
simple mechanical adding machine is an example of
this trend. With hard controls tt is dificult te keep
the complexity from overwhelming us because the

et
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progressive disclosure of controls is difficult to
achieve. Some machines, television sets for example,
hide infrequently ased controls behind panels to
simplify uheir appearance and use. The problem of
teo many controls is aggravated by the compactness
made possible by microelectronics, There may be no
room on compact machines for controls which are
large enough and spaced widely enough to be easily
operable. Digital watches indicate the prablem.
The inflexibility of bard controls limit the
complexity that can be easily managed with
machines to far below their potential promised by
microciectronies.

SOFT MACHINES AND SOFT CONTROLS

Definition and Antecedents

A soft machine can have practically all the advantages of
hard machines without the disadvantages that accrue from
hardware implementations. A soft machine is implemented
by software which simulates hard machines in two
important respects. Pirst, a soft machine is made to look
like a hard machine by graphics software that generates
images of controls such as keys, pushbutton switches, and
slide potentiometers on the screen of a color video display.
The screen serves as a tabula rasa upon which computer
systems are visually represented as soft machines through
images of their control panels. Second, a soft machine is
made to operate like a hard machine by covering the
display screen with a touch-sensitive position sensor, or
touch screen for short, The touch sereen enables us to

touch and operate the controls in the display as if they were
physical controls. And we are not limited to pointing. We
can, for example, drag our finger to activate “slide“
switches, and forthcoming foree-discriminating touch
screens will make possible soft controls regulated by
pressure. This mode of direct operation of controls by
touch rather than through some intermediary pointing
device such as a Hght pen or mouse gives soft machine
users a sense af immediacy they would otherwise not have.

The basic ideas underlying soft machines were first
articulated by Ken Knowlton (977) who explored howthe
inflexibility of hard controls could be overcome partially by
optically superimposing computer-generated labels on hard
keys. Keys were made to disappear visually and logically
by climinating labels and voiding their operations.
Computer graphics and color were used to indicate the
clusters of related keys and their proper sequencing.

 

The first commercial realization of a soft machine to our

knowledge is the KEROX 5700 Electronic Printing System
(Schuyies, 1986). AH the controls for the 5700 appear op
a black-and-white video display with a touch screen for
operating the controls.

More recently, Schmandt (1981) described a soft machine
for editing speech recordings. Like us, Schmandt used
color graphics and a touch screen to implement his soft
machine. Mirrer (1982) developed in our laboratory a
similar but more elaborate soft machine for making hybrid
speech documents consisting of a speech recording and
associated text outline. We have also developed soft
machines for displaying colored speech spectrograms, and
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for spreadsheet analysis.

 

A Calculated Example

An example should make clearer how a soft machine
retains the attributes of hard machines that lead to ease in

learning and transfer while taking advantage of the power
and flexibility of computers to manage complexity.

Our example will be a calculator. The forerunner of the
calculator is the adding machine, a hard machine with one
purpose and a form suggestive of that purpose. A simple
adding machine has few keys, and a complex one has many
more. There is a one-to-one correspondence between keys
and functions. The close resemblance of an electronic

calculator to the adding machine enables us to use a
calculator for simple calculations with a bit of exploration
and without reading a manual.

In design, today’s complex, multifunction calculator is no
more than a shrunken adding machine with extra
capabilities, It offers some aids to help us manage
complexity, but its appearance, except for more tabels,
reveals littl about ns added capabilites. [ts operation is
obscured by keys with multiple labels and mode-dependent
actions that require many-to-one mapping of controls onic
functions, and byinvisible stacks and memory registers that
hide their contents.

A calculator implemented as a soft machine makes obvious
much more of its functionality and current state while
maintaining a simple appearance. The “soft calculator"
appears on the screen as a simple four function calculator
augmented with keys to access the more complex functions,
memory registers and on-line instructions. The placement
of the extra keys off to one side and their labels bint at
their purpose. Touching one of these keys labeled
“STATISTICAL FUNCTIONS?’causes it to light up and
another group of keys to appear. These new keys enable us
to do statistical calculations easily. Touching the
“STATISTICAL FUNCTIONS” key again causes it to go
dim and the evoked keys to disappear. We can achieve the
ideal of a one-to-one mapping between keys and functions
regardless af the number of functions the calculator may
have because there is ample room on the screen, and keys
can disappear when no longer needed. Additional displays
are created on demand to store and show intermediate
results and useful constants. Such numbers are entered

into further calculations simply by iouching the
corresponding displays. Youching a key labeled
"MEMORY" evokes keys to store, recall and accumulate
numbers in memory registers with corresponding displays
showing their contents.

The calculator is troublesome to represent as a computer
system using other interface designs. A calculator operated
with a command language could not be learned without
consulting a manual. A menu interface would be extremely
tedious. Rapid entry of numbers would be difficult by
seleching soft keys with a mouse in see-and-point interfaces
like those of the KERGX Star (Smith, Irby, Kimball &
Verplank, 1982) and Apple Lisa! (Ehardt, 1983)
professional workstations. Of course, such interfaces will

22

1147

December 1983

be ideal in other situations and applications. We hope that
this calculator example shows clearly and convincingly that
a soft machine interface is qualitatively different from
command languages, menus and see-and-point interfaces,
and that there are circurnsiances where a soft machine

offers obvious advantages.

 

Operability with Plextbhitity

A soft machine, properly designed, preserves the essential
properties of hard machines that make them easy to use:
the global properties modularity, revealing form, a one-
io-one mapping between controls and operations, etc.—and
the local propertiespresence, labels, type, etc.—that are
the Janguage of controls.

A soft machine, furthermore, is flexible. Graphics software
enables seft controls to appear and disappear on demand,te
move about the screen, and to change appearance so that
the form of the machine acquires a dynamic character
indicative of the ever changing state of the soft machine.
This flexibility gives the designer of soft machines the
power to manage the complexity of computer systems to
keep us from being overwhelmed. A cornplex soft machine
can be composed of many simpler soft machines, each
serving one of the subfunctions of the whole machine.
Then to accomplish the overall function, we need deal with
only one simple machine at a time. This strategy for
managing complexity is essentially identical to the notion of
progressive disclosure that characterizes the KEROX? Star
interface (Smith et al., 1982). This layered approach also
overcomes the problem of overcrowding of controls on
compiex hard machines. Since only those controls relevant
to a subfunction seed be present at any given time, the
limited space on the display screen can be shared among
many controls. Henee the space available for controls on a
soft machine is practically limitless.

Primitive Operations: Sow’s Ears and SHk Purses

A welldesigned machine, hard or soft, is comprised of
primitive operations which are comprehensible and
complete. By comprehensible, we mean that the nature of
the operations themselves and how they should be combined
and sequenced to accomplish some larger task are easily
understood, learned and remembered. By camplete, we
mean that the operations are sufficient to do all the tasks
we demand of the machine. Soft machines represent a way
io organize, present and actuate the primitive operations,
but leave unanswered an important question in machine
design: How do we determine a goad set of primitive
operations, and rules for combining and sequencing the
operations? A sow's ear of a design will not yield a silk
purse of a machinc—hard or soft. Soft machines are no
panacea for bad design, but they do give the designer the
flexibility and power to make a good design even better.

registered trademark, and Lisa a trademark, of Appie
 a

Apple is
Camputer.
XEROXis a registered trademark of the Xerox Corporation,2.
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ORGANIZING A COLLECTION OF SOFT MACHINES

Work on any substantial project will entail working with a
collection of soft machines. We want the collection

organized so that we have easy access to all the machines
needed for the project with no unneeded machines
cluttering our work environment. We propose that or
work enviroament be organized into parallel three-level
structures of tools ( soft machine is an instance of a tool
and data (e.g., documenis, spreadsheets and databases.}

For tools, the three levels are tool bin, workshop and
workbench, The too! bin is the entire collection of tocls

available on a particular computer. The workshop is a
work environment specialized for a particular type of work
or task such as document preparation or programming, and
containing all and only those tools needed to accomplish the
task. The tools in the workshop are simply copies ta thase
found in the toal bin. The workbench is analogous to a
work surface or counter in the workshap where the actual
work is done. On the workbench are tools needed just for
the current task. These tools are temporary copies which
are “put away” when the work is done. These three levels
correspond naturally to a houseware store, kitchen, and
kitchen counter.

For data, the three levels are file, folder and paper as in the
Star and Lisa systems. As in our traditional office
environment, files contain relatively inactive data, folders
contain data for an active project, and papers represent the
aspect of the project that is being actively worked on. Files
reside in some independent space, but folders reside in
workshops, and papers on workbenches, The analogy to the
traditional office environment is clear.

Our houses have evolved special work environments such as
the kitchen, bathroom and woodshop to make activities
more efficient and to climinate unwanted interference

between activities. We believe that computers should be
organized for similar reasons into specialized work
environments with both the tools and data needed for

particular tasks conveniently and simultaneously on hand.
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Abstract

Gesture-based interfaces, in which the user specifies commands bysimple freehand drawings,
offer an alternative to traditional keyboard, menu, and direct manipulation interfaces. The ability
to specify objects, an operation, and additional parameters with a single intuitive gesturc makes
gesture-based systems appealing to both novice and experienced users.

Unfortunately, the ditiiculty in building gesture-based systems bas prevented such systems from
being adequately explored. This dissertation presents work that atterapts to alleviate two of the
major difficulties: the construction of gesture classifiers and the integration of gestures mito direct-

tmanipulation interfaces. Three example gesture-based applications were built to demonstrate this
wark,

Gesture-based systems require classifiers to distinguish between the possible gestures a user
tay cntcr. En the past, classtficrs have often becn hand-coded for cach new application, making

themdifficult to build, change, and maintain. This dissertation applies elernentary statistical pattern
recognition techniquesto produce gesture classifiers that are trained by example, greatly simplifying

their creation and maintenance. Both single-path gestures (drawn with a mouse or stylus) and
miuluple-path gestures (consisting of the simnultancous paths of multiple fmigers) may be classilied.

On a 1 MIPS workstation, a 34)-class singie-path recognizer takes 175 milliseconds to train (once
the examples have been entered), and classification takes 9 rnilliseconds, typically achieving 97%
accuracy. A method for classifying a gesture as sconas it is unambiguousis also presented.

This dissertation also describes GRANDMA,a toolkit for building gesture-based applications
based on Smalltalk’s Model/View/Controller paradigm. Using GRANDMA, one associates sets of

gesture classes with individual views or entire view classes. A gesture class can be specified at
runtime by entering a fewexamples of the class, typically 15. ‘The semantics of a gestare class can be

specified at runtime via a simple programming interiace. Besides allowing for casy experimentation
with gesture-basedinterfaces, GRANDMAsports a novel input architecture, capable of supporting
roultiple input devices and multi-threaded dialogues. The notion of virtual tools and semantic
fecdback arc shown ta arisc naturally from GRANDMA’s approach.
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Chapter 1

Introduction

People naturally use hand motions to commmmicate with other people. This dissertation explores the

use of human gestures to communicate with computes.
Random House [122] defines “gesture” as “the movement of the body, head, arms, hands, or

face that is expressive of an idea, opmion, emotion, etc.” This is a rather general defimtion, which
characterizes well what is generally thought of as gesture. Ht might eventually be possible through

computer vision for machines tu interpret gestures, as defined above, in real time. Currently such
an approachis well beyond the state of the art in computer science.

Because of this, the term “gesture” usually has 4 restricted connotation when usedin the context

of human-computer interaction. There, gesture refers to hand markings, entered with a stylus or
mouse, which function to indicate scope and commands [109]. Buxton [14 gives a fine example,

reproduced here as figure 1.1. In this dissertation, such gestures are referred to as single-path
gestures.

Recently, urput devices able to track the paths of multiple fingers have corne into use. The

Sensor Frame [84] and the DataGiove[32, 130] are two examples. The hurnan-computer interaction
ecoromunity has naturally extended the use of the term “gesture” fo refer to hand motions used fo

indicate commands and scope, entered via such nvultiple finger taput devices. These are referred to
here as multi-path gestures,

Rather than defining gesture more precisely at this point, the following section describes an

is@ally, WSwant2one-io-one mapping betwee

\goncepts and gestures}User interfaces should ba
designed with a clear objEee tha mentalmode! we ara trying to secu. Phrasiig can
reinforce the chunks or structura of the modal.

Figure 1.1: Proofreader’s Gesture (from Buxton [15}}
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2 CHAPTER 1 INTRODUCTION

 
(co) 

Figure 1.2: GDP, a gesture-based drawing program

example application with a gestural interface. A more technical definition of gesture will be

presented in section 1.6.

li An Example Gesture-based Application

GRANDMAis a toolkit used to create gcsturc-based systems. It was built by the author and is

described in detail in the pages that follow. GRANDMAwas used to create GDP, a gestare-based
drawing editor loosely based on DP [42]. GDP provides for the creation and manipulationof lines,

rectangles, ellipses. and text. in this section, GDPis used as an example gesture-based system.
GDP’s operation is presented first, followed by a description of how GRANDMAwasused to create

GDP’s gestural interface.

1.4.1 GDP from the user’s perspective

GDP’s operation from a user’s point of view will now be deseribed. (GDP’s design and implemen-

tation is presented in detail in Section 6.1.) The intent is to give the reader a concrete example of
a gesture-based system before embarking on a general discussion of such systems. Purthermore,

the description of GDP serves ta dhustrates many ofGRANDMA’s capabilities. A newinteraction
technique, which combines gesture and direct manipulation in a single mteraction,ts alse introdeced

in the description.
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Li ANEXAMPLE GESTURE-BASED APPLICATION lao

Figure 1.2 shows some snapshots of GDP in action. Whenfirst started, GDP presents the user
with a blank window. Panel (a) shows the rectangle gesture being entered. ‘This gesture is drawn
like an “L.”! The user begins the gesture by positioning the mouse cursor and pressing a niouse
button. The user then draws the gesture by moving the mouse.

The gesture is shown on the screen as is being entered. This techmique is called inking [109],
and provides valeable feedback to the user. In the figure, inking is shown with dotted lines so that

the gesture may be distinguished fromthe objects in the drawing. fn GDP, the inking is done with
solid Imes, and disappears as soon as the gesture has been recognized.

The end of the rectangle gesture is indicated in one of two ways. If the user simply releases
the mouse button immediately after drawing “L” a rectangle is created, one corner of whichis at
the start of the gesture (where the button was first pressed}, with the opposite comerat the end of

the gesture Qwhere the button was released). Anuther way to end the gesture is to stop moving the
mouse for a given amount of time (0.2 seconds works well}, while still pressing the mouse betton.
Yn this case, a rectangle is created with one comerat the start of the gesture, and the opposite comer
at the currcnt mouse location. As long as the button is held, that comer is dragecd by the mouse,

enabling the size and shape of the rectangle to be determined interactively.

Panel (5) of figure 1.2 shows the rectangle that has been created and the ellipse gesture. This
gesture creates an ellipse with its center at the start of the gesture. A point on the ellipse tracks the
mouse after the gesture has been rccogmzcd; this gives the user interactive control over the size and
eccentricity of the ellipse.

Panel (c) showsthe createdellipse, and a line gesture. Similar to the rectangle and the ellipse, the
start of the gesture determines one endpoint of the newlycreated line, and the mouse position after
the gesture has been recognized determines the other endpoint, allowing the line to be ruabberbanded.

Panel (4) showsall three shapes being encircled by a pack gesture. This gesture packs (groups)
all the objects which it encloses into a single composite object, which can then be manipulated as
aunt. Panel (ce) shows a copy gestare being made; the cornposite object is copied and the copy is
dragged bythe mouse.

Panel (£) shows the rotate-and-scale gesture. ‘Phe object is made to rotate around the starting
point ofthe gesture; a point on the object is dragged by the mouse, allowing the userto interactively
determine the size and ortentation of the object.

Panel (9) shows the delete pesture, essentially an “X” drawn with asingle stroke. The object at
the gesture start is deleted, as shown in panel (h).

This brief deseription of GDPillustrates a numberof features af gesturc-bascd systems. Perhaps
the niost striking feature is that each gesture corresponds to a high-level operation. The class of the

gesture determines the operation; attributes of the gesture determine its scope (the operands) and
any additional parameters. Por example, the delete gesture specities the object to be deleted, the
pack gesture specifies the objects to be contbined, andthe line pesture specifies the endpoints of
the line. 

 "Te is ofien convenient to describe single-path gesiuves us if they were handwniiten letters. This is nol meant io imply& & y :

that gesture-based systems can only recognize alphabetic symbols, or eventhat they usually recognize alphabetic symbols.
The many ways in which gesture-hased systems are distinct from handwriting-recognition systems will he enumerated in7
section 1.8.
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Migare 1.3: GDP’s View class hierarchyand associated gestures

A period iadicates the firsé point of each gesture,

It is possible to contral more than positional pararncters with gestural attributes. For example,
one version of GOP uses the length Gin pixels) of the fine gesture to control the thickness of the new
line.

Note how gesturing and direct manipulation are combined in a new two-phase interaction
technique. The first phase, the collection of the gesture, ends when the aser stops moving the mouse
while holding the button. At that time, the gesture is recognized and a number of parameters to
the application command arc determined. After recognition, a manipulation phase is entered during

which the user can control additional parameters mteractively.

in addition toiis gestural interlace, GDP provides a more traditional click-and-drag interlace.

This is mainly used te compare the two styles of interface, andis further discussed in Section &.1.
The gestural interface is grafted on top of the chck-and-drag interface, as will be explained next.

Li2 Using GRANDMAto Design GDP’s Gestures

In the current work, the gesture designer creates a gestural interface to an application out of an
existing click-and-drag interface to the application. Both the click-and-drag interface and the

application are built using the object-oriented toolkit GRANDMA. ‘The gesture designer only
modifes the way input is handled, leaving the outpul mechanisms untouched,

A system built using GRANDMAutilizes the object-oricnicd programming paradigm to rep-
resent windows and the graphics objects displayed in windows. For example, figure 1.3a shaws
QGDP’s Viewclass hierarchy.” This hierarchy shows the relationship of the classes concerned with
output. The task of the gesture designeris to determine whichofthese classes are to have associated

gestures, and jor each such viewclass, to design a set of gestures that intuilively expresses the
allowable operations on the view. Figure 1.26 shows the sets of gestures associated with GDP’s
GraphicObjectView and GdpTopViewclasses. The GraphictibjectViewcollectively
 

   
For expositional purposes, the hierarchy shown is a simplified version of the actual hierarchy. Some of the details

that follow have also been simplified. Section 8.1 tells the truth in gory detail.

1171



1172

Li ANEXAMPLE GESTURE-BASED APPLICATION s

3} Normal

 

  
Figure i.4: Manipulating gesture han- . = . ~& P ee Figure 1.5: Adding examples of the
dlers at runtime /

delete gesture

reters to the lime, rectangle, and ellipse shapes, while GdpTopView represents the window in
which GDPrans.

GRANDMAis a Model/View/ControHer-like system [70]. In GRANDMA,an input event
handler (a “controller” in MVCterms) may be associated with 2 viewclass, and thus shared between

all instances oftie class (including instances of subclasses). This adds Dexibility while eliminaung
a raajor overhead of Smalltalk MVC, where one or more controller objects are associated with each
view object that expects input.

The gesture designer adds gestures to GDP’s initial click-and-drag interface at runtime. The
first step is to create a new gesture handler and associate it the GraphicObjectView class,

easily done using GRANDMA. Figure 1.4 shows the gesture handler window alter a numberof
gestures have been created Gusing the “newclass” button), and figure 1.5 shows the window in which
examples ofthe delete gesture have been entered. Fifteen examples of each gesture class typically
soffice. Hf a pesture is to vary in size and/or orientation, the exanmples should reflect that.

Chcking on the “Semantics” button brings up a windowthat the designer uses to specify the

semantics of each gesture in the handler’s set. The windowis a structured ediling and browsing
interface to a simple Objective-C [28] interpreter, and the designer enters three expressions: recog,
evaluated when the gesture is frst recognized; manip, evaluated on subsequent mouse points: and
done, evaluated when the mouse button is released. In this case, the delete semantics siraply
change the mouse cursorto a delete cursor, providing feedback ta the user, and then delete the view
at whichthe gesture was aimed. The expressions entered are? 

re to the obiect referred to
sends the mousetool: message to the object
LeteCursor asan argument. See Section 6.3

sends ihe delete messz4‘Objective C syniax is used ihroughuut. [view d.
bythe variable view. [handler monsetool:DeleteCursor   

 

 
 

referred to by the variable handlerpassing the value of the variable 2
for more information on Objective C notation.
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recog = [ Seq : or uwisOo te D H

8
3G EC

 view delete

manip = nil;

done = nil;

‘The designer may now iramediatelytry out the delete gesture, as in figure 1.2¢.
The designer repeats the process to create a gesture handler for the set of gestures associated

with class GdpTopView, the view that refers to the window in which GDPruns. This handler

deals with the gestures that create graphic objects, the pack gesture Gwhich creates a set out ofthe enclosed graphic objecis), the dot westure (which repeais the last conimand), and the gestures
also handied by GraphicOb] ectView's gesture handler GQvhich when made at a GchoTopView

changethe cursor withouteperat ng directly on a graphicenTheattributes of the ure are directly available for use in the gesture semantics. For example,the semantics ofthe linevgesture are:
 recog = [Seq ;: fhandler mousetool :LineCursor]

:ifview createLine]

setEndooint:0 x:<startX> y:<startY>]1;

manip = [recog setEndpoint:1 x:ccurrentxX> y:«<currentY>];

done = nil;

The semantic expressions execute m a rich environment in which, for example, view is bound
to the viewat which the gcstare was directed (in this case a GdpTopView) and handler is bound

to the current gesture handler. Note that Seq executes its arguments sequentially, returning the
value of the last, in this case the newly created linc. This is bound to receag for later use in the

manip expression.

The exampic shows howthe gesture attributes, shownin angle brackets, are useful in the semantic
expressions. The attributes <startX> and <startY>, the coordinates of the first point in the

gesture, are used to determine one endpoint of the line, while <currentX> and <currentY>,
the mouse coordinates, determine the other endpoint.

Manyother gesture altribules are useful in semantics. The line seraantics could be augmented
to cantrol the thickness of the line from the maximum speed ortotal path length of the gesture.
The rectangle semantics could use the initial angle of the rectangle gesture to determine the
orientation of the rectangle. The attribuic <enclosed> is cspecially noteworthy: it contains a
List of views enclosed bythe gesture and is used, for example, by the pack gesture (figure 1.2d).
When convenient, the semantics can simulate input to the click-and-drag interface, rather than
commnimicating directly with application objects or their views, as shown above.

When the first point of a gesture is aver more than one gesture-handling view, the union
of the set of gesnires recognized by each handler is used, with priority given to the foremost
views. For cxample, any gesture made at a GDP GraphicObjectViewis necessarily made
over the GdpTopView. A delete gesture made at a graphic object would be handled by
the GraphicObjectView while a line gesture at the same place would be handled by the
GdpTopView. Set union also occurs when gestures ace (conceptually) uherited via the view
class hierarchy. For example, the gesture designer might create a new gesture handler for the
GobjSetView class containing an unpack gesture. The set of gestures recognized by
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Gobi SetViews would then consist of the unpack gesture as well as the five gestures handled by
GraphicObjectView.

1.2 Glossary

‘This section defines and clarifies some terms that will be used throughoutthe dissertation. [It may
safely be skipped andreferred back to as needed. Some of the terms (click, drag) have their common

usage in the human-computer interaction communtly, while olers (pick, move, drop) are given
technical definitions solely for use here.

class Tn this dissertation, “class” is used in two ways. “Gesture class” refers to a set of gestures all
of which are intendedto be weated the same, for example, the class af delete gestures. (In this
dissertation, the names of gesture classes will be shown in sans serif typeface.) The job of
& gesture recognizeris, given an example gesture, to determine its class (see also “gesture”.
“Class” is also used in the object-oriented sense, referring to the type (loosely speaking) of a

software object. It should be clear from context which of these meanings is intended.

click A chick consists of positioning the mouse cursor and then pressing and releasing a mouse
button, with no intervening mouse motion. Ta the Macintosh, a click is generally used tc
select an object an the sereen.

chick-and-drag A click-and-drag iteriace is a direct-manipulation interface m which objects on

the screen are operated upon using mouse clicks, drags, and sometimes double-clicks.

direct manipulation A direct-manipulation interface is one in which the user manipulates a graphic

representation of the underlying data by pointing at and/or moving them with an appropriate
device, such as a mouse wilh butions.

double-click A double-click is two clicks in rapid succession.

drag A drag consists of locating the mouse cursor and pressing the mouse button, moving the
mouse cursor while holding the mouse brtton, and then releasing the mouse button. Drag

interactions are usedin click-and-drag interfaces to, for example, mave objects around on the

drop The final part of a drag (or click) interaction in which the mouse buttonis released.

eager recognition A kind of gesture recognition in whichgestures are otten recognized withoutthe
end ofthe gesture having to be explicitly signaled. Kleally, an eager recognizer will recogmze
a gesture as soort as enough of it has been seen to determine its class unambiguausly.

gesture Essentially a frechand drawing used to indicate a command and all its parameters. De-

pending on context, the tern: maybe usedto refer to an example gesture or a class of gestures,
eg. “a delete gesture” means an example gesture belonging to the class of delete gestures.
Usually “gesture” refers to the part of the interaction up until the input is recognized as one

x
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of a number of possible gestare classes, but sometimes the entire interaction (which includes

a manipulation phase after recognition) ts referred to as a gesture.

mave The component of drag interaction during which the mouse is moved while a mouse button

is held down. [tis the presence of a movethat distinguishes a click froma drag.

multi-path A onilti-path gesture is one made withan input device that allows more than one position
to be indicated simuitancously (multiple painters). One may make multi-path gestures with a

Sensor frame, a multiple-tinger touch pad, or a DataGlove, to name a fewsuch devices,

off-line Considering an algorithmto be a sequence ofoperations, an off-line algorithm is one which
examines subsequent operations before producing output for the current operation.

on-line An on-line algorithm is one in which the output of an operation is produced before any
subsequent operations are read.

piek ‘Che initial part of a drag (or click) interaction consisung of positioning the mouse cursor at

the desired location and pressing a mouse button.

press refers to the pressing of a mouse button.

real-time A real-time algorithm is an on-line algorithm in which cach operation is proecssed in
time boundedby a constant.

release refers to the releasing of a mouse button.

segment A segment is an approximately linear portion of a stroke. Por example. the fetter “L”is

two segmients, one vertical and one horizontal.

single-path A single-path gesture is one drawn by an input device, such as a mrouse or stylus,

capable of specifving only a single point over time. A single-path gesture may consist of
roulliple strokes (ike the character “X”’).

single-stroke A single-stroke gesture is a single-path gesture that is one stroke. Thus drawing “L”
is a sitigle-stroke gesture, while “X’’ ts not. In this dissertation the only single-path gestures

considered are single-stroke gestures.

stroke A stroke is an unbroken curve made bya single movement of a pen, stylus, mouse, or other

instrument. Generally, strokes begin and end with explicit user actions (e.g. , pen down/pen
up, mouse button down/mouse button up).

1.3 Summary of Contributions

‘This dissertation makes contributions in four areas: new interaction techniques, newalgorithms for
gesture recognilion, a new wayol integrating gestures into user interfaces, and a newarchitecture

for input in Ghject-oriented tootkits.
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The first new interaction technique ts the two-phase combination of single-stroke gesture collec-

tion followed by direct manipulation, mentioned previously. In the GDP examplediscussed above,
ihe boundary between the two phases is an interval of motionlessness. Eager recognilion, the sec-
ond new interaction technique, eliminates this interval by recognizing the single-stroke gesture and
entering the manipulation phase as soon as enoughof the gesture has been seen to do so unambigu-
ously, making the entire interaction very smooth. A third new interaction techniqueis the two-phase

interaction applied to nrulti-path gestures: after a mnuilti-path gesture has been recognized, individ-
ual paths (ie. fingers. possibly inclading additional fingers not involved in making the recognized

gestere) maybe assigned to manipulate independent application parameters simultancously.

The second contribution is a new trainable, single-stroke recognition algorithmtailared for
recognizing gestures. The classification is based on meaningful features, which in addition to
being useful for recognition are also suitable for passing to application routines. The particular
set of features uscd has been shown to be suitable for many different gesture sets, and is casily

extensible. When restricted to features that can be updated incrementally in constant time per
input point, arbitrarily large gestures may be handled. The single-stroke recognition algorithm has

been extendedto do eager recognition (eager recognizers are automatically generated from example
gestures), ard also io multi-path gesiure recognition.

Third, a new paradigmfor creating gestural interfaces is also propounded. As seen in the
cxample, starting from a cHck-and-drag implementation of an intcrtace, geshires are associated
with classes of views (display objects), with the set of gestures recognized at a particular screen

location dynamically determined bythe set of overlapping views at the location, and by imheritance
up the class hierarchy of each such view. Theclassification and attributes of gestures map directly to

application operations and parameters. The creation, deletion, and manipulation of gesture handlers,
gesture classes, gesture examples, and gesture sernantics all occurat runtime, enabling quick and
easy experimentation with gestural interfaces.

Fourth,GRANDMA,as an object-oriented user interface toolkit, makes some contributions to
the area of input handling. Dvent handler objects are associated with particular views or entire view

classes. A single event handler may be shared between manydifferent objects, eliminating a major
overhead of MVCsystems. Multiple event handlers maybe associated with a single object, enabling
the object io support niultiple interaction techniques simultancously, including the use af multiple

inpat devices. Furthermore, a single mechanism handles both mouse tools (e.g. a delete cursorthat
deletes clicked-apon objects} and virtual tools (e.g. a delete icon that is dragged around and dropped
upon objects to deicte them). Additionally, GRANDMA provides support for semantic feedback,
and enables the rantime creation and manipulation of event handlers.

1.4 Motivation for Gestures

At this point, the rcader should have a good idea of the scope of the work to be presented in this

dissertation. Stepping back, this section begins a general discussion of gestures by exanuning the
motivation for using and studying gesture-based interfaces. Much of the discussion is based on that
of Buxton [14].

Computers get faster, bitmapped displays produce everincreasing information rates, speech and
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Figure 1.6: Macintosh Finder, MacDraw, and MacWrite (fram Apple [2)

music can be generated in real-time, yet input just seems to plod along with little or no improvement.
This is regrettable because, in Paul McAvirmey’s words [$4], niost of the useful information in the

world resides in humans, not computers. Most people who interact with computers spend most
of their time entering information [2 Due to this input bottleneck, the total time ta do many
tasks would hardly inyprove even if computers became infinitely fast. Thus, improvements m input
technologyare a majorfactor in improving the productivity of compaterusers in general.

  he4

OF course, progress has been made. Input has progressed from batch data entry, to miteractive

line editors, to wo-dimensional screen editors, to mouse-based systems with bilmapped displays,
Pointing with a mouse has proved a useful interaction technique in many applications. “Click
and drag” interfaces, where the user directly manipulates graphic chjects on the screen with a
mouse, are offen very intuitive to use. Because of this, direct manipulation interfaces have become

commonplace, despite being rather difficult to build.

Consider the Macintosh [2], generally regarded as having a good direct-manipulation interface.
As shown in figure 1.6, the screen has onit a nurmber of graphic objects, including file icons, folder

icons, sliders, buttuns, and pall-down mene names. Each one is generally a rectangular region,
which may be clicked, sometimes double-clicked, and sometimes dragged. The Macintosh Finder,
which may be used to access all Macintosh applications and documents,is almast entirely controlled
via these three interaction techniques.4

The click and double-click interactions bave a single object Cor location) as parameter. The drag 

‘Obviouslythis discussion ignores keyboard entry oftext and commands.
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interaction has two parameters: an object or location where the mouse button is first pressed, and

another object or locationat the release point. Having onlythese three interaction techniques is one
reason the Macintosh is sinipic to operate. There is, however, a cost: both the application and the
user must express all operations in terms of these three interaction techniques,

An application that provides more than three operations on any given object (as many do} has
several design alternatives. The first, exemplified by the Finder, rehes heavily on selection. In
the Finder, a click interaction selects an object, a double-click opens an object (the meanimeg of
which depends upon the object’s type), and a drag moves an object (the meaning of which is also

object-type specitic). Opening an object by a double-clickis a means for invoking the most common
operation on the object, ag. opening a MacWrite document starts the MacWrite application on the
document. Dragging ts used for adjusting sliders (such as those which scroll windows}, changmg

windowsize or position, moving files between folders, and selecting menu items.

All other operations are donetnat least two steps: first the object to be operated uponis selected.

and then the desired operation is chosen from a menu. For example, to print an object, one selects
it (click) then chooses “Print” from the appropriate menu (drag); to move some text, one selects it
(drag), choases “Cut” (drag), selects an insertion point (click), and chooses “Paste” (drag). ‘The cost
of only having direc interaction techniques is that some operations are necessarily performed via a
sequence ofinteractions. The user must adjust her mental model so that she thinks in terms of the

component operations.

Analternative to the selection-based click-and-drag approach is one based on modes. Consider

MacDraw [2], a drawing program. The user is presented with a palette offering choices such asline,
text, rectangies, circles, and so on. Clicking on the “line” icon puts the programinto line-drawing
mode. The next drag operation in the drawing windowcauselines to be drawn. In MacDraw,aller

the drag operation the programreverts back to selection mode. DP, the program upon which GDP
is based,is sirnilar except that if remains in tts current mode unl itis explicitly changed. Mistakes
eccer when the uscr belicves he is in one mode but is actually in another. The claimthat direct
rnanipulation interfaces derive their power from being modeless is not really true. Good direct

manipulation interfaces simply make the modes very visible, which helps to alleviate the problems
of modal interfaces.

By mandating the sole use of click, double-click, and drag interactions, the Macintosh interface

paradigm necessarily causes conceptually primitive tasks to be drvided into a sequence of primitive
interactions. The intent of gestural mierfacests lo avoid this divisum, by packing the basic interaction

with all the parameters necessary to complete the ertire transaction. Ideally, each primitive task in
the user’s model of the application is executed with a single gesture. Such interfaces would have
less modeness than the current so-called modcicss interfaces.

‘The Macintosh discussion in the previous section is somewhat oversimplified. Manyapplications
allowvariations on the basic interaction technigaes; for example “shift-click” Golding the shift key

while clicking the mouse} adds an object to the current set of selected objects. Other computer
systems allowdifferent mouse buttons to indicated different operations. Thereis a tradeoff between

having a small number and a large number of (consistently applied) interaction techniques. ‘The
former results in a system whose primilive aperations are easy to lear, perform, and recall, but a

single natural chonk may be divided into a sequence of operations. In the latter case, the primitive
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operations are harder to learn (because there are more of them), but each one can potentially

unplement an entire natural chunk.
The motivation lor gesiural interfaces may also apply 1o interfaces which combine modalitics

(eg. speech and pointing). As with gestures, one potential benefit of multi-modal interfaces is that
ditferent modalities alowmany parameters ta be specified simultaneously, thus eliminating the need
for modes. The “Put-That-There” system is one cxample [12].

1.5 Primitive Interactions

The discussion thus far has been vague as to what exactly maybe considered a “primitive”interaction

technique. The Macintosh has three: click, double-click, and drag. Tt is interesting to ask what
criteria can be used for hidging the “prinutiveness” of proposed interaction techniques.

Buxton [14] suggests physical tension as a criterion. The user, starting from a relaxed state,

 

begins a primilive interaction by iensing sonie muscles. The interaction is over when the user again
relaxes those muscles. Buxton cites evidence that “such periods of tension are accompanied by
a heightened state of attentiveness and improved performance.” The three Macintosh interaction
techniques all satisfy this concept of primtitive interaction. (Presamabiy the user remains tense
during a double-click because the time between clicks is short.)

Buxton likens the primitive interaction to a musical phrase. Pach consists of a period of

tension followed by a return to a state where a new phrase maybe introduced. In human-computer
, such a phraseis used to accoraplish a chunk of a task. ‘Che goal is to make each of these

chunks a primitive task in the user’s model of the application domain, This is what a gesture-based
interface attempts to do.

  interactior

1.6 The Anatomyof a Gesture

Tn this section a technical definitionofgesture is developed, and the syntactic and semantic properties
of gestures are then discussed. The dictionary definition of gesture, “expressive motion,” has already
been seen. Howcan the notion of gcstarc in a form seitable for sensing and processing by machine
be captured?

1.6.1 Gestural motion

The motion aspect of gesture is formalized as follows: a gesture cunsists of the paths of multiple
points over time. The points in question are (conceptually) afftxed to the parts of the body which
perform the gesture. Por hand gestures, the points tracked might inclade the fingertips, knackles,
palm, and wrist of cach hand. Over the course of a gesturc, each point traces a path in space.
Assuming enough points (attached to the body in appropriate places), these paths contain the

essence Of the gestural motion. A computer with appropriate hardware can rapidly sample positions
along the paths, thus conveniently capturing the gesture.

The tdea of gesture as the motion of multiple points over lime is a generalivation of pomling.

Pointing may be considered the simplest gestare: it specifies a single position at an instance of
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time. This is generalized to allowfor the movement of the point over time, ie a path. A further
generalization admits ovultiple paths, ie the movement ofmultiple points over time.

Current geslure-sensing hardware units both the number of poinis which may be tracked

simultanccusly and the dimensionality of the space in which the points travel. Gestures limitedto
the motion of a single paint are referred ta here as singlcpath gestures. Most previous gestural
research has focuscd upon gcsturcs made with a stylus and tablet, mouse, or single-finger touch pad.
The gestures which may be made with such devices are two-dimensional, single-path gestures.

An additional feature of existing hardware is that the pomts are not tracked at all tmes. For
example, a touch pad can only determime finger position when the finger is touching the pad. Thus,

ihe path of the point will have a beginning Qvhen the fmger fost makes contact) and an end G@vhen
the finger is lifted). This apparent limitation of certain gesture-sensing hardware may be used
to delineate the start and possibly the end of each gesture, a necessary function in gesture-hased
systems. Mouse buttons may be usedto similar effect.®

Tn all the work reported here, a gesture inchiding the manipulation phase after recogmition)is
always a primitive interaction. A gesture begins with the user gore from a relaxed state to one

of museular tension, and ends when the user again relaxes. Tt is further assumed that the tension
or relaxation of the useris directly indicated by some aspect of the sensing hardware. For mouse

gestures, the user is considered in astate of tension if and only if a mouse button is pressed. Thus,
in the current work a double-click is not considered a gesture. This is certainly a limitation, bat one
that could be removed, for exaraple by having a minimumtime that the button needs to be released
before the uscr is considered to have rclaxcd. This added complication has not been explored here.

The space in which the pomts of the gesture move is typically physical space, and thes a path
is represented by a set of points (x, ¥, 2,4 consisting of three spatial Cartesian coordinates and

tume. However, there are devices which measure non-spatial gestural parameters; hence, pestures
consising of paths through a space where al least some of the coordinales are not lengths are

possible. For example, some touch pads can sense force, and for this hardware a gesture path might
consist of a set of points Cx, y, 60, Pheing the force measurement at time ¢

The formalization of gcsture as multiple paths is just onc amorig many possible representations.
It is a good representation because it coincides nicely with most of the existing gesture-sensing

hardware, and it is a useful formfor efhcient processing. The multiple-snapshot representation, in
which each snapshot gives the position of niultiple points at a single instant, is another possibility,

and in some sense may be considered the dual of multiple paths. Such a representation might
be more suitable for gestural data derived from hardware (such as video cameras) which are not
considered in this dissertation.

1.6.2 Gestural meaning

In addition to the physical aspect of a gesture, there is the content or meaning of the gesture
to consider. Generally speaking, a gesture contains (vo kinds of information: categorical and

5A configuration of multiple points at a single instance of time may be tenmed posture. Posture cecognitionis
commonly used with the DataGiove.

“Buxton [17] presents a model of the discrete signaling capabilities of various pointing devices and a list of the
signaling requirements for cormmoninteraction techniques.

1180



1181

i4 CHAPTER 1 INTRODUCTION

parametric. Consider the different motions between people meaning “come here” Checkoning

gestures}, “stop” (prohibiting gestures}, and “keep going” (encouragement gestures). ‘hese are
diferent calegonies, or classes, ol gestures. Within each class, a gesiure also can indicate parameiric
data. For example, a parameter of the beckoning gesture is the urgencyof the request: “hurry up” or
“take your time.” In general, the category ofthe gesture must be determined before the parameters
can be interpreted.

Parametric information itself comes m two forms. Thefirst is the kind of imformation that can

be culled at the time the gesture is classified. For example, the position, size and orientation ofthe

gesture fall into this category. The secand kind ofparameine gestural information is manipulation
information. After the gesture is recognized, the user can usethis kind of parametric informationto
continuously communicate information. An example would be the directional information commmr-
nicatedbythe gestures of a person helping a driver to back up a truck. An exarnple from GDP (see
Section |.1)}1s the rubberbanding of a lincafteritis crcated, whore the ascr continuously manipulates

one endpoint.

‘the terra “gesture” as used here does not exactly correspond to what is normally thought

of as gesture. Many gestares cannot currently be processed by machine due to limitations of
existing pesture-sensing hardware. Also, consider what mipht be referred to as “direct-manipulation
gestures.” A person turning a knob would not normally be considered to be gesturing. However,
a sinalar motion uscd to manipulate the graphic miage of a knob drawn on a compuicr display is
considered to be a gesture. Actually, the difference here is more iflusorythan real: a person might

make the knob-tuming gesture at another person, in effect asking the latter to turn the knob. The
intent here is simply to point out the very broad class of motions considered herein to be gesture.

While the notion of gesture developed here is very general (multiple paths), in practice, machine
gestures have hitherto almost always been limited to finger and/or hand motions. Furthermore, the
paths have largely been restricted to two dimensions. The concentration on two-dimensional hand
gesturing is a result of the available gesture-sensing hardware. Of ecurse, such hardware was built

because it was behevedthat hand and fingers are capable of accurate and diverse gestunng, yet more
amenable to practical detection than facial or other body motions. With the appearance of new input
devices, three (or more} dimensional gesturing, as well as the use of parts of the body other than the

hand, ure becorning possible. Nonetheless, this dissertation concentrates largely on two-dimensional
hand gestures, assuming that by viewing gesture simply as nrultiple paths, the work described may
be applied to non-hand gestures, or generalized to apply to gestures in three or more dimensions.

1.7 Gesture-based systems

A gesture-based interface, as the term is used here, is one in which the user specifies commands
by gesturing. Typically, gesturing consists of drawing or other frechand motions. Excluded from

the class of gesture-based interfaces are those in which input is done solely via keyboard, menu,
or click-and-drag interactions. In other words, while pointing is in some sense the most basic

gesture, those interfaces in which pointing is the only form of gesture are not considered here to be
gesture-basedinterfaces. A gesture-based systeni is a program(or set af programs) with which the

user interacts via a pesture-based interface.
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Tn all but the simplest gesture-based systems, the user may enter a gesture belonging to one of

several different gesture categories or classes; the different classes refer to different commands to the
system. An important component of geslure-based systems is the gesture recognizer or classifier,
the module whose job is to classify the user’s gesture as the first step toward inferring its meaning.
This dissertation addresses the implementation of gesture reoognizers, and thetr incorporation inte
gesture-based systems.

1.7.4 The four states of interaction

User interaction with the gesiure-based systems considered in this dissertalion may be described
using the following four state model. The states-Wall, COLLECT, MANIPULATE, EXECUTE—usually
occur in sequence for each interaction.

e The WAIT state is the quiescent state of the system. The system is waiting for the user tu
initiate a gesture.

# The COLLECTstate is entered when the user begins Lo gesture. While in this state, the system
collects gestural data from the irput hardware in anticipation of classifying the gesture. For
most gesturing hardware, an explicit start action (such as pressing a mouse button) indicates
the beginning of each gesture, and thus causes the system Co enterthis state.

e The MANIPULATE state is entered once the gesture ts classified. This occurs in one of three
ways:

peed . Phe end of the gestureis indicated explicitly, e.g. by releasing the mouse button;

zZ. the end of the gesture is indicated implicitly, e.g. by a timeout which indicates the user

has not moved the mouse for, say, 200 milliseconds; or

. the system initiates classification because it believes it has now seen enough ofthe
gesture to classify it unarnbiguously (eager recognition).

wo

When the MANIFULAIL state is entered, the system should provide feedback to the useras to
the classification of the gesture and update any screen objects accordingly. While inthis state,

the user can further manipulate the screen objects with his motions.

@ The LXECUIU state is entered when the user has completedhis role in the mteraction, and has
indicated such (eo. by relcasing the mousc barton). At this point the system performs any

final actions as umplied bythe user’s gesture. Ideally, this state lasts only a very short tume,
after which the display is updated to reflect the current state of the system, and the system
reverts back to the WAIT state.

This model is sufficient to describe most current systems which use pointing devices. (For

simplicity, keyboard inpet is ignored.) Depending on the system, the COLLECT or MANIPULATE
stale may be omuilied {rar the cycle. A handwriting interface will usually omit the MANIPULATE

state, classifying the collected characters and executing the resulting command. Conversely, a
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direct-manipulation system will omit the COLLECT state (and the attendant classification). The

GDP example described above has both COLLECT and MANIPULATE phases. ‘The result is the new
two-phase inleraction technique mentioned cariter.

1.8 A Comparison with Handwriting Systems

In this section, the frequently asked question, “how do gesture-based systems ditfer from handwriting
systems?” is addressed,

Handwriting systems may broadly be grouped into two classes: on-line and off-line. On-line
handwriting recognition simply means characters are recognized as they are drawn. Usually, the

characters are drawn with a stylus on a tablet, thus the recognition process takes as mput a list
of successive points or fine segments. The problemis thus considerably different than off-line
handwriting recognition, in whichthe characters are first drawn on paper, and then optically scanned

and represented as two-dimensional rasters. Suen, Berthod, and Mori reviewthe literature of hath
on-line and off-line handwriting systems [125], while Tappert, Suen, aad Wakaha[129] give a recent

reviewof on-line handwriting systems. The intention here is to contrast gesture-based systems with
on-line handwriting recognition systems, as these are the mast closely related.

Gesture-based systems have much in common with systems which employon-line handwriting
recognition forinpat. Both use freehand drawing as the primary means ofuserinput, and both depend
on recognizers to interpret that input. However, there are some mniportant differences between the
twaclasses of systems, differences that illastratc the merits of gesture-based systems:

e Gestures may be motions in two, three, or more dimensions, whereas handwriting systems

are necessarily two-dimensional. Similarly, single-path and multiple-path gestures are both
possible, whereas handwriting is always a single path.

@ The alphabet used in a handwriting systemis generally well-known and fixed, and users will
generally have lifelong experience writing that alphabet. With gestures, it is less likely that

users will have preconceptions or extensive experience.

@ In addition to the commanditself, a single gesture can specify parameters to the command.
The proofreader’s gesture (igure }.1) discussed above, is an excellent example. Another
example, also due to Buxton [21]. and used in GSCORE (Section 8.2}, is a musical score

editor, in which a single stroke indicates the location, pitch, and duration of a note to be added
to the score.

e As stated, a commandand all its parameters may be specified with a single gesture. The phrys-
jeal relaxation ofthe user when she completes a gesture reinforees the conceptual completion
of a command [14].

e Gestures of a given class may vary in both size and orientation. [ypical handwriting recog-

nizers expect the characters to be ofa particularsize and orientedin the usual manner (though
successful systems will necessarily be able to cope with at feast small variations in size and

orientation}. However, some gesture commands may use the size and orientation to specify
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parameters; gesture recognizers musi be able to recognize such gesteres in whatever size and

orientation they occur. Kum [67] discusses augmenting a handwriting recognition system so
as (o allow IL lo recognize some gesiures independentolthersize and onientation. Chapier
3 discusses the approach taken here toward the same end.

e Gestures can have a dynamic component. Handwriting systems usually viewthe input
character as a static picture. In a gesture-based system, the same stroke may have different

meanings if drawnleft-to-right, right-to-left, quickly, or slowly. Gesture recognizers may use
such directional and temporal information in the recognition process.

In suminary, gestures may potentially deal in dimensions otherthan the twe commonly used in
handwriting, be drawn from unusual alphabets, specify entire commands, vary in size andorientation,
and have a dynamic component. Thus, while ideas from on-line handwriting recognition algorithms
may be used for gesture rccogmtion, handwriting recognizers generally rely on assumptions that
make them imadequate for gesture recognition. The ideal gesture recognition algonthm should be

adaptable to new gestures, dimensions, additional features, and variations in size and onentation,
and should produce parametric information in addition to a classification. Unfortunately, the price

for this generalityis the likelyhoodthat a gesture recognizer, when used lor handwriting recognition,
will be less accurate than a recognizer built and tuned specifically for handwriting recognition.

18 Motivation for this Research

In spite of the potential advantages of gesture-based systems, only a handful have been built.

Examples include Button Box [86], editing using proofreader’s symbols [25], the Char-ree note-
input tool [21], and a spreadsheet application built at 13M [100]. These and other gesture-based
systems are discussed in section 2.2. Gesture recognition in mast existing systems has been dene
by writing code to recognize the particular sect of gestures used by the systern. This code is usually

complicated, making the systerns (andthe set of gestures accepted) difficult to create, maintain, and
modify. These difficalties are the reasons more gesture-based systems have not been built.

One goal of the present work is to eliminate hand-coding as the wayto create gesture recognizers.

Instead, gesture classes are specified by giving examples of gestures in the class. From these
examples, recognizers are automatically constructed. [fa particular gesture class is to be recognized
in any size or Orientation, its examples of the class should reflect that. Similarly, by making all of
the cxampies of a given class the sanic size or orientation, the system leams that gestures in this
class must appear in the same size or orientation as the examples. The first halfof this dissertation

is coneerned with the automatic construction of gesture recognizers.

Even given gesture recognition, it is still difficult to build direct-manipulation systems which
incorporate gestures. This is the motivation for the second halfof this dissertation, which describes

GRANDMA-—Gestore Recognizers Avtomated in a Novel Direct Manipulation Architecture.
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1.10 Criteria for Gesture-based Systems

The goal of this research was te produce tools whichaid in the construction of gesture-based systems.
The efficacy of the tocls may be fudged by how well the tools and resulting gcsture-basced systems

satisty the following criteria.

1.10.1 Meaningful gestures must be specifiable

A meaningful gesture may be rather complex, involving simultaneous motions of a number of
points. ‘hese complex gestures orust be easily specifiabls. ‘wo methods of specitication are

possible: specification by example, and specification by description. In the former, cach appHeation
has a raining session in which exaraples af the different gestures are submitted to the system. The
result of the training is a representation for all gestures that the system orust recognize, and this
representation is used to drive the actual ecsture recognizer that will run as part of the application.
Tn the latter method of specification, a description of each gesture is written in a gesture description

language, which is a formal language in which the “syntax” of each gesture is specified. Por
example, a set of gestures may be specified by a context-free graninar, in which the terminals

represent prinutive niotions (c.g. “straight line segnient”’) and gestures are non-terminals composed
of terminals and other non-terminals.

Allelse being equal, the author considers specification by example to be superior to specification
bydescription. In order to specify gestures by description, it will be necessary for the specificr to

learn a description language. Conversely, in order to specify by example, the specifier need only be
able to gesture. Given a system in which gestures are specified by example, the possibility arises

for end users to train the system directly, either to replace the existing gestures with ones more to
them liking, or to have the sysiem iniprove us recognilion accuracy by adapting to the particular

idiosvacrasies Of a given user’s gestures.
One potential drawback of specification by example is the difficulty in specifying the allowable

variations between gestures of a givenclass. Ina deseripuon language, it can be made straightforward
to declare that gestures of a givertclass maybe of anysizeor of anyorientation. The same information

might be conveyed to a specify-by-example system by having nvultiple examples of a single class
vary in Size or orientation. The system would then have to infer that the size or orientation of a

given gesture class was irrelevant to the classification of the gestare. Also, training classifiers may
take longer, and recognition may be less accurate, when using examples as specifications, though
this is by no means necessarily so. Similar issues arise im demonstrational interfaces [97].

1.10.2 Accurate recognition

An important characterization of a gesture recognition system will be the frequency with which

gestures fail to be recognized or are recognized incorrectly. Obviously it is desirable that these
numbers be made as small as possible. Questions pertaining to the amount of inaccuracy acceptable

to people are difficult to answer objectively. Vhere will likely be tradeoffs between the complexity
of gestures, the number ofdifferent gesiures lo be disambiguated, the time needed Lor recognition,

and the accuracy of recognition.
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In speech recognition there is the problern that the accuraey of recognition decreases as the

user population grows. However the analogous problem in gesture recognition is not as easy to
gauge. Dillerent people speak the same words dillerenily due to imevitable diflerences in analomy
and upbringing. The way a person says a word is largely determined before she encounters a
speech recognition system. By contrast, most people have few preconceptions of the way to
gesture at a machine. People will mast Likely be able to adapt themselves to gesturing in ways

the machine understands. The recognition system may sirnilarly adapt to each user’s gestures. It
would be interesting, though outside the scope ofthis dissertation, to study the fraction of incorrectly

recognized gestures as a function of a person’s experience with the system.

L103 Evaluation of accuracy

It should be possible for a gesture-based system to monitor its own performance with respect to

accuracy of recognition. This is not necessarily easy, since in general it is impossible to know
which gesture the user had intended io miaks. A good gesture-based systeni should incorporate

some method by which the user can easily inform the system when a gesture has been classified
incorrectly. Ideally, this method should he integrated with the undo or abort features of the systems.
(Lerner [78] gives an altemative in which subsequent aser actions arc monitored to determine whe
the user is satisfied with the results of system heuristics.)

1.10.4 Efficient recognition

The goal of this work is to enable the construction of applications that use gestures as input, the
idea being that gesture input will enhance human/computer interaction. Speed of recognition is very
imnportant—a slowsystem would be frustrating to use and hinderrather than enhance interaction

Speed is a very Lmportant factorin the success or failure of user interfaces in general. Baccker
and Buxton [5] state that one of the chiefdeternunanis of user salislaction witb mleractive coniputer

systems is response time. Poor performance in a direct-manipulation system is particularly bad, as
any noticeable delay destroys the feeling of directness. Rapid recognition is essential to the success
of gesterc as a mediurn for human-computer interaction, cven if achicving it rncans sacrificing
certain features or, perhaps, a limited amount of recognition accuracy.

1.10.5 On-line/real-thne recognition

When possible, the recognition systemshould attempt to matchpartial inputs with possible gestures.
It mayalso be desirable to informthe useras s00n as possible when the input does not seem to match

anypossible gesture, An on-line/real-time matching algorithm has these desirable properties. ‘The
gesture recognition algorithins discussed in Chapters 3, 4, and 5 all do a small, bounded amount of

wark given cach newinput point, and arethus all on-line/real-time algorithyns.

1.19.6 General quantitative application interface

An applicalion musi specily whai happens when a gesiure is recogmized. This will often take the

form of a callback to an application-specific routine. There is an opportumity here to relay the
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parametric data contained in the gesture to the application. This inclades the parametric data which

can be derived when the gesture is first recognized, as well as any manipulation data which follows.

1.40.7 immediate feedback

in certain applications, it is desirable that the application be informed immediately once a gesture
is recognized but before if is completed. An example is the turning of a knob: once the system
recognizes that the user is gesturing to turn a knob it can monitor the exact details of a gesture,

relaying quantitative data to the application. The application can respond by immediately and
continuously varying the parameter which the knob controls Gor example the volurme of a musical
nistrument}.

1416.8 Context restrictions

A gesture sensing systemshouldbe able, within a single application, to sense different sets ofgestures
in different contexts. An example of a context is a particalar area of the display screen. Different
areas could respond to different sets of gestures. The set of gestures to which the appheation
responds should also be variable over time—the application program centering a new made could

potentially cause a different set of gestures to be sensed.
‘The idea of contexts ts closely related to the idea of using gestures to manipulate graphic objects.

Associated with each picture of an object on the screen will be an area ofthe screen within which
gestures refer(o the object. A good gesture recognition system should allowthe appHcalion program

to make this association explicit.

110.9 Efficient training

An idcal system would allowthe user to cxperiment with different gesturc classes, and also adapt to
the user’s gestures to imiprove recognition acceracy. It would be desirable if the system responded
immediately to any changes in the gestare specifications: a systemthat took several hoars to retrain

itself would not be a good platform for experimenitation.

1.40.10 Good handling of misclassifications

Misclassifications of gestures are a fact of life in gesture-based systems. A typical systemmight have
a recognition rate of 95%or 99%. ‘This means one out of twenty or one out of one hundred gestares
will be misunderstoad. A gesture-based system should be prepared to deal with the possibility of
misclassification, typically by providing casv acecss to abort and undofacilitics.

Li011 Device independence

Certain assumptions about the form ofthe input data are necessaryif gesture systems are to be built.

As previously stated, the assumption made here is that the input device will supply position as a
function of time for each input “path” (or supply data from whichit is convenient to caloulate such

positions). CA path may be thoughtof as a continuous carve drawnbya single finger.) This form of
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data is supplied by the Sensor Frame, and (at least for the single finger case} a mouse and a clock

can be made to supply sumilar data. Phe recognition systems should do their recognition based on
ihe posilion versus time data; in this way ciher input devices may also benefit trom this research.

1.19.12 Device utilization

Each particular brand of input hardware used for gesture sensing will have characteristics that

other brands of hardware will not have. It would be unfortunate not to take advantage ofall the
special features of the hardware. Por example. the Sensor Frame can compute finger angle and
finger velocity.’ While for device independence it may be desirable that the gesture matching not
depend on the value of these inputs, there should be some facility for passing these parameters to
the application spceific cade, if the application sq desires. Bacckcr [4] states the case strongly:
“Although portabilityis facilitated by device-independence, interactivity and usability are enhanced
by device dependence.”

Lif Outhne

sture-based systems. ‘his is dividedinte 
‘Phe following chapter deseribes previous related work in ge
four sections: Section 2.1 discusses various hardware devices suitable for gestural impul. Seclion

2.2 discusses existing gesture-based systems. Section 2.3 reviews the various approaches to patter
recognition in order to determine their potential for gesture recognition. Section 2.4 examines
existing software systems and toolkits that are used ta build direct-manipulation interfaces. Ideas

from such systems will be generalized in order to incorporate gesture recognition into such systems.

Everything after Chapter 2 focuses on various aspects of the gesture-based interface creation

tool built by the author. Such a tool makes it easy to 1) specify and create classitiers, and 2) associate
gestures classes arul their meanings wih graphic objects. The former goal is addressed in Chapters
3,4, and 45, the latter in 6 and 7.

The discussion of the implementation of gesture recognition begins in Chapter 3. Here the
problern of classifying singlc-path, two-dimensional gestures is tackled. This chapter assumes that

the start and end of the gesture are known, and uses staustical pattern recognition to derive efficient
gesture classifiers. The training of such classifiers from example gestures is also covered.

Chapter 3 shows howto classily single-path gestures; Chapter 4 shows when. ‘This chapter

addresses the problem of recognizing gestures while they are being made, without any explicit
indication of the end of the gesture. The approach takenis to define and construct another classifier,
This classifier is intended salely to discrimmate between ambiguous and unambiguous subgestures.

Chapter 3 extends the statisucal approach to the recognition of multipie-path gestures. This
is useful for ubhlizing devices that can sense the positions of multiple fingers simultancously, in

particular the Sensor Frame.

Chapter 6 presents the architecture of an object-onented toolkit for the construction of direct-
manipulation systems. Like many other systems, this architecture is based on the Model-View- 

‘This describes the Sensor Frame as originally envisioned. The hardwareis capable of producing a fewbits of finger
velocity and angle information, although te date this has not been attempied.
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Controller paradigm. Conypared to previous toolkits, the input model is considerably generalized

in preparation for the incorporation of gesture recognition into a direct-manipulation system. ‘The
notion ofvirtual tools, through which input may be generated by soltware objects m the same manner
as by hardware input devices, is introduced. Semantic feedback will be shown to arise naturally
from this approach.

Chapter 7 shows howgesture recognizers are incorporated into the direct-manipulation archi-
tecture presented in Chapter 6. A gesture handler may be associated with a particular view of an

object on the screen, or at any level in the view hierareby. In this manner, different objects will
respond to ditferent sets of gestures. ‘he communication of pararnetric data from gesture handler

to applicationis aiso examined,
Chapter 8 discusses three gesture-based systems built using these techniques: GDP, GSCORE,

and MDP. The first twa, GDP and GSCORE, usc mouse gestures. GDP, as already mentioned,
is the drawing editor based on DP. GSCOREis a musical score editor, based on Buxton’s SSSP

work [21]. MDPis also a drawing editor, but it operates using multi-path gestures made with a
Sensor Frame. The design and implementation of each system is discussed, and the gestures for
each shown.

Chapter 9 evaluates a number of aspects of this work. The particular recognition algorithms are
tested for recognition accuracy. Measurements of the performance of the gesture classifiers used

in the applications is presented. Then, an informal user study assessing the utility of gesture-hased
systems ts discussed.

Finally, Chapter 10 concledes this dissertation. ‘The contribetions of this dissertation are dis-
wassed, as are the directions for future work.

1.12 What Is Not Covered

This dissertation attempts to cover many topics relevant to gesture-based systems, though by no

means all of them. In particular, the issues involved in the ergonomics and suitabulity of gesture-
based systems applied to various task domains have noi been studied. [tis the opinion ofthe author

that such issues can only be studied after the tools have been made avaiiable which allow easy
creation of and experimentation with such systems. The intent of the carrent work is to provide
such tools. Future research is needed to determine howto usethe tools to create the most usable

gesture-based systems possible.

OF course, chotces have had to be made in the implementation of such tools. By avoiding
the problemof determining which kind of gesture-based systems are best, the work opensitself to

charges of possibly “throwing the baby out withthe bath-water” The claimis that the general system
produced is capable of implementing systems comparabie to many existing gesture-based systems:
the example applications implernmented (see Chapter 8) support this claim. Furthermore, the places
where restrictive choices have been made (e.g. two-dimensional gestures} have been indicatcd, and

extensible and sealable methods (¢.g. linear discnmination) have been used wherever possible.

‘Vhere are two major limitations of the current work. he first is that single-path multi-stroke
gestures (e.g, handwritten characters) are not handied. Most existing gesture-based systems ase

single-path multi-stroke gestures. The second linntation is that the start of a gestere must be
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explicitly indicated. This rules out (at least at first glance) using devices such as the DataGlove

which lack buttons or other explicit signaling hardware. However, one result of the current work is
thai these apparent Hnvilations give rise to cerlain advantages in gestural mterlaces. Por example,
the lunitations enforce Buxton’s notion of tension and release mentioned above.

Gestural output, ic. generating a gesture in response to a query, is also not covered. For an
example of gestural output, ask the author whyhe has taken sc long to complete this dissertation.
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Chapter 2

 

This chapter discusses previous work relevant to gesture recognition. This includes hardware

devices suitable for gestural input, existing gesture-based systems, pattern recognition techniques,
and software systems tor building user interfaces.

Before delving into details, 1 is worth mentioning some general work that attempts to define
gesture as a technique for interacting with compulers. Morre!-Samwels [87] examines the distinction
between gestural and lexical commands, and then further discusses problems and advantages of
gestaral commands. Wolf and Rhyne (140) integrate gesture into a general taxonomy of direct
manipalation interactions. Rhyne and Wolf [109] discuss in general terms homan-factors concerms

of gestural interfaces, as well as hardware and software issues.

Theuse of gesture as an interaction techniqueis justified in a nuraberof studies. Wolf [139] per-

formed two experiments that showed gestural interfaces compare favorably to keyboardinterfaces.
Wolf [141] showed that many different people naturally use the same gestures in a teaxt-ediling

context. Hauptmann [49] demonstrated a similar result for an image manrpolation task, further
showing that people prefer to combine gesture and speech rather than use either modalityalone.

2.1 Input Devices

A aumber of input devices are suitable for providing input to a gesture recognizer. This section
concentrates on those devices which provide the position of one or more points overtime, or whose

data is easily converted into that represeutation. ‘The intention is to list the types of devices which
can potentially be used for gesturing. The techniques developedin ths dissertation can be apphed,
directly or with some generalization, to the devices mentioned.

Afjarge variety of devices may be used as two-dimensional, single-path gesturing devices. Some
graphical input devices, seach as mice [35], tablets and stvli, light pens, joysticks, trackballs, touch

tablets, thumb-wheels, and single-finger touch screens [107, 124], have been in common use for
years. Less conmimon are foot controllers, knee controllers, eye trackers {12}, and tongue-activated

joysticks, Each may potentially be used for gestural input. though ergonomically some are better
suiled for gesturing than others. Baecker and Buxton [5/, Buxton [14]. and Buxton, Hill and Rowley

[18] discuss the suitability of manyof the above devices for various tasks. Buxton farther points out

25
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that two different joysticks, for example, may have very different properties Chat must be considered

with respect to the task.

Yor gesturing, as with pointing, it is useful for a device to have some signaling capability in

addition to the pointer. Por exanyple, a mouse usually has one or more buttons, the pressing of
which can be used to indieate the start of a gesture. Similarly, tablets usually indicate when the

stylus makes or breaks contact with the tablet (hough with a tablet it is not possible to carefelly
position the screen cursor before contact), a device does not have this signaling capacity, it will
be necessary io simulate it somehaw. Exactly how this is done can have a large impact on whether
or not the device will be suitable for gesturing.

The 3SPACE Isotrack system, develaped hy Pothenms Navigation Sciences Piviston of Me-
Donnel Douglas Flectronics Company[32], is a device which measures the position and orientation

of a styhus or a one-inch eube using magnetic Belds. The Polhemussensor,as it is often called, is a
full six-degree-of-freedomi sensor, returmog x, y, and zrectangular coordinates, as well as azimuth,

alatude, and roll angles. Ht is potentially useful for single path gesturing in three positional dimen-
sions. By considering the angular dimensions, 4, 5, or 6 dimensional gestures may be entered. It is

also possible to use one of the angular dimensions for signaling purposes.

Bell Laboratories has produced prototypes ofa clear plate capable of detecting the position and

pressure of many fingers [10, 08]. The position information is two-dimensional, and there is a
third dimension as well: finger pressure. The author has seen the device reliably track 10 fingers
simultaneously. The pressure detection may be used for signaling purposes, or as a third dimension
for gestaring. The invertorof the raulti-finger touch plate has invented another device, the Radio

Drum [ii], whieh can sense the position of muluple antennae in three dimensions. To date, the
antennae have been embedded in the tips of drumsticks (Unis the name), but it would also be possible
to make a glove containing the antenna which would make the device more suitable for detecting

band gestures.

The Sensor Frame [84] is a frame mounted on a workstation screen Gigure 2.1). It consists of
a light source Gwhich frames the screen) and four optical sensors Cone in each comer). The Sensor

Frame computes the two-dimensional positions of up to three fingerlips in a plane parallel to. and
slightly above the screen. The net result is similar to a multi-finger touch screen. The author has
used the Sensor Frame to verify the multui-finger recognition algorithm described in Chapter 5. The
Sensor Cube [85] is a device similar to the Sensor Frame but capable of sensing finger positions
in three dimensions. [tis currently under construction. The VidcoHarp [112, 111] is a musical

instrament based on the same sensing technology, and is designed to capture parametric gestural
data.

The DataGlove [32, 130] is a glove worn on the hand able to produce the positions of multiple

fingers as well as other points on the handin three dimensions. Byitself tt can only outputrelative
positions. However, in combination with the Polhemus sensor, absolute finger positions can be
computed. Such a device can translate gestures as complex as American Sign Language [123] into

a multi-path form suitable for processing. The DataGlove, the similar Dexterous Hand Master from
Exos, and the Power Glove from Mattel, are shown in figure 2.2.

The DataGlove comes with hardware which may be tamed to recoumize ceriain stalic config-

urations of the glove. For example, the DataGlove hardware might be trained to recognize afist,
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Figure 2.1: The Sensor Prame

The Sensor Prame is a frame mounted on a computcr display consisting of a rectangular light source and

four sensors, one in each corner Tt is capable ofdetecting upto three fingers its held of view (Drawing hy
Paul McAvinney}

 
Figure 2.2: The DataGlove, Dexterous Hand Master, and PowerGlove (from Eglowstein [32])

The DataGlove, Dexterous Mand Master aud PowerGlove are three glove-like input devices capabie of

ineasuring the angles of various hand aud fiigerjoints.
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Figure 2.3: Proofreading symbols (from Coleman (25))
The operations intended by each are as follows: a} deletetext (from a singleline}, b} insert text, c} swap text,
d) movetext, e) join {delete space}, f insert space, g} scrolf up, h} scroll dawn, and i) detete multiplefines of

text. Manyofthe marks convey additiona!parameters to the operation, e.g. the text to be moved ordeleted.

signaling the hast computer whenevera fist is made. These static hand positions are not considered

to be gestures, since they do not involve motion. The glove hardware recognizes “posture” rather
han gesture, the distinction being that posture is a static snapshot (a pose), while gestare involves

motion over time. Nonetheless, itis a rather elegant wayto add signaling capabulity to a device
without buttons or switches.

The Videodesk [71, 72] is an input device based on a constrained form of video input. The

Videodesk consists of a translucent tablecloth over a glass top. Under the desk is a light source,
over the desk a video camera. The user’s hands are placed overthe desk. The tablecloth diffuses the

lieht, the net effect being that the camera receives an image ofthe silftouetie of the hands. Additional
hardware is used to detect and track the user’s fingertips.

Some researchers have investigated the attachment of point light sources to various points on

the body or hand to get position information as a function of time. The oatput of a camera (or pair
of cameras for three dimensional inpat can be used as inpat to a gesture sensor.

2.2 Example Gesture-based Systems

‘This section describes a number of existing gesture-based systems that have been described in the
literature. A systemniust both classify us gestural inpui and use information other than the class

(Le, parametric information) to be included in this sarvey. The order is roughly chronological.
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Figure 2.4: Note gestures (rom Buxton [213

A stogle gesture indicates note duration (fromthe shape ofthe stroke as shown} as well as pitch and starting

tiinc, both of which arc determincd fromtae position ofthestart ofthe gesture.

Coleman [25] has created a text editor which used hand-drawn proofreader’s symbals ta specify

editing commands (igure 2.3). For example, a sideways “S” indicated that two sets of characters
should be interchanged, the characters thernselyes being delimited by the two halves of the “S.”

The input deviec was a touch tablet, and the gesture classification was done by a hand-coded
discrimination net (.e, a loop-free tlowehart).!

Buxton [21] has built a musical score editor with a small amount of gesture input using a mouse
(igure 2.4). His system used simple gestures to indicate note durations and scoping operations.
Buxton considered this systemto be more a character recognition system than a gesture-based system,

the characters being taken froman alphabet of musical symbols. Since information was derived not
onlyfromthe classificationofthe characters, bat theirpositions as well, the author considersthis to be
a gestare-based systemin the true sense. Buxton’s technique was later incorporated into Notewriter

Lf, a conimereial music scoring program. Lamb and Buckley [76] describe a gesture-based music
edilor usable by children.

Margaret Minsky[86] implemented a system called Button Box, which uses gestures for se-
lection, movement, and path specification to provide a complete Logs programming environment
Gigerc 2.5}. Her input device was a clear platc mounted in front of a display. The device scnsed the

position and shear forces of a single finger touching the plate. Mimksy proposed the use of multiple
fingers for gesture input, but never experimented with an actual multiple-finger input device.

In Minsky’s system, buttons for each Logo operation were displayed on the screen. ‘Lapping

a button caused it to execute; touching a button and dragging i caused it to be moved. The
classification needed to distinguish between a touch and a tap was programmed by hand. There
were buttons used for capying other buttons and for grouping sets of buttons together. A path could
be drawn through a serics of buttons--touching the cnd of a path causcd its constituent buttons to

 

execute sequentially.

VIDEOPLACE[72] is a system based on the Videodesk. As stated above, the silhouette of the
user’s hands are monitored. When a hand is placed in a pointing posture, the tip of die index finger 

‘Curiously, this research was done while Coleman was a graduate student at Carnegie Mellon. Colemanapparently
never received a Ph.D. from CMU, and it would be twenty years before another CMUgraduate student (me) would go
nearthe topic of gesture recognition.
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Figure 2.5: Button Box Grom Minksy[86])

Tapping a displaved bution causes it to execute tts assigned finction while touching a button and dragging it
causes if to be moved.
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Figure 2.6; A gesture-based spreadsheet (rom Rhyne and Wolf [109])
The Paper-Like interface projectproduces systems which combine gesture and handwriting. The input shownoh
here selects a group ofcells and requests they be moved to the cell beginning at location “GS.”
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Figure 2.7: Recognizing flowchart symbols

Recogniaing Powcharl symbols (rom Murase and Wakahara [89]}. The system lakes an entiie freehand

drawing ofa flowchart (left} and recognizes the individual Howchart svinbals (righti, producing an internaloD

representation ofthe flowchart(as nodes and edges} and a Howchart picture in which the freehand syinbols
are replaced by machine generated lince-drawings drawnfrom the alphabetefsymbols. This system shows a

stvle of interface in which pattern recognition is used for samething other than the detectian ofgestures or
characters.

may be used far menu selection. After selection, the fingertips may be used to manipulated graphic
objects, such as the controlling points of a sphne curve.

A group at IBMdoing research into gestural human-conypuier sysienis has produced a gesture-

based spreadsheet application [109]. Somewhat similar to Coleman's editor, the eser manipulates
the spreadsheet by gesturing with a styhus on a tablet (higere 2.6). For exarnple, deletion is done by
drawing an “X” overaccil, selection by an “0”, and moving selected cells byan arrow, the tip afwhich
indicates the destination of the move. The application isteresting in that it combines handwriting

recognition (isolated letters and numbers) with gesturing. For example, by using handwriting the
user can enter numbers or text into a cell without using a keyboard. The portion of the recognizer
which classifies letters, numbers, and gestures of a fixed size and orientation has (presumably) been

irained by example using standard handwriting recognition techniques. However, the recognition
of gestures which varyin size or orientation requires hand coding [67].

Murase and Wakahara [69] describe a systemin which frechand-drawn flowcharts symbols are
recognized by riachine (figure 2.7), Tamura and Kawasaki [128] have a system which recognizes
sign-language gestures from video input (Agere 2.8).

HEPES from MCC [35] and Artkit from the University of Arizona [52] are both systems that may

be used to construct gestere-based interfaces. The arthor has seen a system built with HITS similar
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Figure 2.8: Sign language recognition (from Tamura [128)])

ystemprocesses an image from a video camera in order to recognize a torm ofJapanesesign language.
vThis;

to that of Murase: init an entire control panel is drawn freehand, and then the freehand symbols are

segmented, classified and replaced by icons. (Similar work is discussed by Marun, ev. a/ [82], also
from MCC.) Artkit has much in conmmon with the GRANDMAsysteni described tn this dissertation,
and will he mentioned again later (Sections 4.1 and 6.8). Artkit systems tend to be similar to those
created using GRANDMA,in that gesture commands are executed as soon as they are entered.

Kurtenbach and Buxton [75] have implemented a drawing program based on single-stroke
gestures (figure 2.9). They have used the program to study, among other things, issues of seope in
gestural systems. To the present author, GEdit’s most interesting attribute is the use of compound
gestures, as shownin the figure. GEdit’s gesture recognizer is hand-coded.

The Glove-talk system [34] uses a DataGlove to control a speech synthesizer (igure 2.10). Like
Artkit and the work described in Chapter 4, Glove-talk performs eager recognition: a gesture is
recognized and acted upon without its end being indicated explicitly. Weimer and Ganapathy [136]
describe a system combining DataGlove gesture and speech recognition.

The use of the circling gesture as an alternative means of selection is considered in Jackson and
Roske-Hofstrand [61]. In their system, the start of the circling gesture is detected antomatically, Le.

the mouse buttons are not used. Circling is also used for selection in the JUNO system from Xerox
Corporation [142].

A mumber of conrputer products offer a stylus and tablet as their sole or primary input device.
These systems include GRIDSystems Corp.’s GRIDPad [50], Active Book Company’s new portable

[43], Pencept Inc.’s computer [59], Scenario’s DynaWriter, Toshiba’s FenPC, Sony's Palmtop,
Mometa’s laptop, MicroSlate’s Datalite, DFM System’s TraveLite, Agilis Corp.’s system, and Go

Corp.’s PenPoint system [81,24]. While detads ofthe interface of many of these systems are hard to
find Gnanyof these systems have nat yet been released}, dhe author suspects thai many use gestures.

Por further reading. please see [16, 106, 31].
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Tigure 2.9: Copying a group of objects in Gidit Grom Kurtenbach and Buxton [75}}

Note the compound gesture the inittal closed curve does sefection, anid ihe Anal “CU” indicates ihe data

should be copted rather than moved.
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Figure 2.10: GloveTalk (from Pels and Hinton (34})
GloveTalk connects a DataGlove to a speech synthesizer through several neural networks. Gestures indicatey .) fa

root words (shown) and modifiers. Reversing the direction afthe hand motion causes a word to be emitted 
vas well as indicating the siart afthe next gesture.485 &fromthe syrthes
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Figure 2.11; Basic PenFoint gestures Grom Carr [24])

Recently, prototypes of Go Corporation’s PenPoint system have been demonstrated. Each
consists of a notcboak-sized computer with a flat display. The sole input devicc is a stylus, which

is used for gestures and handwriting on the display itself. igure 2.1] shows the basic gestures
recognized; depending on the context, additional gestures and handwriting can also be recognized.

As can be seen, PenPoint gestures may consist of multiple strokes. Althoughit seems that trainable
recogmition algorithins are used internalfy, ai the present lume the user cannot add any newgestures

to the existing set. The hardware is able to sense pen proximity(hownear the stylusis to the tablet),
whichis used to help detect the end of multi-stroke gestures and characters. PenPoint applications
include a drawing program, a word processor, and a form-bascd data entry system.

Many of the above systems combine gesture and direct manipulationin the same interface. OEdit,

for example, appears to treat mouse input as gestural when begun on the background window, but
drags objects when mouse inpul begins on the object. Almost none combine gesture and direct
manipulation in the same interaction. One exception, PenPoint, uses the dot gesture (touching the
atytus to the tablet and then not moving until recognition has been indicated) to drag graphic objects.
Button Box docs sarncthing similar for dragging objects. Artkit [52] uses cager recognition, more
or less crediting the idea to me.

2.3 Approaches for Gesture Classification

Pe (40) states that “the problemof patterns recognition usually denotes a discriminationor classifica-
tion of a sel of processes or events.” Clearly gesture recognition, m whichthe input is consideredto

bean event to be classified as one of a particular set of gestures, is a problemof pattern recognition.
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Yn this dissertation, known techniques of pattern recognition are applied to the problem of sensing
gestures.

The general pattern recognition problem consists of two subpreblems: pattern representation
and decision making [40]. This implies that the architecture of the general pattern recognition
consists of two main parts. Pirst, the representer takes the raw pattern as input and outputs the
internal reprcsentation of the pattern. Then, the decidertakes as input the output of the representer,

and outputs a classification (and/or a description) of the pattern.

This section reviews the pattern recognition work relevant to gesture recognition. In particular,
the on-line recognition of handwritten characters is discussed whenever possible, since that is the

closest solved problem to gesture recognition. For a good overview of handwriting systems in
general, see Suen et af [125] or Tappert et af [129].

The reviewis divided into twoparts: alternatives for representers and alternatives for deciders.

Rach alternative is briefly explained, usually by reference to an existing system which uses the
approach. The advantages and disadvantages of the alternative are then discussed, particularly as

they apply to single-path gesture recognition.

2.3.1 Alternatives for Representers

The represcnice module takes the raw data from the input device and transformsit into a formsuitable
for classification by the decider. In the case of single-path gestures, as with on-line handprint, the

raw data consists of a sequence of points. The representer outpets features of the mput pattern.

Kepreseniers may be grouped in terrns of the kinds of features which they output. ‘The major
kinds of features are: templates, global transformations, zones, and geometric features. While a

single representer may combine ditferent kinds of features, representers are discussed here as if
each only outputs one kind of feature. This will make clearer the differences between the kinds of
features. Also, in practice mast representers do depend larecly on a single kind of featurc.

Templates.

‘lemplates are the simplest features to compute: they are simply the input data in its raw form.
For a path, a template would simply consist of the sequence of poinis which make up the path.

Recognition systems based on templates require the decider to do the ditfieute work; namely,
matching the template of the input pattern to stored example templates for each class.

‘Tomplates have the obvious advantage that the feanres are simple to compute. One disadvantage

is that the size of the feature data grows with the size of the input, making the features unsuitable as
input to certain kinds of deciders. Also, template features are very sensitive to changes in the size,

location, or orientation of the input, complicating classifiers which attempt to allowfor variations
of these within a given class. Examples of template systems are mentioned in the discussion of

template matching below.
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Global Transformations.

some of the problerns of template leatures are addressed by global transformations of the input

data. The transformations are often mathematically defined so as to be invariant under eg rotation,
translation, or scaling of the input data. Por example, the Fourier transform will result in features
invariant with respect to rotation ofthe input pattern [46]. Globaltransformations gcncrally output
a fixed numberof features, often smaller than the input data.

A set of tixed features allows for a greater variety in the choice of deciders, and obviouslythe
invariance properties allow for varialions within a class. Unfortunately, there is no way to “lum

off” these invariances in order to disallowintra-class variation. Also, the global transforraations
generally take as input a two-dimensional raster, making the technique awkward to use for path
data Gt would have to first be transformed into raster data). Furthermore, the computation ofthe

transformation may be expensive, and the resulting features do not usually have a useful parametric
interpretations (in the sense of Section 1.6.2}, requiring a separate pass over the data to gather

parametric information.

ZOnES.

Zoning is a simple way of deriving features from a path. Space is divided into a number of zones,
and an input path is transformed into the sequence of zones which the path traverses [S7]. One

variation on this scheme incorporates the direction each zone is entered into the encoding [101]. As
with ternplates, the numberof features are not fixed; thus only certain deciders may be used. The

maior advantage of zoning schemes are their simplicity and efficiency.

If the recognition is to be size invariant, zoning schemes generally require the input to be
normalized ahead of time. Making a zoning scheme rotationallyinvariant is more difficult. Such
normalizations make itimpossibic to compute zoncs incrementallyas the input data is reccived. Also,

small changes to a pattern might cause zones to be missed entirely, resulting in misclassification.
And again, the features do not usually hold any useful parametric information.

Geometric features,

Geometric features are the most commonly used in handwriting recognition [125]. Some geometric
features ofa path (such asits total iength, total angle, nuraberof timesit crosses itself, ete.) represent
global properties of the path. Local properties, such as the sequence of basic strokes, may also be

represented.

TL is possible to use combinations of geometric features, each invariant under some transionua-

tions of the input pattern but not others. For example, the initial angie of a path maybe a feature, and
all other features might he invariant with respect to rotation of the input. Tn this fashion, classtfters
may potentially be creatcd which allow different variations on a per-class basis.

Geometric features often carry useful parametric information. eg the total path length, a

geometric feature, is potentially a useful parameter. Also, geometric features can be fed to deciders
which expect a fixed number offeatures Gf only global geometric features are used), or to deciders

which expect a sequence of features Gf local features are used).
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Geometric features tend to be more complex to compute than the other types of features Usted.

With care, however, the computation can be made effictent and incremental. Por all these reasons,
the current work concenlraies on the use of global geometree leatures lor dhe single-paih gesture
recognition in this dissertation (see Chapter 3).

2.3.2 Alternatives for Deciders

Civen a vector or sequence of features output by a representer, i is the job of the decider to
determine the class of the input pattern with those features. Seven general methods for deciders may

be enumerated: template-maiching, dictionary lookup, a discrimination net, statistical matching,
linguistic matching, connectionism, and ad hoc. Some of the methods are suitable to only one kind

ot representer, while others are more generally applicable.

Template-matching,

A template-matching decider compares a given input template to one or more prototypical templates

of cach expected class. Typically, the decider is based on a function which measures the sumuarity
(or dissinularity) between pairs of templates. The input is classified as being a member of the same

class as the prototype to which it is most similar Usually there is a similarity threshold, below
which the input will he rejected as belonging to none of the possible classes.

The similarity metric may be computed as a correlation function between the input and the

prototype [69]. Dynamic programming techniques may be used to efficiently warp the input in order
to better match up points in the input template to those in the prototype 1133, 60, 91.

‘Template systems have the advantage that the prototypes are simply example ternplates, making
the system easy to train. In order to accommodate large variations, for exanypie in the orientation
of a given gesture, a mumber of different prototypes of various orientation must be specified.
Unfortunately, a darge mureber of prototypes can make the use of template matching prohibitively

expensive, since the input pattern must be compared to every tenyplate.

Lipscomb [80] preserits a variation on template matching usedfor recognizing gestures. in his

scherne, cach training example is considered at different resolutions, giving rise to multiple templates
per example. (The algorithra is thas similar to meltiscule algorithms used in image processing
[138].) Lipscomb has apphed the maltiscale technique to stroke data by using an angle filter, in
which ditferent resobations correspond to different thresholds applied to the angles in the gestures.

Yo represent a gesture at a given resolution, points are discarded so that the remaining angles are
all below the threshold. To classify an input gesture, first its highest resolution representation is
(conceptually) compared to each template (at every resolution). Successively lower resolutions of

the input are tried in firm, until an exact match is found. Multiple matches are decidedin favor of
ihe template whose resolution is closest io the current resolution ofthe input.

Dictionarylookup.

When the input features are a sequence of tokens taken [rom a small alphabet, lookup techmques

ray be used. This is often how zoning feateres are classified [101]. The advantage is efficient
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recognition, since binary search (or sumilar algorithms) may be used to lookup patterns in the

dictionary. Often sore allowance is made for non-exact matches, since otherwise classification is
sensuive to small changes in the imput. Even with such allowances, dictionary systems are often
brittle, duc to the features employed (eg sequences of zones). Of course, a dictionaryis inttially
created frara example training input. Tt is also a siraple matter to add new entries for rejected
patterns; thus the dictionary systera can adapt to a given user.

Diserimination nets.

A discrimination net (also called a decision tree) is basically a flowchart without loops. Each
interior node contains a boolean condition on the features, and is connected to two other nodes (a

“true” branch and a “false” branch). Each leaf node is labeled with a class name. A given feature
set is classificd bystarting at the root notc, evaluating cach condition cneountered and taking the

appropriate branch, stopping and outputting the classification when a leaf node is reached.

Discrimination nets may be created by band [25], or derived from example inputs [8]. They
are more appropriate to classifying fixed-length feature vectors, rather than sequences of arbitrary

length, and often result in accurate and efficient classifiers. However, discrimination nets tramed by
exampie tend to become unwieldy as the muraber of examples grows.

Statistical matching.

In statistical matching, the statistics of example feature vectors are used to derive classifiers. Typi-
cally, statistical matchers operate only on feature vectors, not sequences. Some typical statistics used

are: average feature vector per class, per-class variances of the individual features, and per-class
correlations within features. One method of statistical matching is to compute the distance ofthe
input feature vectorto the average feature vector of each class, choosing the class whichis the clos-
est, Another method uses the statistics to derive per-ciass discriraination functions overthefeatures.
Discrimination functions are like evaluation functions: each discrimination function is applied to

the input feature vector, the class being determined bythe largest result. Fisher [35] showed howto
create discnimination functions which are simply linear combinations ofthe inputfeatures, and thus

 

particularly eflicient. Arakawa oe. a/{3] used staustical classilication of Pourier features for on-line
handwriting recognition; Chapter 3 of the present work uses statistical classification of geometric
features.

Somestatistical classifiers, suchas the Fisher classifier, make assumptions aboutthe distributions
of features within a class (such as multivariate normality); thosc tend to perform poorly when the

assumptions are violated. Other classifiers [48] make no such assuroptions, but instead attemipt to
estimate the form ofthe distribution from the training examples. Such classifiers tend to require many

training examples before they function adequately. ‘he former approach ts adopted in the current
work, with the feature set carefully chasen so as to not violate assumptions about the underlying

distribution too drastically.
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Linguistic matching.

The linguistic approach attempts to apply automata and formal language theory to the problem of
pattern recognition [37]. The representer outputs a sequence of tokens which is composed ofa set of
pattern primitives and composition operators representing the relation between the primitives. The

decider has a granunar for each possible patiern class. It takes as mpul ihe sentence and alfenrpts to
parse it with respect to each pattern class grammar Edeully, exactly one of the parses ts successful
and the pattern is classified thus. A useful side effect of the syntax analysis is the parse tree (or other
parse trace) which reveals the internal structure of the pattern.

Linguistic recognizers may be classified based on the form of the representer output. Hf the
oulpul is a string then standard language recognition iechnology, such as reguiar expressions and

context-free grammars, may be used to parse the input, An errar-carrecting parser may be usedin
order to robustly deal with errors in the input. Alternatively, the output of the representer may he a
tree or graph, in which case the decider could use praph matching algorithms to do the parse.

The token sequence could come irom a zoning representer, a representer based on local geometric
properties, or from the output of a lower-level classifier. The latter is a hybrid approach—where, for
example, statistical recognition is used to classify paths (or path segments), and linguistic recognition
is used to classify based on the relationships between paths. This approach is similar to that taken
by Fu in a number of applications [40, 39, 38].

shaw’s piclure description language (PDL,see figure 2,12) has been used successlullyto describe

and classify line drawings [116, 40]. In another system, Stallings [120, 37] uses the composition
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operators Jefl-of above, and surrounds to describe the relationships between strokes of Chinese
characters.

A major problem with linguistic recognizers is the necessity of supplying a grammar for each

pattern class. This usually represents considerably more effort than sumply supplying examples for
each class. While some research has been done on automatically deriving grarmmars from examples,
this research appears not io be sufliciently advanced to be of use in a gesture recognition system.

Also, linguistic systems are best for patterns with substantial internal structure, while gestures tend
to be atomic (but not always [75]).

Connectionism,

Pattern recognition based on neural nets has received much rescarch attention recently [65, 104,
132, 134]. A neural net is a configuration of simple processing elements, each of which is a super-

simplified version of a neuron. A number of methods exist for training a neural network pattern
recognizer from examples. Almost any ofthe different kinds of features listed above could serve

as inpul to a neural nel, though best resulis would likely be achieved with vectors of quantitative
features. Also, some statistical discrimination functions may be implemented as simple neural
networks.

Nevral nets have been applied successfully to the recognition ofline drawings [55, 82], characters
[47], and DataGlovegestures [34}. Unfortunately, they tend to require a large amount of processing
power, espectally to train. Te now appears likely that neeral networks will, in the future, he a
popolar method for gesture recognition. The chief advantage is that neural nets, like teroplate-based

approaches, are able to take the raw sensor data as input. A neural network can learn to extract
interesting features for use in classification. The disadvantageis that manylabeled examples (often

thousands) are neededin training.

The statistical classification method discussed in this dissertation may be considered a one-level

neural network. It has the advantage over multilayer neural networks, in that i may be trained
quickly using relatively few examples per class (typically 15). Rapid training time is tmportant in

a system that is used for proiolyping gesture-based systenis, since H allows the sysieni designerto
easily experiment withdifferent sets of gestures for a given application.

Ad hoc methads.

If the set of patterns to be recognized is simple enough, a classifier may be programmed by hand.
Indeed, this was the case im many of the gestere-based systems mentioned in Section 2.2. Even
$0, having ta program a recognizcr by hand can be difficult and makes the gesture set difficult to

modify. The author believes that the difficulty ofcreating recognizers is one major reason why more
gesture-based systems have not been built, and why there is a dearth of experiments which study

the effect of varying the gestures in those systems which have been built. The major goal ofthis
disserlation is io make the building of gesture-based sysienis easy by making recognizers specifiable

by example, and incorporating thern into an easy-to-use direct manipulation framework.
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24 Direct Manipulation Architectures

A direet manipulation systemis one in which the user manipulates graphical representations of
objects in the task domain directly, usually with a mouse or other pointing device. Tn the words of
Shneiderman [1

 .77waiait,

the central ideas seemed to be visibility of the object of interest; rapid, reversible,

incremental actions: and replacement of complex command language syntax bydirect
manipulation of the object of mterest—hence the term “direct manipulation.”

As examples, he mentions displayeditors, Visicalc, video games, computer-aideddesign, and driving
an automobile, among others.

For many application domains, the direct manipulation paradigmresulis in programs which are

easy fo learn and use. Of course there are tasks for which direct manipulation is not appropriate, duce
to the fact that the abstract nature of the task domain is not easily mapped onte concrete graphical
objects [SS]. For cxaraple, direct manipulation systerns for the abstract task of programming have
been rather difficult to design, though much progress has been made [98].

Tt is not intended here to debate the merits and drawbacks of direct manipulation systems.
Instead, it is merely noted that direct manipulation has become an increasingly inrportant and

popular style of user interface. Purthermore, all existing gesture-based systems may be considered
direct-rmanipulation systems. The reason is that graphical objects on the screen are natural targets
of gesture commands, and updating those objects is an intuitive way of feeding back to the user
the effect of his gesturing. In this section, existing approaches for constructing direct manipulation
systems are reviewed. Tn Chapters 6 and 7 it is shown how somic of these approaches may be

extendedto incorporate gestural input.
While direct manipulation systems are casy to use, they are among the most difficult kinds of

interface to construct. ‘Vhus, there is a great interest in software tools for creating such interfaces.
Myers [86] gives an excellent overviewof the various tools which have been proposed for this

purpose. Here, itis sufficient to divide user-interface software tools into three levels.
The lowest software level potentially seen by the direct manipulation system programmer is

usually the window manager. Example window managers include X [113], News [127], Sun
Windows [126], and Display Pastseript [102]; see Myers [94] for an overview. For current purposes,

itis sufficient to consider the windowmanager as providing a set of routines (ie a programming
interface} for both output (textual and graphical) and inpet (keyboard and mouse or other device).
Programming direct manipulation interfaces at the window managerlevel is a usvally avoided, since

a large amount of work will likely need to be redone for cach application (eg menus will have
to be implemented for each). Building fromscratch this way will probably result in different and
inconsistent interfaces for cach application, making the total systern difficult to recall and use.

The next software level is the user interface toolidt Toolkits come in two forms: non-object-

oriented and object-oriented. A toolkit provides a set of procedures or objects for constructing
menus, scroll bars, and other standard interaction techniques. Most of the toolkits come totally

disassembled, and it is up to the programmer to decile howto use the components, Some toofkits,
notably MacApp [115] and GWUIMS [il&]. come partially assembled, making it easier for the

programmer to customize the stracture to fit the application. Porthis reason, some authors have
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referred to these systerms as User Interface Management Systems, thoughhere they are grouped with
the othertoolkits.

A non-object-oriented toolkit is simply a set of procedures for creating and manipulating the
interaction techniques. ‘Uhis saves the programmer the effort involved in programming these inter-

acuion techniques direetly, and has the added benefit that all systems created using a single toolkit
will fook and act similarly. One problem with non-object-oriented toolkits is that they asuaily do
not give much support for the programmer wha wishes to create newinteraction techniques. Such
a programmer typically cannot reuse any existing code and thus finds himself bogged down with

many low-level details of input and screen management.

Instead of procedures, object-oriented toolkits provide a class (an object type) for each of
the standard interaction techniques. To use one of the interaction techniques in an interface, the

prograramer creates an instance of the appropriate class. By using the inheritance mechanism of
the object-oriented programming language, the programmer can create new classes which behave

like existing classes except for modifications specified by the programmer. This subclassing gives
the programmier a method of customizing each interaction technique for the particular application.
it also provides assistance to the programmer wishing to create newinteraction techniques—he can
almost always subclass an cxisting class, which is usually much casicr than programming the new
technique fromscratch. One problem with object-oriented tocikits is their complexity; often the

programmer needs to be familiar with a large part of the class hierarchy before he can understand
the functionality of a single class.

User Interface Management Systems (UIMSs) form the software level above toolkits (96).
UIMSs are systems which provide a method for specifying some aspect of the user interface thatis
at a higher level than simuply using the base programming language. For example, the RAPID/USE

system {135 ] uses state transition diagrams to specifythe structure of user input, the Syngraph system
[44] uses context-free grammers similarly, and the Cousin system [51] uses a declarative language.
Such systems cncourage or cnforce a strict separation between the user interface specification and
the application code. While having modularity advantages, it is becoming increasingly apparent

that such a separation may not be appropriate for direct rnanipulation interfaces [110].

UIMSs which employ direct graphical specificaticnof interface components are becoming in-
creasingly popular In these systerns, the UTMSis itself a direct manipulation system. The user

iteriace designer thus uses direct manipulation to specify the components ofthe direct manipulation
imteriace he himself desires to build. The NeXT Interface Builder [102] and the Andrew Devel-

opment Environment Workbench (ADEW) [100] allowthe placement and propertics of existing
interface components to he specified via direct manipulation. However, new interface components
must be prograramed in the object-oriented toolkit provided. In addition to the direct manipulation
of existing interface cornponents, Lapidary [93] and Peridot [90] enable newinterface components

to be created bydirect graphical specification.

UIMSs are generally built on top of user interface toolkits. The UIMSs that support the con-
struction of direct manipulation interfaces, such as the ones which use direct graphical specification,

tend to be built upon object-oriented tootkits. Since object-oriented toolkits are currently the pre-
ferred vehicle [or the creation of direct manipulation sysiems, this dissertation cancentrates upon

the problem of integrating gesture into such toolkits. In preparation for this, the architectures of
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several existing object-oriented toolkits are now reviewed.

24.3 Object-oriented Toolkits

The object-oriented approach is olten used for the construction of direct manipulation systems.

Using object-oriented programming techniques, graphical objects on the screen can be made to
correspond quite naturally with software chjects intemal to the system. The ways in which a graphic
object can be manipulaicd correspond to the messages to which the corresponding software abject
responds. It is assumed that the reader ofthis dissertation is familiar with the concepts of object-

oriented programming. Cox [27, 28], Stefik and Bobrow [121], Horn [56], Goldberg and Robson
[44}, and Schmucker [115] all present excellent overviews of the topic.

The Smialltalk-80 system[44] was the first object-oriented systemLhat ran on a personal computer
with a mouse and biemapped display. From this system emerged the Model-View-Controller (MVC)
paradigm for developing direct manipulation interfaces. Though MVC Hiterature is only now
beginning to appear in print {7G, 63, G8], the MVCparadigm has directly influenced every cbject-

otiented user interface architecture since its creation. For this reason, the review of object-oriented
architectures for direct manipulation systems begins with a discussion of the use of the MVC

paracigni in the Smalltalk-80 system.
‘the terms “model,” “view,” and “controller” refer to three different kinds of objects whichplay

arole in the representation of single graphic object in a direct manipulation interface. A mode/is an
object containing application specific data. Model objects encapsulate the data and computation of
the task domain, and generally make no reference to the user interface.

A viewobject is responsible for displaying application data. Usually, a viewis assaciated with a

single model, and communicates with the model in order to acquire the application data that it will
render on the screen. A single model may have multiple views, each potentially displaying different
aspects of the model. Views implement the “lock” ofa user interface.

A conroferobject handles user interaction (ie input). Depending on the mpui, the controller
maycornmtunicate directly with a model, a view, or both. A controller object is generally paired with
a viewobject, where the controller handles input te a model and the view handles output. Internally,
the controller and view objects typically contain pointers to each other and the associated model,

and thus may directly send messages to each other and the model. Controllers implement the “feed”
of a user interface.

When the application programmer codes a model object, for modulanty purposes he does not
generally include references to any particular view(s). ‘lhe result is a separation between the

application (the models) and the user interface (the views and controllers). There does however
need to be some connection from a model to a view—otherwise howcan the view be notified when

the state of the madel changes? This connection is accornplished in 4 modular fashion through the
usc of dependencies.

Dependencies work as follows: Any object mayregister itself as a dependent of any otherobject.
Typically, a view object, when first created, registers as a dependent of a model object. Generally,

there is a list of dependents associated with an object; in this way multiple views may be dependent
ona simgle model. When an object that patentially has dependents changes is state, it sends itself

the message [Self changed]. Each dependen: d ofthe object will then get sent the message f
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update], mforming it that an object upon whichit is dependent has changed. Thus, dependencies

allow a model to conumunicate to its views the fact that ithas changed, without referring to the views
explicitly.

Many views display rectangular regions on the screen. A view ray have subviews, each of
which typically results in an object displayed within the rectangular region of the parent view. The

subviews may themselves have subviews, and so on recursively, giving cise to the view Aierarchy.
Typically, a subview’s displayis clipped so as to wholly appear within the reclangular region ofits

parent. A subviewgenerally occhudes part of its parent’s view,

A common criticism of the MVC paradigm is that two objects he view and controller) are
needed to unplement the user interface for a model where one would suffice. Thus, the argument

goes, is not only ineificrent, but also not modular.Why implement the look andfeel separately when
in practice they always go together?

The reply tothis criticismstates that it is useful (often or occasionally} to control look and feel
separately [08%]. Knolle discusses the usefulness of a single view having several interchangeable

controllers; implementing different user abilities (Le beginning, intermediate, and advanced) with
different controllers, and having the systent adapt to the user’s ability at runtime is one example.
While Knolle’s examples may not be very persuasive, there is an important application of separating
views from controllers, namely, the ability to handle mmiltiple input devices. Chapters 6 and 7

explore further the benefits accrued from the separation of views and controllers.

Nonetheless, there is a simplicity to be had by combining views and controllers into a single
abject, giving rise to object-oriented toolkits based on the Data-View (DV) paradigm. Though

the terminology varies, MacApp [115, 114], the Andrew Toolkit [105], the NeWS Development
environment [108], and InterViews [79] all use the DV paradigm. In this paradigm, data objects
contain application specific data (and thus are identical to MVC models} while view objects comibine

the functionality of MVCviewand controller objects. In DV systems, the look andfeel of an object
are very tightly coupled, and delailed assuniptions about the input hardware (eg a three bution

mouse) get built into every view.

Object-oriented toolkits also vary in the method by which they determine which controller
objects get informed of a particular input event, and also in the details of that comprunication.

Typically, input events (such as mouse clicks) are passed down the view hierarchy, with a view
querying ifs subviews (and so on recursively) to see if one of them wishes to handle the event before
deciding to handle the event itself. Many variations on this scheme are possible.

Controllers may be written to have methods for messages such as LeftBurtonDBown. This
style, while convenient for the prograrnmer, has the effect of wiring in details of the input hardware
all throughout the system [115, GR]. The Nex’ AppKit [102], passes input events to the controller
object in a more general form. This is generalized even further in Chapters 6 and 7.

Controllers are a very general mechanismforhandling input. Garnet (921, a moder MVC-based
system, takes a different approach, called interactors{95, 91]. The key insight behind interacturs is
that there are only several different kinds of interactive behavior, and a (parameterizabie) interactor
can be built foreach. The user-interface designer then needs only to choose the appropriateinteractor

for each interaction technique he creates.

Gestaral input is not currently handled by the existing interactors. Tt would be interesting to see
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if the interactor concept in Garnet is general enough to handle a gesture interactor. Unfortunately,

the author was largely unaware of the Garnet project at the time he began the research described in
Chapters 6 and 7. Had it been otherwise, a rather different method [or incorporaling gesiures mic
direct manipulation systems than the one described here might have been created,

The Artkit system [52] has a considerably more general input mechanisrna than the MVCsysterns
discussed thus far. Like the GRANDMAsystem discussed in this dissertation, Artkit integrates

gestare into an object-oriented toolkit. Though developed simultaneously and independently, Artkit
and GRANDMAhavestartlingly similar mput architectures. The two systems will be compared in

more detail in chapter 6.
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Chapter 3

Statistical Single-Path Gesture
Lecognition 

3.1 Overview

This chapter address the problem of recognizing single-path gestures. A single-path gesture is one
that can be input with a single pointer, such as a mouse, styhus, or single-finger touch pad. It is
further assured that the start and cnd of the input gesture are clearly dclincated. When gesturing

with a mouse, the startof a gesturemight be indicatedby the pressing of a mouse button,and the
end by the release of the button. Similarly, contact of the stylus with the tablet or of a tinger with
the touch screen could be used to delineate the endpoints of a gesture.

Baecker and Buxton[S} warn against using a mouse as a gestural input device for ergonomic
reasons. For the research deseribed in this chapter, the author has chosen to ignore that warning.

The rouse was the only pointing device readily available when the work began. Murthermiore,it was
the only pointing device that is widely available-—an important consideration as it allaws others to
utilize the present work. In addition, i is probably the case that any trainable recognizer that works

well given mouse input could be made to work even better on devices more suntable for gesiuring.
such as a styhis and tablet.

‘The particular mouse. used is labeled DEC Model VSLOX-A,revision A3. Tt has three buttons
on top, and a metal trackball coming out of the bottom. Moving the mouse ona flat surface causes
its trackball to roll. inside the mouse, the trackball motion is mechanically divided into x and y

coniponents, and the mouse sends a pulse to the compuler each dime one of its componenis changes
bya certain amount. The windowing software on the host implements mouse acceleration, meaning
that the faster the mouse is moved a given distance, the farther the mouse cursor will travel on the
screen. The metal mouseball was rolled on a Formica table, resulting it what might be terrned a

“hostile” system for studying gestural input.

All the work descnbed in this chapter was developed on a Digital Equipment Corporation
MicroVAX IL! The software was written in C [66] and runs on top of the MACHoperating system 

'MicroVAXis trademark of Digital Equipment Corporation.
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Figure 3.1: Some example gestures

‘Ube peviod indicates We start ofhe gesiure. fhe aciual mouse potuts (hat make up ihe gestures are fudicatled
as well,

[131], which is UNEX? 4.3 BSD compatible. X10 [113] was the windowsystemuscd, though therc
is 4 layer of software designed to make the code easy to port to other window systems.

3.2 Single-path Gestures

The gestures considered in this chapter consist of the two-dimensional path of a smgle point over

time. Each gesture is represented as an array gof P time-stampedsample points:

Bn = 4X, Voy th) Os p< POL Pp

The points are time stamped (the ¢,) since the typical interface to many gestural input devices,
particularly mice, does not deliver input points at regular intervals. In this dissertation, only
two-dimensional gestures are considered, but the methods described may be generalized to the
three-dimensional case.

When an input point is very close to the previous input point, it is ignored. This simple
preprocessing of the input results in features that are mach more reliable, since nnich ofthe jiggle,
especiallyat the end of a gesturc, is climinated. The result is a large inercase in recognition accuracy.

Por the particular mouse used for the majority of this work, “very close” meant within three

pixels. This threshold was empirically determined to produce an optimal recognition rate on a
number of gesture sets.

Stmifar, but more complicated preprocessing was done by Leedham, ef a/,, in their Pittrman’s
shorthand recognition system[77]. The difference in preprocessing in Leedham’s system and the
current work stems largely from the difference in input devices (Leedham used an. instrumented

pen), indicating that preprocessing should be done on a per-input-device basis.

Figure 3.1 shows some example gestures used in the GDF drawing editor The first point (gy) in

each gesture is indicated by a period. Each subsequent point (g,,) is connected by a line segmentto
the previous point (g»1). The ume stamps are not shownin the ligure.

The gesture recognition problem is stated as follows: There is a set of C gesture classes,
numbered 0 through C— 1. The classes may be specified by deseription, or, as is done in the present 

*UNEX is a trademark of Bell Laboratories.
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work, by example gestures for each class. Given an input gesture g, the problem is to determine the

class to which g belongs (Ae, the class whose members are most like 9). Some classificrs have a
reject option: Uf gis sufficiently dillerent se as not to belong to any ofthe gesture classes, it should
be rejected.

3.3 Features

Staustical pesture recognition is done in twosteps. First, a set of features ts extracted fromthe input
gesture. This set is represented as a feature vector, f = [4,..., fl’. (Here and throughout, the
prime denotes vectortranspose.) The feature vector is then classified as one of the possible gesture
classes.

The set of [eatures used was chosen according to the lollowing criteria:

The namber of features should be small. In the present scheme, the amount of time it takes to
classify a gesture given the feature vector is proportional to the product of the size of the
feature vector Ue. the mumberof features) and the aumberof different gesture classes. Thus,
for efficicncy rcasons, the mumbcr of features should be kept as small as possible whilestill

being able to distinctly represent the different classes.

Each feature should be calculated efficiently. It is essential that the calculation of the feature
vectoritself not be too expensive: the amount of time to update the valuc of a featurc when an

input point g, is received should be bounded by a constant. In particular, features that require
all previous points to be examined for cach new input point are disallowed. In this manner,

very large pestures (those consisting of many pornts) are recognized as efficiently as smaller
geslures.

in practice, this incremental calculation of features is often achieved by computing auxiliary
features not used in classification. Por example, if one feature is the average x value of the

input points, an auxiliary feature consisting of the sum of the x values might be computed,
This would require constant time (one additicn) per input point. When the feature vectoris
needed Corclassification) the average xvalue feature is computedin constant time by dividing

the above sum by the numberof input points.

Eachfeature should have a meaningful interpretation, Unlike simple handwriting systems, the
gesture-based systems built here use the features not only for classification, but also for

parametric informaiton. For example, a drawing prograrn uught use the initial angle of a
gesture to orient a newly created rectangle. While it is possible to extract such gesteral
attribptes independent of classification, it is potentially less efficient to do so.

Meaningful features also provide useful information to the designer of a set of gesture classes

for a particular application. By understanding the set of features, the designer has a better
idea of what kind af gestures the sysiem can and cannoi distinguish; she is thus mere Itkely

to design gestures that can be classified accurately.
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Individual features should have Gaussian-like distributions. The classifier described in this chap-

ter is optimal when, among other things, within a given class each feature has a Gaussian
distiibution. This is because a class is essentially represented by its mean feature vector, and
classification of an example takes place, to a first approximation, by determining the class
whose mean feature vector is closest to the example’s. Classification may suffer if a given
feature in a given class has, for example, a birnodal distribution, whereby it tends toward one
of two different values.

 

This requiromont is satish
gesture results in a small change in the vahuc ofthe feature. In gencral, this rules out features
that are srnall integers, since presumably some small change in a gesture will cause a discrete

writ step in the feature. When possible, features that depend on thresholds should also be
avoided for similar reasons. Ideally, a feature is a real-valued continuous functionofthe imput
points.

ed whenthe feature is sfaé/e, meaning a small change in the input
 

Note that the input preprocessing is essentially a thresholding operation, and does have the
effect that a seemingly small change in the gesture can cause big changes in the feature vector.

However, eliminating this preprocessing would allow the noise inherent in the input device
to seriously affect certaim features. Thas, thresholding should not be ruled out per-se, but
the tradeoffs must be considered. Another altemative is to use multiple thresholds to achieve
a kind of maltiseale representation of the input, thus avoiding problems inherent in using a

single threshold [80].

The particularset of features used here evolved over the creation of two classifiers, the first heing

for a subset of GDPgestures, the second being a recognizer of upper-case letters, as handwritten by
the author. In the current version of the recognition program, thirteen features are employed, Figure

3.2 depicts graphically the values used in the featare calculation.
The features are:

Casine and sine of inital angle with respect to the Xaxis:

§ =cosa=(% — m)/d
h=sinw = Go —)/d

 
i

‘ i. > . 5
A= Vv (Xnax — Xmin¥ + (Vinex — ¥mnin)

  

WHRETE Smas, Kin, Vmax: Vmin are the maximumand minimum values

for x, and yp respectively.

Angle of the bounding box:
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Lxr1, VP-1)

(Xpel $ Jpts ) .
(in ¥o) %

(xp %

 
aun Yin)

Figure 3.2: Feature calculation
C

used fo compute features or the features themselves where possible.

 7 Vinax ~~
i, =arctan =

Xmax — Ximin

  

Distance between first and last point:

 
poceeenesneecceeeneeeei

Raxpi   + (yp wor

Casine and sine of angle between first and last paint:

f= 0088 = (ap~ %)/ &

asin= (yp.1 — 30)/ 6

Total gesture length:

Let AX, = Xpet — Xp
Ap = You ~ Xp
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P-2
a. A 2 2

k=} Ag+ aw
p=O

Total angie traversed (derived from the dot and cross product definitions/73)):

AxpAYp.1 — Axp.. Av
G, = arctan

‘ Ax,As,i+ Away1

 

fis >) e

Maxunumspeed (squared):

Min = tora ~ bp

pig AxS+ Ay,fia = mE
12=dha Ab; p

Path duration:

fas ipin &

Features fy and ij, allow the gesture recognition to be based on temporal factors; thus gestures

have a dynarnic component and are not sirnplystatic pictures.
Some features (fj, &

depend on angles direc

 
%&, and #) are sines or cosines of angles, while others (&, fo. fy, Aa)

y and thus require inverse trigonometric functions to compute. A four-

quadrant arctangent is needed tu compute @)) the arctangent function mast take the numerator and
denominatoras separate parameters, returning an angle between —m and w. For efficient recognition,
it would be desirable to use just 4 single feature to represent an angle, rather than both the sine and
cosine. However, the recognition algorithmrequires that cach featare have approximatelya Gaussian

distribution; this poses a problem when a small change in a gesture causes a large change in angle
measurement due to the discontinuity when near tw. This mattered for initial angie, aad the angle
between the start and end point of the gesture, so cach of these angles is represented by its sine and
cosine. The bounding box angle is always between 0 and #/2so there was no discontinuity problem
for it.
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For features dependent on @,, the angle between three successive input points, the discontinuity
only occurs when the gesture stroke turns back uponitself. Ia practice, likely duc to the few gestures
used which have such changes, the recognition process has not been signilicantly hampered by
the potential discontimuity (but see Section 9.1.1). The feature 4 is a measure of the total angie
traversed; in a gesture consisting of two clackwise loops, this feature might have a value near 4.
Hf the gesture was a clockwise loop followed by a counterclockwise loap, 4 would be close to zers.

The feature 4g accurmiates the absolute value of instantaneous angle; in both loop gestures, its
value would be near 4a. The feature 4) is a measure of the “sharpness” of gesture.

Figure 3.3 shows the value of some features as a [unction ofp, ihe input point, for gestures 1 and
2 of figure 3.1. Note in particular how the value for 4, Ghe sharpness) increases at the angles of the
gesture. The feature values at the last Gightmost) input point are the ones that are used to classify
the gesture. The intent of the graph is to showhowthe features change with each new input point.

All the features can be computed incrementally, with a constant amount of work being done for

each new input point. By utilizing table lookup for the square root and inverse trig functions, the
amount of computation per input point can be made quite small.

A namber of features were tried and found not to be as good as the features used. For example,

instead of the sharpness metric #1, initially a count of the number of times @, exceeded a certain
threshold was used. The idea was to count sharp angles. While this worked fairly well, the more

continuous measure of sharpness was found to give much better results. In general, features that
are discrete counts do not work as well as continuous features that attempt to quantify the same

phenomena. ‘Uhe reason for this is probably that continvous features more closely satisty the
normalily criterion. In other words, an error or deviation in a discrete coum! tends to be much more

significant than an error or deviation in continuous metric.
Appendix A shows the C code for incrementally calculating the fcature vector of a gestarc.

3.4 Gesture ClassHication

Given the feature vector x computed for an input gesturc g, the classification algarithra is quite
simple and efficient. Associated with each gesture class is a linear evalnation function over the
features, Gesture class chas weights we forO0 < i < #, where Fis the numberoffeatures, currently
13. (Per-class variables will be written using superscripts with hats to indicate the class. These are
not and should not to be confused with exponentiation.) ‘Phe evaluation functions are calculated as
follows:

ansLe — New

Be

vom uyt y W;Xj Ose<€
el

The value v° is the evaluation ofclass ¢. The classifier simply determines the c for which vo isa
maximum: this cis the classification of the gesture o. The possibility of rcjceting gis discussed in
Section 3.6.

Practitioners of pattern recognition will recognizethis classifier as the classic hnear discriminator

(35, 30, 62, 74]. With the correct choice of weights we, the lmear discriminator is known to be
optimal when (1) within a class the feature vectors have a multivanate normal distribution, and 2)
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Figure 3.3: Feature vector computation
These graphs shaw haw feature vectors change with each new input point. [he left graphs refer to features of 

 gesture 1 of 21 (an “ M"}, the right graphs to gesture 2 (an “ L”}. The final vafues of the features (p= 21 for

gestute I, p= ;

t

2 for gesture 2} are the ones used for classification. The instantaneous angle 0, and velocity 

vp) have been included in the Bgure, albough they are nol part ofthe feature vecios.
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the per class feature covarianee matrices are equal. (Exactly what this means is discussed in the

next section. Other continuous distributions for which linear discriminant functions are optimal are
investigated by Cooper [26].) These condiiions do not bold for mosi sets of gesiure classes given
the feature set described; thus weights calculated assuming these conditions will not be optimal,
even among finear classifiers (and even the optimal linear classifier can be outperformed hy some
non-linear classifiers if the above conditions are not satisfied}. However, given the above set of

features, Linear discriminators computed as if the conditions are valid have been found to perforrn
quite acceptablyin practice.

3.5 Classifier Training

Once the decision has been made to use linear discrimmators, the only problem that rernains is the

determination of the weights from example gestures of each class. This is known as the waning
problem.

Two methods for computing the weights were tried. The first was the multiclass perceptron
training procedure descrihed in Skdansky and Wassel[119]. The hope was that this method, which
docs not depend on the aforcrncntioncd conditions to choose weights, might perform better than

methods that did. In this method, an initial guess of the weights was made, which are then used
to classify the first example. For each class whose evaluation function scored higher than the

correct class, each weight is reduced by an amount proportional to the corresponding feature of the
exaniple, while the correct class has us weighis increased by the samme amount. This is simularic

back-propagation learning procedures in neural nets [34]. In this manner, all the examplesare tried,
multiple times if desired.

This method has the advantage of being simple, as well as needing very few example geatures

to achieve reasonable results. However, the behaviorof the classifier depends on the order in which
the examples are presented for training, and good values for the initial weights and the constant

of proportionality are difficult to determine in advance but have a large effect on the success and
training cificiency of the method. The numberofiterations of the examples is another variable
whose optimam value is chfficult to determine. Perhaps the most serious problemis that a single
bad example might seriously corrupt the classifier.

Iventually, the perceptron training method was abandoned in favor of the plug-in estima-

tion method. The phig-in estimation method usually performs approximately equally to the best
perceptron-trained classifiers, and has none of the vagueness associated with perceptrontraining. In

this method, the means of the features for each class are estimated from the example gestures, as is
the coramion feature covariance matrix (all classes are assumed to have the same one). The estimates

are then ased to approximate the linear weights that would be optimal assuming the aforementioned
conditions weretruc.

 

3.3.1 Deriving the linear classifier

The derivation of the plug-in classilier is given in detail in James [62]. James’ explanation ofthe

derivation is particularly good, though unfortunately the derivation itselfis mddled with typos and
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other errors. Krzanowski [74] gives a similar derivation Qwith no errors), as well as a good general

description of nvultivariate analysis. 'Vhe derivation is summarized here for convenience.

Consider the class of “L” gestures, dyawnstarting from the top-left. One example of this class
is pesture 2 in figure 3.1. Tris easy to generate many more examples of this class. Fach ane gives
rise to a feature vector, considered to be a column vector of Freal nambers (£,..., &1).

Let f be the random vector (ie a vector of random variables) representing the feature vectors
of a given class of gestures, sav “L gestures. Assume (for now) that f has a nudtivariate norrral

distribution. ‘Lhe multivariate normal distribution is a generalization to vectors of the normal
disiribution for a single variable. A single variable (univariate) normal distribution is specified by

its mean value and variance. Analogously, a multivariable normal distribution is specitied by its
mean vector, fi, and covariance matrix, 37. Tn a rmudtivariate normal distribution, each vector element
(eature) has a umvariate normal distribution, and the mean vector is simplya vector consisting of

the means of the individual features. The varianceof the features form the diagonal of the covanance
matrix; the off-diagonal elements represent correlations between features.

‘he univariate normal distributionhas a density function whichis the familiar bell-shaped curve.
The analog in the two variable (bivariate) case is a three-dimensional bell shape. In this case, the

lines of equal probability (cross sections of the bell) are concentric ellipses. The axes ofthe ellipses
are parailel to the feature axes Hf and onlyif the vartables are uncorrelated. Byanalogy, in the higher
dimensional cases, the distribution has a hyperbell shape, and the cquiprobability hypersurfaces arc
ellipsoids.

A more in-depth discussion of the properties of the nrultivariate normal distribution would take
us tootar afield here. ‘The reader untamiliar with the subject is asked to rely on the analogy with the

univariate case, orto refer to a pood text, such as Krzanowski [74].
The nnittivariate normal probability density function is the muluvariate analog to the bell-shaped

curve. itis written here as a conditional probability density, Le the density of the probability of
getting vector x given x comes from roultivariate distribution [ with F variables, mean fi, and
covariance matrix 3), Eo

~Py2
px[D= Gay! P 

2 Leg igGleery .
Hf2 os3 (E By ST eh (3.2)

Note that this expression involves both the determinant and the inverse of the covariance matrix.
The interested reader should verify that it reduces to the standard bell-shapedcurve in the univariate
case (P= |, Y= [oA

Tn the univariate case, to determine the probability that the value of a random variable will
le within a given interval, simply imtegrate the probability density function over that interval.

Analogouslyin the multivariate case, given an interval for each afthe variables G.e a hypervolume)
perform a nruitipic integral, integrating each variable overits interval to determine the probabilitya
randomvector is within the hypervolame.

All this is preparation of the derivation of the lear classifier. Assume an cxample feature
vector x to be classified is given. Let C° denote the event that a random feature veetor X is in class
G and x, when used as an event, denote the event that the random feature vector X has valuex.

Weare interested in AC* |x), the probability that the particular feature vectorx is in group C*. A
reasonable classification rule is to assign x lo the class / whose probability A.C’|x) is greater than
that of the other classes, Ae AC [lsp> ACil) for all # i. This rule, which assigns the example
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to the class with the highest conditional probability, is known as Bayes’ rule.
‘The problem is thus to determine P(C°| x) forall classes c. Bayes’ theoremtells us

 

rn i 3ey X my
ACy= PERC)|AC A (3.3)

>Pal CSAC
ali k

CORCY > Pl CHAC)Substituting, the assignment rule now becomes: assign x toclass HfAx
for all j# i.

Theterms of the form AC) are the a prioriprobabilitiesthat a random example vectoris in class

 

c. Ina gesture recognition system, these prior probabilities would depend on the frequencythat each
gesture command is likely to be used in an application. Lacking any better information,let us assure
that all gestares are equally likely, resulting in the rule: assign x to class /if Ax | Cy > As | Cl)
for all 74 7.

A conditional probability of the form Px | Cis knownasthe likelihood of C* with respect
ta x [30]; assuming equal priors essentially replaces Bayes’ nile with one that gives the maxirnum
likelihood.

Assume nowthat each C*is multivariate normal, with meanvector 72°, and covariance matrix
Sz Substituting the nrultivariate normal density functions (equation 3.2) for the probabilities gives
the assignment rule: assign x to class jaf, for all j# Z

0
Sel nyFP  

‘aking the natural log of bath sides, canceling, and roultiplying through by —1 (hus reversing the

inequality) gives the rule: assipn x to class 7if, for allj #4

d'(x) < d(x), where d(x) = in| Bey Ey! (x — 75 Gadd 

d°Cs) is the discrimination function for class c applied to x, This is quadratic discriraination,
since f°(x) is quadratic in elernents of x (the features). The discriminant computation involves the
weighted sumof the pairwise products of fcaturcs, as well as terms lincar in dhe features, and a
constant term.

Making the further assumpuon that all the per-class covariances matrices are equal, fe 23 =
i; = ©, the assignment cule takes the form: assign x to class / if, for alljf

inf) +a —pPYLwR) < InP 4— eyEw — Be.

Distributing the sabtractions and multiplying through by — 4 gives the rule: assign x to class fif, for
all j# i,

v(x) > vlOe), where vO) = GONly — iggyHo lpe G5)

Nate thai the discrimination functions v “(x} are linear in the features (Ze the elements of x), the

weighis being Gé°Y©! and the constant ierm being —4G8/y¥ N7 hn!
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Comparing equations 3.5 and 3.1 it is seen that to have the optimumclassifier (given the

assumptions) we take

 

and
ea bent  

are ao
Wo =

i
ais“sl

for all classes c. fis not possible to knowthe ji° and J’; these must be estimated frothe examples
as described in the next section. The result will be that the wf will be estimates of the optimal
weights.

The possibility of a tie for the largest discriminant has thus far neglected. If vy") = w(x) >
v(x) for all j #iand/# & it is clear that the classifier may arbitrarily choose / or kas the class of
x. However, this is a prime case for rejecting the gesture x altogether, since it is ambiguous. ‘This
kind of rejection is generalized in Section 3.6.

3.5.2 Estimating the parameters

The hnearclassifier just derived is optima! (given all the assumptions) in the sense that it maximizes
the probability of correct classification. However, the parameters needed to operate the classifier,
namely the per-class mean vectors ji° and the commoncovariance matrix 2’, are not known apriori.
They miust be estimated from the training exarmples. The simplest approach is to use the plug-in
estimates for these statistics. Since the equations that follow actually need to be programmed, the
matrix notation is discarded in favor of writing the sums out explicitly in terms of the componcnis.

Let & be the /® feature ofthe example of gesture class c O <i e < EF e where E"is the
number of training examples of class c. The plug-in estimate of 2°, the mean feature vector per

class, is denoted £. It is simply the average of the features in the class:

 
c=0

Sj is the plug-in estimate of J/,, the feature covariance taatrix for class c:

fom}
tet Fyre_-Fop = BaEGF)

e=0

(For convenience in the next step, the usual 1 /(# ®1) factor has not been included in sf) The Si
are averaged to give sy, an estimate of the common covariance matrix 2.

eo S} ae
Sy5 OST (3.6)

-C+30A
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The plug

denoted (sv! dy.
g-in estimate of the common covariance matrix sy is then inverted, the result of which is

The v* are estimates ofthe optimal evaluation functions v “(x). The weighis w*are computed
fromthe estimates as follows:

ho] if
von

iv}
t

aon teri IA Me A
hy

and

 
As mentioned before, it is assumed that all gesture classes are equally Likely to occur. ‘Vhe

constant terms ve may be adjusted if the 4 priori probabilities of each gesture class are known ip
advance, though the author has not foundthis to be necessary for good results. Ef the derivation of
the classifier is carried out without assuming equal probabilities, the net result is, for cach class, to
add in FCto ve. A sitnilar correction may be madc to the constant terms if differing pcr-class
costs for misclassification must be taken into account (741.

Estimating the covariance matrix involves estimating its PU’+1)/2 elements. The matrix will be
singular if, for example, less than approximately Pexamples are used in its computation. Or, a given
feature thay have vero variance im every class. In these cases, the classifier 1s underconstramed.
Rather then give up (which scems an inappropriate response when underconstrained) an attempt is
made to fix a singular covariance matrix. First, any zero diagonal element is replaced by a small
positive number. Hf the matrix is still singular, then a search is made to eliminate unnecessary
features.

Thesearchstarts with an enpty set of features. At cach iteration, a feature /is added to the set,

and a covariance matrix based only on the features imthe set is constructed (bytaking the singular
Pex F covariance matrix and using only the rows and columns ofthose features in the set) Hf the
constructed matrix is singular, feature jis removed from the set, otherwise jis kept. Each feature
is tried in tum. The result is a covariance matrix (and its inverse) of dimensionality smaller than
Fx FL The inverse cavariance matrix is expandedto size F x F by adding rows and columns of
zeros for cach feature not used. The resulting matrix is used to compute the weights.

Appendix A shows C code for training classifiers and classifying feature vectors.

 

3.6 Rejection

Given an input gesture the classification algorithmcalculates the evaluation v, for each class
The class Awhosc evaluation 1is larger than all other is presumedto be the elass of ¢ However,
there are two cases that might cause us to doubt the correctness ofthe classifier. The gesture oemay
be ambiguous, in that it is similar to the gestures of more than one class. Also, @may be an ouffier,

different from anyof the expected pesture classes.
it wouldbe desirable to get an estimate of howsure the classifier is that the inpul gesture is

unambiguously in class i Intuitively, one might expect that if some v™, rg i, is close to , the
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the classifier is unsure of its classification, since it almost picked rminstead of 1 This intuition is

borneout in the expression for the probability that the feature vector x isin class 7. Again assuming
nomial isalures, equal covanances, and equal prior probabilitics, substitute (he multivariate normal
density function (equation 3.2) into Bayes’ Theorem (equation 3.3).

oSa(K— piHye)

Jeo

~1f2
— ~ , we PD oe 1 4 . —

The common factor (Qey7"/*E 7" has been canceled from the numerator and denominator. Wemay further factor out and cancel € 2E~"® ond substitute equation 3.5, yielding

ais)
Afixy= —Palys oo

Soeenwal

fo

Substituting the estimates ¥for the v *(x) and incorporating the rumerator into the denominator
yields an estimate for the probabihtythat fis the correct class for

eye 1
RAY) = ay

oS (yhnvty> ©
BO

This valuc is computedafter recognition and compared to a threshold 7p. If belowthe threshold,
instead of accepting gas being in class i, gis rejected. The effect of varying Tp will be evaluated
in Chapter 9. ‘Chere is a tradeoff between wanting to reject as many ambiguous gestures as possible
and nol wanting {o reject unambiguous gestures. Empirically, Zp = 0.95 has been found to be a
reasonable value for a mumber of gesture sets Gee Section 9.1.2).

The expression for FZ] x) bears out the intuition that if two or more classes evaluatefo near
the sameresult the gestureis ambiguous. In such cases the denominator will be significantly larger
than unity. Note that the denominatoris always at least unity due to thej= jterm im the sum. Also
note that all the other terms the exponents ( ~— +) for # iwill always be negative, because x has
beenclassified as class i by virtue of the fact that 4 > Wwforj 4 i

Ra |x) may be computed efficiently by using table-lcokup for the exponentiation. ‘The table

need not be very extensive, since any time -~ \4 is sufficiently negative ess than —6, say) thetermis negligible. In practice this will be the case for almost all j.A linear classifier will give no indication if gis an outlier Indeed, most outliers will be
considered unambiguous by the above measure of F Totest if gis an outlier, a scparate metric isneeded to compare gto the typical gesture of“class kK An approximation to the Mahalanobis distance
[74] works well tor this purpose.

Given a gesture with featere vector x, the Mahalanobis distance between x and class /is defined

1227



1228

37 DISCUSSION 61

Note that 6* is used in the exponentofthe nuiltivariate normal probability density function (equation
). Jt plays the role that ((y— 4) /o)* plays in the univariate normal distribution: the Mahalanobis

distance §* essentially measures the (square of Gie) number of siandard deviations ihal x is away
frora the mean 72°.

Uf £7! happens to be the identity matrix, the Mahalanchis distance is equivalent to the Exclidean
distance. In general, the Mahalanobis distance normalizes the effects of different scales for the
different features, since these presumably showup aa different magnitudes for the variances s,, the

diagonal elements of the common covariance matrix. The Mahalanobis distance also normalizes

 

awaythe effect of correlations betweenpairs of features, the off-diagonal elements of the covariance
maaleix.

As always, it is only possible to approximate the Mahalanobis distance betweena feature vector
x and aclass /. Substituting the plug-in estimators for the population statistics and writing out the
tmatrix nultiplications explicitly gives

POF
Pe ely Avede Sk Lg > £S - f).

fal elJ

In order to reject outliers, compute co, an approximation of the Mahalanobis distance from
the feature vector x to its computed class i Hf the distance is greater than a certain threshold 7’p
the gesture is rejected. Section 9.1.2 evaluates various settings of T/p; here it is noted that setting

Lie = LP is a good compromise between accepting obvious outhers and rejecting reasonable
gestures.

Now that the underlying mechanism of rejection has been explained, the question arises as
to whether it is desirable to do rejections at all. The answer depends upon the application. In
applications with casy to use undo and abort facilitics, the reject option should probably be turned
off campletely. This is because in cither failure mode (rejection or misciassification) the user will
have to redo the gesture (probably about the samc amount of work in both cases) and turning on

rejection merely increases the number of gestures that will have to be redone.

In applications in which it is deemed desirable to do rejection, the question arises as to howthe
interface should behave when a gesture is rejected. ‘The system may prompt the user with an error

message, possiblylisting the top possibilities for the class Gudging fromthe discriminant functions)
and asking the user to pick. Or, the system may choose to ignore the gesture and any subsequent
input wntil the user indicates the end of the interaction. The proper respanse presumably depends
on the application.

3.7 Discussion

One goal of the present research was to enable the iraplementor of a gesture-based systemto produce
gesture recognizers withoutthe need to resort to hand-coding. The original plan wasto try a number

of pattern recognition techniques of increasing complexity until one powerfel enoughto recognize
gestures was found. The author was pleasanily surprised when the first technique he tried, linear

discrimination, produced accurate and efficient classifiers.
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Figure 3.4: ‘Two different gestures with identical feature vectors

The efficiency of linear recognition is a great asset: gestures are recognized virtually instanta-
neously, and the systemscales well. The incremental feature calculation, with each newinput point

resulting in a bounded (and smal!) amount of computation, is also essential for efficiency, enabling
the systemto handle large gestures as efficiently as small ones.

3.7.1 The features

The particular feature set reported on here has workedfine discriminating betweenthe gestures used
in three sample applications: a simple drawing program, the uppercase letters in the alphabet, and a
simple score editor. Tests using the gesture set of the seore editor application are the mast significant,

since the recognizer was developed and tested on the other two. Chapter 9 studies the effect of
training set size and number of classes on the performance of the recognizer. A classifier which

recognizes thirty gestures classes had. a recognition rate of 96.8% when trained with 100 examples
per class, and a rate of 95.6% when trained with 10 examples perclass. ‘The misclassifications were

largely beyond the control of the recognizer: there were problems using the mouse as a peshiring
device and problems using a user process in a non-real-time system (INDUS) to collect the data.

Tt would be desirable to somehow show that the feature set was adequate for representing
differences between all gestures likely to be encountered in practice. The measurements in Chapter

9 show goodresults on a number of different gestures sets, but are by no means a proof of the
adequacy of the features. However, the mapping from gestures (sequences of points) to feature

vectors is not one-to-one. In fact, it can easily be demonstrated that there are apparently different
gestures that give rise to the same feature vector. Figure 3.4 shows one auch pair of gestures.
Since none ofthe features in the feature set depend on the order in which the angles in the gesture
are cncountercd, and the two gestures are alike in every other respect, they have identical feature

vectors. Obviously, any classifier based on the current feature set will find it irapassible to distinguish
between these gestures.

Of course, this particular deficiency of the feature set can be fixed by adding a feature that does
depend on the order of the angles. Even thea, it would be possible to generate two gestures which
have the same angles in the same order, which differ, say, in the segment lengths betweenthe angles,

bat nontheless give rise to the same feature vector. A newfeature could then be addedto handle this
case, but it seems that there is still no wayof being sure that there do not exist two different pestures

giving rise to the same feature vector.

Nonetheless, adding features is a good way to deal with gesture sets containing ambiguous
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classes. Eventually, the number of features might grow to the point such that the recognizer

performs inefficiently; if this happens, one of the algorithms that chooses a good subset of features
could be apphed (62, 103]. (Though not done im the present work, the coninibution of individual
features for a given classifier can be found using the statistical techniques of principle components
analysis and analysis of variance [74].) However, given the good coverage that can be had with 13
features, 20 features would make it extremely unlikelythat grossly different gestures with similar

feature vectors would be encountered in practice. Since recognition time is proportional to the
number of features, itis clear that a 20 feature recognizer does not entail a significant processing

burden on modern hardware, even for large (40 class) gesture sets. There sull may be good reason
to employ fewer features when possible; for example, to reduce the numberof training examples

required,

The problem of detecting when a classifier has been trained on ambiguous classes is of great
practical significance, since it determines if the classifier will perform poorly. One method is

to run the training examples through the classifier, noting how many are classified incorrectly.
Unfortunately, this mayfail to find ambiguous classes since the classifier is naturally biased toward

recognizing tts training examples correctly. An alternative is to compute the pairwise Mahalanobis
distance betweenthe class means; potentially ambiguous classes will be near each other.

3.7.2 Training considerations

There is a potential problem in the training of classifiers, even when the intended classes are

unambiguous. The problemarises when, within a class, the training examples do not have sufficient
variability in the features that are irrelevant to the recognition of that class.

For example, consider distinguishing between two classes: 1) a rightward horizontal segment

and (2) an upward vertical segment. Suppose all the traning examples of the rightward segment
class are short, and all those of the upward segment class are long. If the resulting classifier is asked

ta classify a long rightward segment, there is a significant probability of misclassification,

This is not surprising. Giverthe training examples, there was no wayfor classifier to know that
being a rightward segment was the important feature of class (1), but that the length of the segment

was irrelevant. ‘The sare training examples could just as well have been used to indicate that all
elements of class (1) are short segmenis.

The problern is that, by not varying the length of the training examples, the trainer docs not give

the systemsignificant information to produce the desired classitier. Itis not clear what can be done
about this problem, except perhaps to impress upon the people doing the traiming that they need to

vary the irrelevant features of a class.

3.7.3 The covariance matrix

An important problem of linear recognition comes trom the assurnption that the covariance matrices

for each class are identical. Consider a classifier meant to distinguish betweenthree gestures classeswy?

named ©, U, and { (igure 3.5). Examples of class C all look like the fetter “C”, and examples

of class U all look ke the letter “UL” Assume that example C and U gestures are drawn similarly
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Figure 3.5: A potentially troublesome gesture set

This figure contains examples ofthree classes) ©, U, and]. 1 varies in orientation while C and U depend

upon orientation to be distinguished. Theoretically there should be a problem recognizing gestures in this

set with the current algortihim, but in practice tits has been shown not to be the case.

except for the initial orrentation. Examples of class [, however, are strokes which may cecur in any
inttial orientation.

The point of this set of gesture classes is that mitial orienialion is essential for disunguishing

between C and U gestures, but must be ignored in the case of I gestures. This information iscontained in the per-class covariance matrices seu and : - In particular, ‘consider the varianceol the feature 4, which, for each class c, is orcpontional tolossy, Since the initial angleis almost
the same for each example C gesture, s& will be close to zero. Similarly, s¥, will also be close to
zero. However, since the exarnples of class T have different orientations, a will be significantly
non-zcre.

Unfortunately, the information on the varianoe of 4 is lost when the per-class covariance

matrix estimates ¢sj are averagedto give an estimate of the common covariance matrix sy (equation
3.6). Initially, it was suspected this would cause a problern resulting in significantly lowercd
reeogmtion rates, but in practice the effect has not been too noticeable. The classifier has no

problemdistinguishing between the above gestures correetly.

A more extensive test where same gestures vary in size and orientation while others depend on

size and orientation to be recognized is presented in Section 9.1.4. The recagnition rates achieved
showthe classifier has no spectal difficulty handling such gesture sets. Had there been a real

problem, the plan was to experiment with improving the linear classifier, say by a few iterations
af the perceptron training method {119}. Had this not worked, using a quadratic discriminator

(equation 3.4} was another possible area of exploration.
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3.8 Conclusion

This chapter discussed how linearstatistical pattern recognition techrigaes can be successfully
applied to the problem ofclassifying single-path gestures. Ry using these techniques, implementors
of gesture-based systenis no longer have to write application-specific gesture-recognition cade. [t

is hoped that by making gesture recognizers caster to create and maintain, the promising field of
gesture-based systems will be more widely explored in the future.
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Chapter 4

 Eager Recognition

4.1 Introduction

In Chapter3, an algorithm for classifying single-path gestures was presented. The algorithm assumes

that the entire input gesture is known, fethat the start and end of the gesture are clearly delineated.
For some applications, this restriction is not a problern. Por others, however, the need to indicate

the end of the gesture makes the user interface more awkward than it needbe.

Consider the use of mouse gestures in the GDP drawing editor (Section 1.1). To create a

rectangle, the user presses a mouse button at one comer of the rectangle, enters the “L” gesture,
stops (while sull holding the button), waits for the rectangle to appear, and then positions the other

comer. It would be muchmore naturalif the user did not have to stop; ie ifthe system recognized
the rectangle gesture wile the user was rakingit, and then created therectangle, allowing the user
to drag the carner. What beganas a gesture changes to a rubberbanding interaction with no explicit
signal or timeout.

Another example, mentioned previously, is the manipulation of the image of a knob onthe
screen. Let us suppose that the knob responds to two gestures: it may be tumedor it maybe tapped.

it would be awkward if the user, in order to turn the knob, needed to first begin to turn the knob
(entering the turn gesture}, then stop turning if (asking the system to recognize the turn gesture},
and then continue tuming the knob, nowgetting feedback from the system (the image of the knob
nowrotates). Tt would be better if the system, as soon as enoughof the user’s gesture has been seen
so as to unambiguously indicate her intention of tarming the knob, begins to turn the knob.

‘The author has coimedthe term eager recognitionforthe recognition of gestures as soon as they
are anambiguous. Henry et. al. (52) mention that Artkit, a systemsimilar to GRANDMA,can

be used to build applications that perform cager recognition of mouse gestures. There is currently
no piformation published as to how gesture recognition or cager recognition is implemented using
Arthit. GloveTalk [34] does something similar in the recognition of DataGlove gestures. GloveTalk
attempts to use the deecicration of the hand to indicate that the gesture in progress should be

recognized. It utilizes four neural networks: the first recognizes the deceleration, the last three
classify the gesture when indicated to do so bythe first.

Eager recognitionis the automatic recognition of the end ofa gesture. For many applications, it
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Figure 4.1: Eager recognition overview
Pager recognition works by collecting points until the gesture is unambiguous, at which point the gesture is

classiGed! by the techniques oftheprevious chapter andthe manipulationphase is entered The determination

as to whether the gesture seen so far is ambiguous is done by the AUC, i.c. the ambiguous tinambiquous
classifer:

is not a problemi to indicate the start of a gestare explicitly, by pressing a mouse button for examiple.

in the present work, no attempt is made to solve the problemof determining the start of a gesture.
Recognizing the start of a gesture automatically is especially important for gesture-based systems
that use input devices without any explicit signaling capability (e.g. the Polhemms sensoror the
DataGlove). For such a device, sudden changes in speed or direction might be used to indicate the
start of a gesture. More complex techniques for determining the start of a gesture are outside the

scope of this dissertation.
There has been some work on the automatic recognition of the start of gestures. Jackson

and Roske-Hofstrand’s sysiem [61] recognizes the start of a circling gesture without an explicit
indication. In Glove'Talk, the user is always gesturing: thus the end of one gesture indicates the
atart of another. Also related is the automatic segmentation of characters in handwriting systems
1125, 13], especially the online recognition of cursive writing [53].

4.2 An Overview of the Algorithm

Tn order tu implernent cager recognition, a module is needed that can answer the question “has
enough of the gesture being entered been seen so that it may be unambiguously classified?” (igure
4.1). The insight here is to viewthis as a classification problem: classify a given gesture in progress
(called a subgesture below) as an ambiguous or unambiquous gesture prefix. This is casentially
the approach taken independently in GloveTalk. Lere, the recognition techniques developed in the
previous chapterare used to build the ambiquous/unarmbiguous classitier (AUC).

‘wo main problerns need to be solved with this approach. First, training data is needed to train
the AUC. Second, theAUCmust be powerlul enough to accurately discriminate between ambiguous

and unambiguous subgestures.
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In GloveTalk, the training data problem was solved by explicitlylabeling snapshots of a gesture

in progress. Each gesture was made up of an average of 47 snapshots (samples of the DataGlove and
Pothenus sensers). Por each of 638 gestures, the snapshot mdicating (be time at which the sysiem
should recognize the gesture had to be indicated. This is clearly a significant amount of work Tor
the trainer of the system.

In orderto avoid such tedious tasks, the present systemconstructs training examples forthe AUC

from the gestures used to train the main gesture recognizer. The system considers each subgesture of
each example gesture, labels it either ambiguous or not, and uses the labeled subgestures as training
data. Ht seeras there is a chicken-and-ege problem here: in order to create the training data, the

systemneeds to perform the very task for which it is trying to create a classifier. However, during
the creation of the training data, the system has access to a cracial piece of information that makes
the problemtractable: to determine if a given subgesture is ambiguous the system can exarpine the
entire gesture from which the subgesture came.

Once the trainmg data has been created, a classifier must be constructed. In GloveTalk this

presented no particular difficulty, for two reasons. There, the classifier was trained to recognize
decelerations that, as indicated by the sensor data, were sinular between dillerent gesture classes.

Also, neural networks with hidden layers are better suited for recopnizimg classes with non-Gaussian
distributions.

In the present system, the training data for the AUCconsists of two sets: Uunambiquous
subgestures and ambiguous subgestures. The distribution of feature vectors within the set of
unambiguous subgestures will likely be wildly non-Gaussian, since the member subgestures are
drawn frommanydifferent gesture classes. For example, in GDP the unambiguous delete subges-
tures are very different from the unambiguous pack gestures, etc., so there will be a mryitimedal
distribution of feature vectors in the unambiguous set. Similarly, the distribation of feature vectors
in the ambiguous set will also likely be non-Gaussian. Thus, a hnear diseriminator of the form
developed in the previous chapter will surely not be adequate to discriminate between two classes
ambiguous and unambiquous subgestures. What must be done is to tum this two-class problem
(ambiguous or unambiguous) into a multi-class problem. This is done by breaking ap the am-
biguous subgestures into multiple classes, each of which has an approximately normal distribution.
The enarnbiguous subgestures must be similarly partitioned.

The details of the creation of the training data and the construction of the classifier are now
presented. First a failed attempt at the algorithm is considered, during which the aforementioned

problems were uncovered. Then a working version of the algorithmis presented.

4.3 Incomplete Subgestures

As in the last chapter, we arc given a set of C gesturc classes, and a number of examples of cach
class, a. G<c< C0<e< E°, where E*is the number of examples of class c. The algorithm
deseribed in this chapter produces a function D which when given a subgestare returns a boolean
indicating whether the subgesture is unambiguous with respect to the C gesture classes. Whenthe
function indicates that the subgesiure is unambiguous, the recognition algorithm described in the

previous chapteris used to classify the pesture.
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Figure 4.2: Incomplete and complete subgestures of U and D
The character indicates the classification (by the full classifier} ofeach subgesture. Uppercase characters
indicate complete subzestures, meaning that the subgestureandall lanzer subgestures are correctlyclassified.

Note that along the horizontalsegment (wherethe subgestures are ambiguous} some subgestures are conpiete
while others are not.

The classification algorithmof the previous chapicr showed how, given a gcsture g, to calculate
a feature vector x, A linear discriminator was then usedto classify x as a class c. Por‘much of this
chapter, the classifier can be considered to be a function C: c= C(g). In other words, C(g} is the
class of gas computed by the classifier of Chapter3.

The function C was produced {romthe statistics of ihe example gestures ofeach class c, g*. The

algorithms deseribedin this chapter work best if only the example gesnures that are in fact classified
correctly by the computed classifier are used. Thus, in this chapterit is assumed that C(g°) = ¢for
all example gestures g°. In practice this is achieved by ignoring those very fewtraining examples
that are incorrectly classified by C

Denote the nuraber of input points in a gesture gas  gi. and the particular points as ¢, = (Xp, ¥p, fp)
  

d

GO < p< |gl. The @subgesture of g, denoted gfi], is defined as a gesture consisting of the first

fpoinis of g. Thus,aflp = gp and [gf i]] = £ The subgesture gi] is simplya prefix of g, and is undefined when 7 > fg]. The term“full gesture” will be used whenit is necessary to distineuish the
full gesture g from itsproper subgestares gf /] for {<< [e!. The term “full classifier” will be used to
refer to C, the classifier for full gestures.

For cach example gesture of class c.g = g°, somesubgestures gf /| will beclassified correctly
by the full classifier C, while others likely will not. A subgesture gif] is termed complete with

respect to gesture g, if, for all iiij<iacomplete. A complete subgesture
 2, Cle) = Cig). The remaining subgestures of gare

me whichis classified correctly by the full classifier, andalllarger subgestares (of the same gesture) are alsu classified correctly.
Figure 4.2 shows examples of two gestures classes, U and D. Both start with a horizontal sepment,

but U gestures end with an upward segment, while D gestures end with a dawnward segment. In
this simple cxample, it is clear that the subgestures which include only the horizontal segment

are ambiguous, but subgestures which include the comer are unambiguous. In the figure, each
point in the gesture is labeled with a character indicating the classification ofthe subgesture which

ends at the point. An upper case label indicates a cornplete subgesture, lower case an incomplete
subgesture. Notice that incomplete subgestures are all ambusuous, all unambiguous subgestures are

complete, but there are complete subgestures that are ambiguous (along the horizontal segment of
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Figure 4.3: A first atternpt at determining the ambiguity of sabgestures& BuULS &

A @vo-class classifier was built to distinguish incomplete and complete subeestures, with the bope that thase

classified as complete are unambiguous and those classified as incomplete are ambiguous. The characters
 indicate where the resultant classifier differed fromits training examples. The horizontal segment of the D

gestures were classified as incomplete (a fortuitous error}, but the horizontal segment ofthe first U gesture
assilied as complete, The latteris a grave mistake as the gestures are ambiguous along the horizontal 

Be!sogmont and it would bo promaturc for the fall classiffer to attongptto rccagnize the gesture at such points,

the D examples).

4.4 <A First Attempt

For cager recognition, subgestures that are unambiguous must be recognized as the gesture is
being made. As stated above, the approachis to build an AUC, ie. a classificr which distinguishes
between ambiguous and unambiguous subgestures. Natice that the set of incomplete and carnplete
subgestures approximate the set of ambiguous and unambiguous subgestures, respectively. The

author’s first, rather naive attempt at cager recognition was to partition the subgestures of all the
example gestures into two classes, incomplete and complete. A linear classitier was then produced
using the method described in Chapter 3. This classifier attempts to discriminate between coniplete
and incomplete subgestures. The function P(g) then simply returns false whenever the above
classifier reports that gis Incomplete, and true wheneverthe classifier claims ¢ is complete.

Figure 4.3 shows the output of the computedclassifier for exaruples of U and D. Points corre-
sponding to subgestures are labeled only when the classifier has made an error, in the sense that the

classification does not agree witb the training data (Shown im figure 4.2). The worst possible error is
for the classifier to indicate a complete gesture which happens tostill be incomplete, which occurred
along the right stroke ofthe first U gesture.

This approach to eager recognition was not very successful. That itis inadequate was indicated
even more strongly by its numerous errors when tried on an example containing six gesture classes.

lt does however contain the germ of a good idea: that statistical classification may be used to
determme if a gesiure is ambiguous. A detailed examination of the problems of this attempt is

instructive, and leads to a working cager recognition algorithm.
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This first attempt at eager recognition has a number of problems:

e The distinction between incomplete and complete subgestures does not exactly correspond
with the distinction between anibiguous and unambiguous subgestures. In the U and D
example, subgestures consisting onlyofpoints along the right stroke are complete for gestures
which eventually turn out to be D, and incomplete for gestures that turn out to be U. Yer, these
subgestures have essentially identical features. Training a classifier on such conflicting data

is bound to give poor results. In the example, as long as the nght stroke is in progress the
gestare is ambiguous. That it happens te be a complete D gesture is an artifact ofthe classifier
C (Git happens to choose D given onlya right stroke).

AU the subgestares of examples were placed in one of only two categories: complete or
incomplete. fn the case of multiple gesture classes, within each of the two categories the
subgestures are likely to form further clusters. For example, the complete U subgestures will
cluster together, and be apart from the complete D subgestures. When more gesture classes are
used, cven more clustering wilLoccur. Thus, the distribution of the campictc subgcsturcs is not
likelyto be normal. Purthermore,it is likely that incomplete subgestures will be more similar

to complete gestures of the same class than to incomplete subgestures of other classes. (A
shinilar remark holds for complete subgestures.} ft is thus not likely that a hnear discriminator

will give good results separaling complete and incornplete subgestures.

The classifier, once coniputed, may make errors. The most severe error is reporting that a
gesture is comiplete when it is in fact sull ambiguous. The final classifier must be taned
to avoid such errors, even at the cost of making the recognition process less eager thanit
otherwise might be.

4.5 Constructing the Recognizer

Based on considerationofthe above problems,a four step approach was adopted forthe constraction
of classifiers able to distinguish enambiguous from ambiguous gcstarcs.

Compute complete and incomplete sets.

Partition the example subgestures into 2C sels. These sets are named |-c and Cc for each
gesture class c. A complete subgesture ef/]is placed in the class C-c, where c= ((g[if) = C(e).
An incomplete subgesture gl /} is placed in the class -c, where c= Cet) (andit is likelythat
coCig). Thesets keare termed incomplete sets, and the sets O-c, complete sets. Note that
the class in cach sct’s name refers to the full classificr’s classification ofthe sct’s clements. In

the case of incomplete subgestures, this is likely not the class of the exarnple gesture of which
the subgesture is a prefix.

Figure 4.4 shows pseudocode to performthis step. Figure 4.2, already seen, showsthe result
ofthis step, with the subgestures in class +O labeled d, class U labeled u, class C-D labeled
DB, and class C-U labeled u. The practice of labeling incomplete subgestures with lowercase
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for c:=0 te C-— 14 /* infializete2€ sets*/
 incorpplete. = 4

complete, 2= @ 1* This is the set C-c ¥/
}
fer c:= 0 te C~14/" eeryclasse

fere:= 0 to Bo- 14eerveainingeanpleinc*!
p= eSsubgestures, langestto srrallest**/
while p> 0 A C(gUpl)=C(et$f

Kei

 

= complete pb U {otp}} 
wasp pd ots .

congnicte.,. 2 : Gs.
PETBELPD Cig:

pi=p-
}

f* Once a subgesture is misrecognized bythe full classifler */
/* itandits subgestures are ail incormplete. */

while p > 0 {Seyror Feat

HUCOTHCG « tBe LP!OF ply : 1 U {g.fe)}a 
pi= pe]

Nema!

eet

Figure 4.4: Step 1: Computing complete and incomplete sets

letters and complete subgestures with uppercase letters will be continued throughout the

chapter.

Move accidentally complete elements,

Measure the distance of each subgesture eff] in each complete set to the mean of cach
incomplete set. Tf gis] is sufficiently close to one of the incomplete sets, itis removed fromits
complete set, and placed in the close incomplete set. Tn this manner, an example subgesture
that was accidentally considered complete (such as a right stroke of a D gesture) is grouped
together with the other incomplete right strokes (class -+D in this case). Vigure 4.5 shows
pseudocode to perform this operation.

 

Quantifying exactly what is meant by “sufficiently close” turned out to be rather difficult.
Using the Mahalanobis distance as a metric tums out not to work well if applied naively.
The problern is that it depends on the estimated average covariance matrix, which in tam

depends upon the covariance matrix of the individual classes. llowever, someof the classes
are malformed, which is whythis step of moving accidentally complete ciements is necessary
in the first place. Por example, the C-D class has accidentally complete subgestures init, so its
covariance matrix will indicate large standard deviations in a numberoffeatures (otal angle,

in this case}. The effect of using the inverse ofthis covariance matrix to measure distance is
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Tae £
that large differences between such features will map to small distances. Unfortunately,it is

these very features that are needed to decide which subpestures are accidentally complete.

Altematives exist. The average covariance matrix of the full gesture set Gwhich docs not
include any sabgesteres) might be used. It would also be possible to use only the average

covariance matrix of the incomplete classes. Or an attempt might be made to scale away
the effect of different sized units of the features, and then apply a Euclidean metric. Or,
the entire regrouping problem might be approached from a dite

by applying a clustering algerithin to the training data [74]. The first alternative, using the
average covariance matrix of the foll gesture set (he same one used in the creation of the
gesture classifier of Chapter 3} was chosen, since that matrix was easily available, and seems
to work.

rent direction, for example
 

Cmee the metric has been chosen (Mahalanobis distance using the covariance matrix of the

foli gesture set), deciding when to move a subgesture front a complete class to an incomplete
class is still difficult. The first rnethod tried was to measure the distance of the subgesture to
its current (complcte) elass, 7.2 its distance from the mcan of its class. The subgesture was
moved to the closest incomplete class if that distance was less than the distance to its current

class. This resulted im too few moves, as the mean of the complete class was biased sinceit
was computed using some accidentally complete subgestures,

Instead, a threshold is competed, and if the distance of the complete sebgestere to an in-

complete class is below that threshold, the subgesture is moved. A fixed threshold docs not
work well, so the threshold is computed as follows: The distance of the mean of each full

gesture class to the mean of cach incomplete subgesture class 1s cormputed, and the minimum
found. However, distances less than another threshold, £, are not included in the minimem

vlculation to avoid trouble wher an incomplete subgestare looked like a full gesture of a
different class. (This is the case if, in addition to U and D, there is a third gesture class
consisting simply of a nght stroke.) The threshold used is 900 ofthat minimem.

‘the cornplete subgestures of a full gesture were tested for accidental completeness from
largesi (the [ull gesture) to smallest. Once a subgesture was delermined to be accidentally
complete, it, and the remaining (smaller) complete subgestures are moved to the appropriate
incomplete classes.

TMigure 4.6 shows the classes of the subgestures in the example after the accidentally complete
subgestures have been moved. Noite that now the incomplete subgestures Gowercase labels)

are all ambiguous.

Build the AUC, a classifier which attempts to discriminate between the partition sets,

Nowthat there is training data containing C complete classes, indicating unambiguous sub-
gestures, and C incomplete classes, indicating ambiguous subgestures, it is a simple matter to
run the algorithmin the previous chapter to create a classifier to discriminate between these
2C classes. This classifier will be used lo compute the function D as follows: ifthis classifier
places a subgesture s in any incomplete class, Dis) = false, otherwise the sis judged to be
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for c:= 0 ta C-—14,\ :7¥
@ © compete|each complete subgesnre */{

mis O/* mis the class ofthe incomplete set closesttag */

for f= 1 te C-14
if distance(g, incorrpletg) < distance(g, inconpietc,,)

must

if distance(g, incorrpicic,,) < threshold4
complete. = complete. — {g}
incomplete, = incomplete. 4gt

1J

, J3

 : Step 2: Movingaccidentally complete subgestures
dhe distance fimetion|aud threshold vaiue are described fu the text, though nol apparent frou ihe above
code, the distance function to an incomplete set dees not change whenelements are addedto theset.

in one of the completeclasses, in which case D(si = true. Figure 4.7 shows pseudocode for
building this classifier.

Evahiate and tweak the classifier.

itis very important that subgestures not be judged unambiguous wrongly. This is a case where

the cost of misclassification is snequal between classes: a subgesture erroneously classihed
ambiguous will merely cause the recognition not to be as cager as it could be, whereas a

subgesture erroncouslyclassified unambiguous will very likely result in the gesture recognizer
misclassifying the gesture (Since it has not seen enough of it to classify it unambiguously).
To avoid this, the constant terms of the evaluation function of the incompleteclasses 4, wo,

are incremented by a small amount, in(44,oer Adis the relative cast af two kinds ofmisclassification. A reasonable valucis A/= 5, Le misclassifications as unambiguousare fivetimes more costly than misclassifications as sabiguous. Theeffect is to bias the classifier so
that it believes that ambiguous gestures are five times more likely than unambiguous gestures,

so it is much more likely to choose an ambiguous class when unsure.

Eachincomplete subgesture is then tested on the newclassifier. Anytime such a subgesture is
classified as belonging to a compicte set (a scrious mistake), the constant termof the evaluation

function corresponding to the complete set is adjusted automatically (by just enoughplus a
little more) to keep this fromhappening.

Figure 4.9 showsthe classification bythe final classifier of the subgestures in the example. A
larger example of eager recognizers is presented in section 9.2.
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Figure 4.6: Accidentally complete subgestures have been moved
Comparing this to igure 42itcan he seen that the subgestures along the horizantal scament ofthe D gestures 

have been made incomplete. Unlike before, after this step ali ambiguous subgestures are incomplete.

si= SNewClassifierQ

force: 0D te C—1{
Vg © conpieic.

sAddExamplets, g,"C- "Cc
Y g © incornplote.

sAddExample(s, g, T- oo+
t

sDoneAdding {5}

~

Figure 4.7: Step 3: Building the AUC
The functions called to build a classifier are sNewClassifier(), which returns a newclassifier abject,

sAddixample, which adds an example ofa class, and sDoneAdding. called to generate the per-class

evaluation functions alter all examples have been added. these functions are described In detail tn apperdix

A. The notation "C-"c indicates the generation a class name by cancatenating the string "C-" vith the
value ofc.

4.6 Discussion

The algorithmjust described will determine whether a given subgesture is ambiguous with respect

to a set of full gestures. Presumably, as soon as it is decided that the subgesture is unambiguous it
will be passed to the full classifier, which will recognize it, and then up to the application level of

the system, which will react accordingly.

Howwell this cager recognition works depends on a number of things, the most critical being
the gesture sct itself Et is very easy to design a gesture act that docs not lend itself well to cager

recognition; for example, there would be no benefit trying to use eager recognition on Buxton’s
note gestures [21] Gigure 2.4). This is because the note gestures for longer notes are subgestures of

the note gestures for shorter notes, and thus would always be considered ambiguous by the cager
recognizer. Designing a sei of gesiures for a given applicationthai is bothintuitive and amenable to

eager recognition is in general a hard problem.
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{* Adda smafl constantto the constant termofthe evaluation functionfor */ tok
yr Rf

/*each incomplete class in order to bias the classifier toward erring conservatively *
for i:= 0 ta C~ 1

sincrementConstantTerm(s, "I-"s, Inthd}

i* Make sure that no ainbiguous training example is ever classified as complete. */
forj:= 0 to C-]

¥ gé incomplete,
while J cisClassify(s g="C— "ec

siIncrementConstantTerm(s, "C— “o—e«)

Figure 4.8: sep:4: Tweaking the classifierFirst, asmall constant is acidedto the constari termofevery incornplete class(the ambiguous subgestures},

to bias the classifier toward being conservative rather than eager Then every ambiguous suBENE is
classified and ifanyis accidentally classified as complete. the constant termofthe evaluation function for

that complete class is achustedto avoidthis.
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Figure 4.9: Classification of subgestures of U and B
ProndiagteAUCon the taining exanples As cari beet: seen the AUC perforns
 This shows theresults ¢

oconservalively never fudicaling that a subgestureis urearrbiguous when ilis nol, bul surrmetines irciicatings

ambiguityofan uneurbiguoussubgesture

The training of the cager recognizer is between one and two orders of magnitude more costly
than the training of the corresponding classifier for full gestures. This is largely due to the numberof
training examples: each ful gesture example typically gives rise to ten or twenty sabgestures. ‘The

amount of processing per training exumple is also large. In addition to computing the feature vector
of eachtraining example, a mumber of passes must be made over the training data: first to classify
the subgestares as incomplete or complete, then to move the accidentally complete subgestures,
again to build the AUC, and again to ensure the AUCis not over-cager. While a fall classifier takes

less than a second to train, the eager recognizer might take a substantial portion of a minute, making
it less satisfying to experiment with interactively. As will be seen (Chapter 7), a full classifier may

be trained the first time a user gestures at a display object. One possibility would be to use the full
classifier (with no cagemess) while tramiug the AUCin the background, activating cager recognition

when ready.
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The running time for the eager recognizer is also more costlythan the full classifier, though not

prohibitively so. A feature vector needs to be calculated for every input point; this eliminates any
benelii that using auxiliary leaiures (Section 3.3) might have bought. OF course, the AUCneeds
to be run at every data point; this takes about 2CP multiply-adds (since the AUC has 2classes).
Since input points do not usually come faster than one every 30 milliseconds, and 2CFis typically
at most 1000, this carnputational load is not usually a problem for today’s typical workstation class

machine. In the current system, the multiply-adds are done infloating point, though this is proba
not necessary for the recognition to work well.

One slight defeet of the algorithmused to construct the AUCis that it relies totally uponthe full
classifier. In particular, a subgesture will never be considered unambiguous unless it is classified

correctly by the tull classifier. To see where this might be suboptimal, consider a full classifier that
recognizes two classes, GDP’s single segment line gesture and three segment delete gesture. The
full classifier would likelyclassify any subgesture that is the initial segment of a delete as a line. It
mayalsaclassify some twa scement subgestures of delete as line gestures, even though the presence
af twa segments iraplies the gesture is unambiguously delete. The resulting eager recognizer will
then not be as eager as possible, in that it will not classify the input gesture as unambiguously delete
immediately after the second segrnent of the gesture is began.

 

 

Twoclassifiers are used lor eager recogmilion: the AOC, which decides when a subgesture is
unambiguous, and the full classifier, which classifies the unarnbiguous subgesture. It may seem
odd to use two classifiers given the implementation of the AUC, in which a subgestureis not only
classified as unambiguous, but unambiguously in a given class (ie classified as G-cfor some ©).
Whynot fust returna classification of cwithout bothering to query the full classifier? There are two
main reasons. First, the full classifier, having only Cclasses to discriminate between, will perform
better than the AUCand its 2C classes. Second, the final tweaking step of the AUC adjusts constant
terms to assure that ambiguous gestures are never classifed as unambiguous, but makes no attempt
io assure that when classified as unambiguously c cis the correct class. The adjustment ofthe

constant terms vypically degrades the AUCin the sense that it piakes it more likely that c will be
incorrect.

itis likcly that within a decade it will be practical for neural networks to be used for gesture
recognition. When this occurs, the part of this chapter concerned with building a 2C class linear
classifier will be obsolete, since a two-class neural network could presumably do the same job.
However, the part of the chapter which shows howto construct training examples for the classifier

fromthe full gesiures will still be useful, since it eliminates the hand labeling that otherwise might
be necessary.

1 4 -
4.7 Conchasion

An eager recognizer is able to classify a gesture as soon a8 enoegh of the gesture has been seen

to conclude that the gesture is unambiguous. ‘This chapter presents an algorithm for the automatic
construction ol eager recognivers for single-path gesiures from examples of the full gestures. 1 is

hoped that such an algorithm will make gesture-based systems more natural to use.
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Chapter 5

 iulti-Path Gesture Recognition

Chapters 3 and 4 discussed the recognition of single-path gestures such as those made with a mouse

or stylus. This chapter addresses the problem of recognizing multi-path gestures, eg those made
using an input device, such as the DataGlove, capable of tracking the paths of multiple fingertips.

It is assurned that the start and end of the multi-path gesture are known. Eager recognition of
niulti-path gestures has been left for future work.

The particular input device used totest the ideas in this chapter is the Sensor Frame. The Sensor
Frame, as discussed in Section 2.1, is a frame which is mounted on a CRTdisplay. The particular
Sensor Frame used was mounted on the displayof a Silicon Graphics IRIS Personal Workstation.
The Frame detects the XY positions of up to three fingertips in a plane approximately anc half inch

in front ofthe display.

By defining the problem as “multiple-path gesture recognition”, it is quite natural to attempt to
apply algorithms for single-path gesiure recognition (ag. those developed imChapter 3). Indeed,

the recognition algorithmdescribed in this chapter combines information culled from a numiber of
single-path classifiers, and a “global feature” classifier in order toclassify a multiple-path gesnure.
Before the particular algorithm is discussed, the issuc of mapping the raw data returned from the
particular input sensors into a form suttable for pracessing by the recognition algorithm must be

addressed. For the Sensor Frame, this processing consisted of two stages, path tracking and path
sorting.

5.1 Path Tracking

The Sensor Frame, as it currently operates, delivers the X and Y coordinates of all fingersinits plane
of view cach time itis polled, at a maximum rate of 30 snapshots per second. No other information is
supplicd; in particular the correspondence between fingers in the current and the previous snapshots

is not communicated. Mor example, when the previous snapshot indicated one finger and the current
snapshot two, itis left to the host program to determine whichofthe twofingers Gf any) is the same

finger as the previcusly seen one, and which has fust entered the field of view. Similarly, if both
ihe previous andcurrent snapshots indicate two fingers, the host program must determine which

finger in the current snapshotis the same as the first finger in the previous snapshot, and so on. This

~d 5
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Figure 5.1: Some nrulti-path gestures
 Shownare some MDP gestures nade with a Sensor Frame The start ofeach path is labeled with a path

index: todicating thepath’sposidionina canonical ordering. Gesture (aj isMDP’sedit gesture an“ Bh” madewpe
witha singlefines: Gosturc (h), paralicl “L’ s. is two necr parallelogram gesturc (ol isMDP’s nwo fret
pinch sesture fused for movinie objects}, anc(of isMDP's three finger undo gesture three parallel “Z" s
The finger motions were smpoaih, andsorne noise due to the Sensor Frame’s position detection can be seen in

the exanples,

problern is known as pat tracking, since it groups the raw input data into a mimber of paths which
exist over time, each path haying a definite beginning and end.

The path tracking algorithm used is quite straightforward. When a snapshot is first read, a
triangular distance matrix, containing the Fuclidean distance squared between cach finger im the
current snapshot and cach in the previous, is computed. Then, for cach possibic mapping between
current and previous fingers, an error metric, consisting of the sumofthe squared distances between

corresponding fingers, is calculated. The mapping with the smallest error metric is then chosen.

For efficiency, for each possible number of fingers in the previous snapshot and the current

snapshot, a list of all the possible mappings are precomputed. Since the Sensor Frame detects from
zero to three fingers, only 16 lists are needed. When the symmetry between the previous and current
snapshots is considered, only eight lists are needed.

The low level tracking software labels cach finger position with a path identifier. Whenthere
are no fingers in the Sensor Frame’s field of view, the nextpathidentifier variable is set

to zero, A finger in the current snapshot which was not in the previous snapshet (as indicated by
the chosen mapping) has its path identifier set to the value of nextpath_identifiier whichis
then incremented. It is thus possible for a single finger to penerate rudtiple paths, since it will be
assigned a ncwpath identificr cach time it leaves and reenters the ficld of viewof the Sensor Frame,

and those identifiers will increase as long as another finger rernains in thefield of viewof the Trame.

The simple tracking algorithmdescribed here was found ta work very well. The anticipated

problem of mistracking when finger paths crossed did not arrive very often in practice. (This was
partly because all gestures were made with the fingers of a single hand, making it awkward tor

finger paths to cross.) Enhancements, such as using the velocity and the acceleration of each finger
in the previous snapshal to predict where if is expected in the current snapshot, were not needed.

Examples of the tracking algorithm in operation are shown in figure 5.1. In the figtre, the start of
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each path is labeled with its path index (as defined in the following section), and the points in the

path are connected by line segments. Figure 5.1d shows an uncommon case where the path tracking
algorithni failed, causing paths 1 and 2 lo be switched.

5.2 Path Sorting

The multi-path recognition algorithm, to be descnbed below, works by classifying the first path in
the gesture, then the second, and so on, then combining the results to classify the entire pesture.

Te would be possible to use a single classifier to classify all the paths; this option is discussed in
Section 3.7. However, since classifiers tend ta work better with fewer classes, it makes sense to

create niultiple classifiers, one for the first path of the gesture, one for the second, and so on. This
however raises the question of which path in the gestureis the first path, which is the second, ete.
This is the path sortingproblem, and the result ofthis sorting assigns a number to each path called

its path index.

‘The most important feature ofa path sorting technique ts consistency, Between similar mulu-path
gestures, if is essential that corresponding paths havethe same index. Note that the path identifiers,
discussed in the previous section, are not adequate for this purpose, since they are assigned in the
order that the paths first appear. Consider, for example, a “pinching” gesture, in which the thumb

and forefinger of the right handare held apart horizontally and then brought together, the thumb
roving fight while the forefinger moves left. Using the Sensor rame, the thumb path might be

assigned path identifier zero in one pinching gesture, since it entered the view plane of the Frame
first, but assigned path identifier one in another pinching gesture since in this case it entered the

view plane a fraction of a second after the forefinger. In order for multi-path gesture recognition
using of multiple classifiers to give goadresults, it is necessary that the alf tiimb motions be sent
to the same classifier for training and recognition, thus using path identifiers as path indices would
not give good results.

For multi-path input devices which are actually attached to the hand or body, such as the
DataGlove, there is no problem determining which path corresponds to which finger. Thus, it

would be possible to build one classifier for thumb paths, another for forefinger paths, ete. The
characteristics of the device are such that the question of path sorting does not arise.

However, the Sensar Frame (and multifinger tabiets} cannot tell which of the fingers is the

thumb, whichis the forefinger, and so on. Thus there is no a priori solationto the path sorting. The
solution adopted here was to impose an ordering relation between paths. The consistency property

is required of this ordering relation: the ordering of corresponding paths in simular gestures mrust be
the same.

The primary ordering criterion used was the path starting time. However, to avoid the aforemen-
tioned timing problem, two paths which start within 200 milliseconds are considered sirmultancous,
and the sccondary ordering criteria is used. A path which starts morc than 200 msec before another

path will be considered “less than’ the other path, and showup before the other path in the sorting.

‘The secondary ordering criterion is the initialxycoordinate. Phere is a windowof 150 Sensor
Frame length units (about one inch) within which two paths will be considered Lo start at the same ~

coordinate, causing the tertiary ordering criterion to be applied. Outside this window, the path with
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Figere 5.2: Tnconsistencies in path sorting
The intention ofthe path sorting is that corresponding paths in twositnilar gestures should have the same

path index. Here are foursitnilar gestuces for which this does oot hoidk between (b) and (c) the path sorting

has changed.

the smaller initial x coordinate will appear before the other path in the sorting (assuming apparent
simultaneity}.

The tertiary ordering criterion is the initial ycoordinate. Again, a windowof 150 Sensor Frame
length units is applied. Outside this window, the path whose v coordinate is less will appearearlier
in the path ordering. Finally, tf both the initial x and y coordinate differ by less than 150 units, the
coordinate whose difference is the largest is uscd for ordering, and the path whose coordinate is
smaller appears earlier in the path ordering.

Figure 5.2 shows the sorting for some nvulti-path gestures by labeling the start of each path with
its mdex. Noite that the consistency crileria is nol maintained between panels (b) and (c), since

the “corresponding” paths in the two gestures have different indices. The order of the paths in (b)
was deterrained by the secondary ordering criterion (since the paths began almost simultaneously),
while the ordering in (c) was determined by the tertiary ordering criterion (since the paths began

sirnultaneously and had close x coordinates). Generally, any set of ordering rules which depend
solely on the initial port of each path can be made to generate inconsistent sortings.

Tn practice, the possibuity of inconsistencies has not been much of a problem. The ordering rules

are setup so as to bestable for near-vertical and near horizontal finger configurations; they become
unstable whenthe angle between (the initial points of) two fingers causes the 150 unit threshold to
be crossed. Knowing this makes it easy to design gesture sets with consistent path orderings. A
more robust solution might be to compute a path ordering relation bascd on the actual gestures uscd

to train the system.

As stated above, same multiple finger sensing devices, such as the DataGlove, do not require any
path sorting. To use the DataGlove as iypul to the multi-path gesture recognizer described below,

one approach that could be taken is to conrpute the paths Cin three-space over time) of each fingertip,
using the measured angles of the various hand joints. This will result in five sorted paths (one for
each finger) which would be suitable as input into the multi-path recognition algorithm. (Of course,
the lack of explicit signaling in the DataGlove sual leaves the problemof determining the start and 

“In retrospect, the 150 unit windows make the sorting more complicated then it need be. Using the coordinate whose
difference is the largest (for simultaneous paths) makes the algorithm more predictable: it will becomeinconsistent when
the initial points of two paths form an angle close to —45° frornthe horizontal.
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‘ we

end of the gesture.)

5.3 Multi-path Recognition

Like the single path recognizers described in Chapter 3, the multi-path recognizer is traincd by
specifying a number of examples for each gesture class. The recognizer consists of a number

of single-path classifiers, and a global feature classifier. These classtfiers all use the statistical
classification algorithm developed in Chapter 3. The differences are mainly in the sets of features
used, as described in Section 5.5.

Each single-path classifier discriminates between gestares of a particular sorting index. Thus,
there is & classifier for the first path of a gesture, another for the second path, and another for the
third path. (The current implementation ignores all paths beyond the third, although it takes the

actual number of paths into account.) When a multi-path gesture is presented to the system for
classification, the paths are sorted (as described above) andthe first path is classified using the first

path classifier, and so on, resulting in a sequence ofsingle-path classes.

‘The sequence of path classes which results ts then submitted to a decision tree ‘Vhe root node

of the tree has slots painting to sebnodes for cach possible class retrmed by the first path classifier,
The subnode corresponding to the class ofthe first path is chosen. This node has slots pointing to
stehnodes for each possible class returned by the seccmd path classifier. Some of these slots may be
noll, indicating that there is no cxpected gesture whose first and sccond path classes are the ones

computed. In this case the gesture is reyected. Otherwise, the subnode correspondingto the class of
the second path is chosen. The proeess is repeated for the third path class, if any.

Once the entire sequence of path classes is considered there are three possibilities. {fF the
sequence was unexpected, the multi-path gesture is rejected since no node corresponding to this

sequence exists in the decision tree. If the node does exist, the nrulti-path classification may be
unambiguous, meaning only one multi-class gesture corresponds to this particular sequence of
single-path classes. Or, there may be a number of multi-path gestures which correspond to this

sequence of path classes. In this case, a giobal feature vector (one which encompasses information
about all paths) is computed, and then classified by the global feature classifier. This class is used to

choose a farther subnode in the decision tree, which will result in the multi-path gesture either being
classified individualky or rejected. ‘Uhe intent is that. if needed, the global feature class is essentially

appendedto a sequence ofpath classes: some care ts thus necessaryto insure that the global feature
classes are not confused with path classes.

 

Figure 5.3 shows an example of the use of a decision tree to classify muiti-path gestures. The
multi-path classificr recognizes four clasacs. Each class is composed of two paths. There are only

two possible classes for the first path (path 0), since classes P, Q, and S$ all have similar first paths.
Similarly, Q and S have similar second paths, so there are only three distinct possibilities for path 1.

Since Q and S$ have identical path components, the global classifier is used to discriminate between
these two, adding anciher level in the decision tree. The classificalion of the example inpul is

indicated by dotted lines.
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Fieure 5.3: Classtiving multi-path gestures
At the top are examples offour twa-path gestures expected hythis classifier and at the left a two-path gesture

to be classified. Path 0 ofthis gesture is classified (by the path Oclassifier} as patfi pO, and path? as q1.

These path classifications are used fo traverse the decision tree, as shown bythe dotted lines. The tree node

reached is ambiguous (having children Q and S) so globai features are used to resolve the discrepaucy, and
ihe gesture is recognized as class 3.
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