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Abstract

This report describes recent progress in the devel-
opment of the Autonomous Video Surveillance
(AVS) system, a general-purpose system for mov-
ing object detection and event recognition. AVS
analyses live video of a scene and builds a descrip-
tion of the activity in that scene. The recent
enhancements to AVS described in this report are:
(1) use of collateral information sources, (2) cam-
era hand-off, (3) vehicle event recognition, and (4)
complex-event recognition. Also described is a
new segmentation and tracking technique and an
evaluation of AVS performing the best-view selec-
tion task.

1. Introduction

The Autonomous Video Surveillance (AVS) sys-

tem processeslive video streams from surveillance
cameras to automatically produce a real-time map-
based display of the locations of people, objects
and events in a monitored region. The system al-
lows a user to specify alarm conditions
interactively, based on the locations of people and
objects in the scene, the types of objects in the
scene, the events in which the people and objects
are involved, and the times at which the events oc-

cur. Furthermore, the user can specify the action to
take when an alarm is triggered, e.g., to generate an
audio alarm or write a log file. For example, the
user can specify that an audio alarm should betrig-
gered if a person deposits a briefcase on a given
table between 5:00pm and 7:00am on a weeknight.
Section 2 below describes recent enhancements to

This research was sponsored in part by the DARPA Image
Understanding Program.
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the AVS system. Section 3 describes progress in
improving the reliability of segmentation and
tracking. Section 4 describes an experiment that
quantifies the performance of the AVS “best view
selection”capability.

2. New AVSfunctionality

The structure and function of the AVS system is
described in detail in a previous IUW paper [Olson
and Brill, 1997]. The primary purpose of the cur-
rent paper is to describe recent enhancements to
the AVS system. These enhancements are de-
scribed in four sections below: (1) collateral

information sources, (2) camera hand-off, (3) vehi-

cle event recognition, and (4) complex-event
recognition.

2.1. Collateral information sources

Figure 1 showsa diagram of the AVS system. One
or more “smart” cameras process the video stream
to recognize events. The resulting event streams
are sent to a Video Surveillance Shell (VSS),

which integrates the information and displays it on
a map. The VSScan also generate alarms based on
the information in the event streams. In recent

work, the VSS was enhancedto accept information
from other sources, or “recognition devices” which
can identify the objects being reported on by the
cameras. For example, a camera may report that
there is a person near a door. A recognition device
may report that the person near the door is Joe
Smith. The recognition device may be a badge
reader, a keypad in which a person types their PIN,
a face recognition system, or other recognition sys-
tem.
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Figure 1: AVS system diagram

The recognition device we have incorporated is a
voice verification system. The user stands in a pre-
defined location in the room, and speaks his or her
name. The system matchesthe utterance to previ-
ously captured examples of the person speaking
their name, and reports to the VSS if there is a
match. The VSS now knowsthe identity of the per-
son being observed, and can customize alarms
based on the person’s identity.

A recognition device could identify things other
than people, and could classify actions instead of
objects. For example, the MIT Action Recognition
System (MARS)recognizes actions of people in
the scene, such as raising their arms or bending
over. MARSistrained by observing examples of
the action to be recognized and forming “temporal
templates” that briefly describe the action [Davis
and Bobick, 1997]. At run time, MARS observes
the motion in the scene and determines when the
motion matches one of the stored temporal tem-
plates. TI has obtained an evaluation copy of the
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MARSsoftware and usedit as an recognition de-
vice which identifies actions, and sends theresult
to the AVS VSS. We successfully trained MARSto
recognize the actions of opening a door, and open-
ing the drawer of a file cabinet. When MARS
recognizes these actions, it sends a message to the
AVS VSS, which can generate an appropriate
alarm.

2.2. Camera hand-off

As depicted in Figure 1, the AVS system incorpo-
rates multiple cameras to enable surveillance of a
widerarea than can be monitored via a single cam-
era. If the fields of view of these cameras are
adjacent, a person can be tracked from one moni-
tored area to another. When the person leaves the
field of view of one camera andenters another, the
process of maintaining the track from one camera
view to another is termed camera hand-off. Figure
2 showsan area monitored by two cameras. Cam-

File Regions—Moniters
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era-1 monitors the hallway, and Camera-2
monitors the interior of the room. When a person

moves through the doorwayto enter the room from
the hall or vice-versa, camera hand-off is necessary
to enable the system to know that the person that
was being monitored in the hall via Camera-1 is
the same as the person being monitored in the
room via Camera-2.

The AVSsystem accomplishes camera hand-off by
integrating the information from the two cameras
in the map coordinate system. The AVS “smart”
cameras report the locations of the monitored ob-
jects and people in map coordinates, so that when
the VSS receives reports about a person from two
separate cameras, and both cameras are reporting
the person’s coordinates at about the same maplo-
cation, the VSS can deduce that the two separate
reports refer to the same person.In the example de-
picted in Figure 2, when a personis standing in the
doorway, both cameras can see the person and re-
port his or her location at nearly the same place.
The VSSreports this as one person, using a mini-
mum distance to allow forerrors in location. When

Camera-2 first sees a person at a location near the
doorway and reports this to the VSS, the VSS
checks to see if Camera-1 recently reported a per-
son near the door. If so, the VSS reports the person
in the room as the same one that Camera-1 had

been tracking in the hall.

2.3. Vehicle event recognition

This section describes extensions to the existing

AVS system that enable the recognition of events
involving interactions of people with cars. These
new capabilities enable smart security cameras to
monitor streets, parking lots and drivewaysand re-
port when suspicious events occur. For example, a
smart camerasignals an alarm when a person exits
a car, deposits an object near a building, reenters
the car, and drives away.

2.3.1. Scope and assumptions

Extending the AVS system to handle human-vehi-
cle interactions reliably involved two separable
subproblems. First, the system’s vocabulary for
events and objects must be extended to handle a
new class of object (vehicle) and new eventtypes.
Second, the AVS moving object detection and
tracking software must be modified to handle the
outdoor environment, which features variable

lighting, strong shadows, atmospheric disturbanc-
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es, and dynamic backgrounds. The work
described here in section 2.3 addresses the first

problem,to extend the system for vehicle events in
conditions of uniform overcast with little wind.

Our approachto handling general outdoorlighting
conditions is discussed in section 4.

The method is further specialized for imaging con-
ditions in which:

1. The camera viewscarslaterally.
2. Cars are unoccluded by othercars.
3. When cars and people overlap, only one of

the overlapping objects is moving
4. The events of interest are people getting

into and outof cars.

2.3.2. Car detection

The first thing that was done to expand the event
recognizing capability of the current system was to
give the system the ability to distinguish between
people and cars. The system classifies objects as
cars by using their sizes and aspectratios. The size
of an object in feet is obtained using the AVS sys-
tem’s image coordinate to world coordinate
mapping. Oncethe system hasdetectedacar, it an-
alyzes the motion graph to recognize new events.

2.3.3. Car event recognition

In principle, car exit and car entry events could be
recognized by detecting characteristic interactions
of blobs in difference images, in a manner similar
to the way AVS recognizes DEPOSIT and RE-
MOVEevents. In early experiments, however, this
method turned outto be unsatisfactory because the
underlying motion segmentation method did not
segment cars from people. Whenever the people
pass nearthe car they appear to merge with it, and
track is lost until they walk away from it.

To solve this problem, a new approach involving
additional image differencing was developed. The
technique allowsobjects to be detected and tracked
even when their images overlap the image of the
car. This method requires two reference images:
one consists of the original background scene
(background image), and the other is identical to
the first except it includes the car. The system takes
differences between the current video image and

the original reference image as usual. However,it
also differences the current video image with the
reference image containing the car. This allows the
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system to detect objects which may be overlapping
the car. Using this technique, it is easy to detect
whenpeople enter and exit a car. If an object disap-
pears while overlapping with a car, it probably
entered the car. Similarly, if an object appears over-
lapping a car, it probably exited the car.

2.3.4. Basic method

Whena car comesto rest, the following steps are
taken.First, the image of the car object is removed
from its frame and stored. Then, the car image is
merged with the background image, creating an
updated reference image containing the car. (Ter-
minology: a reference car image is the subregion
of the updated reference image that contains the
car.) Then, the car background image, the region of

 
 

(b)

the original background imagethat is replaced by
the car image,is stored.

For each successive frame, two difference images
are generated. One difference image, the fore-
ground difference image, is calculated by
differencing the current video image with the up-
dated reference image. The foreground difference
image will contain all the blobs that represent ob-
jects other than the car, including ones that overlap
the car. The second difference image, the car dif-
ference image, is calculated using the car
background image. The car difference image is
formed from the difference between the current

frame and the car background image, and contains
the large blob for the car itself. Figures 3 and 4
show the construction and use of these images.

 
Figure 3: (a) Background image.(b) Car background image.

(c) Updated reference image

 
(a)

Figure 4: (a) Current video image. (b) Foreground difference image
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Figure 5: Creation of the motion graph.
The starred framerepresents the framepriorto the background image being updated.

The blobs in the foreground difference image are
grouped into objects using the normal grouping
heuristics and placed in the current frame. The
blobs in the car difference image necessarily repre-
sent the car, so they are all grouped into one current
car object and placed in a special reference frame.
Normallinks occur between objects in the previous
frame andobjects in the current frame. Additional-
ly, the stored car object, which was removed from
its frame, (from Step 1) is linked to the current car
object which is in the reference frame. In any given
sequence, there is only one reference frame.

Figure 5 demonstrates the creation of this new mo-
tion graph. As indicated by the dotted lines, all
objects maintain their tracks using this method.
Notice that even though the car object disappears
from future frames (due to the updated reference
image),it is not detected to have exited becauseits
track is maintained throughoutevery frame. Using
this method, the system is able to keep track of the
car object as well as any objects overlapping the
car. If an object appears intersecting a car object,

a

(b)
(c)

an INCAR eventis reported. If an object disap-
pears while intersecting a car object, an OUTCAR
event is reported. Figure 6 showsthe output of the
system. The system will continue to operate in this
manneruntil the car in the reference frame begins
to move again.

Whenthe car movesagain, the system reverts to its
normal single-reference-image state. The system
detects the car’s motion based on the movement of
its centroid. It compares the position of the cen-
troid of the stored car object with the centroid of
the current car object. Figure 7 shows the slight
movementofthecar.

 
Figure 6: Final output of system

oe

(d)

Figure 7: (a) Reference car image. (b) Moving car image.
(c) Reference car difference image. (d) Moving car difference image
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Figure 8: Restoration of normal differencing. The starred frame represents the last frame prior to the
original reference image being restored.

If the centroid locations differ by more than a
threshold, the following sequence of events occur
to restore the systemtoits original state:

1. An object representing the moving car is
created in the current frame.

2. The stored car objectis linked to this new
moving car objectin the current frame.

3. Objects in the previous framethatintersect
the moving car are removed from that
frame.

4. The car background imageis merged with
the updated reference image to restore the
original reference image.

5. Normaldifferencing continues.

Figure 8 demonstrates how the system is restored
to its original state. Note that there is one continu-
ous track that represents the path of the car
throughout.

Whenthe car begins to move again, transient blobs
appear in the foreground difference image due to
the fact that the car is in the updated reference im-
age as seen in Figure 9. Therefore, to create a new
moving car objectin the current frame, these tran-
sient objects, which are identified by their
intersection with the location of the resting car, are

(b)

Figure 9: (a) Updated reference image. (b) Current video image. (c) Foreground difference
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grouped together as one car object. If there are no
transient objects, a copy of the stored car objectis
inserted into the current frame. This way, there is
definitely a car object in the current frameto link
with the stored car object. Transient objects might
also appear in the previous frame when a car is
moving. Therefore, these transient objects must be
removed from their frame in order to prevent them
from being linked to the new moving car object
that wasjust created in the current frame. After the
steps described above occur,the system continues
as usual until another car comesto rest.

2.3.5. Experiments: disk-based sequences

Totest the principles behind the modified AVS sys-
tem, three sequences of video that represented
interesting events were captured to disk. These se-
quences represented events which the modified
system should be able to recognize. Capturing the
sequences to disk reduces noise and ensures that
the system processes the same frames on every run,
making the results deterministic. In addition to
these sequences, longer sequences were recorded
and run directly from videotapeto test how the sys-
tem would work underless ideal conditions.

(c)

image

Canon Ex. 1051 Page 8 of 19



   Canon Ex. 1051 Page 9 of 19

 
2.3.5.1. Simple sequence. The first sequence was
filmed from the 3rd story of an office building
overlooking the driveway in front of the building.
A car drives up and a person exits the car, walks
away, deposits a briefcase, and finally reenters the
car. Then, the car drives away. In this segment, the
system successfully detects the person exiting the
car. However, the person entering the car is missed
because the person gets grouped with a second per-
son walking near the car.

Further on in the sequence, the car drives up again
and a personexits the car, walks away, removes the
briefcase, and finally reenters the car. Again, the
car drives away. In this segment, both the person
entering and exiting the car are recognized. In both
these sequences, there was only the one false nega-
tive mentionedearlier and nofalse positives.

2.3.5.2. Pickup sequence. This sequence was
filmed in front of a house looking at the street in
front of the house. In the sequence, a person walks
into the scene and waits at the curb. A car drives

up, picks up the person, and drives away. The sys-
tem correctly detects the person entering the car.
There are nofalse positives or negatives.

2.3.5.3. Drop offsequence. This sequence was
filmed in the samelocation as the previous one.In
this sequence, a car drives up and a person Is
dropped off. The car drives away with the person
still standing in the samelocation. Then, the person
walks off. The system correctly detects the person
exiting the car and does not report a false enter
event when the car moves away.

2.3.6. Experiments: videotaped sequences

These sequences were run on the system straight
from videotape. These were all run at a higher
threshold to accommodate noise on the videotape.
However, this tended to decrease the performance
of the system.

2.3.6.1. Dark day. This is a 15 minute sequence
that was recorded from the 3rd floor of a building
onafairly dark day. In that time span, 8 cars passed
through the camera’s field of view. The system de-
tected 6 cars correctly and one false car (due to
people grouped together). One car that was not de-
tected was dueto its small size. The other car was

undetected because the system slowed down (due
to multiple events occurring) and missed the imag-
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es with the car in them. In this sequence, two
people entered a car. However, both events were
missed because the car was not recognizedasrest-
ing dueto the dark lighting conditions on this rainy
day.

2.3.6.2. Cloudy day. This is a 13 minute sequence
in the same location as the previous sequence ex-
cept it is a cloudy day. In this time span, 9 cars
passed through the camera’s field of view andall of
them were detected by the system. There were a to-
tal of 2 people entering a car and 2 peopleexiting a
car. The system successfully detected them all. Ad-
ditionally, it incorrectly reported one person
walking near a car as an instance of a person exit-
ing a car.

2.3.6.3. Cloudy day—extended time. This is a 30
minute sequence in the samelocation as the previ-
ous two.In this time span, 28 cars pass through and
all of them were detected. The system successfully
detected one person exiting a car but missed two
others. The two people were missed because the
car was on the edge of the camera’s field of view
and so it was not recognized immediately asacar.

2.3.7. Evaluation of car-event recognition

The modified AVS system performs reasonably
well on the test data. However, it has only been
tested on a small numberof videotaped sequences,
in which much of the action was staged. Further
experiments and further work with live, uncon-
trolled data will be required to make the system
handle outdoor vehicle events as well as it handles

indoor events. The technique of using multipleref-
erence imagesis interesting and can be applied to
other problems, e.g. handling repositioned furni-
ture in indoor environments. For more detail on

this method, see [Tserng, 1998].

2.4. Complex events

The AVS video monitoring technology enables the
recognition of specific events such as when a per-
son enters a room, deposits or picks up an object,
or loiters for a while in a given area. Although
these events are more sophisticated than those de-
tected via simple motion detection, they are still
unstructured events that are detected regardless of
the context in which they occur. This can result in
alarms being generated on events that are not of
interest.

Canon Ex. 1051 Page 9 of 19
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For example, if the system is monitoring a room or
store with the intention of detecting theft, the sys-
tem could be set up to generate an alarm whenever
an object is picked up (i.e., whenever a REMOVE
event occurs). However, no theft has occurred un-

less the person leaves the area with the object. A
simple, unstructured event recognition system
would generate an alarm every time someone
picked up an object, resulting in many false alarms:
whereas a system that can recognize complex
events could be programmed to only generate an
alarm when the REMOVEeventis followed by an
EXIT event. The EXIT eventprovides context for
the REMOVEeventthat enables the system to fil-
ter out uninteresting cases in which the person does
not leave the area with the object they picked up.
This section describes the design and implementa-
tion of such a complex-event recognition system.

Weuse the term simple event to mean an unstruc-
tured atomic event. A complex eventis structured,
in thatit is madeup of one or more sub-events. The
sub-events of a complex event may be simple
events, or they may be complex, enabling the defi-
nition of event hierarchies. We will simply say
eventto refer to an event that may beeither simple
or complex. In our theft example above, REMOVE
and EXIT are simple events, and THEFT is a com-
plex event. A user may also define a further event,
e.g., CRIME-SPREE,which mayhave one or more
complex THEFT events as sub-events.

Wecreated a userinterface that enables definition
of a complex event by constructingalist of sub-
events. After one or more complex events have
been defined, the sub-events of subsequently de-
fined complex events can be complex events
themselves.

2.4.1. Complex-event recognition

Oncethe user has defined the complex events and
the actions to take when they occur, the event rec-
ognition system recognizes these events as they
occur in the monitored area. For the purposes of
this section, we assume a priori that the simple
events can be recognized, and that the object in-
volved in them can be tracked. In the
implementation we will use the methods discussed
in [Courtney, 1997, Olson and Brill, 1997] to track
objects and recognizethe simpleevents. In order to
recognize a complex event, the system must keep a
record of the sub-events that have occurred thus
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far, and the objects involved in them. Whenever the
first sub-event in a complex event’s sequence is
recognized, an activation for that complex event is
created. The activation contains the /D of the ob-
ject involved in the event, and an index, which is
the number of sub-events in the sequence that have
been recognized thusfar. The indexisinitialized to
1 when the activation is created, since the activa-
tion is only created when the first sub-event
matches. The system maintainsa list of current ac-
tivations for each defined complex-event type.
Whenever any new eventis recognized,thelist of
currentactivations is consulted to see if the newly
recognized (or incoming) event matches the next
sub-event in the complex event.If so, the index is
incremented.If the index reaches the total number
of sub-events in the sequence, the complete com-
plex event has been recognized, and any desired
alarm can be generated. Also, since the complex
event that was just recognized may also be a sub-
event of another complex event, the activation lists
are consulted again (recursively) to see if the indi-
ces of any other complex eventactivations can be
advanced.

To return to our THEFT example, the complex
THEFT event has two sub-events, REMOVEand
EXIT. When a REMOVEevent occurs, an activa-
tion for the THEFT eventis created, containing the
ID of the person involved in the REMOVE event,
and an indexset to 1. Later, when another eventis
recognized bythe system,the activation is consult-
ed to see if the event type of this new, incoming
event matches the next sub-event in the sequence
(in this case, EXIT).If the event type matches, the
object ID is also checked,in this caseto see if the
person EXITing is the same as that of the person
who REMOVE4¢ theobjectearlier. This is to ensure
that we do not signal a THEFT event when one
personpicksup an objectand a different person ex-
its the area. In a closed environment, the IDs used
may merely be track-IDs, in which each object that
enters the monitored area is assigned a unique
track-ID, and the track-ID is discarded when the
object is no longer being tracked.If both the event
type and the object ID match, the activation’s index
is incremented to 2. Since there are only 2 sub-
events in the complex eventin this example, the en-
tire complex-event has been recognized, and an
alarm is generated if desired. Also, since the
THEFT eventhas been recognized,this newly rec-
ognized THEFT event may be a sub-event of

Canon Ex. 1051 Page 10 of 19
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another complex event. When the complex THEFT
event is recognized, the current activations are re-
cursively checked to see if the theft is a part of
another higher-level event, such as a CRIME-
SPREE.

2.4.2. Variations and enhancements

We have described the basic mechanism of defin-

ing and recognizing complex events. There are
several variations on this basic mechanism.Oneis

to allow unordered events, i.e., complex events
which are simply the conjunction or disjunction of
their sub-events. Another is to allow negated sub-
events, which can be used to cancel an activation
when the negated sub-event occurs. For example,
considering the definition for THEFT again,if the
person paysfor the item, it is not a theft. Also, if
the person puts the item back downbefore leaving,
no theft has occurred. A more complete definition
of theft is one in which “a person picks up an item
and then leaves without putting it back or paying.”
Assuming we can recognize the simple events RE-
MOVE, DEPOSIT, PAY, and EXIT, the complex
THEFT event can now be expressed as the ordered
list (REMOVE, ~DEPOSIT, ~PAY, EXIT), where
“.” indicates negation. Another application of the
complex event with negated sub-eventsis to detect
suspicious behaviorin front of a building. The nor-
mal behavior may be for a person to park the car,
get out ofit, and then comeup into the building. If
the person parks the vehicle and leaves the area
without coming upinto the building, this may be a
car bombing scenario. If we can detect the sub-
events for PARK, OUTCAR, ENTER-BUILDING,
and EXIT,we can define the car-bombing scenario
as (PARK, OUTCAR, ~ENTER-BUILDING,
EXIT).

Another variation is to allow the user to label the

objects involved in the events, whichfacilitates the
ability to specify that two object be different. Con-

sidera different car bombing scenario in which two
cars pull up in front of the building, and a person
gets out of one car and into the other, which drives
away. The event definition must specify that there
are two different cars involved: the car-bomb and
the getaway-car. This can be accomplished by la-
belling the object involved when defining the
event, and giving different labels to objects which
mustbe different.

Finally, one could allow multiple activations for
the same event. For example, the desired behavior
maybethat a separate THEFT eventshould besig-
nalled for each item stolen by a given person, €.g.,
if a person goes into a store andsteals three things,
three THEFT events are recognized. The basic
mechanism described above signals a_ single
THEFT event no matter how many objects are sto-
len. We can achieve the alternate behavior by

creating multiple activations for a given eventtype,
differing only in the ID’s ofthe objects involved.

2.4.3. Implementation in AVS

We have described a method for defining and rec-
ognizing complex events. Most of this has been
implemented and incorporated into the AVS sys-
tem. This subsection describes the current

implementation.

AVSanalyzes the incoming video stream to detect
and recognize events such as ENTER, EXIT, DE-
POSIT, and REMOVE.The primary technique
used by AVS for event recognition is motion graph
matching as described in [Courtney, 1997]. The
AVSsystem recognizes and reports these events in
real time as illustrated in Figure 10. Whenthe per-
son enters the monitored area, an ENTEReventis

recognized as shown in the image on the left.
Whenthe person picks up an object, a REMOVE
event is recognized, as depicted in the center image
below. When the person exits the area, the EXIT

 
Figure 10: A series of simple events
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event is signalled as shown in the image on the
right

While the AVS system recognizes numerousevents
as shown above, the user can select which events

are of interest by providing the dialog box interface
illustrated in Figure 11. The user selects the event
type, object type, time, location, and duration of
the event of interest using a mouse. The user can
also select an action for the AVS system to take
whenthe event is recognized. This dialog box de-
fines one type of simple event; an arbitrary number
of different simple event types can be defined via
multiple uses of the dialog box. Theillustration in
Figure 11 shows a dialog box defining an event
called “Loiter by the door’ which is triggered
when a personloiters in the area near the door for
more than 5 seconds.

AVSwill generate a voice alarm and write a log en-
try when the specified event occurs. If the eventis
only being defined in order to be used as a sub-
event in a complex event, the user might not check
any action box, and no action will be taken when

the event is recognized exceptto see if it matches
the next sub-event in a complex-eventactivation, or

generate a new activation if it matches the first sub-
event in a complex event.

After one or more simple events have been defined,
the user can define a complex event via the dialog
box shown in Figure 12. This dialog box presents
two lists: on the left is a scrolling list of all the
event types that have been defined thusfar, and on
the right is a list of the sub-events of the complex
event being defined. The sub-eventlist is initially
blank when defining a new complex event. When
the user double-clicks with the left mouse button

on an item in the eventlist on theleft, it is added as

the next item in the sub-event list on the right.
Whenthe user double-clicks with the right mouse
button on an item in the event list on theleft, that

item is also added to the sub-eventlist on the right,
but as a negated sub-event. The event nameis pre-
fixed with a tilde (~) to indicate that the eventis

negated.

 
Figure 12: Defining a complex event
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In the upper right cornerof the complex-eventdefi-
nition dialog box is an option menu via which the
user indicates how the sub-events are to be com-
bined. The default selection is “ordered” to
indicate sequential processing of the sub-events.
The other options are “all” and “any.” If “all” is se-
lected, the complex event will be signalled if all of
the sub-events are matched, regardless of order,
i.e., the complex eventis simply the conjunction of
the sub-events. If “any” is selected, the complex
event occurs if any of the sub-events occurs, i.€.,
the complex event is the disjunction of the sub-
events. At the bottom of the dialog box, the user
can select the action to take when the complex
event is recognized. The user can save the entire set
of event definitions to a file so that they may be
read back in atalater time.

Once a simple or complex event has been defined,
the AVS system immediately begins recognition of
the new events in real time, and taking the actions
specified by the user. The AVS system, augmented
as described, provides a functioning realization of
the complex-event recognition method.

3, Advanced segmentation and tracking

In security applications, it is often necessary to
track the movementsof one or more people and ob-
jects in a scene monitored by a video camera.In
real scenes, the objects move in unpredictable
ways, may moveclose to one another, and may oc-
clude each other. When a person moves, the shape
of his or her image changes. These factors makeit
difficult to track the locations of individual objects
throughout a scene containing multiple objects.
The tracking capabilities of the original AVS sys-
tem fail when there is mutual occlusion between
the tracked objects. This section describes a new

 
(a)

277

tracking method which overcomes this limitations
of the previous tracking method, and maintains the
integrity of the tracks of people even when they
partially occlude one another.

The segmentation algorithm describedhereis relat-
ed to tracking systems such as [Wrenet al., 1997,
Grimson etal., 1998, Caietal., 1995] in that it ex-
tends the reference image to include a statistical
model of the background. Our method further ex-
tends the tracking algorithm to reason explicitly
about occlusion and maintain object tracks during
mutual occlusion events. Unlike the capabilities
described in previous sections, the new tracking
method does not run in real time, and has not yet
been integrated into the AVS system. Optimiza-
tions of the new method are expectedto enableit to
achievereal time operation in the future.

Figure 13 depicts an example scene containing two
people. In (a), the two people are standing apart
from each other, with Person-1 ontheleft, and Per-
son-2 on the right. In (b), Person-1 moves to the
right so that he is partially occluded by Person-2.
Using a conventional technique such as back-
ground subtraction, it is difficult to maintain the
separate tracks of the two people in the scene, since
the images of the two people merge into a single
large region.

Figure 14 shows a sequence of frames (in normal
English reading order) in which it is particularly
difficult to properly maintain the tracks of the two
people in the scene. In this sequence, Person-2
movesfrom rightto left and back again, crossing in
front of Person-1. There are significant occlusions
(e.g., in the third frame shown), and the orienta-
tions of both people with respect to the camera
change significantly throughout the sequence,

 
(b)

Figure 13: An example scene containing two people with occlusion
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making conventional template matchingfail on this
sequence.

A newtracking method is used to maintain tracks
in sequences such as those depicted in Figures 13
and 14. The method maintains an estimate of the
size and location of the objects being tracked, and
creates an image which approximates the probabil-
ity that the object intersects that pixel location.
Figure 15b shows the probability images for the
two person scene of Figure 13a, which is repeated
here as 15a. The ellipse on the left indicates the es-
timated location of Person-1, and the ellipse on the
right indicates the estimated location of Person-2.
The brightness indicates the probability that the
Person’s imageintersects the given pixel, which is
highest in the middle of the region, andfalls off to-
wards the edge. The black outlines represent the
50% probability contours. The size and shape of
the regionsare roughly the size and shapeofa per-
son standingatthat location in the image,

Werefer to the “person shaped” probability regions
as probabilistic templates or simply p-templates.
Thepath of the p-template throughthe scene repre-
sents the “track” of a given person which is

 
(a)

Figure 15: Probability imageforthe locations of the people in the scene
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Figure 14: A difficult tracking sequence
maintained by the tracking system. P-templates can
be used to reason about occlusion in a video se-
quence. While we only address the issue of p-
templates for tracking people that are walking up-
right, the concept is applicable to tracking any
object, e.g., vehicles and crawling people; although
the shape of the p-template would need to be
adapted to the type of object being tracked.

When the people in the scene overlap, the separate
locationsof the people can be maintained using the
p-templates, and the region of partial occlusion can
be detected. Figure 16 shows examples of such a
Situation. The two ellipses are maintained, even
though the people are Overlapping. The tracks of
the people can be maintained through occlusions
by tracking primarily on the basis of non-overlap-
ping areas. This works for boththe slight occlusion
in Figures 16 (a) and (b), and often even for the
very strong occlusions such as in Figures 16 (c)
and (d). During the occlusions shownin Figure 14
and againin Figure 16 (c) and (d), the head of Per-
son-1 is tracked, and the lower-body of Person-2 is
tracked.

 
(b)
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(a)

 
The new method requires a meansofinstantiating a
new p-template when a person enters the scene,
and updating the location of the region as the per-
son moves through the scene. First we will
describe the update mechanism, assuming that the
p-templates have already been instantiated. The in-
stantiation mechanism is described later.

The p-templates described above and depicted in
Figures 15 and 16 represent the prior probabilities
of the person locations, based on looking at the
previous frame. These priors are then used to com-
pute an estimate of the posterior probabilities of
the person locations by looking at the new or cur-
rent frame. The computation of the posterior
probabilities takes into account both the prior prob-
abilities and the information in the new frame. The

posterior probabilities are used to update the loca-
tions of the people, and the new locations of the
people are then used to compute the priors for the
next frame.

Our current implementation computes the posteri-
ors using a form of background differencing.
Figure 17 showsthe posteriors for the p-templates
shownin Figure 16. Note that althoughthere is sig-
nificant overlap in the posterior estimates,
especially in Figures 17 (e) and (f), there are signif-
icant differences in the brightnesses of the non-
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(b)

 
(d)

Figure 16: P-template imagesfor partially occluding people

occluding areas. In Figure 17 (e), which represents
the posteriors for Person-1, the head area of Per-
son-1 is significantly brighter than in Figure 17 (f).
Similarly, Figure 17 (f), which represents the pos-
teriors for Person-2, is significantly brighter in the
unoccluding area of Person-2’s lower body.

Oncethe posteriors are computed, they are used to
estimate the location of the tracked objects. In our
implementation of a person tracker, we specifically
need to estimate the location of the person’s feet in
the image, and their height in the image in pixels.
Once the location and height are estimated, we can
use the image-to-world coordinate transformation
technique used in the original AVS system and de-
scribed in [Olson and Brill, 1997]. That technique,
called quad-mapping, computes the map locations
of objects given the image locations of the bottom
of the objects, e.g., in the case of a person, the loca-
tion of the feet. Furthermore, if the scale of the

map is known, the quad-mapping technique will
estimate the size of the object, 1.e., the height of a
person being tracked.

If the lower portion of the p-template is unocclud-
ed, foot locations are estimated directly from the
image by looking at the bottom portion of the
brightened region. If the upper portion is also un-
occluded, the height can similarly obtained directly
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(a)

 
(d)

from the image. If the upper part is occluded, but
the lowerpart is not, the foot location is still deter-
mined directly from the image, but height is
estimated using an estimate of the three-dimen-
sional height of the person. The image height is
then obtainedby projecting the 3D height back into
the image using the quad-mapping technique.If the
lowerportion is occluded, but the upperpart is not,
then the upperlocation is determineddirectly from
the image, and then the 3D heightis back-projected
into the image to determine the foot location. If
both the top and bottom are occluded, the location
and height estimates are left unchanged from the
previous frame.

Oncethe foot location and height of the person are
computed,it is straightforward to compute the new
location of the p-template, which is the Gaussian
oval whose location and dimensions are deter-
mined by the foot location and image height
computed above. The new p-template is then used
to find the location of the person in the next frame,
and the process repeats while the person remainsin
the scene.

A new p-template is instantiated whenever a new
person enters the scene. Instantiation is best de-
scribed in a Bayesian probabilistic framework. The
p-templates constitute models of the objects in the

 
(b)

 
(e)

Figure 17: Posterior probability images for partially occluding people
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(f)

environment. All of the pixels in the imageare the
result of a projection of some objectin the environ-
ment—either from the background, or one of the
people in the scene, or something else. The sum of
the probabilities that the pixel is either from the
background, from a person, or from “something
else” must be 1.0. We maintain an “unknown”

model to account for the probability that pixels
mayarise as a result of “something else.” We com-
pute the probability that each of the models caused
the observed pixel value (where the unknown mod-
el is equally likely to produceany pixel value), and
then use Bayes’ formula to compute the inverse,
1.€., the probability that the observed pixel value
came from each of the models. When this compu-
tation is performed, for some of the pixels, the
probability that the pixel came from the unknown
model is the highest ofall of the model probabili-
ties. This results in a probability image for the
unknown model, which represents pixels which
probably came from something other than the ob-
jects the system knows about. At each frame, the
probability image for the unknown model is com-
puted,andthis image is examinedto see if adding a
new person model would account for these un-

known pixels. If so, a new person p-template is
instantiated at the appropriate location, and the
posteriors are recomputed.
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Use of the procedure described aboveto track mul-
tiple people maintains tracks through occlusions
where our previous technique could not. The ro-
bustness to occlusion of the new method enables
video monitoring applications to improve tracking
reliability in natural environments.

4. Best-view selection performance

Olson and Brill [1997] previously described the
“best view selection” application of AVS technolo-
gy. In this application, the system monitors and
records the movements of humansin its field of
view. For every personthat it sees, it creates a log
file that summarizes important information about
the person, including a snapshot taken when the
person was close to the camera and (if possible)
facingit.

As the person is tracked through the scene, the
tracker examines each imageit captures of that per-
son.If the new imageis a better view of the person
than the previously saved snapshot, the snapshotis
replaced with the new view. In this manner, the
system always containsthe “best” view seen of the
person thus far. Whenthe person leaves the scene,
the log entry is saved toafile. Each log entry
records the time whenthe person entered the scene
anda list of coordinate pairs showingtheir position
in each video frame. The log entry also contains
the “best” snapshotof the person while they were
in the scene. Finally, the log entry file contains a
pointer to the reference image that was in effect
when the snapshot was taken. This information
forms an extremely concise description of the per-
son’s movements and appearance while they were
in the scene. An example of such a record in shown
in Figure 18.

7%

 
Figure 18: Example best view selection record
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In an initial evaluation of this system, the system
wasinstalled in an uncontrolled office hallway and
run for 118 hours.In this time, the system recorded
965 log entries in 35MB (uncompressed). The re-
sulting records were examined to estimate the
system performance, and we estimated 96% detec-
tion rate at 6% false alarm rate, with most errors
due to segmentation and correspondence failure.
However, for this initial experiment, there was no
groundtruth against which the performance could
be measured.

Recently, we have evaluated the system against
ground truth observations. The performanceofthe
system was initially evaluated on four hours ofin-
door video data. The video was manually
annotated to obtain ground truth, and the surveil-
lance system was evaluated against this ground
truth. Forsituations in which only one person was
in the scene, the system recorded exactly one
record for each person,i.e., no person passed unde-
tected thoughthe field of view, and there is exactly
one record for each such person. In the indoor con-
dition, we observed a 100% detectionrate.

For situations involving more than one person, the
system occasionally failed to maintain track
through partial occlusions. The result of this is that
the system tookextra pictures of these people when
their track was re-acquired after the occlusion. On
other occasions, the system failed to recognize that
a motion region contained two people, and so it
only took one picture that contained both people.
We expect to reduce these errors via the use of the
new tracking algorithms described above, once
these algorithms are running in real time and are
incorporated into the AVS system.

In order to evaluate and improve the system perfor-
mance in outdoor monitoring environments, we
have adopted an iterative research methodology in
which we record representative videotape (2-3
hours), ground truth it with respect to the ‘person
events’ that occur in the scene. One ‘person event’
is defined to be a video sequence in whichone per-
son enters monitored area completely, walking
upright, and then exits field of view completely. We
then run AVSsystem onthe videotape and measure
the false positives and negatives on person events.
We then improve system as necessary to eliminate
errors on video sequenceandrepeat the process.
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Figure 19: Outdoor environments

Outdoor environments can be particularly difficult
for video monitoring systemsthat operate based on
change detection, due to the outdoor lighting varia-
tion. Figure 19 depicts two outdoor environments
used to evaluate AVS best-view-selection perfor-
mance. In Figure 19 (a), there is a strong shadow
line running downthe centerof thefield of view,
which movesas the sun angle changes. The shad-
Ow motion hereis sufficient to cause problems for
a fixed background subtraction system within 5
minutes. There are also a number of trees in the
background which move when the wind blows.
Moreover, the shadowsofthese trees fall directly
into the rear of the monitored area, and these shad-
ows move with the wind as well. The shadow of
the tree in Figure 19 (b) has a similar behavior.
Cloud movement also causes large changes in
brightness throughoutthe images.
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Ourinitial outdoor evaluation was conductedin the
environment depicted in Figure 19 (a). We cap-
tured two hours of outdoor video with extremely
difficult imaging conditions caused by wind blown
vegetation and strong shadows, which produced a
large amountof “noise” motion. Additionally, the
gate at the rear of the scene often blew open and
closed. We manually ground-truthed the video to
determinethat a person entered the scene 20 times
during the two hour sequence. The system record-
ed 16 ofthese events, for a detection rate of 75%.
The undetected people were “lost in the noise.”
The system also produced 16 false detectionsin the
two hourperiod, caused by noise from the moving
shadows.

Wewere able to improveon this performanceus-
ing ouriterative research methodologyto achieve a
100% detection rate for the 20 events in this two
hour sequence. The system still recorded 8 false
Positives on this sequence. Four of these were
caused by the gate blowing open and closed. The
other four were cases in which the system lost
track of the personin the field of view, and there-
fore took two pictures of the person, one before
losing track, and anotherafter picking up thetrack
again. These cases are therefore more properly re-
ferred to as “extra pictures” rather than false
positives,

Having achieved improved performance in the en-
vironment depicted in Figure 19 (a), we proceeded
to test the system in the environment of Figure 19
(b). One three separate days we captured 1-2 hours
of video,for a total of 4 hours oftest video data in
the environmentof Figure 19 (b). We ground-tru-
thed this video to determinethatit contained 115
person events. The AVS system processed this vid-
eo using the best-view-selection algorithm, and the
results were compared to ground truth. We ob-
served a 100% detection rate and a 2.6% false
Positive rate as a result of three false positives, all]
of which were “extra pictures.”

In general, system performance was excellent in
the indoor condition, with the exception of scenes
containing multiple people, which produced extra
records. We expect to address the multi-person
problem using the p-template technique described
in section 3. No person entered the scene without
being recorded, even when there were multiple
people. The system performance degradesin diffi-
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cult outdoor lighting conditions, but it has
improved significantly in recent work.

5. Conclusion

We have described several improvements in the
video monitoring capabilities of the AVS system.
Some improvements, such as vehicle event recog-
nition, increase the functionality of the system to
enableit to recognize new classes of events. Other
improvements, such as the advanced segmentation
and tracking, increase the robustness of the sys-
tem’s ability to recognize events in the presence of
complications such as occlusion. Wewill continue
to make improvements in the two categories ofin-
creased functionality and increased robustness. For
the functionality improvements, we expect to rec-
ognize new classes of events, especially events
regarding vehicles. For the robustness improve-
ments, we are pursuing techniques that enable the
system to be robust to lighting variation. As the
techniques become more complex, additional effort
will be needed to optimize the algorithmsforreal
time operation. Our advanced segmentation and
tracking will be the subject of optimization efforts
in the near future.
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