
Event Recognition and Reliability Improvements for

the Autonomous Video Surveillance System

Frank Z. Brill, Thomas J. Olson, and Christopher Tserng

Texas Instmments

P.O. Box 655303, MS 8374, Dallas, TX 75265
brill@csc.ti.com, olson@csc.ti.com, tsemg@csc.ti.com

Abstract

This report describes recent progress in the devel-

opment of the Autonomous Video Surveillance

(AVS) system, a general-purpose system for mov-

ing object detection and event recognition. AVS

analyses live video of a scene and builds a descrip-

tion of the activity in that scene. The recent

enhancements to AVS described in this report are:

(1) use of collateral information sources, (2) cam-

era hand-off, (3) vehicle event recognition, and (4)

complex-event recognition. Also described is a

new segmentation and tracking technique and an

evaluation of AVS performing the best-view selec-

tion task.

1. Introduction

The Autonomous Video Surveillance (AVS) sys-

tem processes live video streams from surveillance

cameras to automatically produce a real-time map-

based display of the locations of people, objects
and events in a monitored region. The system al-

lows a user to specify alarm conditions

interactively, based on the locations of people and

objects in the scene, the types of objects in the
scene, the events in which the people and objects

are involved, and the times at which the events oc-

cur. Furthermore, the user can specify the action to

take when an alarm is triggered, e.g., to generate an

audio alarm or write a log file. For example, the

user can specify that an audio alarm should be trig-

gered if a person deposits a briefcase on a given

table between 5:00pm and 7:00am on a weeknight.

Section 2 below describes recent enhancements to

This research was sponsored in part by the DARPA Image

Understanding Program.

the AVS system. Section 3 describes progress in

improving the reliability of segmentation and
tracking. Section 4 describes an experiment that

quantifies the performance of the AVS "best view

selection" capability.

2. New AVS functionality

The stmcture and function of the AVS system is

described in detail in a previous IUW paper [Olson
and Brill, 1997]. The primary purpose of the cur-

rent paper is to describe recent enhancements to

the AVS system. These enhancements are de-

scribed in four sections below: (1) collateral

information sources, (2) camera hand-off, (3) vehi-

de event recognition, and (4) complex-event

recognition.

2.1. Collateral information sources

Figure 1 shows a diagram of the AVS system. One

or more "smart" cameras process the video stream

to recognize events. The resulting event streams

are sent to a Video Surveillance Shell (VSS),
which integrates the information and displays it on

a map. The VSS can also generate alarms based on

the information in the event streams. In recent

work, the VSS was enhanced to accept information

from other sources, or "recognition devices" which

can identify the objects being reported on by the
cameras. For example, a camera may report that

there is a person near a door. A recognition device

may report that the person near the door is Joe

Smith. The recognition device may be a badge

reader, a keypad in which a person types their PIN,

a face recognition system, or other recognition sys-

tem.
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Figure 1: AVS system diagram

The recognition device we have incorporated is a

voice verification system. The user stands in a pre-

defined location in the room, and speaks his or her

name. The system matches the utterance to previ-

ously captured examples of the person speaking

their name, and reports to the VSS if there is a

match. The VSS now knows the identity of the per-

son being observed, and can customize alarms

based on the person's identity.

A recognition device could identify things other
than people, and could classify actions instead of

objects. For example, the MIT Action Recognition

System (MARS) recognizes actions of people in
the scene, such as raising their arms or bending

over. MARS is trained by observing examples of

the action to be recognized and forming "temporal

templates" that briefly describe the action [Davis
and Bobick, 1997]. At mn time, MARS observes

the motion in the scene and determines when the

motion matches one of the stored temporal tem-

plates. TI has obtained an evaluation copy of the

MARS software and used it as an recognition de-

vice which identifies actions, and sends the result

to the AVS VSS. We successfully trained MARS to

recognize the actions of opening a door, and open-

ing the drawer of a file cabinet. When MARS

recognizes these actions, it sends a message to the

AVS VSS, which can generate an appropriate

alarm.

2.2. Camera hand-off

As depicted in Figure 1 , the AVS system incorpo-

rates multiple cameras to enable surveillance of a

wider area than can be monitored via a single cam-

era. If the fields of view of these cameras are

adjacent, a person can be tracked from one moni-

tored area to another. When the person leaves the

field of view of one camera and enters another, the

process of maintaining the track from one camera

view to another is termed camera hand-off. Figure

2 shows an area monitored by two cameras. Cam-

^:;b=^^%^I==^t^^
Figure 2: Multiple cameras with adjacent fields of view

i
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era-1 monitors the hallway, and Camera-2

monitors the interior of the room. When a person

moves through the doorway to enter the room from

the hall or vice-versa, camera hand-off is necessary

to enable the system to know that the person that

was being monitored in the hall via Camera-1 is

the same as the person being monitored in the

room via Camera-2.

The AVS system accomplishes camera hand-off by

integrating the information from the two cameras

in the map coordinate system. The AVS "smart"

cameras report the locations of the monitored ob-

jects and people in map coordinates, so that when

the VSS receives reports about a person from two

separate cameras, and both cameras are reporting

the person's coordinates at about the same map lo-

cation, the VSS can deduce that the two separate

reports refer to the same person. In the example de-

picted in Figure 2, when a person is standing in the

doorway, both cameras can see the person and re-

port his or her location at nearly the same place.

The VSS reports this as one person, using a mini-

mum distance to allow for errors in location. When

Camera-2 first sees a person at a location near the

doorway and reports this to the VSS, the VSS
checks to see if Camera- 1 recently reported a per-

son near the door. If so, the VSS reports the person

in the room as the same one that Camera-1 had

been tracking in the hall.

2.3. Vehicle event recognition

This section describes extensions to the existing

AVS system that enable the recognition of events

involving interactions of people with cars. These

new capabilities enable smart security cameras to

monitor streets, parking lots and driveways and re-

port when suspicious events occur. For example, a

smart camera signals an alarm when a person exits

a car, deposits an object near a building, reenters

the car, and drives away.

2.3.1. Scope and assumptions

Extending the AVS system to handle human-vehi-

de interactions reliably involved two separable

subproblems. First, the system's vocabulary for

events and objects must be extended to handle a

new class of object (vehicle) and new event types.

Second, the AVS moving object detection and

tracking software must be modified to handle the

outdoor environment, which features variable

lighting, strong shadows, atmospheric disturbanc-

es, and dynamic backgrounds. The work

described here in section 2.3 addresses the first

problem, to extend the system for vehicle events in

conditions of uniform overcast with little wind.

Our approach to handling general outdoor lighting
conditions is discussed in section 4.

The method is further specialized for imaging con-
ditions in which:

1. The camera views cars laterally.

2. Cars are unoccluded by other cars.

3. When cars and people overlap, only one of

the overlapping objects is moving
4. The events of interest are people getting

into and out of cars.

2.3.2. Car detection

The first thing that was done to expand the event

recognizing capability of the current system was to

give the system the ability to distinguish between
people and cars. The system classifies objects as

cars by using their sizes and aspect ratios. The size

of an object in feet is obtained using the AVS sys-

tem's image coordinate to world coordinate

mapping. Once the system has detected a car, it an-

alyzes the motion graph to recognize new events.

2.3.3. Car event recognition

In principle, car exit and car entry events could be

recognized by detecting characteristic interactions

of blobs in difference images, in a manner similar

to the way AVS recognizes DEPOSIT and RE-
MOVE events. In early experiments, however, this

method turned out to be unsatisfactory because the

underlying motion segmentation method did not

segment cars from people. Whenever the people

pass near the car they appear to merge with it, and

track is lost until they walk away from it.

To solve this problem, a new approach involving

additional image differencing was developed. The
technique allows objects to be detected and tracked

even when their images overlap the image of the

car. This method requires two reference images:

one consists of the original background scene

(background image), and the other is identical to
the first except it includes the car. The system takes

differences between the current video image and

the original reference image as usual. However, it

also differences the current video image with the

reference image containing the car. This allows the
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system to detect objects which may be overlapping

the car. Using this technique, it is easy to detect

when people enter and exit a car. If an object disap-

pears while overlapping with a car, it probably

entered the car. Similarly, if an object appears over-

lapping a car, it probably exited the car.

2.3.4. Basic method

When a car comes to rest, the following steps are

taken. First, the image of the car object is removed

from its frame and stored. Then, the car image is

merged with the background image, creating an

updated reference image containing the car. (Ter-

minology: a reference car image is the subregion

of the updated reference image that contains the

car.) Then, the car background image, the region of

the original background image that is replaced by

the car image, is stored.

For each successive frame, two difference images

are generated. One difference image, the fore-

ground difference image, is calculated by

differencing the current video image with the up-

dated reference image. The foreground difference

image will contain all the blobs that represent ob-

jects other than the car, including ones that overlap

the car. The second difference image, the car dif-

ference image, is calculated using the car

background image. The car difference image is

formed from the difference between the current

frame and the car background image, and contains

the large blob for the car itself. Figures 3 and 4
show the constmction and use of these images.

^'iSSSiSSSSSSSS,

(a) (b) (c)

Figure 3: (a) Background image. (b) Car background image.
(c) Updated reference image

4-

I

(a) (b)

Figure 4: (a) Current video image, (b) Foreground difference image
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Figure 5: Creation of the motion graph.

The starred frame represents the frame prior to the background image being updated.

The blobs in the foreground difference image are

grouped into objects using the normal grouping

heuristics and placed in the current frame. The

blobs in the car difference image necessarily repre-

sent the car, so they are all grouped into one current

car object and placed in a special reference frame.

Normal links occur between objects in the previous

frame and objects in the current frame. Additional-

ly, the stored car object, which was removed from

its frame, (from Step 1) is linked to the current car

object which is in the reference frame. In any given

sequence, there is only one reference frame.

Figure 5 demonstrates the creation of this new mo-

tion graph. As indicated by the dotted lines, all
objects maintain their tracks using this method.

Notice that even though the car object disappears

from future frames (due to the updated reference

image), it is not detected to have exited because its

track is maintained throughout every frame. Using

this method, the system is able to keep track of the

car object as well as any objects overlapping the

car. If an object appears intersecting a car object,

an INCAR event is reported. If an object disap-

pears while intersecting a car object, an OUTCAR

event is reported. Figure 6 shows the output of the

system. The system will continue to operate in this

manner until the car in the reference frame begins

to move again.

When the car moves again, the system reverts to its

normal single-reference-image state. The system

detects the car's motion based on the movement of

its centroid. It compares the position of the cen-

troid of the stored car object with the centroid of

the current car object. Figure 7 shows the slight

movement of the car.

Figure 6: Final output of system

(c) (d)

Figure 7: (a) Reference car image, (b) Moving car image.

(c) Reference car difference image. (d) Moving car difference image
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Figure 8: Restoration of normal differencing. The starred frame represents the last frame prior to the

original reference image being restored.

If the centroid locations differ by more than a
threshold, the following sequence of events occur

to restore the system to its original state:

1. An object representing the moving car is
created in the current frame.

2. The stored car object is linked to this new

moving car object in the current frame.
3. Objects in the previous frame that intersect

the moving car are removed from that
frame.

4. The car background image is merged with

the updated reference image to restore the
original reference image.

5. Normal differencing continues.

Figure 8 demonstrates how the system is restored

to its original state. Note that there is one continu-

ous track that represents the path of the car

throughout.

When the car begins to move again, transient blobs

appear in the foreground difference image due to

the fact that the car is in the updated reference im-

age as seen in Figure 9. Therefore, to create a new

moving car object in the current frame, these tran-

sient objects, which are identified by their
intersection with the location of the resting car, are

grouped together as one car object. If there are no

transient objects, a copy of the stored car object is

inserted into the current frame. This way, there is

definitely a car object in the current frame to link
with the stored car object. Transient objects might

also appear in the previous frame when a car is

moving. Therefore, these transient objects must be

removed from their frame in order to prevent them

from being linked to the new moving car object
that was just created in the current frame. After the

steps described above occur, the system continues

as usual until another car comes to rest.

2.3.5. Experiments: disk-based sequences

To test the principles behind the modified AVS sys-
tem, three sequences of video that represented

interesting events were captured to disk. These se-

quences represented events which the modified

system should be able to recognize. Capturing the

sequences to disk reduces noise and ensures that

the system processes the same frames on every run,

making the results deterministic. In addition to

these sequences, longer sequences were recorded

and run directly from videotape to test how the sys-

tem would work under less ideal conditions.

^^

(a) (b) (c)

Figure 9: (a) Updated reference image, (b) Current video image. (c) Foreground difference image
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2.3.5.1. Simple sequence. The first sequence was

filmed from the 3rd story of an office building
overlooking the driveway in front of the building.

A car drives up and a person exits the car, walks

away, deposits a briefcase, and finally reenters the

car. Then, the car drives away. In this segment, the

system successfully detects the person exiting the

car. However, the person entering the car is missed

because the person gets grouped with a second per-

son walking near the car.

Further on in the sequence, the car drives up again

and a person exits the car, walks away, removes the

briefcase, and finally reenters the car. Again, the

car drives away. In this segment, both the person

entering and exiting the car are recognized. In both

these sequences, there was only the one false nega-

tive mentioned earlier and no false positives.

2.3.5.2. Pickup sequence. This sequence was

filmed in front of a house looking at the street in

front of the house. In the sequence, a person walks

into the scene and waits at the curb. A car drives

up, picks up the person, and drives away. The sys-

tem correctly detects the person entering the car.

There are no false positives or negatives.

2.3.5.3. Drop off sequence. This sequence was

filmed in the same location as the previous one. In

this sequence, a car drives up and a person is

dropped off. The car drives away with the person

still standing in the same location. Then, the person

walks off. The system correctly detects the person

exiting the car and does not report a false enter

event when the car moves away.

2.3.6. Experiments: videotaped sequences

These sequences were mn on the system straight

from videotape. These were all mn at a higher

threshold to accommodate noise on the videotape.

However, this tended to decrease the performance

of the system.

2.3.6.1. Dark day. This is a 15 minute sequence

that was recorded from the 3rd floor of a building
on a fairly dark day. In that time span, 8 cars passed

through the camera's field of view. The system de-

tected 6 cars correctly and one false car (due to

people grouped together). One car that was not de-

tected was due to its small size. The other car was

undetected because the system slowed down (due

to multiple events occurring) and missed the imag-

es with the car in them. In this sequence, two

people entered a car. However, both events were

missed because the car was not recognized as rest-

ing due to the dark lighting conditions on this rainy
day.

2.3.6.2. Cloudy day. This is a 13 minute sequence

in the same location as the previous sequence ex-

cept it is a cloudy day. In this time span, 9 cars

passed through the camera's field of view and all of

them were detected by the system. There were a to-

tal of 2 people entering a car and 2 people exiting a
car. The system successfully detected them all. Ad-

ditionally, it incorrectly reported one person

walking near a car as an instance of a person exit-

ing a car.

2.3.6.3. Cloudy day — extended time. This is a 30

minute sequence in the same location as the previ-

ous two. In this time span, 28 cars pass through and

all of them were detected. The system successfully

detected one person exiting a car but missed two

others. The two people were missed because the

car was on the edge of the camera's field of view

and so it was not recognized immediately as a car.

2.3.7. Evaluation of car-event recognition

The modified AVS system performs reasonably
well on the test data. However, it has only been

tested on a small number of videotaped sequences,

in which much of the action was staged. Further

experiments and further work with live, uncon-

trolled data will be required to make the system

handle outdoor vehicle events as well as it handles

indoor events. The technique of using multiple ref-

erence images is interesting and can be applied to

other problems, e.g. handling repositioned fumi-

ture in indoor environments. For more detail on

this method, see [Tsemg, 1998].

2.4. Complex events

The AVS video monitoring technology enables the
recognition of specific events such as when a per-

son enters a room, deposits or picks up an object,

or loiters for a while in a given area. Although

these events are more sophisticated than those de-

tected via simple motion detection, they are still

unstructured events that are detected regardless of

the context in which they occur. This can result in

alarms being generated on events that are not of

interest.
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For example, if the system is monitoring a room or

store with the intention of detecting theft, the sys-

tem could be set up to generate an alarm whenever

an object is picked up (i.e., whenever a REMOVE

event occurs). However, no theft has occurred un-

less the person leaves the area with the object. A

simple, unstructured event recognition system

would generate an alarm every time someone

picked up an object, resulting in many false alarms;

whereas a system that can recognize complex

events could be programmed to only generate an

alarm when the REMOVE event is followed by an
EXIT event. The EXIT event provides context for

the REMOVE event that enables the system to fil-
ter out uninteresting cases in which the person does

not leave the area with the object they picked up.

This section describes the design and implementa-

tion of such a complex-event recognition system.

We use the term simple event to mean an unstruc-

tured atomic event. A complex event is structured,

in that it is made up of one or more sub-events. The

sub-events of a complex event may be simple

events, or they may be complex, enabling the defi-

nition of event hierarchies. We will simply say

event to refer to an event that may be either simple

or complex. In our theft example above, REMOVE

and EXIT are simple events, and THEFT is a com-

plex event. A user may also define a further event,

e.g., CRIME-SPREE, which may have one or more

complex THEFT events as sub-events.

We created a user interface that enables definition

of a complex event by constructing a list of sub-

events. After one or more complex events have

been defined, the sub-events of subsequently de-

fined complex events can be complex events

themselves.

2.4.1. Complex-event recognition

Once the user has defined the complex events and

the actions to take when they occur, the event rec-

ognition system recognizes these events as they

occur in the monitored area. For the purposes of

this section, we assume a priori that the simple

events can be recognized, and that the object in-

volved in them can be tracked. In the

implementation we will use the methods discussed

in [Courtney, 1997, Olson and Brill, 1997] to track
objects and recognize the simple events. In order to

recognize a complex event, the system must keep a

record of the sub-events that have occurred thus

far, and the objects involved in them. Whenever the

first sub-event in a complex event's sequence is

recognized, an activation for that complex event is

created. The activation contains the ID of the ob-

ject involved in the event, and an index, which is

the number of sub-events in the sequence that have

been recognized thus far. The index is initialized to

1 when the activation is created, since the activa-

tion is only created when the first sub-event

matches. The system maintains a list of current ac-

tivations for each defined complex-event type.

Whenever any new event is recognized, the list of

current activations is consulted to see if the newly

recognized (or incoming) event matches the next

sub-event in the complex event. If so, the index is

incremented. If the index reaches the total number

of sub-events in the sequence, the complete com-

plex event has been recognized, and any desired

alarm can be generated. Also, since the complex

event that was just recognized may also be a sub-

event of another complex event, the activation lists

are consulted again (recursively) to see if the indi-

ces of any other complex event activations can be

advanced.

To return to our THEFT example, the complex

THEFT event has two sub-events, REMOVE and

EXIT. When a REMOVE event occurs, an activa-

tion for the THEFT event is created, containing the

ID of the person involved in the REMOVE event,
and an index set to 1. Later, when another event is

recognized by the system, the activation is consult-

ed to see if the event type of this new, incoming

event matches the next sub-event in the sequence

(in this case, EXIT). If the event type matches, the

object ID is also checked, in this case to see if the

person EXITing is -the same as that of the person

who REMOVEd the object earlier. This is to ensure
that we do not signal a THEFT event when one

person picks up an object and a different person ex-

its the area. In a closed environment, the IDs used

may merely be track-IDs, in which each object that

enters the monitored area is assigned a unique

track-ID, and the track-ID is discarded when the

object is no longer being tracked. If both the event

type and the object ID match, the activation's index

is incremented to 2. Since there are only 2 sub-

events in the complex event in this example, the en-

tire complex-event has been recognized, and an

alarm is generated if desired. Also, since the

THEFT event has been recognized, this newly rec-

ognized THEFT event may be a sub-event of
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another complex event. When the complex THEFT

event is recognized, the current activations are re-

cursively checked to see if the theft is a part of

another higher-level event, such as a CRIME-

SPREE.

2.4.2. Variations and enhancements

We have described the basic mechanism of defin-

ing and recognizing complex events. There are

several variations on this basic mechanism. One is

to allow unordered events, i.e., complex events

which are simply the conjunction or disjunction of
their sub-events. Another is to allow negated sub-

events, which can be used to cancel an activation

when the negated sub-event occurs. For example,

considering the definition for THEFT again, if the
person pays for the item, it is not a theft. Also, if

the person puts the item back down before leaving,

no theft has occurred. A more complete definition

of theft is one in which "a person picks up an item

and then leaves without putting it back or paying."

Assuming we can recognize the simple events RE-

MOVE, DEPOSIT, PAY, and EXIT, the complex
THEFT event can now be expressed as the ordered

list (REMOVE, -DEPOSIT, -PAY, EXIT), where
"~" indicates negation. Another application of the

complex event with negated sub-events is to detect

suspicious behavior in front of a building. The nor-

mal behavior may be for a person to park the car,

get out of it, and then come up into the building. If

the person parks the vehicle and leaves the area

without coming up into the building, this may be a
car bombing scenario. If we can detect the sub-

events for PARK, OUTCAR, ENTER-BUILDING,
and EXIT, we can define the car-bombing scenario

as (PARK, OUTCAR, -ENTER-BUILDING,
EXIT).

Another variation is to allow the user to label the

objects involved in the events, which facilitates the

ability to specify that two object be different. Con-

sider a different car bombing scenario in which two

cars pull up in front of the building, and a person

gets out of one car and into the other, which drives

away. The event definition must specify that there

are two different cars involved: the car-bomb and

the getaway-car. This can be accomplished by la-

belling the object involved when defining the
event, and giving different labels to objects which
must be different.

Finally, one could allow multiple activations for

the same event. For example, the desired behavior

may be that a separate THEFT event should be sig-

nailed for each item stolen by a given person, e.g.,

if a person goes into a store and steals three things,

three THEFT events are recognized. The basic

mechanism described above signals a single

THEFT event no matter how many objects are sto-

len. We can achieve the alternate behavior by

creating multiple activations for a given event type,

differing only in the ID'S of the objects involved.

2.4.3. Implementation in AVS

We have described a method for defining and rec-

ognizing complex events. Most of this has been

implemented and incorporated into the AVS sys-

tem. This subsection describes the current

implementation.

AVS analyzes the incoming video stream to detect

and recognize events such as ENTER, EXIT, DE-

POSIT, and REMOVE. The primary technique
used by AVS for event recognition is motion graph

matching as described in [Courtney, 1997]. The
AVS system recognizes and reports these events in

real time as illustrated in Figure 10. When the per-

son enters the monitored area, an ENTER event is

recognized as shown in the image on the left.

When the person picks up an object, a REMOVE
event is recognized, as depicted in the center image

below. When the person exits the area, the EXIT

Figure 10: A series of simple events

275



event is signalled as shown in the image on the

right

While the AVS system recognizes numerous events

as shown above, the user can select which events

are of interest by providing the dialog box interface
illustrated in Figure 11 . The user selects the event

type, object type, time, location, and duration of

the event of interest using a mouse. The user can

also select an action for the AVS system to take

when the event is recognized. This dialog box de-

fines one type of simple event; an arbitrary number

of different simple event types can be defined via
multiple uses of the dialog box. The illustration in
Figure 11 shows a dialog box defining an event
called "Loiter by the door" which is triggered
when a person loiters in the area near the door for

more than 5 seconds.

AVS will generate a voice alarm and write a log en-

try when the specified event occurs. If the event is

only being defined in order to be used as a sub-

event in a complex event, the user might not check

any action box, and no action will be taken when

the event is recognized except to see if it matches

the next sub-event in a complex-event activation, or

generate a new activation if it matches the first sub-

event in a complex event.

After one or more simple events have been defined,

the user can define a complex event via the dialog

box shown in Figure 12. This dialog box presents

two lists: on the left is a scrolling list of all the

event types that have been defined thus far, and on

the right is a list of the sub-events of the complex

event being defined. The sub-event list is initially

blank when defining a new complex event. When

the user double-clicks with the left mouse button

on an item in the event list on the left, it is added as

the next item in the sub-event list on the right.

When the user double-clicks with the right mouse

button on an item in the event list on the left, that

item is also added to the sub-event list on the right,

but as a negated sub-event. The event name is pre-

fixed with a tilde (~) to indicate that the event is

negated.

I Events:
j: enter' ^? exit; :Xs&itSK:r^';aX<Nle:^:ts^ Veasvs ;'.::;~'l

j; move:. _j:: rest i..i: ,:lncar. :;.J:':putcaF;' .J': lights&u^: ,:,„). :tightB.6n ^ T : •;;;,;:: .^:;: ^|

I Objects: 9 p6rs6n;:^-bbx':^':,brl:€tfcas6::'3:H6tet»olc:::.j: ear,'.j:::ob3:ectj:,,:.j ::uhlm6»n j

j .:Mcinday:' _}., Tuesdag?:!.,j>;Wedaesaay ~ '.j [/'EhufStiag ::,:::l::li:,,^:\::^,: .'•1::;. ^!: ^: ^<1. :^\, |
Days of week \:"^:_ :::^:^:;":;^--_!^:^,;;:;^":,.;^^:^:;^:::l:lli,:^^ .::ISI^-:;;:.^:':'JI::::::':::;:::;::;:?''::'11::'^^

'j,grlday::f^::;Saturd^;;'d^Sui^^^:lll;,,\^:.;,:::r^^

Time of day: :from 12,:p0 .aM^:^; :until;:l;2;:tl0^::aa -^. : :"

I Regions: ' 1 ISG_ar«a, :»^6uts,ia«_fiHe,jdooFi!^;phon«_ar®a::

Duration: j5:.:D. .;,.::_:: ^ ^ :,r'^^:;:^;^:^:::'^:.:^f::li;il::::^,^^i:::^:,'^

[Action's: _j: beep: Vlogf: ^::, fl:as&:::^::p:lotl^!f»:;^ice;'^;:p<:^p:

Cancel

Figure 11: Selecting a type of simple event

Rhili

£ l:ash:;::, J:: plot ! ^ vol 06. j ^ popup

'iter.^by the:; door
[BepQsit:/'Remove
|LSavfr: the ;;:a6l!iBUtAri
iDeposit:
[Exit,^l.lf:;,;:;^,;|l;;;i:;,::,V:
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Figure 12: Defining a complex event
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In the upper right comer of the complex-event defi-

nition dialog box is an option menu via which the

user indicates how the sub-events are to be com-

bined. The default selection is "ordered" to

indicate sequential processing of the sub-events.

The other options are "all" and "any." If "all" is se-

lected, the complex event will be signalled if all of
the sub-events are matched, regardless of order,

i.e., the complex event is simply the conjunction of

the sub-events. If "any" is selected, the complex

event occurs if any of the sub-events occurs, i.e.,

the complex event is the disjunction of the sub-

events. At the bottom of the dialog box, the user

can select the action to take when the complex

event is recognized. The user can save the entire set

of event definitions to a file so that they may be
read back in at a later time.

Once a simple or complex event has been defined,

the AVS system immediately begins recognition of
the new events in real time, and taking the actions

specified by the user. The AVS system, augmented

as described, provides a functioning realization of

the complex-event recognition method.

3. Advanced segmentation and tracking

In security applications, it is often necessary to

track the movements of one or more people and ob-

jects in a scene monitored by a video camera. In

real scenes, the objects move in unpredictable

ways, may move close to one another, and may oc-

elude each other. When a person moves, the shape

of his or her image changes. These factors make it

difficult to track the locations of individual objects
throughout a scene containing multiple objects.

The tracking capabilities of the original AVS sys-
tem fail when there is mutual occlusion between

the tracked objects. This section describes a new

tracking method which overcomes this limitations

of the previous tracking method, and maintains the

integrity of the tracks of people even when they

partially occlude one another.

The segmentation algorithm described here is relat-

ed to tracking systems such as [Wren et al., 1997,

Grimson et al., 1998, Cai et al., 1995] in that it ex-

tends the reference image to include a statistical

model of the background. Our method further ex-

tends the tracking algorithm to reason explicitly
about occlusion and maintain object tracks during

mutual occlusion events. Unlike the capabilities

described in previous sections, the new tracking

method does not mn in real time, and has not yet

been integrated into the AVS system. Optimiza-

tions of the new method are expected to enable it to

achieve real time operation in the future.

Figure 13 depicts an example scene containing two

people. In (a), the two people are standing apart

from each other, with Person- 1 on the left, and Per-

son-2 on the right. In (b). Person-1 moves to the

right so that he is partially occluded by Person-2.

Using a conventional technique such as back-

ground subtraction, it is difficult to maintain the

separate tracks of the two people in the scene, since

the images of the two people merge into a single

large region.

Figure 14 shows a sequence of frames (in normal

English reading order) in which it is particularly
difficult to properly maintain the tracks of the two
people in the scene. In this sequence, Person-2

moves from right to left and back again, crossing in

front of Person-1. There are significant occlusions

(e.g., in the third frame shown), and the orienta-

tions of both people with respect to the camera

change significantly throughout the sequence,

(a) (b)

Figure 13: An example scene containing two people with occlusion
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Figure 14: A difficult

making conventional template matching fail on this

sequence.

A new tracking method is used to maintain tracks

in sequences such as those depicted in Figures 13

and 14. The method maintains an estimate of the

size and location of the objects being tracked, and

creates an image which approximates the probabil-

ity that the object intersects that pixel location.

Figure 15b shows the probability images for the
two person scene of Figure 13a, which is repeated

here as 15a. The ellipse on the left indicates the es-

timated location of Person-1, and the ellipse on the

right indicates the estimated location of Person-2.

The brightness indicates the probability that the
person's image intersects the given pixel, which is

highest in the middle of the region, and falls off to-
wards the edge. The black outlines represent the

50% probability contours. The size and shape of

the regions are roughly the size and shape of a per-

son standing at that location in the image.

We refer to the "person shaped" probability regions

as probabilistic templates or simply p-templates.

The path of the p-template through the scene repre-

sents the "track" of a given person which is

tracking sequence

maintained by the tracking system. P-templates can

be used to reason about occlusion in a video se-

quence. While we only address the issue of p-

templates for tracking people that are walking up-

right, the concept is applicable to tracking any

object, e.g., vehicles and crawling people; although

the shape of the p-template would need to be

adapted to the type of object being tracked.

When the people in the scene overlap, the separate

locations of the people can be maintained using the

p-templates, and the region of partial occlusion can

be detected. Figure 16 shows examples of such a

situation. The two ellipses are maintained, even

though the people are overlapping. The tracks of

the people can be maintained through occlusions

by tracking primarily on the basis of non-overlap-

ping areas. This works for both the slight occlusion

in Figures 16 (a) and (b), and often even for the

very strong occlusions such as in Figures 16 (c)

and (d). During the occlusions shown in Figure 14

and again in Figure 16 (c) and (d), the head ofPer-

son-1 is tracked, and the lower-body ofPerson-2 is

tracked.

(a) (b)
Figure 15: Probability image for the locations of the people in the scene
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(a) (b)

(c) (d)

Figure 16: P-template images for partially occluding people

The new method requires a means of instantiating a

new p-template when a person enters the scene,

and updating the location of the region as the per-

son moves through the scene. First we will

describe the update mechanism, assuming that the

p-templates have already been instantiated. The in-

stantiation mechanism is described later.

The p-templates described above and depicted in

Figures 15 and 16 represent the prior probabilities
of the person locations, based on looking at the

previous frame. These priors are then used to com-

pute an estimate of the posterior probabilities of

the person locations by looking at the new or cur-

rent frame. The computation of the posterior

probabilities takes into account both the prior prob-

abilities and the information in the new frame. The

posterior probabilities are used to update the loca-

tions of the people, and the new locations of the

people are then used to compute the priors for the

next frame.

Our current implementation computes the posteri-

ors using a form of background differencing.

Figure 17 shows the posteriors for the p-templates

shown in Figure 16. Note that although there is sig-

nificant overlap in the posterior estimates,

especially in Figures 17 (e) and (f), there are signif-
leant differences in the brightnesses of the non-

occluding areas. In Figure 17 (e), which represents

the posteriors for Person-1 , the head area of Per-

son-1 is significantly brighter than in Figure 17 (f).
Similarly, Figure 17 (f), which represents the pos-

tenors for Person-2, is significantly brighter in the

unoccluding area of Person-2's lower body.

Once the posteriors are computed, they are used to

estimate the location of the tracked objects. In our

implementation of a person tracker, we specifically

need to estimate the location of the person's feet in

the image, and their height in the image in pixels.

Once the location and height are estimated, we can

use the image-to-world coordinate transformation

technique used in the original AVS system and de-

scribed in [Olson and Brill, 1997]. That technique,
called quad-mapping, computes the map locations

of objects given the image locations of the bottom

of the objects, e.g., in the case of a person, the loca-

tion of the feet. Furthermore, if the scale of the

map is known, the quad-mapping technique will

estimate the size of the object, i.e., the height of a

person being tracked.

If the lower portion of the p-template is unocclud-

ed, foot locations are estimated directly from the

image by looking at the bottom portion of the
brightened region. If the upper portion is also un-

occluded, the height can similarly obtained directly
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(a) (b) (c)

(d) (e) (f)

Figure 17: Posterior probability images for partially occluding people

from the image. If the upper part is occluded, but

the lower part is not, the foot location is still deter-

mined directly from the image, but height is
estimated using an estimate of the three-dimen-

sional height of the person. The image height is
then obtained by projecting the 3D height back into
the image using the quad-mapping technique.If the

lower portion is occluded, but the upper part is not,

then the upper location is determined directly from

the image, and then the 3D height is back-projected
into the image to determine the foot location. If

both the top and bottom are occluded, the location

and height estimates are left unchanged from the

previous frame.

Once the foot location and height of the person are

computed, it is straightforward to compute the new

location of the p-template, which is the Gaussian

oval whose location and dimensions are deter-

mined by the foot location and image height
computed above. The new p-template is then used

to find the location of the person in the next frame,

and the process repeats while the person remains in

the scene.

A new p-template is instantiated whenever a new

person enters the scene. Instantiation is best de-

scribed in a Bayesian probabilistic framework. The

p-templates constitute models of the objects in the

environment. All of the pixels in the image are the

result of a projection of some object in the environ-

ment—either from the background, or one of the

people in the scene, or something else. The sum of

the probabilities that the pixel is either from the
background, from a person, or from "something

else" must be 1.0. We maintain an "unknown"

model to account for the probability that pixels
may arise as a result of "something else." We com-

pute the probability that each of the models caused
the observed pixel value (where the unknown mod-

el is equally likely to produce any pixel value), and
then use Bayes' formula to compute the inverse,

i.e., the probability that the observed pixel value

came from each of the models. When this compu-

tation is performed, for some of the pixels, the

probability that the pixel came from the unknown
model is the highest of all of the model probabili-
ties. This results in a probability image for the
unknown model, which represents pixels which

probably came from something other than the ob-

jects the system knows about. At each frame, the

probability image for the unknown model is com-

puted, and this image is examined to see if adding a

new person model would account for these un-

known pixels. If so, a new person p-template is

instantiated at the appropriate location, and the

posteriors are recomputed.
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Use of the procedure described above to track mul-

tiple people maintains tracks through occlusions

where our previous technique could not. The ro-

business to occlusion of the new method enables

video monitoring applications to improve tracking

reliability in natural environments.

4. Best-view selection performance

Olson and Brill [1997] previously described the
"best view selection" application of AVS technolo-

gy. In this application, the system monitors and

records the movements of humans in its field of

view. For every person that it sees, it creates a log

file that summarizes important information about

the person, including a snapshot taken when the

person was close to the camera and (if possible)

facing it.

As the person is tracked through the scene, the

tracker examines each image it captures of that per-

son. If the new image is a better view of the person

than the previously saved snapshot, the snapshot is

replaced with the new view. In this manner, the

system always contains the "best" view seen of the

person thus far. When the person leaves the scene,

the log entry is saved to a file. Each log entry

records the time when the person entered the scene

and a list of coordinate pairs showing their position

in each video frame. The log entry also contains

the "best" snapshot of the person while they were

in the scene. Finally, the log entry file contains a

pointer to the reference image that was in effect

when the snapshot was taken. This information

forms an extremely concise description of the per-

son's movements and appearance while they were

in the scene. An example of such a record in shown

in Figure 18.

Figure 18: Example best view selection record

In an initial evaluation of this system, the system

was installed in an uncontrolled office hallway and

run for 118 hours. In this time, the system recorded

965 log entries in 35MB (uncompressed). The re-

suiting records were examined to estimate the

system performance, and we estimated 96% detec-

tion rate at 6% false alarm rate, with most errors

due to segmentation and correspondence failure.

However, for this initial experiment, there was no

ground truth against which the performance could

be measured.

Recently, we have evaluated the system against

ground tmth observations. The performance of the

system was initially evaluated on four hours of in-

door video data. The video was manually

annotated to obtain ground tmth, and the surveil-

lance system was evaluated against this ground

truth. For situations in which only one person was

in the scene, the system recorded exactly one

record for each person, i.e., no person passed unde-

tected though the field of view, and there is exactly

one record for each such person. In the indoor con-

dition, we observed a 100% detection rate.

For situations involving more than one person, the

system occasionally failed to maintain track

through partial occlusions. The result of this is that

the system took extra pictures of these people when

their track was re-acquired after the occlusion. On

other occasions, the system failed to recognize that

a motion region contained two people, and so it

only took one picture that contained both people.

We expect to reduce these errors via the use of the

new tracking algorithms described above, once

these algorithms are mnning in real time and are

incorporated into the AVS system.

In order to evaluate and improve the system perfor-

mance in outdoor monitoring environments, we

have adopted an iterative research methodology in

which we record representative videotape (2-3

hours), ground tmth it with respect to the 'person

events' that occur in the scene. One 'person event'

is defined to be a video sequence in which one per-

son enters monitored area completely, walking

upright, and then exits field of view completely. We

then mn AVS system on the videotape and measure

the false positives and negatives on person events.

We then improve system as necessary to eliminate

errors on video sequence and repeat the process.
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(a)

(b)

Figure 19: Outdoor environments

Outdoor environments can be particularly difficult

for video monitoring systems that operate based on

change detection, due to the outdoor lighting varia-

tion. Figure 19 depicts two outdoor environments

used to evaluate AVS best-view-selection perfor-

mance. In Figure 19 (a), there is a strong shadow

line mnning down the center of the field of view,

which moves as the sun angle changes. The shad-

ow motion here is sufficient to cause problems for

a fixed background subtraction system within 5

minutes. There are also a number of trees in the

background which move when the wind blows.

Moreover, the shadows of these trees fall directly

into the rear of the monitored area, and these shad-

ows move with the wind as well. The shadow of

the tree in Figure 19 (b) has a similar behavior.

Cloud movement also causes large changes in

brightness throughout the images.

Our initial outdoor evaluation was conducted in the

environment depicted in Figure 19 (a). We cap-

tured two hours of outdoor video with extremely

difficult imaging conditions caused by wind blown
vegetation and strong shadows, which produced a

large amount of "noise" motion. Additionally, the

gate at the rear of the scene often blew open and

closed. We manually ground-truthed the video to

determine that a person entered the scene 20 times

during the two hour sequence. The system record-

ed 16 of these events, for a detection rate of 75%.

The undetected people were "lost in the noise."

The system also produced 16 false detections in the

two hour period, caused by noise from the moving

shadows.

We were able to improve on this performance us-

ing our iterative research methodology to achieve a

100% detection rate for the 20 events in this two

hour sequence. The system still recorded 8 false

positives on this sequence. Four of these were

caused by the gate blowing open and closed. The

other four were cases in which the system lost

track of the person in the field of view, and there-

fore took two pictures of the person, one before

losing track, and another after picking up the track

again. These cases are therefore more properly re-

ferred to as "extra pictures" rather than false

positives.

Having achieved improved performance in the en-

vironment depicted in Figure 19 (a), we proceeded

to test the system in the environment of Figure 19

(b). One three separate days we captured 1-2 hours

of video, for a total of 4 hours of test video data in

the environment of Figure 19 (b). We ground-tm-

thed this video to determine that it contained 11 5
person events. The AVS system processed this vid-

eo using the best-view-selection algorithm, and the

results were compared to ground tmth. We ob-

served a 100% detection rate and a 2.6% false

positive rate as a result of three false positives, all

of which were "extra pictures."

In general, system performance was excellent in

the indoor condition, with the exception of scenes

containing multiple people, which produced extra

records. We expect to address the multi-person

problem using the p-template technique described

in section 3. No person entered the scene without

being recorded, even when there were multiple

people. The system performance degrades in diffi-
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cult outdoor lighting conditions, but it has

improved significantly in recent work.

5. Conclusion

We have described several improvements in the

video monitoring capabilities of the AVS system.
Some improvements, such as vehicle event recog-

nition, increase the functionality of the system to

enable it to recognize new classes of events. Other

improvements, such as the advanced segmentation

and tracking, increase the robustness of the sys-

tem's ability to recognize events in the presence of

complications such as occlusion. We will continue

to make improvements in the two categories of in-

creased functionality and increased robustness. For

the functionality improvements, we expect to rec-

ognize new classes of events, especially events

regarding vehicles. For the robustness improve-

ments, we are pursuing techniques that enable the

system to be robust to lighting variation. As the

techniques become more complex, additional effort

will be needed to optimize the algorithms for real
time operation. Our advanced segmentation and

tracking will be the subject of optimization efforts
in the near future.

References

[Cai, et al., 1995] Q. Cai, A. Mitiche, and J. K.

Aggarwal. Tracking human motion in an

indoor environment. In Proc. of International

Conference on Image Processing (ICIP-95),

1995.

[Davis and Bobick, 1997] J. Davis and A. Bobick.

Representation and recognition of human

movement using temporal templates. In Proc.

IEEE Conf. on Computer Vision and Pattern

Recognition (CVPR-97), pp. 928-934, 1997.

[Courtney, 1997] J. D. Courtney. Automatic video

indexing via object motion analysis. Pattern

Recognition, 30(4), April 1997

[Crimson et al., 1998] W. E. L. Crimson, C.

Stauffer, R. Romano, and L. Lee. Using adap-

tive tracking to classify and monitor activities

in a site. In Proc. IEEE Conf. on Computer

Vision and Pattern Recognition (CVPR-98),

1998.

[Olson and Brill, 1997] T. J. Olson, and F. Z. Brill.

Moving object detection and event recognition

algorithms for smart cameras. Proceedings of

the 1997 Image Understanding Workshop,

New Orleans, LA, May 11-14, 1997, p. 159-

175.

[Tsemg, 1998] C. H. Tsemg. Event recognition in

scenes involving people and cars. Master's

Thesis, MIT, May 1998.

[Wren et al., 1997] A. Azarbayejani, T. Darrell,

and A. Pentland. Pfinder: real-time tracking of

the human body. IEEE Transactions on Pattern

Analysis and Machine Intelligence, July 1997,

19(7), pp. 780-785.

283



"Moving Target Classification and Tracking from Real-time Video," Alan J. Lipton,

Hironobu Fujiyoshi and Raju S. Patil ...................................................................................................... 129

"Real-time Human Motion Analysis by Image Skeletonization," Hironubu Fuiyoshi

and Alan J. Lipton .................................................................................................................................... 137

"Minimally Supervised Classification," Chris Stauffer........................................................................... 145

"Real Time Analysis and Tracking of Mouths for Expression Recognition," Vinay Kumar,

Mike Oren, Edgar Osuna and Tomaso Poggio......................................................................................... 151

"A Perceptual Grouping Heirarchy for 3D Object Recognition and Representation,"

RandaIC. Nelson and AndreaSelinger.................................................................................................... 157

"Looming Detection in Log-Polar Coordinates," Garbis Salgian and Dana H. Ballard ......................... 165

"Shape and Motion of 3-D Curves from Multi-View Image Sequences," Rodrigo L. Carceroni

and Kiriakos N. Kutulakos ....................................................................................................................... 171

"Adaptive Video Segmentation: Theory and Real-Time Implementation," Erik Sudderth,

Edward Hunter, Kenneth Kreutz-Delgado, Patrick Kelly and Ramesh Jain ........................................... 177

"Video Processing and Integration from Multiple Cameras," Ivana Mikic, Simone Santini

andRamesh Jain....................................................................................................................................... 183

"An Event Management Architecture for Acitvity Recognition in a Multi-Stream Video Database,"

A. Gupta, S. Bhonsle, Simone Santini and Ramesh Jain......................................................................... 189

"Multi-Frame Alignment of Planes," Lihi Zelnik-Manor and Michal Irani............................................ 195

"Non-Rigid Parallax for 3D Linear Motion," Shai Avidan and Amnon Shashua ................................... 199

"Randomized Algorithm for Pairwise Clustering," Yoram Gdalyahu, Daphna Weinshall
and Michael Werman................................................................................................................................ 203

"Robust Real-Time Motion Analysis," Moshe Ben-Ezra, Shmuel Peleg and Michael Werman ............ 207

"Scenario Recognition in Airborne Video Imagery," F. Bremond and Gerard Medioni ......................... 211

"Detecting and Tracking Moving Objects in Video from an Airborne Observer," Isaac Cohen

and Gerard Medioni ................................................................................................................................. 217

"On-the-Fly Road Tracking from Video," Phillipe Buriina and G. Cetintemel ...................................... 223

"Ghost: A Human Body Part Labeling System Using Silhouettes," Ismail Haritaoglu,

David Harwood and Larry S. Davis......................................................................................................... 229

"View-Based Detection and Analysis of Periodic Motion," Ross Cutler and Larry S. Davis ................ 237

"Estimation of Composite Object and Camera Image Motion," Yaser Yacoob and Larry S. Davis....... 243

"Efficiently Computing a Good Segmentation," Pedro F. Felzenszwalb and Daniel P. Huttenlocher.... 251

"A New Bayesian Framework for Object Recognition," Yuri Boykov and Daniel P. Huttenlocher....... 259

"Event Recognition and Reliability Improvements for the Autonomous Video Surveillance Systems,"

Frank Z. Brill, Thomas J. Olson and Christopher Tsemg ........................................................................ 267

"Representation and Visual Recognition of Complex, Multi-agent Actions using Belief Networks,"

Stephen S. Intille and Aaron R Bobick.................................................................................................... 285

"A Bayesian Computer Vision System for Modeling Human Interactions," Nuria Oliver,

Barbara Rosario andAlex Pentland ......................................................................................................... 293

IV



Table of Contents

Table of Contents......................................................................................................................................... iii

Author Index................................................................................................................................................ xi

Foreword ................................................................................................................................................... xiv

Acknowledgements .................................................................................................................................. xvii

Volume I

Section I — Video Surveillance and Monitoring (VSAM)

Video Surveillance and Monitoring - Principal Investigator Reports

"Advances in Cooperative Multi-Sensor Video Surveillance," Takeo Kanade, Robert T. Collins,

Alan J. Lipton, Peter Burt and Lambert Wixson.......................................................................................... 3

"Extra Sets of Eyes," Kurt G. Konolige and Robert C. Bolles .................................................................. 25

"Forest of Sensors: Using Adaptive Tracking to Classify and Monitor Activities in a Site,"
W. Eric L. Crimson, Chris Stauffer, R. Romano, L. Lee, Paul Viola and Olivier Faugeras ..................... 33

"Image Understanding Research at Rochester," Christopher Brown, Kiriakos N. Kutulakos

and Randal C. Nelson................................................................................................................................. 43

"A Multiple Perspective Interactive Video Architecture for VSAM," Simone Santini

and RameshJain......................................................................................................................................... 51

"Multi-Sensor Representation of Extended Scenes using Multi-View Geometry," Shmuel Peleg,

Amnon Shashua, Daphna Weinshall, Michael Werman and Michallrani................................................. 57

"Event Detection and Analysis from Video Streams," Gerard Medioni, Ram Nevada

and Isaac Cohen.......................................................................................................................................... 63

"Visual Surveillance and Monitoring," Larry S. Davis, Rama Chellappa, Azriel Rosenfeld,

David Harwood, Ismail Haritaoglu and Ross Cutler ................................................................................. 73

"Aerial and Ground-Based Video Surveillance at Comell University," Daniel P. Huttenlocher

and Ramin Zabih ........................................................................................................................................ 77

"Reliable Video Event Recognition for Network Cameras," Bmce Flinchbaugh..................................... 81

"VSAM at the MIT Media Lab and CBCL: Learning and Understanding Action in Video Imagery,"
Aaron Bobick, Alex Pentland and Tomaso Poggio.................................................................................... 85

"Omnidirectional Vision Systems: 1998 PI Report," Shree K. Nayar and Terrance E. Boult .................. 93

"Image-Based Visualization from Widely-Separated Views," Charles R. Dyer ..................................... 101

"Retrieving Color, Patterns, Texture and Faces," Carlo Tomasi and Leonidas J. Guibas....................... 107

Video Surveillance and Monitoring - Technical Papers

"Using a DEM to Determine Geospatial Object Trajectories," Robert T. Collins, Yanghai Tsin,

J. Ry an Miller and Alan J. Lipton ............................................................................................................ 115

"Homography-Based 3D Scene Analysis of Video Sequences," Mei Han and Takeo Kanade............... 123

Ill



"Moving Target Classification and Tracking from Real-time Video," Alan J. Lipton,

Hironobu Fujiyoshi and Raju S. Patil ...................................................................................................... 129

"Real-time Human Motion Analysis by Image Skeletonization," Hironubu Fuiyoshi

and Alan J. Lipton .................................................................................................................................... 137

"Minimally Supervised Classification," Chris Stauffer ........................................................................... 145

"Real Time Analysis and Tracking of Mouths for Expression Recognition," Vinay Kumar,

Mike Oren, Edgar Osuna and Tomaso Poggio......................................................................................... 151

"A Perceptual Grouping Heirarchy for 3D Object Recognition and Representation,"

RandalC. Nelson and AndreaSelinger.................................................................................................... 157

"Looming Detection in Log-Polar Coordinates," Garbis Salgian and Dana H. Ballard ......................... 165

"Shape and Motion of 3-D Curves from Multi-View Image Sequences," Rodrigo L. Carceroni

and Kiriakos N. Kutulakos ....................................................................................................................... 171

"Adaptive Video Segmentation: Theory and Real-Time Implementation," Erik Sudderth,

Edward Hunter, Kenneth Kreutz-Delgado, Patrick Kelly and Ramesh Jain ........................................... 177

"Video Processing and Integration from Multiple Cameras," Ivana Mikic, Simone Santini

and RameshJain....................................................................................................................................... 183

"An Event Management Architecture for Acitvity Recognition in a Multi-Stream Video Database,"

A. Gupta, S. Bhonsle, Simone Santini and Ramesh Jain......................................................................... 189

"Multi-Frame Alignment of Planes," Lihi Zelnik-Manor andMichal Irani............................................ 195

"Non-Rigid Parallax for 3D Linear Motion," Shai Avidan and Amnon Shashua ................................... 199

"Randomized Algorithm for Pairwise Clustering," Yoram Gdalyahu, Daphna Weinshall
and Michael Werman................................................................................................................................ 203

"Robust Real-Time Motion Analysis," Moshe Ben-Ezra, Shmuel Peleg and Michael Werman ............ 207

"Scenario Recognition in Airborne Video Imagery," F. Bremond and Gerard Medioni......................... 211

"Detecting and Tracking Moving Objects in Video from an Airborne Observer," Isaac Cohen

and Gerard Medioni ................................................................................................................................. 217

"On-the-Fly Road Tracking from Video," Phillipe Burlina and G. Cetintemel ...................................... 223

"Ghost: A Human Body Part Labeling System Using Silhouettes," Ismail Haritaoglu,

David Harwood and Larry S. Davis......................................................................................................... 229

"View-Based Detection and Analysis of Periodic Motion," Ross Cutler and Larry S. Davis ................ 237

"Estimation of Composite Object and Camera Image Motion," Yaser Yacoob and Larry S. Davis ....... 243

"Efficiently Computing a Good Segmentation," Pedro F. Felzenszwalb and Daniel P. Huttenlocher.... 251

"A New Bayesian Framework for Object Recognition," Yuri Boykov and Daniel P. Huttenlocher....... 259

"Event Recognition and Reliability Improvements for the Autonomous Video Surveillance Systems,"

Frank Z. Brill, Thomas J. Olson and Christopher Tsemg ........................................................................ 267

"Representation and Visual Recognition of Complex, Multi-agent Actions using Belief Networks,"

Stephen S. Intille and Aaron F. Bobick.................................................................................................... 285

"ABayesian Computer Vision System for Modeling Human Interactions," Nuria Oliver,

Barbara Rosario and Alex Pentland ......................................................................................................... 293

IV



"Real-Time Omnidirectional and Panoramic Stereo," Joshua Gluckman, Shree K. Nayar

and Keith J. Thoresz................................................................................................................................. 299

"Frame-rate Multi-body Tracking for Surveillance," Terrance E. Boult, R. Micheals, A. Erkan.

P. Lewis, C. Powers, C. Qian and W. Yin ................................................................................................ 305

"A Real-Time Catadioptric Stereo System Using Planar Mirrors," Joshua Gluckman

and Shree K. Nayar .................................................................................................................................. 309

"Towards Real-Time Voxel Coloring," Andrew C. Prock and Charles R. Dyer ..................................... 315

"Interpolating View and Scene Motion by Dynamic View Morphing," Russell A. Manning

and Charles R. Dyer ................................................................................................................................. 323

"Comparing the EMD to Other Dissimilarity Measures for Color Images," Yossi Rubner
and Carlo Tomasi...................................................................................................................................... 331

"Classifying Moving Objects as Rigid or Non-Rigid Without Correspondences," A. Selinger
and Lambert Wixson ................................................................................................................................ 341

"Detecting Salient Motion Using Spatiotemporal Filters and Optical Flow," R. P. Wildes

and Lambert Wixson ................................................................................................................................ 349

"Image Alignment for Precise Camera Fixation and Aim," Lambert Wixson, J. Eledath.

M. Hansen, R. Mandelbaum and D. Mishra ............................................................................................ 357

"Cooperative Distributed Vision," Takashi Matsuyama .......................................................................... 365

"Planning for the Efficient Employment of Image Understanding Assets," Robert F. Richbourg

and Frank S. Rotundo............................................................................................................................... 385

Section II — Automatic Population of Geospatial Databases (APGD)

Automatic Population of Geospatial Databases (APGDj - Principal Investigator Reports

"An Integrated Feasibility Demonstration for Automatic Population of Geospatial Databases,"

Aaron J. Heller, Martin A. Fischler, Robert C. Bolles and Christopher I. Connolly, Robert Wilson

and James J. Pearson ................................................................................................................................ 403

"Research in Image Understanding and Automated Cartography: 1997-1998," David M. McKeown Jr.,

Wilson A. Harvey, Michael F. Polis, G. Edward Bulwinkle, Chris McGlone, Steven D. Cochran,

Jeff McMahill and Jefferey A. Shufelt..................................................................................................... 427

"Automated Urban Model Acquisition: Project Rationale and Status," Seth Teller ............................... 455

"Progress in Computer Vision at the University of Massachusetts," Alien R. Hanson,

Edward M. Riseman and Howard Schultz............................................................................................... 463

"Knowledge-Based Building Detection and Description: 1997-1998," Ram Nevatia and A. Huertas.. 469

"Improving Rooftop Detection with Interactive Visual Learning," Kamal M. Ali, Pat Langley,

Marcus A. Maloof, Stephanie Sage and Thomas 0. Binford................................................................... 479

"Evauation of a Road-Centerline Data Model," Martin A. Fischler and Robert C. Bolles..................... 493

Automatic Population of Geospatial Databases (APGD) - Technical Reports

"Automated Techniques for Road Network Modeling," Martin A. Fischler and Aaron J. Heller .......... 501

Automated Cartographic Feature Attribution Using Panchromatic and Hyperspectral Imagery,"

David. M. McKeown Jr., Wilson A. Harvey, Chris McGlone, Jefferey A. Shufelt,

StevenD. Cochran and Daniel Yocum..................................................................................................... 517



"Dense Surface Patches from Thousands of Pose Images," J. P. Mellor, Seth Teller

andTomas Lozano-Perez ......................................................................................................................... 537

"Multi-Level 3D Reconstruction with Visibility Constraints," George T. Chou and Seth Teller ........... 543

"Ascender II: A Visual Framework for 3D Reconstruction," Mauricio Marengoni,

Christopher Jaynes, Alien R. Hanson and Edward M. Riseman.............................................................. 551

"Recovery of Building Structure from SAR and IFSAR Images," Keith Hoepfner, Alien R. Hanson

and Edward M. Riseman .......................................................................................................................... 559

"Recursive Recovery of Three-Dimensional Scenes," Christopher Jaynes, Alien R. Hanson

and Edward M. Riseman .......................................................................................................................... 565

"User Assisted Modeling of Buildings," J. Li, Ram Nevatia and Sanjay Nomoha................................. 571

"Use of Cues from Range Data for Automatic Building Modeling," A. Huertas, Z. Kim

and Ram Nevatia ...................................................................................................................................... 577

"Building Detection and Localization Using a Fusion of Interferometric Synthetic Aperture Radar

and Multispectral Image," Rongrui Xiao, Christopher Lesher and Robert Wilson................................. 583

"3-D Reconstruction of Urban Environments from Dense Digital Elevation Models,"

Robert Ledner, Markus Maresch and Christopher Lesher....................................................................... 589

Volume II

Section III — Image Exploitation and Automatic Target Recognition {IMEX/ATR)

Image Exploitation and Automatic Target Recognition - Principal Investigator Reports

"Adaptive Image Exploitation: Image Understanding at Raytheon," David M. Doria ........................... 599

"Image Understanding Research for Battlefield Awareness at Johns Hopkins University,"

Lawrence B.Wolff ................................................................................................................................... 603

"Image Understanding Research at GE," Joseph L. Mundy.................................................................... 611

"SAR/EO Vehicular Activity Analysis System Guided by Termporal and Contextual Information,
Rama Chellappa, Phillipe Burlina, Larry S. Davis and Azriel Rosenfeld ............................................... 615

"A Framework for Detecting Changes in Terrain," Yvan G. Leclerc, Q. Tuan Luong and Pascal Fua... 621

"Image Understanding Research at UC Irvine: Automated Invariant Recognition in Hyperspectral

Imagery," Glenn Healey and David Slater............................................................................................... 631

"Model-Based Recognition of 3D Objects from One View," Isaac Weiss .............................................. 641

"Statistically Independent Feature Extraction for SAR Imagery," Jose C. Principe ............................... 653

"Project Summary: Context and Quasi-Invariants in ATR," Thomas 0. Binford, Tsung-Liang Chen

and TS.Levitt ......................................................................................................................................... 659

"Feature Extraction using Attributed Scattering Center Models for Model-Based Automatic Target

Recognition," Randolph L. Moses and Lee C. Potter.............................................................................. 663

"A Unified, Multiresolution Framework for Automatic Target Recognition," John W. Fisher III,

W. Eric L. Crimson, Paul Viola, Alan Willsky ........................................................................................ 671

VI



"Model Based Detection of Targets in FOPEN SAR Images," Rama Chellappa, A. Banerjee,

Phillipe Burlina and J. Song ..................................................................................................................... 679

Model-Supported Exploitation - Principal Investigator Reports

"Bosnia Cantonment Area Monitoring System (BCAMS): Rapid Response to the Needs of the
U.S. Army Europe," DavidA. Phillips and G. Thomas Cherrix.............................................................. 693

"Image Understanding at Lockheed Martin Management and Data Systems," Anthony Hoogs,

Doug Hackett and David Dadd ................................................................................................................ 703

"FOCUS: A Shared Vision Project Report on Progress in 1997-1998," Eamon B. Barrett,

Paul M. Payton, Joseph L. Mundy and Rupert W. Curwen ..................................................................... 719

Image Exploitation and Automatic Target Recognition - Technical Papers

"ATR Performance Prediction with Feature Based Optimization," David M. Doria.............................. 731

"Image Understanding From Thermal Emission Polarization," Lawrence B. Wolff,

Andrew Lundberg and Renjie Tang ......................................................................................................... 747

"Multispectral Optic Flow," Diego A. Socolinsky and Lawrence B.Wolff............................................. 755

"Optimal Grayscale Visualization of Local Contrast in Multispectral Imagery,"

Diego A. Socolinsky and Lawrence B.Wolff........................................................................................... 761

"Change Detection in Midwave Infrared Imagery: Thermal Invariants for Site Monitoring,"

V. Snell and Joseph L. Mundy.................................................................................................................. 767

"Constrained Symmetry Exploitation," Rupert W. Curwen and Joseph L. Mundy ................................ 775

"Site Model Based Exploitation ofTESAR Imagery," Bill Phillips and Rama Chellappa..................... 783

"Self-Consistency: A Novel Approach to Characterizing the Accuracy and Reliability of Point
Correspondence Algorithms," Yvan G. Leclerc, Q. Tuan Luong and Pascal Fua................................... 793

"In variant Subpixel Material Identification in Hyperspectral Imagery," Bea Thai and Glenn Healey... 809

"Reflectance Estimation and Material Classification for 3D Objects in Outdoor Hyperspectral
Images," David Slater and Glenn Healey ................................................................................................ 815

"An Algorithm Development and Support Database for MSTAR," Marc Boillot
and Jose C. Principe ................................................................................................................................. 821

"Pose Estimation for SAR Automatic Target Recignition," Qun Zhao, Dongxin Xu

and Jose C. Principe ................................................................................................................................. 827

"A Novel ATR Classifier Exploiting Pose Information," Jose C. Principe, Quan Zhao

andDongxinXu ....................................................................................................................................... 833

"Context and Quasi-Invariants in ATR with SAR Imagery," Tsung-Liang Chen

and Thomas 0. Binford ............................................................................................................................ 839

"A Parametric Attributed Scattering Center Model for SAR Automatic Target Recognition,"

Randolph L. Moses, Lee C. Potter, Hung-Chih Chiang, Michael A. Koets and Ashutosh Sabharwal ... 849

"Sub-Aperture Extensions to the Flexible Histogram Approach for SAR ATR," Andrew Kim,

John W. Fisher HI, Paul Viola and Alan Willsky .....................................................................................861

Flexible Histograms: A Multiresolution Target Discrimination Model," Jeremy S. De Bonet,

Paul Viola and John W. Fisher III ............................................................................................................ 867

VII



"Recognizing Objects in Cluttered Images Using Subgraph IsomoqAism," Tushar Saxena,

Peter Tu and Richard Hartley ................................................................................................................... 875

"Quasi-Invariants of the Thermophysical Model," D. Gregory Arnold, Kirk Sturtz and Vince Velten .. 883

Section IV — Image Understanding Environment (IUEJ

Image Understanding Environment (IUE| - Technical Papers

"The Image Understanding Environment Progress Since IUW '97," Richard A. Lemer....................... 895

Image Understanding Environment (IUE) - Technical Papers

"The Image Understanding Environment Service Model: An Elegant Approach to Providing Class

Services," Richard A. Lemer ................................................................................................................... 903

Section V — Multidjscjplinary University Research IniSiatJve (MURIj

MultidJsdplinary University Research Initiative (MURI) - Principal Investigator Reports

"Visual Surveillance of Activities," Azriel Rosenfeld ............................................................................. 923

"Real-Time Face and Eye Finding with an Active Vision System," Brian Scassellati ........................... 929

"Advanced Visual Sensor Systems," Terrance E. Boult, Rick S. Blum, Shree K. Nayar,

Peter K. Alien and John R. Render.......................................................................................................... 939

"Integrated Vision and Sensing for Human Sensory Augmentation," Takeo Kanade

and Vladimir Brajovic .............................................................................................................................. 953

"Automated Vision and Sensing Systems at Boston University," Stephen Grossberg, Gail Carpenter,

Eric Schwartz, Ennio Mingolla, Daniel Bullock, Mark Rubin, James Williamson, Andreas Andreou,

Gert Cauwenberghs and Allyn Hubbard .................................................................................................. 959

"Integrated Recognition, Learning and Image Databases: Image Understanding Reasearch at UC

Riverside," Bir Bhanu .............................................................................................................................. 969

"Multidisciplinary University Research initiative (MURIj - Technical Papers

"Qualitative Description of Camera Motion from Histograms of Normal Flow," Zoran Duric,

EhudRivlin and AzrielRosenfeld............................................................................................................ 979

"Fast FOE Estimation with Applications to Depth Estimation and View Synthesis," S. Srinivasan ...... 987

"Adaptive Super-resolution for PREDATOR Video Sequences," H. Shekarforoush

and RamaChellappa................................................................................................................................. 995

"Shape from Video: Beyond the Epipolar Constraint," Tomas Brodsky, Comelia Fermuller

and Yiannis Aloimonos .......................................................................................................................... 1003

"Object Detection and Localization by Dynamic Template Warping," Apama L. Ratan,

W. Eric L. Crimson and William M. Wells III....................................................................................... 1013

"ATrainable Object Detection System," Constantine Papageorogiou, Theodoros Evgeniou

andTomaso Poggio ................................................................................................................................ 1019

"Correlation Kernel Reconstmction and Superresolution," Constantine Papageorogiou,

Federico Girosi and Tomaso Poggio ...................................................................................................... 1025

"Multiple-Instance Learning for Natural Scene Classification," Oded Maron and Apama L. Ratan ... 1031

"Tracking from Multiple View Points: Self-Calibration of Space and Time," Gideon P. Stein ............ 1037 •

Vlll



"DyPERS: Dynamic Personal Enhanced Reality System," Tony Jebara, Bemt Schiele,

Nuria Oliver and Alex Pentland ............................................................................................................. 1043

"Remote Reality Ominidirectional Imaging," Terrance E. Boult.......................................................... 1049

"Image Quality Estimation Using Edge Intensity Histogram and a Mixture Model," Zhong Zhang
and Rick S.Bhim.................................................................................................................................... 1053

"Optimal Weighting Functions for Feature Detection," Simon Baker and Shree K. Nayar ................. 1059

"Histogram Model for 3D Textures," Kristin J. Dana and Shree K. Nayar........................................... 1065

"Appearance Matching with Partial Data," Efstathios Hadjidemetriou and Shree K. Nayar ............... 1071

"Non-Metric Calibration of Wide Angle Lenses," Rahul Swaminathan and Shree K. Nayar .............. 1079

"Medical Image - Atlas Registration Using Deformable Models," Mei Chen, Takeo Kanade

and Dean Pomerleau............................................................................................................................... 1085

"Imaging Through Scattering Media," L. J. Denes, M. Gottlieb, B. Kaminsky and P. Metes .............. 1091

"Toward a General 3-D Matching Engine: Multiple Models, Complex Scenes, and Efficient Data

Filtering," Andrew Edie Johnson, Owen Carmichael, Daniel Huber and Martial Hebert .................... 1097

"Automated Vision and Sensing Systems at Boston University," Stephen Grossberg, Gail Carpenter,

Eric Schwartz, Ennio Mingolla, Mark Rubin, James Williamson, Daniel Bullock, Paolo Gaudiano,

Andreas Andreou, Gert Cauwenberghs and Allyn Hubbard .................................................................. 1109

"Interactive Target Recognition Using a Database-Retrieval Oriented Approach," G. Sudhir

and BirBhanu......................................................................................................................................... 1149

"Bounding Fundamental Performance of Feature-Based Object Recognition," Michael Boshra

and BirBhanu......................................................................................................................................... 1155

"Geometrical and Magnitude Invariants for Recognition of Articulated and Non-standard Objects

in MSTAR Images," Grinnell Jones III, BirBhanu and Jun Guo.......................................................... 1163

"Probabilistic Feature Relevance Learning for Online Indexing," Jing Peng, Bir Bhanu

andYingZeng ........................................................................................................................................ 1171

"Adaptive Target Recognition Using Reinforcement Learning," Bir Bhanu, Yingqiang Lin,

Grinnell Jones HI and Jing Peng ............................................................................................................ 1177

"View Planning for Site Modeling," Peter K. Alien, Michael K. Reed and loannis Stamos ................ 1181

"Sectored Snakes: Evaluating Leamed-Energy Segmentations," Samuel D. Fenster

and John R. Render ................................................................................................................................ 1193

"Learning to Detect Salient Objects in Natural Scenes Using Visual Attention," Laurent Itti

and Christof Koch .................................................................................................................................. 1201

"VLSI Hardware for Example-based Learning," Woodward Yang and Aaron Lipman ........................ 1207

"Integrated Memory/Logic Architecture for Image Processing," Charles G. Sodini,

Jeffrey C. Gealow, Zubair A. Talib and Ichiro Masaki.......................................................................... 1215

"Recovering Surface Invariants from Curves," Daniel Keren, Ehud Rivlin, Dan Shimshoni

and Isaac Weiss....................................................................................................................................... 1221

"Perfonnance Evaluation of the CFAR Vehicle Detection Algorithm," Gang Liu, Feng Zhuge,

Lixin Gong and Robert M. Haralick ...................................................................................................... 1229

IX



Multidjsciplinary University Research Initiative (MURIJ - Grant Reports

"Visual Similarity, Judgmental Certainty and Stero Correspondence," James Ze Wang

and Martin A. Fischler............................................................................................................................ 1237

"Implicit Scene Reconstmction from Probability Density Functions," Steven M. Seitz ...................... 1249

"Detection of Small Obstacles at Long Range Using Multibaseline Stereo," Todd Williamson

and Charles Thorpe ................................................................................................................................ 1255

"Classification-Driven Medical Image Retrieval," Yanxi Liu and Frank Dellaert................................ 1261

"Brain Imaging Registration by Correlation of First Order Geometry," Diego A. Socolinsky,

Aswin Krishnamoorthy and Lawrence B. Wolff.................................................................................... 1269

"Text Image Clean-up and Thresholding: A Comparative Study," Victor Wu and R. Manmatha......... 1271

"Indexing Flowers by Color Names," Madirakshi Das, R. Manmatha and Edward M. Riseman ........ 1277

"Computing Global Image Similiarity," S. Ravela and R. Manmatha .................................................. 1283

Section VI — Small Business Innovative Research (SBIRj

Small Business Innovative Research - Technical Papers

"A Shape and Motion Engine for Parameterized Models," Dennis Strelow, Warren Gardner,

RegisHoffman, Jeff Mishler and Fred Persi.......................................................................................... 1291

"Automated IFSAR Terrain Analysis System," Robert D. Leighty and Brian D. Leighty ................... 1301

"Multiple Motion Detection Using Genetic Algorithms," Yiqing Liang and Jeffrey R. J. Huang........ 1307

"The Virage Video Cataloger 2.0: An Extensible, COTS Architecture for Media Cataloging,"

Bradley Horowitz ................................................................................................................................... 1313



 1998 Image Understanding Workshop

Hyatt Regency Monterey
November 20—23

Monterey, California

44”“

 
 

\IIUIIH Ill Hllll H @053??? Km                                        
W,

Sponsored by

Defense Advanced Research Projects Agency

Information Systems Office

Eamon Exhibit 1046 — Page 28 of 32
Canon V. AVigilon - IPR2019-00311



University oi Virginia
Libra um i

unit—iv.
L“

  

.._’_

 

Canon Exhibit 1046 — Page 29 of 32
Canon V. AVigilon - IPR2019-0031 1



 
 

 

 
 
 

i ‘ 31:” *7 Sponsoredby
_dvanced ResearchProjects Agency

information Systems Office

 
This document contains copies of reports prepared for the DARPA Image Understanding Workshop.
Included are Principal Investigator reports and technical results from the basic and strategic comput«
ing programs within DARPA/ISO--sponsored projects and certain technical reports from selected sci-
entists from other organizations.

 

APPROVED FOR PUBLIC RELEASE

DISTRIBUTION UNLIMITED

The views and conclusions containedin this document are those of the authors and should not be

interpreted as necessarily representing the official policies, either expressed or implied of the De-
fense Advanced Research Projects Agency or the Government of the United States of America.

Canon Exhibit 1046 - Page 30 of 32

Canon V. AVigilon - IPR2019-00311



Distributed by:

Morgan Kaufmann Publishers Inc.

340 Pine Street, 6th Floor

San Francisco, Calif. 94104-3205
ISBN: 1—55860—583—5

Printed in the United States of America

Canon Exhibit 1046 - Page 31 of 32

Canon V. AVigilon - IPR2019-00311



 

Morgan Kaufmann Publishers

340 Pine Street, Sixth Floor

San Francisco, California 94104-3205 ISBN 1—55860—583—5

 

ISBN 1- 55860- 583- 5

['56 900W0>91w“

'7 Canon Exhibit i046 — Page 32 of 32
Canon V. AVigilon - IPR2019-00311

 
       


