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Abstract 
Smart vide-0 cameras analyze the video stream and 
translate it into a description of the scene in tenns 
of objects, object motions, and events. '111is paper 
describes. a set of algorithms for the core computa
tions needed to build smart <.--.ameras. Together 
these algorithms make up the Antonomous Video 
Surveillance (AVS) system, a general-pu.rpose. 
fram.ework for moving object detection and event 
recognition. Mo\'ing objects are detected using 
change detection, and are tracked using first-order 
prediction and ne.arest neighbor matching. Events 
are recognized by applying predicates to the graph 
formed by linking corresponding obje-et~ in succes
sive frames.The AVS algorithms have bt-cn used to 
create seve.ni'! novel v.ideo surveillance applica
tions. 'Dlese include a video surveillance shell that 
allows a human to monitor the outputs of multiple 
ca.meras, a system that takes a single high-quality 
snaps.hot of ev~ry person who enters its field of 
view, and a system that learns the structure of the 
monitored environment by watching humans move 
around in the scene. 

1 Introduction 

Video cameras today produce images, which must 
he examined by humans in order to be useful, Fu
tore 'smart' video cameras will produce infor
mation, including descriptions of the environment 
they are monitoring and the events taking place in 
it. The information they pmducc may incJude im-

1be re-11eatch describe<! in this report wns sponsored in part by 
the DARPA Image Understanding Program. 
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ages and video clips, but these- will be carefully 
selected to maximize their n~·eful infom1ation con
tent. The symbolic information and images from 
smart cameras will be filtered by programs that ex
tra.ct data relevant to particular tasks. This filtering 
process will enable a single human to monitor hun
dreds or thm1saods of video streams. 

In pursuit of our research objectives [Flinchbaugh, 
1997}, we are developing the technology nee.ded to 
make :.mart cameras a reality. 1\vo fundamental ca
pabilities are n<.>eded. The firs t is t11e ability to 
describe scenes in terms of object motions and in
teractions. The second is the ability to recognize 
important events that occur in the scene, and to 
pick out those th,u are: relevant to the current task, 
These capabilities make it possible to develop a. va
riety of novel and useful video surveiUam~e 
applications, 

1.1 Video Surveillance and M:onitoring 
Scenarios 

Our work is motivated by a several types of video 
surve-illancc and monitoring scenarios, 

Indoor Surveillance: Indoor urveiUance provides 
infom1ation about areas such as building lobbies. 
hallways, and office..~. Monitoring tasks in lobbie.s 
and ha!Iways include detection of people deposit
ing things (e.g., unattended luggage in an airport 
lounge), removing things (e.g., theft}, or loitering. 
Office monitoring tasks typically require informa
tion about people's identities: in an office. for 
example, the office owner may do anything at any 
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time. but other people should not open desk draw• 
ers or operate the computer unless the owner is 
present, Cleaning staff may come in at night to vac
uum and empty trash cans, but should not handle 
objects on the desk. 

Outdoor SurveiUance: Outdoor surveil.lance in• 
eludes tasks such as monitoring a site perimeter for 
intrusion or threats from vehicles (e.g .• car bombs). 
In military applications. video surveitl.ance can 
function as a sentry or forward observer, e.g. by 
notifying commanders when enemy soldiers 
emerge from a wooded area or cross a road. 

In order for smart cameras to be practical for real
world tasks, the. algorithms they use must be ro
bust. Current commercial video surveillance 
systems have a high false alarm rate {Ringler and 
Hoover, 1995], which renders them useless for 
most applications. For this reason, our research 
stresses robustness and quantification of detection 
and false alarm rates. Smart camera algorithms 
must also run effectively on low-cost platforms, so 
that they can be implemented in small, low-power 
packages and can be used in large numbers. Study
ing algorithms that can run in near real time makes 
it practical to conduct extensive evaluation and 
testing of systems. and may enable. worthwhtle 
ncar-tem1 applications as well as contributing to 
long-tenn research goals. 

1.2 Approach 

The first step in processing a video stream for sur
veillance purpose$ is to identify the important 
objects in the scene. In this paper it is assumed that 
the important objects are those that move indepen• 
denrly. Camera parameters are assumed to be fixed. 
This allows the use of simple change detection to 
identify moving objects. Where use of moving 
cameras is necessary, stabilization hardware and 
.stabilized moving object detection algoriduns can 
be used (e.g. [Burt et al, 1989, Nelson, 1991]. The 
use of criteria other than motion (e.g,, salience 
based on shape or color, or more general object 
recognition) is compatible with our approach. but 
these criteria are not used in our current 
appl kations. 

Our event recognition algorithms are based on 
graph matching. Moving objects in the image are 
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tracked over time. Observations of an ob.iect in suc
cessive video frames are finked to fonn a directed 
graph (the motion graph). Events are defined in 
terms of predicates on the motion graph. For in
stance. the beginning of a chain of successjve 
observations of an o~ject is defined to be an EN• 
TER event. Event detection is described in more 
detail below. 

Our approach to video surveillance stresses 2D, 
image•b.~sed algorithms and simple, low-level ob
ject representations that can be extracted reliably 
from the video sequence. This emphasis yields a 
high level of robustness and low computational 
cost. Object recognition and other detailed analy
ses are used only after the system has determined 
that the objects in question are interesting and mer
it further investigation. 

1.3 Research Strategy 

The primary technical goal of this research is to de• 
vclop general-purpose algorithms for moving 
object dett.~ction and event recognition. These algo
rithms comprise the Autonomous Video 
Surveillance (AVS) system, a modular framework 
for building video surveillance applications. AVS 
is designed to be updated to incorporate better core 
algorithms or to tune the processing 10 spec.Hie do
mains as our rese.arch progresses, 

In order to evaluate the AVS core algorithms and 
event recognition and tracking frnmework. we use 
them to develop applications motivated by the snr
vciHance i;cenarms described above. The 
applications arc small-scale implementations of fu
ture smart camera systems. They are designed for 
long-tenn operation, and are evahlated by al.lowing 
them to run for tong periods {hours or days} and 
analyzing their output. 

The remainder of this paper is organized as fol
lows. The next section discusses related work. 
Section 3 presents the core moving object detection 
and event recognition algorithms, and the mecha
nism used to establish the 3D positions of objects. 
Section 4 presents applications that have been built 
using the AVS framework. The final section dis
cusses the current state of the system and our 
future plans. 
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2 Related Work 

Our overall approach to video surveillance has 
been influenced by lntere_<;t in seiective attention 
and task-oriented processing f Swain and Stricker, 
1991 Rimev and Brown, 1993, Camus et aL, > v 

t993j. The fundamental problem with current vid
eo surveillance technology is that the useful 
information density of the images delivered to a 
human is verv !ow~ the vast majority of survt.~il
lance. video frames contain no tiseful information 
at alt The fundamental role of the smart camera 
described above is to reduce the volume of data 
produced by the camera, and increase the value of 
that data. It does this by discarding irrelevant 
frames, and by expressing the information in the 
releva.nt frames primarily in symbolic form. 

2.1 1\-fo,·ing Object Detection 

Most algorithms for moving object detection using 
fixe.d cameras work by comparing incoming video 
frames to a reference image, and attributing signifi
cant differences either to motion or to noise. The 
algorithms differ in the form of the comparison op
erator they use. and in the way in which the 
reference image is maintained. Simple intensity 
differencing followed by thresholding is widely 
used {Jain et al., 1979, Yalamanchili et al., 1982, 
Kelly et al., I 995. Bohk:k and Davis, J 996, Court
ney: I 997] ~ -ause it is computationally 
inexpensive and works quite well in many indoor 
environments. Some algorithms provide a means of 
adapting the reforence image over time., in order to 
track slow changes in lighting conditions and/or 
changes in the environment [Karmann and von 
Brandt, 1990, Makarov, J 996a). Some also filler 
the image to reduce or remove low spatial frequen~ 
cy content, which again makes the detector less 
sensitive to lighting changes lMaka.rov et aL, 
19%b, Koller et al., 1994]. 

Recent work [Pentland, 19%. Kahn et al., 1996.I 
has extended the basic change detection paradigm 
by replacing the reference image with a statistical 
model of the background. The comparison operator 
becomes a statistical test that estimates the proba
bility that the obse.rved pixel value belongs to the 
background. 

Our baseline change detection algorithm use,-; 
thresholded absofute differencing, since this works 
well for our indoor surveillance scenarios. For ap
plications where lighting change is a problem, we 
use the adaptive reference frame algorithm of Kar
mann and von Brandt [ 1990]. We are also 
experimenting with a probabilistic change detector 
similar to Pfinde.r {Pentland, 1996. 

Our \vork assumes fixed cameras. When the cam
era is not fixed, simple change dc-tection cannot be 
used because of background motion. One approach 
to this problem is to treat the scene as a collection 
of independently moving objects, and to detect and 
ignore the visual mot.ion due to camera motion 
!_e.g. Burt et al., J 9891 Other researchers have pro
posed ways of detecting features of the optical flow 
that are inconsistent with a hypothesis of self mo
lion (Nelson, 1991], 

In many of our applications moving object detec~ 
tion is a prelude to person detect.ion. There has 
been significant recent progress in the development 
of algorithms to locate and tmck humans, Pfinder 
(cited above) uSt~s a coarse statistical mod.el of Im
man body geometry and motion to estimate the 
likelihood that a gi\,·en pixel is part of a human. 
Several researche-rs have described methods of 
tracking human body and limb ,mwements fGavd
la and Davis, 1996, Kakadiaris and Metaxas, 1996.l 
and locating faces in images [Sung and Poggio, 
1994. Rowley et al., 1996J. IntiHe and Bobick 
[ I 995] describe methods of tracking humans 
through episodes of mutual occlusion in a highly 
structured environment. We do not currently make 
use of the.se techniques in five experiments because 
of their computational cost. However, we expect 
that this type of analysis will eventually be an im~ 
portant part of smart camera processing. 

2.2 E,·ent Recognition 

Most work on event recognition has focussed on 
events thal consist. of a well-defined sequence of 
primitive motions. This class of events can be con
verted into spatiotemporal patterns and recognized 
using ~tati~tical pattern matching techniques, A 
number of researchers have demonstrated algo
rithms for recog.nizing gestures and sign language 
te.g., Stamer and Pentland. 1995]. Bobick and 
Davis [ 1996.l describe a method of recognizing ste-
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:rs?.i:ityptc:t1 rnotiori patterns corre-spt11i(fa1g. tn 
ac{ti)nt );ltt:h 11~ sitting d11wn, Wlllking, 1ir waving. 

Our 11p1x-oi.K:h tiJ e.,,e.m re,\)gnltkm is b~ised on th(.', 
\.'1det) d,ttaha~z .. -indt~ing work ,.,f Courlnt:.!y fl ~ini, 
which intnKfate-tl tlw use (if pre-dk,u~s t)n th~ .mi:J-
tii:m graph to r~pn.~1~nt ~'>'t~n~s- \•lt)rhm gni:phs a~ 
wtU suited tn repr-es,~nting .1hstrnd, gr.-nerk event~ 
:mch ~~ 'd~p<.i~iting ,)r\ ,)bjfc( i)f '~,,1t1il1g to re~r, 
wl1icl1 ,m~ difficult hJ captnt~ i.t~ing th{l p,Ht~m
ba~ed approat.~ht$ teforre<.1 ti:~ :ibovt_ On lht other 
himil, patt~rn--b-.<i~x! ,1pi:-it1)il~hes c.~1n represi:mJ c.Q\1)~ 

p.!~.~ motions .such. as "thrmving an d:ijecl' nr 
-•wuvin,g', \.Vhkh wvuM he-dinku!t to ~-Xpre~s tishj_g 
m<)tfon graphs. H: it~ Hkdy that f)(}fh pattem~bast:d 
and ab$l:~i~- ttw~n1 ret:t,gnitfrm te-:hniques \,.,iJl be 
needed w h:mdle the foll r.mfw ,:if evt~nts thal are {)f 
interdt in surve&Hanc~ ,1ppiit~nti1m~-

3 AVS Trucking and .E,~i•nt Rt't't)gnition 
Algurhbms 

-This se~ifon Jel;cribt'-$ th~-<.'.m~ t{!Ghn~k)gies that 
pi\?V.kk the vkk•ti sup;~H!ant:e and m11nitoring eti-
pabililk~ f1f tht AVS syM~m. 1-liere ,1re tht~i1 k\!y 
kx~hm)h:Jg.ks: m,}ving- (ibjt!:Ct det~~:lion, vfauM 
trnckin~. and event r.'&1Jgnition, Tht~ moving d~kct 
dett1t1k)n n1utin($ <.fokrmine when <)ru:> or mt':it"e- <)b--· 
jcds -e-nm.r ,l mnnitor~d j,.::ene, d~~-id~- wnkh pixels 
in a giwn vide{1 name i:tim~:'>pmid w th{~ moving 
object~ ver:ms whi¢h pb:ds cmrespnnd to the back" 
gfoum;J, and form a simt:ii~ r~prfsentadon <.l lhe. 
1,bJe-<i'.,; im~g~ .in the vitkl,1 fram~-Thi,; re:p1~se:nta:
t:krn is refuncd to ~s a motion .tf-g.fon. ,tnd it e,xists 
in n sh1t~k virk<.1 fr.arne~ ~is dlsting-1fr~htd frnm lhe 
wortd (Jbjtci~- which e,{JSt in the world :ind give ri~e 
to th,~ 1rwtkin. r~gifms, 

~~ 

,~~ 
'°t-

-:-

t\ 
I 

.... J\t· 

Visu~tl tr.~ckinit cQn,~is.1s nf &.!l~-rmining l'.Xirre.!>p@~ 
dt-ns.:es l>et1.vt-M llii:.~ motk1t1 r~.giNi% (W~r a 
~et1sr~~nte1>fvsd~• fr~,mes, .'Ind m.:\intaining a ~ingk 
rel,1~,,efitati<m, or !rad,. fot the wi~ild {,bject whkh 
~ve rii;e h'l the-:sequcn(:t~ 0f motfon. i-t~git}1is h'l th~ 
sequem:.e of frames, Fi.rrnHy, evenl n.~~1gnitkm :is j! 

means r.~f .·=malyziil~;Jhe cdlik.·til:m of tracks ll) ,1mJ~r 
to identify i:.ivent-. nf intere~f lnvoJving thi- w,Jrld 
ohj~t,::t~ rq~res!;'.'.nlt.ld by the tmd:.s., 

'll1e mo:viog obje-~t i.letec.tiNi t~dmnfogy W¢ ~:-m-
1:1foy ,s_a 2D chang.:.-detection tedmique $1-mifar tn 
thit tksi,::nbtd in Jain tf rtL fl 97'9J and Yi!Mrmn-
c-hiH et al f 'l:982J, Prior w ad.ivatimi of the 
1)1(>Hitmfog systl;\m, an image ~)f the bai::kgt\)\lf!ij. 
Le,. 1:tn im~1ge of the scene w'hich c-::mtairn; fl(t irt!Wv 

iiig. ~'ir <)tberw'isc interesting 6t~i~<'..t~, ts c~11Hw~tl t.1 
!{t!rve as the r~fn.•1-ri·it ihw8e, \Vlu.in die s.yS:k!n is in 
operarkm, tiK~ abs·oJut~i Jifferesict d HKt cvn~nt 
vidoo fnm)c frnm the refr~ron.;.:ti rrMgc is ~,irn})Ute-d 
hJ }1t'NitK!t -a dffj:&tiiti,~t• imag,1, 'Th~ <liffet~m:e itll• 

;igt.• is then thre~ho!1:,.l:ed at an appHiprj.itc v,iJue tu 
tiht~ln :a binary hmige in \Vhkh tht '\)ff' \ib:tg rep-
-reRem h."1.:kgmu.nd p1xd\\ .and th~ ''nn'' _pixels 
ropr~.__,;;~n~ "moving ~)t•J~:cf' pix.:~f~, Thf- fol1r--~l)n· 
m~ded co.lUfK111enfa 1-.·f tru:.win~ 1Jizji.:.!Ct pixds. in the 
thtt$hokl~d jn:i~~! ,lr~ th1c.l l)'l•~tlt]i1 rcgfons fw~ flg-
Hre-· l ). 

Simpfo llpplic~{i{m tif the nhjett det<~tton pr1xe~ 
dure onlfoi~d above re~ult~ in a rmn'lm.'<f' (tf ertot£; 
htrge!y due to the limii.iht:>ns of th~-e:<;ht~lding, IHhti 
thre$hoM tised is t.()O f ow~ ,,im.~ra ilt)i~e and s.had-
{).WS wUI prod11c<.~ sp11riou" t)b_ki::t~: wtw.:reas if the 
thre~!mld :is to1> nigh, sm'n<.t pmt!uns of fhe 9bjech 
in th~ seem:-w!H foit tt} be. i::epa.rnled fmm the back" 
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