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Pursuant to the provisions of 35 U.S.C. §§ 302-307 and 37 C.F.R. § 1.510, the

undersigned, on behalf of an anonymous Requester, requests ex parte reexamination of claims

1-41 of U.S. Patent No. 7,932,923 (‘the ‘923 Patent”).
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under 35 U.S.C. § 102(b)

Claim Chart — Claim 14 is obvious in view of Shotton under 35 U.S.C. § 103

Claim Chart -- Claims 8 and 29 to 41 are obvious in view of Shotton and Brill

under 35 ULS.C. § 103
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I, CLAIMS FOR WHICH REEXAMINATIONIS REQUESTED

Reexamination is requested of claims 1-41 of U.S. Patent No. 7,932,923 (“the ‘923

Patent”).

Pursuant to 37 C.F.R. § 1.510(b)(5),the attached Certificate of Service indicates that a

copyof this Request, in its entirety, has been served on Patent Ownerat the following address of

the attorney of record for Patent Owner, in accordance with 37 C.F.R. § 1.33(c).

ROTHWELL, FIGG, ERNST & MANBECE,P.C.
607 14th Street, N.W.
SUITE 800

WASHINGTON DBC 20005

Also submitted herewith is the fee set forth in 37 C.F.R. § 1.20(c)(1).

ll. COPY OF (923 PATENT PURSUANTTO 37 C.E.R. § 1.510(b)(4)

A copyofthe entire patent is attached to this Request as Attachment A, as required by 37

C.F.R. § 1.510(b)(4). Requester is not aware of any disclaimer,certificate of correction, or

reexamination certificate issued with respect to the “923 Patent.

Hi, CERTIFICATION REGARDING35 U.S.C. § 315(e}(1) AND 35 U.S.C. § 325(e}(G)

As required by 37 C.F_R. §1.510(6)(6), Requester certifies that the statutory estoppel

provisions of 35 U.S.C. 315(e)(1) or 35 U_S.C. 325(e)() do not prohibit the Requester from

filing this ex parte reexamination request.

TV. PROCEEDINGS RELATED TO THE ‘923 PATENT

A request for interpartes reexamination of the ‘923 Patent was filed on February 29,

2012, naming Bosch Security Systems, Inc., a subsidiary of Robert Bosch GMBH,as requester.

On May 23, 2012, the Patent Office granted the request for interpartes reexamination. That

interpartes reexamination proceeding was assigned reexamination Control No. 95/001,914 (‘the

‘914 reexamination”). In the Order granting the interpartes reexamination, the Patent Office

determined the following issues proposed in the request had a reasonable likelihood of prevailing

(RLP):
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Issue (A): Whether there is an RLP asto the proposed rejection of claims 1-7, 9-13, and
15-28 as anticipated by Courtney-US (Courtney “755)

Issue (B): Whether there is an RLP as to the proposed rejection of claim 14 as obvious
over Courtney-US

Issue (D): Whether there is an RLP as to the proposed rejection of claims 1-7, 9-13, and
15-28 as anticipated by Shotton

Issue (E): Whether there is an RLP as to the proposed rejection of claim 14 as obvious
over Shotton

Issue (F); Whether there is an RLPasto the proposed rejection of claims 8 and 29-41as
obvious over Shotton and Brill

Issue (1); Whether there is an RLP asto the proposed rejection of claims 1-41 as obvious
over Courtney-EP (Courtney ‘584) and Brill

(May23, 2012 Office Action, Reexamination Control No. 95/001,914, at p.6.)
On December 3, 2012, the Patent Ownerfiled a “Petition to Terminate Reexamination

Proceeding Under 35 U.S.C. § 317(b) and 37 CFR §§ 1.182, 1.907(by” in the “914
reexamination. As groundsfor the petition, Patent Owner identified a “Stipulation and
(Proposed) Order of Dismissal” submitted in Civil Action No. 3:llev217 (ED. Va.), styled
ObjectVideo, Inc. v. Robert Bosch GmbH, et al! According to the petition,

The Order stated: (1) “The parties jointly request that this Court
dismiss all claims asserted between them, with prejudice to the
right to pursue any such claims in the future,” (2) “The parties
farther stipulate and request that the Court order that the Bosch
Defendants, namely Robert Bosch GmbH and Bosch Security
Systems, Inc., have not sustained their burden of proving invalidity
of any of the claims 1-29 of U.S. Patent No. 6,970,083, any of the
claims 1-37 of U.S. Patent No. 6,696,945, any of the claims 1-22
of U.S. Patent No. 7,868,912, any of claims 1-41 of U.S. Patent
No. 7,932,923, and any of the claims 1-20 of U.S. Patent No.
7,613,324 and (3) “This Order is a final and non-appealable
decision.”

(December 3, 2012 Petition, Control No. 95/001,914, at pp. 2-3)

1 The petition indicated that the action in the Eastern District of Virginia “had been stayed in its
entirety pending the disposition of an ITC investigation (No.337-TA-795).” (Petition at p. 1.)

bo
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The petition proceeded to allegethat,

On November 13, 2012, the U.S. District Court for the Eastern
District of Virginia signed the Order containing the above-quoted
language. Exhibit 6 at 3 CIT IS SO ORDERED.”).

(December 3, 2012 Petition, Control No. 95/001,914,at p. 3)

On February 13, 2013, the Patent Office issued a Decision Granting Petition to Terminate

Inter Partes Reexamination Proceeding.

| Prior to the filing of the petition, Patent Ownerfiled an Amendment and Reply on August
27, 2012 in the ‘914 reexamination, which had not been acted upon by the Examinerat the time

the ‘914 reexamination was terminated.

Y. THE ‘$23 PATENT AND ITS PROSECUTION

The following summary of the ‘923 Patent and its Prosecution is incorporated herein

substantially as set forth in the ‘914 reexamination request.

The ‘116 application, was filed on September 29, 2009. Asoriginally filed, the ‘116

application contained twenty-six claims, of which claims 1, 22, 25, and 26 were the only

independent claims. Application claims 1, 22, 25, and 26 as filed are reproduced below:

1. A computer-readable medium comprising software for a
video surveillance system, comprising code segments for operating
the video surveillance systembased on video primitives.

22. A computer-readable medium comprising software for
a video surveillance system, comprising:

code segments for accessing archived video primitives; and

code segments for extracting event occurrences from
accessed archived video primitives.

25. A method comprising the step of operating a video
surveillance system based on video primitives.

26. A method comprising the steps of:

accessing archived video primitives; and

extracting event occurrences from accessed video
primitives.

Canon Ex. 1013 Page 8 of 96
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According to the prosecution history of the ‘116 application, the applicants held an
interview with the Examiner on November 24, 2009 and “discussed new claims 27-70.”
(Interview Summary mailed December 2, 2009, page 1.) On December 30, 2009,the applicants
filed a “Preliminary Amendmentand Interview Summary” cancelling original claims | to 26 and
adding new claims 27 to 58. Of the newly added claims, claims 27, 36, 48, and 50 are
independentclaims. Claims 27, 36, 48, and 50 as presented and are reproduced below:

27.A method comprising:

detecting an object in a video;

detecting aplurality of attributes of the object by analyzing
the video, each attribute representing a characteristic of the
detected object,

selecting a new user rule; and
after detecting the plurality of attributes, identifying an

event of the object that is not one of the detected attributes of the
object by applying the new user rule to the plurality of detected
attributes;

wherein the plurality of attributes that are detected are
independent of which eventis identified.

36. A video device comprising:

means for detecting an object in a video;

means for detecting a pluralityof attributes of the object by
analyzing the video, each attribute representing 4 characteristic of
the detected object,

a memorystoring the plurality of detected attributes; and
means for identifying an event of the object that is not one

of the detected attributes of the object by applying a selected new
user rule to the plurality of attributes stored in memory,

wherein the means for identifying an event is capable of
identifying the event independent of when the attributes are stored
in memory.

48. A method comprising:

Canon Ex. 1013 Page 9 of 96
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providing 2 video device which detects an object upon
analyzing a video and which detects plural attributes of the
detected object upon analyzing the video; and

then, selecting a rule, whieh is not arule used. to detect any
individualattribute, aga new User rule, the newuser rule providing
an analysis als combination ofthe attributes to detectan eventthat
ig notone ofthe detected attribuies,

wherein the attributes to be detected are independent ofthe
event to be detected.

50. A non-transitory computer-readable storage medium
containing instructions that when executed by a computer system
cause said computer system to implement the following method
comprising:

detecting an object in a video;
detecting a plurality of attributes of the object by analyzing

the video, each attribute representing a characteristic of the
detected object;

selecting a new userrule; and
after detecting the plurality of attributes, identifying an

event of the object that is not one of the detected attributes of the
object by applying the new user rule to the plurality of detected
attributes;

wherein the plurality of attributes that are detected are
independent of which event is identified.

The “Preliminary Amendment and Interview Summary” filed December 30, 2009 also
included a purported summary of the November 24, 2009 interview, reproduced below:

The Applicant thanks Examiner Vo for his time during the
personal interview of November 24, 2009. During the interview,
the Applicant discussed draft claims 37-70 presented for the
Examiner’s consideration to help expedite allowance of the
application. Applicant discussed distinguishing features of theinvention, and how those features were attempted to be captured
by the draft claim language.
(Preliminary Amendment and Interview Summary filed December
30, 2009, page 10.)
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Thereafter, the Examiner issued a first Office Action, mailed on June 17, 2010, and

rejected claims 27 to 58 under 35 U.S.C. § 103{a) as being unpatentable over U.S. Patent No.

7,653,635 (Pack et al.”) in view of U.S. Patent No. 6,721,454 (“Qian et al.”). According to the

prosecution history of the ‘116 application, the applicants conducted a second interview with the

Examiner on July 22, 2010, where the parties “[d]iscussed Qian reference and claimed

limitations” with respect to claims 27 and 45. (interview Summary mailed July26, 2016, page

tL)

On October 13, 2010, the applicants filed an “Amendmentand Interview Summary”

where independent claims 27, 36, and 50 were amended, dependent claims 35 and 58 were

amended into independent form, and newclaims 59 to 70 were added. The “Amendment and

Interview Summary”also included the cancellation of claims 28, 42, and 51 and the amendment

of dependent claims 30, 31, 39, 53, and 54. Independent claims 27, 35, 36, 48, 50, and 59 as

presented are reproduced below:

27. A method comprising:

detecting an object in a video;

detecting a plurality of attributes ofthe object by analyzing
the video, each attribute representing a characteristic of the
detected object;

selecting a new user rule after detecting the plurality of
attributes; and

after detecting the plurality of attributes and after selecting
of the new user rule, identifying an event of the object that is not
one of the detected attributes of the object by applying the new
userrule to the plurality of detected attributes;

wherein the plurality of attributes that are detected are
independent of which eventis identified, and

wherein the step of identifying the event identifies the
event without reprocessing the video.

35. A the method ofclaim 27, further comprising:

detecting first and second objects in a video;

detecting a plurality of attributes of each of the detected
first and second objects by analyzing the video, each attribute
representing a characteristic of the respective detected object;

selecting a new user rule; and

6
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after detecting the plurality of attributes, identifvir

event that is not one of the detected attributes of the first and

second objects by applying the new user rule to the plurality of
detected attributes:

wherein the plurality of attributes that are detected are
independent of which event is identified,

wherein the step of identifying an event comprises
identifying an event of the first object interacting with the second
object by analyzing the detected attributes of the first and second
objects, the event not being one of the detected attributes.

  

36. A video device comprising:

means for detecting an object in a video;

means for detecting a plurality of attributes of the object by
analyzing the video, each attribute representing a characteristic of
the detected object;

a memorystoring the plurality of detected attributes; and

means for selecting a new user nile, the means for selecting
a new user rule capable of selecting the new user rule after the
plurality of detected attributes are stored in memory; and

means for identifying an event of the object that is not one
of the detected attributes of the object by applying a selected new
user rule to the plurality of attributes stored in memory,

wherein the means for identifying an event is capable of
identifying the event independent of when the attributes are stored
in memory and is capable of identifyingtheeventwithout
reprocessing the video.

48. A method comprising:

providing a video device which detects an object upon
analyzing a video and which detects plural attributes of the
detected object upon analyzing the video; and

then, selecting a rule, whichis not a rule used to detect any
individual attribute, as a new user rule, the new user rule providing
an analysis of a combination ofthe attributes to detect an event that
is not one of the detected attributes,

wherein the attributes to be detected are independent ofthe
event to be detected.

~~
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50. A non-transitory computer-readable storage medium
containing instructions that when executed by a computer system
cause said computer system to implement the following method
comprising:

detecting an object in a video,
detecting a plurality of attributes of the object byanalyzing

the video, each attribute representing @ characteristic of the
detected object;

selecting a new user tule after detecting the plurality of
attributes; and 

after detecting the plurality of attributes and after selecting
the new user tule, identifying an event of the object that is not one
of the detected attributes of the object by applying the new user
rule to the plurality of detected attributes, the event of the object
beingidentifiedwithoutreprocessingthe-video:

wherein the plurality of attributes that are detected are
independent of which event is identified.

5%. A the non-fransitory édmputer-readable, starage
medium of-claim-50-—wherein—the-method~implemented-by-the
goripater-systanfarther-comprises containing instructions that
toimplementthefollowingmethodcomprising: |A

  

 

 

detecting first and second objects in a video;
detecting a plurality of attributes of each of the detected

first and second objects by analyzing the video, each attribute
representing a characteristic of the respective detected object;

selecting a new user rule: and
afier_detecting the plurality¢ofattributes,idenutying an

eventthat isnotoneofthedetectedattrbutesof thefirstand
second_oblectsbyapplyingthenewuserme
detected attributes:

 
 ls.tothepluralityaf

whereinthepluralityofattributes that aredetected are
independentofwhich event, isidentified,

 

wherein the step of identifying an event comprises
identifying an event of the first object interacting with the second
object by analyzing the detected attributes of the first and second
objects, the event not being one of the detected attributes.

59, A video device comprising:

&
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meansfor detecting first and second objects in a video,
means for detecting a plurality of attributes of the object by

analyzing the video, each attribute representing 4 characteristic of
the respective detected object;

a memory storing the plurality of detected attributes; and
means for identifying an event of the first object interacting

with the second object by applying a selected new user rule to the
plurality of attributes stored in memory, the event not being one of
the detected attributes,

wherein the means for identifying an event is capable of
identifying the event independent of when the attributes are stored
in memory.

Subsequently, the applicants filed an “Amendment and Interview Summary” on October
13, 2016 that included a purported summary of the Fuly 22, 2016 interview, reproduced below:

The Applicant thanks Examiner Vo for his time during the
personal interview of July 22,2010. During the interview, the
Applicant discussed the Office Action, the applied references toPaek et al. and Qian et al. While no agreement was reached
regarding the differences of the invention, theinterviewwes still
helpful to help focus the remaining issues with respect to the
pending claims. (Amendment and Interview Summary filed
October 13, 2010, page 14.)

According to the prosecution history of the ‘116 application, the applicants conducted a
third interview with the Examiner on November 17, 2010, where “[t]he applicants discussed the
independent claims.” (Interview Summary mailed November 23, 2010, page 1.) On December
2, 2010, the applicants filed a “Supplemental Amendmentand Interview Summary,” which
included a purported summary of the November 17, 2010 interview, reproduced below:

The Applicant thanks Examiner Vo for Nis time daring the
personal interview of November 17210 with Pattick Muir andPeter Venetianer. During the interview, the Examiner requested
certain amendments to the claims for formal purposes. Claims 27,
35, 36, 41, 43, 48, 5%, 59, 64-66 have been amended to address
formal issues consistent with this discussion. In addition, 27, 36,
48, and 50 have been amended to add further recitations regarding
the recited attributes as suggested by Examiner Vo during the
interview. (Supplemental Amendment and Interview Summary,
filed December 2, 2010, page 14.)
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Independentclaims 27, 35, 36, 48, 59, 58, and 59 as set forth in the Supplemental
Amendment and Interview Summary, filed December 2, 2010 are reproduced below:

57. A method comprising:
detecting an object ina video,
detecting a plurality of attributes of the object by analyzing

the video, thepluralityof attributesincluding2feast_prieofaen pace

physicalattribute and 8 temporal attribute. each attributebeeae ED

representing4 characteristic ofthe detected object,
selecting a new user rule after detecting the plurality of

attributes; and
after detecting the plurality of attributes and after selecting

of the new user rule,
identifying an event of the object that is not one of the

detected attributes of the object by applying the new user rule to
the plurality of detected attributes;

wherein the plurality of attributes that are detected are
independent of which eventis identified, and

wherein the step of identifying the event of the object
identifies the event without reprocessing the video.

35, Amethod comprising:
detecting first and gecond objects ina video;
detecting & plurality of attributes of each of the detected

first and second abjects by analyzing the video, each attribute
representing 2 characteristic ofthe ragpoctive detected object;

selecting a new user rule; and
after detecting the plurality of attributes, identifying 8”

event that is not one of the detected attributes of the first andsecond objects by applying the new usef mie to the plurality of
detected atiributes,

wherein the plurality of attributes that are detected are
independent of which event is identified,

wherein the step af identifying 80 event oftheabject
comprises jdentifyingax afirstevent af thefirst object gateraclingwith the second object by analyzing the detected aitributes of thefirst and seoand abjecis, the first event not hehig ons af the
detected attributes.

19
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36. A video device comprising:

means for detecting an object in a video;
meansfor detecting a plurality ofattributes of the object by

analyzing the video, thepluralityofattributesincludingalJeasta
physicalattribuieandatemporalattribute, each attribute
representing a characteristic of the detected object;

a memorystoring the plurality of detected attributes;
 means for selecting a new user rule-the-seans-tor pelos:

a-new-user-rile-capable-ofselectingthe-fewuserFile after the
plorality ofdetectedaitribuies arestoredin memory, and

means for identifying an event afthe object that is not one
afthe detestedattribstes of the abject by applyinga selerted new
user rule to the plurality of aifributes Stored in memory, whereas
the-means-forident ‘ying-an-evert-ie-eapable-ofLr identifying the
event independent ofwhen the attributes are stared in memory and
is eapable-of for identifying the event without reprocessing the
video.

 

48. A method comprising:

providing a video device which detects an object upon
analyzing a video and which detects plural attritutes of the
detected object upon analyzing the video, ihepluralityofattributes
cncludingatleastaphysicalattributeandatemporalattribute, and

then, selecting a rule, which is not a rule used to detect any
individualattribute, as a new USeT rule, the new user rule providing
an analysis of a combination of the attributes to detect an event that
is not one of the detected attributes,

wherein the attributes to be detected are independent of the
event to be detected.

59, A non-transitory computer-readable storage medium
containing instructions. that when executed by a computer system
cause said computer system to implement the following method
comprising:

detecting an object ina video;
detecting a plurality of attributes of the object by analyzing

the video,the pluralityofattributesincludingatleastone_ofa
physicalattributeandatemporalattribute, each attribute
representing a characteristic of the detected object;

li
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selecting a new user rule after detecting the plurality of
attributes; and

after detecting the plurality of attributes and after selecting
the newuser rule, identifying an event of the object that is not one
of the detected attributes of the object by applying the newuser
rule to the plurality of detected ‘attributes, the event of the object
being identified without reprocessing the video;

wherein the plurality of attributes that are detected are
independent of which eventis identified.

58 A non-transitery computer-readable storage medium.
containing instructionsthat when executed by a computer systent
cause said computer system to implement the following method
comprising:

detecting first and second objects in a video;
detecting a plurality of attributes of each of the detected

first and second objects by analyzing the video, each attribute
representing a characteristic of the respective detected object,

selecting a newuser rule; and
after detecting the plurality of attributes, identifying an

event that is not one of the detected attributes of the first and
second objects by applying the new user rule to the plurality of
detected attributes,

wherein the plurality of attributes that are detected are
independent of whichevent is identified,

wherein the step of identifying an event comprises
identifying av afirstevent of the first object interacting with the
gevandobject by analyzingthe detected attributes of the first and
second objects, the first “event not being one of the detected
attributes.

59. A video device comprising:

means for detecting first and second objects in a video;
means for detecting a plurality of attributes of the object by

analyzing the video, each attribute representing @ characteristic of
the respective detected object,

a memory storing the plurality of detected attributes; and
means for identifying an event of the first object interacting

with the second object by applying 4 selected new user rule to the
plurality of attributes stored in memory, and for identifying the

12
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event independent of when the attributes are stored in memory,the
event not being one of the detected attributes,

 
According to the prosecution history of the ‘116 application, the applicants conducted a

fourth interview with the Examiner on January 26, 2011. Subsequently, the applicantsfiled a

“Second Supplemental Amendment and Interview Summary” on February 4, 2011, which

included the following purported summary ofthe interview:

The Applicant thanks Examiner Vo for his time during the
personal interview of January 26,2011 with Patrick Muir and Peter
Venetianer. During the interview, the Applicant and Examiner
discussed U.S. Patent Publication 2003/0023612 to Carlbom and

its corresponding priority provisional applications (Nos.
60/299,335 and 60/297,539), these documents recently brought to
the Applicant's attention by the Examiner.
(Second Supplemental Amendment and Interview Summary, page
iS.)

The Second Supplemental Amendmentand Interview Summary included further

amendmentsto all of the independent claims. Independent claims 27, 35, 36, 48, 56, 58, and 59

as set forth in the Second Supplemental Amendment and Interview Summary are reproduced
below:

27. A method comprising:

detecting an object in a video from a single camera:

detecting a plurality of attributes of the object by analyzing
the video from said single camera, the plurality of attributes
including at least one of a physical attribute and a temporal
attribute, each attribute representing a characteristic of the detected
object;

selecting a new user rule after detecting the plurality of
attributes; and

after detecting the plurality of attributes and after selecting
the newuserrule, identifying an event ofthe object that is not one
of the detected attributes of the object by applying the new user
rule to the plurality of detected attributes;

wherein the plurality of attributes that are detected are
independent of whicheventis identified, and

13
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wherein the step of identifying the event of the object
identifies the event without reprocessing the video, and

in. anactivity.

35. A method comprising:

detecting first and second objects in a video from a single
camera;
 

detecting a plurality of attributes of each of the detected
first and second objects by analyzing the video from said single
camera, each attribute representing a characteristic of the
respective detected object,

selecting a newuser rule; and
after detecting the plurality of attributes, identifying an

event that is not one of the detected attributes of the first and
second objects by applying the new user rule to the plurality of
detected atiributes;

wherein the plurality of attributes that are detected are
independent of which event is identified,

wherein the step of identifying an event of the object
comprises identifying a first event of the first object interacting
with the second object by analyzing the detected

attributes of the first and second objects, the first event not
being one ofthe detected attributes, and

whereinthe eventoftheobiectxeferstotheobjectengaged
in an activity.

36. A video device comprising:

means for detecting an object in a video from_a single
camera;

means for detecting a plurality of attributes of the object by
analyzing the video from. saidsinglecamera, the plurality of
attributes including at least a physical attribute and a temporal
attribute, each attribute representing a characteristic ofthe detected
object;

  

-ammemory storing the plurality of detected attributes;
means for selecting a new user rule after ihe plurality of

detected attributes are stored in memory; and

14
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means for identifying an event of the object thais net one
of the detectedattributes ofthe abject byapplying 8 selected new
user rule to the plurality of attributes stored in memory, for
identifying the. event independent afwhen the attributes are stored
in memory and for identifying the event without reprocessing the
video,and ,

whereintheeventofthe objectreferstotheobjectengaged
in an activity.Frcnesarnad

48. A method comprising:

providing a video device which detects an object upod
analyzing a video from_asinglecaimiers ang which detects plural
attributes of the detected abject upot analyzing the video fromsaid
single camera, the plurality of attributes including at least @
physical attribute and a temporal atiribute avid

then, selecting a rule, which is not a rule used to detect any
individual attribute, as a new User rule, the new user rule providing
an analysis of a combination of the attributes to detect an event that
is not one of the detected attributes,

wherein the attributes to be detected are independent of the
event to be detected, and

whereintheeventoftheobjetseferstotheobjectenceged
in-amactivily.

50. A non-transitory computer-readable storage medi
containing instructions that when. executed by a computer system
cause said camputer system to implement the following method
comprising:

detecting an object ina video froma single camera,
detectinga plurality of atinibutes ofthe object by analyzing

the video fromsaidsinglecamers, ihe plurality of attributes
including at Teast one of a physical atiribute ani. a temporal
attribute, each attribute representing 4 characteristic of the detected
object,

selecting a new user rule after detecting the plurality of
attributes; and

after detecting the plurality of attributes ane after selecting
the newuser rule, identifying an event afthe object that is not one
of the detectedattributes of the object by applying the new user
rule to the plurality of detected attributes, the event af the object
being identified without reprocessing the video;
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wherein the plurality ofattributes that are detected are
independent of which eventis identified, and

whereintheeventoftheobjectreferstotheobjectengaged
in an activity.

  

 

58. A non-transitory computer-readable storage medium
containing instructions that when executed by a cornputer system
cause said computer system to implement the following method
comprising:

detecting first and second objects in a video from _a single
camera;

detecting a plurality of attributes of each af the detected
first and second objects by analyzing the video fram, saidsingle
camera, each attribute representing 4 characteristic of the
respective detected object;

 

selecting a newuser rule; and

after detecting the plurality of attributes, identifying an
event that is not one of the detected attributes of the first and
second objects by applying the new user rule to the plurality of
detected attributes;

wherein the plurality of attributes that are detected are
independent of which eventis identified,

wherein. the step of identivying an event commprises
identifying a first event of the first object interacting with the
second object. by analyzing the detected atiributes ofthe first and
second objects, the first event not being one of ihe detected
attributes,and

wherein the event oftheabject refers to theabject engaged
nanactivity.

 
 

  

59. A video device comprising:

means for detecting first and second objects in a video from
a single camera;

means for detecting aplurality ofattributes of the object by
analyzing the video from gadsinglecamera, each attribute
representing a characteristic of the respectivedetected object;

 

a memory storing the plurality of detected attributes; and
meansfor identifying an event ofthe first object interacting

with the second objéet by applying aselected newuser rule to the
plurality of attributes stored in memory, andfor identifying the
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event independent of when the attributes are stored in memory, the
event not being one of the detected atiributes,

whereintheeventofthe.objectrefersto.theobjestenganed
in an activity.

Thereafter, the Examiner issued a Notice of Allowance on February 18, 2011. The Notice
of Allowance included the following statement of the Examiner's reasons for allowance:

[Thhe prior art docs rot disclosea method comprising: detecting anobject in. a video: detecting a plurality of attributes ofthe object byanalyzing the video, the plurality of aitribates including at leastone of a physical attribute and a remmporal attribute, each attribute
representing & characteristic ofthe detected abject; selecting a newuser rule aller detecting the. plurality of attributes; and after
detecting the plurality of aitributes and after selecting of the newuser rule, identifying an event of the object that is not one of the
detected attributes of the object by applying the newuser rule to
the plurality of detected attributes: wherein. the plurality ofattributes that are detected ate independent of which event is
identified, and wherein the step af identifying the event of the
object identifies the event without reprocessing the video aSpresented by the applicant's arguments filed on 02/04/2011.
(Notice of Allowance, page 2.)

The ‘923 patent issued with forty-one claims on April 26, 4011, of which claims 1, 8, 9,
20, 22, 29, and 30 are the only independent claims. Claims 1, 8, 9, 20, 22, 29, and 36 are
reproduced below:

1. A method comprising:
detecting an object in a video from a single camera,
detecting a plurality ofattributes ofthe object by analyzingthe video from said single camera, the: plurality of attributes

including af least one ofa physical attribute and a temporalattribute, each atiribuie representing & characteristic ofthe detected
object,

selecting a new user rule after detecting the plurality of
attributes; and

afer detecting thephirality ofatiributes and after selecting
the new user nue, identifying an event of the object that is not one
of the detected attributes af the object by applying the new user
rule to the plurality of detected attributes;
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wherein the plurality of attributes that are detected are
independent of which eventis identified,

wherein the step of identifying the event of the object
identifies the event without reprocessing the video, and

wherein the event ofthe object refers to the object engaged
in an activity.

8. A method comprising:

detecting first and second objects m a video from a single
camera;

detecting a plurality of attributes of cach of the detected
first and second objects by analyzing the video from said single
camera, each attribute representing a characteristic of the
respective detected object;

selecting a new user rule; and

after detecting theplurality of attributes, identifying an
event that is not one of the detected atiributes of the first and
second objects by applying the new user rule tethe plurality of
detected attributes;

wherein the plurality of attributes that are detected are
independent of which event is identified,

wherein the step of identifying an ovent of the abject
comprises identifving a first event af the first object imteracting
with the second object by analyzing the detected attributes of the
first and second objects, the first event nat. being ane of the
detected attributes, and

wherein the event of the object refers to the object engaged
in an activity.

§. A video device comprising:

means for detecting an object in a video from a single
camera;

means for detecting a plurality of attributes of the object by
analyzing the video from said single camera, the plurality of
attributes including at least a physical attribute and a temporal
attribute, each attribute representing a characteristic of the detected
object;

a memorystoring the plurality of detected attributes;
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means for selecting a new user rule afier the plurality of
detected attributes are stored in memory; and

means for identifying an event of the object that is not one
of the detected attributes of the object by applying a selected new
uset rule to the plurality of attributes stored in memory, for
identifying the event independent of when the attributes are stored
in memory and for identifying the event without reprocessing the
video, and

wherein the event of the object refers to the object engaged
in an activity.

20. A method comprising:

providing a video device which detects an object upon
analyzing a video from a single camera and which detects plural
attributes of the detected object upon analyzing the video from said
single camera, the plurality of attributes including at least a
physicalattribute and a temporal attribute; and

then, selecting a rule, which is not a rule used to detect any
individualattribute, as a new user rule, the new user rule providing
an analysis of a combination ofthe attributes to detect an event that
is not one of the detected attributes,

wherein the attributes to be detected are independentof the
event to be detected, and

wherein the event of the object refers to the object engaged
in an activity.

92. A non-transitory computer-readable storage medium
containing instructions that when executed by a computer system
cause said computer system to implement the following method
comprising:

detecting an object in a video from a single camera;
detecting a plurality of attributes of the object by analyzing

the video from said single camera, the plurality of attributes
including at least one of a physical attribute and a temporal
attribute, each attribute representing a characteristic of the detected
object;

selecting a new user rule after detecting the plurality of
attributes; and

afier detecting the plurality of attributes and after selecting
the new user rule, identifying an event of the object that is not one
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of the detectedattributes of the object by applying the new user
rule to the plurality of detected attributes, the event of the object
being identified without reprocessing the video;

wherein the plurality of attributes that are detected are
independent of which eventis identified, and

wherein the event of the object refers to the object engaged
in an activity.

29. A non-transitory computer-readable storage medium
containing instructions that when executed by a computer system
cause said computer system to implement the following method
comprising:

detecting first and second objects m a video from a single
camera;

detecting a plurality of attributes of each of the detected
first and second objects by analyzing the video from said single
camera, each attribute representing a characteristic of the
respective detected object;

selecting a new user rule; and

after detecting the plurality of attributes, identifying an
event that is not one of the detected attributes of the first and

second objects by applying the new user rule to the plurality of
detected attributes;

wherein the plurality of attributes that are detected are
independent of which event is identified,

wherein the step of identifying an event comprises
identifying a first event of the first object interacting with the
second object by analyzing the detected attributes of the first and
second objects, the first event not being one of the detected
attributes, and

wherein the event of the object refers to the object engaged
in an activity.

30. A video device comprising:

means for detecting first and second objects in a video from
a single camera;

means for detecting a plurality of attributes of the object by
analyzing the video from said single camera, each attribute
representing a characteristic of the respective detected object;

amemory storing the plurality of detected attributes; and
20
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means for identifying an event of the first object interacting
with the second object by applying a selected newuser rule to the
plurality efattributes stored in memory, aid for identifying the
eventindependent ofwhen the attributes are stared in memory, the
eventnot being one of the detectedattributes,

wherein the event of the object refers to the object engaged
in an activity.

VL CITATION OF PRIOR PATENTS AND PRINTED PUBLICATIONS

As an initial matter, Requester notes that the “923 patent does not contain a proper claim
under 35 U.S.C.§ 120 for the benefit of an earlier filing date. As such, none of the claims of the
‘923 patent are entitled to the benefit ofa filing date earlier than the filing date of the “116
application, i.e., September 29, 2009. Requester further notes that the applicants for the ‘923
patent have not established during prosecution of the ‘923 patent that any claim ofthe ‘923
patent is entitled, under 35 U.S.C. § 120, to the benefit of a filing date earlier than the September
29, 2009 filing date of the ‘116 application, notwithstanding the fact that the ‘923 patent includes
the statement that “This application claims the priority to U.S. patent application Ser. No.
09/987,707, filed Nov. 15, 2001, which claims priority to U.S. patent application Ser. No.
09/694,712, nowU.S. Pat. No. 6,954,498, each of which is incorporated herein by reference in
their entirety.” (‘923 patent, col. 1, lines 7 to 11.)

Because the foregoing statement does not specify a relationship,i.e., continuation,
divisional, or continuation-in-part, among the prior application, the foregomg statement does not
constitute a “specific reference” to a prior application in the manner required by 35 U.S.C. § 120.
MPEP. § 201.11A) CAny benefit claim that does not both identify a prior application by
its application number and specify a relationship between the applications will not be considered
to contain a specific reference to a prior application as required by35 U.S.C. 120” (emphasis in
original)). Accordingly, no claim ofthe ‘923 patent is entitled to the benefit of the filing date of
U.S. Application Serial No. 09/987,707 or U.S. Patent Application Serial No. 09/694,712. In
other words, for the purposes ofthis reexamination proceeding, none ofthe claims of the ‘923
patent are entitled to the benefit of a filing date earlier than the filing date of the ‘116 application,
i.e., September 29, 2009.
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To the extent that Patent Owner argues, as it did in the ‘914 reexamination proceeding,
that “the requirement has been met by the relationship between the applications being indicated
on the Bib Data Sheet and on the Application Transmittal Sheets for the ‘116 and ‘707
Applications”(see ‘914 reexamination, Amendment and Reply at 29), Requester notes that
Patent Owner cited to no authority that such an indication is either adequate or permissible. Gee
MP.EP. § 201.1 101DO. Reference Must Be Included in the Specification or an Application
Data Sheet (ADS)).)

Requester in this instant ex parte reexamination request is thus entitled to rely on prior art
patents and printed publications that constitute prior art to the ‘923 patent as of the September
29, 2009 filing date of the ‘116 application. The following prior art patents and printed
publications constitute prior art against the ‘923 patent, under the subsections of 35 U.S.C. § 102
indicated below:

A copyof every prior art patent and printed publication relied upon or referred to herein
ig submitted herewith as required by 37 C.F.R. § 1.510(b)(3), as follows:

1. Day et al., “Object Oriented Conceptual Modeling of Video Data,” Proceedings on
the Eleventh International Conference on Data Engineering, IEEE, March 1995,pp.
401-408 (“Day-P”). Day-I was published in March 1995, more than one year before
the filing date ofthe ‘923 Patent. Day-I was not considered during the examination
of the ‘923 Patent. A copy of Day-lis provided as Attachment B.

2. Day et al., “Spatio-Temporal Modeling of Video Data for On-Line Object-Oriented
Query Processing,” Proceedings on the International Conference on Multimedia
Computing and Systems, TERE, May 1995 pp. 98-105 (“Day-II”). Day-li was
published in May 1995, more than one year before the filing date of the ‘923 Patent.
Day-fl was not considered during the examination of the ‘923 Patent. A copy of Day-
ILis provided as Attachment C.

_ United States Patent No. 5,969,755 to Courtney (Courtney 755”) Courtney “755too

issued on October 19, 1999, more than one year before the filing date of the “923
Patent. Courtney ‘755 was not considered during the examination of the ‘923 Patent.
A copyof Courtney ‘755 is provided at Attachment D.

4. Shotton et al., “Object Tracking and Event Recognition in Biological Microscopy
Videos,” Fifth International Conference on Pattern Recognition (ICPR’2000),
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September 2000 (“‘Shotton”). Shotton was published in September 2000, more than
one year before the filing date of the ‘923 Patent. Shotton was not considered during
the examination of the ‘923 Patent. A copy of Shotton is providedat Attachment E.

5 United States Patent No. 6,628,835 to Brill (“Brill”) Brill issued on September 30,
2003, more than one year before the filing date of the ‘923 Patent. Brill was not
considered during the examination of the ‘993 Patent. A copy of Brill is provided as
Attachment F.

6. European Patent Application No. EP 0 967 584 (“Courtney 584”) Courtney “584
published on December 29, 1999, more than one year before the filing date of the
‘993 Patent. A copy of Courtney ‘$84 is provided at Attachment G.

VILSTATEMENTS POINTING OUT SUBSTANTIAL NEW QUESTIONS OF
PATENTABILITY

Pursuant to 37 C.F.R. § 1.510(b)(1), Requestersets forth a statement pointing out each
substantial new question (SNQ) of patentability of the “923 Patent based on prior patents and
printed publications. |

Proposed grounds of rej‘ection 1-4, aset forth herein and in the appended claim charts,
get forth substantial new questions ofpatentability that were not raised in the ‘914
reexamination.

Proposed grounds ofrejection 5-10 are substantially the same as the rejections proposed
in the ‘914 reexamination (as IssuesA, B, D, B, F, and J, respectively) and adopted by the
Office, the Office having found that the requester in the “914 reexamination demonstrated a
Reasonable Likelihood of Prevailing (RLP) as to each of those grounds of rejection. Because
these proposed grounds of rejection also establish substantial new questions of patentability as to
the ‘923 patent claims as shown herein, which were left wholly unresolved prior to the
termination ofthe ‘914 reexamination proceeding, these rejections should also be adopted and
taken up in the requested ex parte reexamination proceeding.

Accordingly, the rejections proposed bythe instant request are as follows:
Proposed Rejection 1: Claims 1-41 are anticipated by Day-] under 35 U.S.C.§ 102(b)
Proposed Rejection 2: Claims 14 and 35 are obvious in view of Day-I under 35 U.S.C.

§ 103
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Proposed Rejection 3: Claims 10, 19, 31 and 41 are obvious in view of Day-I and Brill
under 35 U.S.C.

Proposed Rejection 4: Claims 11 and 32 are obviousin view of Day-I and Day-II under
35 USC. § 103

Proposed Rejection 5: Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Courtney
“755 under 35 U.S.C.§ 102() (adopted as Issue A in the ‘914 reexamination)

Proposed Rejection 6: Claim 14 is obvious in view of Courtney ‘755 under 35 U.S.C. §
103 (adopted as Issue B in the ‘914 reexamination)

Proposed Rejection 7: Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shotton
under 35 U.S.C. § 102(b) (adopted as Issue D in the ‘914 reexamination)

Proposed Rejection 8: Claim 14 is obvious in viewof Shotton under 35 U.S.C. § 103
(adopted as Issue E in the ‘914 reexamination)

Proposed Rejection 9: Claims 8 and 29 to 41 are obvious in view of Shotton and Brill
(adopted as Issue F in the ‘914 reexamination)

Proposed Rejection 10: Claims 1 to 41 are obvious in view of Courtney 584 and Brill
(adopted as Issue I in the ‘914 reexamination)

A, Proposed Rejection 1: Claims 1-41 are anticipated by Day-I under 35 U.S.C. §
162(b)

Claims 1-4 are anticipated by Day-l under 35 U.S.C. § 102(b). Day-I was not cited
during the prosecution of the ‘923 Patent. Day-l is closer to the subject matter of the ‘923 Patent
than any prior art that was relied upon during prosecution of the ‘923 Patent, and Day-I provides
new, non-cumulative technical teachings that were not otherwise provided in anyprior art that
was telied upon during prosecution of the ‘923 patent.

Asset forth in claim chart appended Attachment H, Day-! disclosesall the limitations of
claims 1-41 of the ‘923 patent.

For example, Day-I discloses conceptual modeling of video data allowing for
semantically unbiased abstraction of video data using a directed graph model, in which objects
are detected and information about the objects is determined:

For each input video clip, wsing @ database of known objects, we
fiest identify the corresponding objects, their sizes and locations,
their relative positions and movements, and then encode this
information in the proposed graphical model,
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(Section 1 (Introduction) at page 402; emphasis added)

More specifically, Day-I describes detecting spatial and temporal attributes of detected

objects by analyzing the video:

The spatial attribute, of a salient physical object present in the
frames can be extracted in form of bounding volume, Z, that
describes the spatial projection of an object, in three dimensions.

Temporal information of objects can be captured by specifying the
changes in the spatial parameters associated with the bounding
volume (Z) of objects over the sequence of frames. At the finest
level, these changes can be recorded at each frame.

(Section 2.1 (Spatio-Temporal Modeling over a Sequence of
Frames (a Clip)) at page 402)

Day-I also discloses modeling physical objects (PO) by classifying objects (e.g., persons,

tree, houses, etc.) (Section 3.1 at page 405.)

Day-I teaches that a Video Semantic Directed Graph (VSDG) modelis then generated
with the detected spatial and temporalattributes:

In this section, we use a video clip shown in Figure 3 to illustrate
the proposed model. In the example video clip (Figure 3(a)), a car
(object 2) and a person (object 1) appear first, then the camera
moves toward the right and two persons (object 1 and object 5) are
walking toward each other and shake hands. Assuming that
proper object recognition methods are used to identify these
objects, we can appropriately define the bounding volumes
information for the objects. The complete VSDG model, for the
example video clip is given in Figure 4, which describes the
information about various objects and their temporal behaviors.
The VSDG in Figure 4, has four rectangular nodes which
correspond to three different scene changes. The first rectangular
node (t9) marks the start of video clip, t; indicates the appearance
of objects Os t indicates the appearance of object Os, and t;
indicates the end of the video clip. There are a total of six objects,
O;, On, 03, O4, Os, and Os, and some objects appear in multiple
scenes. For example, 0), O2, Os, and O4 appear in video segments
V, and V2.

(Section 2.3 (An Example of VSDG-Based Modeling) at page 404;
emphasis added)
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Figure 4: VSDG representation of the exam ple clip

The model “allows to represent spatio-temporal aspects of information associated with

objects (persons, buildings, vehicles, etc.) present in video data.” (Section1 at page 401.)
Applying the foregoing to the language of claim 1, as an illustrative example, Day-I

teaches the features of“detecting an object in a video from a single camera,” “detecting a

plurality of attributes of the object byanalyzing the video fromsaid single camera,” and “the
plurality of attributes including at least one of a physicalattribute and a temporalattribute, each
attribute representing a characteristic ofthe detected object.”

Conceptual queries, based on predicate logic, can be carried out using Day-I’s VSDG
model to identify specified events. For instance, Day-I discloses user specified temporal queries:

Temporal specifications can be applied to higher level of concepts.
For example, we can specify the query “Person A is walking and
some time later he passes by someone who is sitting on the
sidewalk” by the following predicate logic:

J Gwalking( A) , sitting(B, sidewaik)),
assuming that ‘walking’ (with the object walking as parameter)
and ‘sitting’ (with the object sitting and the objects being sit as
parameters) are predefined.

(Section 3.2.2 (Temporal Sequence Specification) at page 406;
emphasis original)

Day-I discloses spatial queries, such as:
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@ Querying whether or nal an object/person
presnat ina video clip(aif{e FN ve),

» identifying the relative positionaf abjectfperann.
For exammpis, searcl: fay those video clips where
Mr. X apgears with Me. ¥ with X standing fn
front of Y. Phe predicate for auch a quecy is:

rs cS NEPHRON

doth <. gia depth
in VSG aud 2depth

san oof a circular

  

 

 
 
 
node associated with © oF Y.

Bay-[alse discloses spatio-temporal queries, such as:
e Finding the duration of anabject.

how long bas persian A PP
video clip. ‘Phia query can br expe
X duration AA IN u

 
e Fatimating the apecd ofan object. For example,

how fast is object XN walking wa certam cp.
+ aM YP le, be a)XIN yA Sas

Mere, fy and fy are two variables denoting frame
nurabers assigned hy the system.

Day-I further discloses complex queries that can be constructed, including querying for a
“slam-dunk” event, walking, and passing a basketball.

As Day-I explains:Theoretically, any concept that requires expression of spatio-
temporal interactions among objects san be specified by predicate
logic expressions. We have provided only 4 limited number of
examples and even for those examples, only a few possible ways
of specifying them have been discussed.
(Section 3.2.3 (Expressing Queries Using Predicate Logic) at pages
406-407)

The result of the queries disclosed by Day-l is an identification of an event of the object,
such as the examples of relative position of an object, the speed of an object, a basketball being
dunked, a basketball being passed, a person walking, or any other spatio-temporal imteraction
among objects. The user specified queries allow for the retrieval of corresponding video clips:

Using propositional logic described in the paper, @ user can
specify queries and herice can retrieve carresponding video clipswithout ever processing Faw video data, The proposed
methodology employs computer vision and image processing
(CVIP) techniques {© automate the construction of the video
database baseil.an the VSDG model.
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(Section 4 (Conclusion) at page 408; emphasis added)
Further, as discussed above, the querying functionality taught by Day-! teaches the

features of “selecting a new user rule after detecting the plurality of attributes” and “after
detecting the plurality of attributes and after selecting the new user rule, identifying an event of
the object that is not one of the detected attributes of the object by applying the new user rule to
the plurality of detected attributes,” recited by claim 1.

Day-I discloses that the spatio-temporal attributes of the physical objects, detected as
above, are independent of the identified events. As discussed above, Day-I utilizes its directed
graph modelto allow for semantically unbiased abstraction of the video data to address prior
problems of semantic heterogeneity in video database system. (See Day-I at Introduction, page
401.) To do so, Day-I teaches that the spatial attributes(¢.g., bounding volume, Z, that describes
the spatial projection of a detected physical object, such as a person, in three dimensions) and
temporal attributes (¢.g., changesin the spatial parameters associated with the bounding volume
(Z) of objects over the sequence of frames) are independent of the events that are identified for
the user specified queries, including the temporal queries, the spatial queries, and the spatio-
temporal queries. The specific examples of the queries provided in Day-I are used to identify
events that are independent of the detected attributes, such as “Person Ais walking and some
time later he passes by someone whois sitting on the sidewalk,” “video clips where Mr. X
appears with Mr. Y, with X standing in front of Y,” “Binding the duration of an object,”
“Betimating the speed ofan object,” and other events based on complex queries including the
“stam-dunk event, walking, and playing basketball. Moreover, the ‘923 patent likewise relies on
many of the same spatial and temporal attributes of detected objects used by Day-I to determine
events, and thus the events determined in Day-I are independent of the determined attributes at
least in the same sense that the events are “independent” of the attributes in the ‘923 patent.

Further, the events in Day-I, which are independent of the determined attributes, are
identified without reprocessing the video.

“Another reason for this modeling. approach is to provide an
efficient indexing mechanism for on-line query processing without
performing compaiations on the raw video data since such
computation can be: quite extensive, The prapased PSDGcan be
generated offlineandsubsequenily crn be used fo process User's
queries on-line. The architecture ofthe proposed system is Shown
in Figure 1.”
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(Section } (introduction) at page 402; emphasis added)
Accordingly,at least in view of the foregoing, Day-I teaches that “the plurality of

attributes that are detected are independent of which eventis identified,” that “the step of
identifying the event of the object identifies the event without reprocessing the video,” and that
“the event of the object refers to the object engaged in an activity” as recited by claim 1.

Moreover, as shown herein and the attached claim chart at Attachment H, Day-! discloses
each of the features the Examiner identified as the basis for allowance, including detecting an
object in a video; detecting 4 plurality of attributes of the object by analyzing the video, theplurality of attributes including at least one of a physical attribute and a temporal attribute, each
attribute representing 4 characteristic of the detected object, selecting a new user rule afier
detecting the plurality of attributes; and after detecting the plurality of attributes and after
selecting of the new user rule, identifying an event of the object that is not one ofthe detected
attributes of the object by applying the new user rule to the plurality of detected attributes,
wherein the plurality of attributes that are detected are independent of which eventis identified,
and wherein the step of identifying the event of the object identifies the event without
reprocessing ihe video. Based on the foregoing, Requester has provided a showing of asubstantial new question of patentability with respect to at least one of claims 1-41 in view of
Day-L As set forth in the appended charts at Attachment H, Day-l discloses ali of the limitations
of claims 1-41 of the ‘993 patent and therefore anticipates claims 1-41 of the “923 patent.
Therefore, Requester proposes a ground of rejection of claims 1-41 ofthe ‘923 patent under 35
U.S.C. § 102(6) as anticipated by Day-l.

B. Proposed Rejection 2: Claims 14 and 35 are unpatentable as obvious over Day-
Lunder 35 U.S.C. § 103(a)

Alternatively,ifDay-l is not viewed as anticipatory to claims 14 and 35, these claims
would at least be unpatentable as obvious over Day-! under 35 U.S.C.§ 105 (a). Day was not
cited during the prosecution of the ‘923 Patent. Day-I is closer to the subject matter of the ‘923
Patent than any prior art that was relied upon during prosecution of the ‘923 Patent, and Day-!
provides new, non-cumulative technical teachings that were not otherwise provided in any prior
art that was relied upon during prosecution of the ‘923 patent.
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Asset forth in the claim chart appended as Attachment I to this request, Day-I renders
claims 14 and 35 unpatentable as obvious. Claims 14 and 35 recite the features of “the memory
is configured to store at least some of the plurality of attributes for at least two months” and
“identifying an event of the object includes means for identifying an event of the object by
analyzing only a selected subset of the plurality of attributes including the at least some of the
plurality of attributes stored for at least two months.” If not literally disclosed by Day-1 (i.e., by
vittue of Day-I placing no restriction on how longtheattributes would be maintained, thus
disclosing an infinite retention period by default), this feature would have been obvious in view
of Day.

First, Day-I discloses a memory storing the plurality of detected attributes.
For each input video clip, using a database af known. abjects, we
first identify the corresponding objects, their sizes and lecations,
their relative positions and movements, and then encade this
information in the proposed graphical model.
(Section | (introduction) at page 402)

Day-I makes no limitation on the time period in which the data in the graphical modelis
stored. As such, Requester submits that Day-!’s model inherently is configured to store at least
someofthe plurality ofattributes “for at least two months.” To the extent that an explicit time
frame for storing the data is required, Requester submits that it would be obvious to modify Day-
I’s graphical modelto retain data “at least two months.” It would have been obvious to
configure the database of Day-I to store the detected attributes for a specified period of time
(e.g., “at least two months”) for the well-known and expected benefit of optimizing data storage
and/or to maintain the detected attributes for a sufficient period of time to allowfor further
processing of review of the data to be performed(¢.g., surveillance data is routinely maintained
for a specified period to allowlater detected activity to be investigated).

Moreover, modifying Day-l in this manneris merely: (a) a combination of prior art
elements according to known methods to yield predictable results; (b) a simple substitution of
one known element for another to obtain predictable results; (c) a use of known technique to
improve similar devices in the same way; (d) application of a known technique to a known
device ready for improvement to yield predictable results; (e) obviousto try, and/or (f) known
work in one field of endeavor prompting variations of it for use in either the same field or a
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different one based on design incentives or other market forces since the variations are
predictable to one of ordinary skill in the art.

As to the remaining feature of “analyzing only a selected subset of the plurality of
attributes including the at least some ofthe plurality of attributes stored for at least two months,
Day-I would meet this limitation, as modified, based on its disclosure of the Video Directed
Semantic Graph (VSDG) modelfor the detected spatial and temporal attributes of objects:

“Tn this section, we USea videoclip shown in Figure 3 to illustrate
the proposed model. in ihe examplevideo clip (Figure 3{a)), 4 cat
(object 2) and a persed fabject 1} appear first, then the camera
moves toward the right and two persons fobject | and object 5} are
walking toward eachother and shake hands. Assuming that proper
object recognition methods are used fo identify these objects, we
can appropriately deline the bounding volumes information for the
objects. The complete ¥SDG model, for the example video clip is
given in Figure 4, whichdescribes the information about various
objects and their temporal behaviors. The VSDG in Figure 4, has

“four rectangular nodes which correspond to three different scene
changes. The first rectangular ade {to} marks the start of video
clip, t; indicates. the appearance af abjects O; 2 indicates the
appearance of objcct Om, and ty Indicates the end of the video clip.There are a total of six. objects, Gi, Dh, Ox, Oa, Os, and O¢, and
some objects appear im muitiple scenes. For example, 01, O2, Os,
and O, appear in video segments V7; and mS
(Section 2.3 (An Example of VSDG-Based Modeling) at page 404)

Based on the foregoing and as shown in Attachment 1, Requester has provided a showing
of a substantial new question of patentability with respect to at least one of claims 14 and 35 in
view of Day-I. Therefore, Requester proposes an alternative ground ofrejection of claims 14
and 35 of the ‘923 patent under 35 U.S.C. § 103¢a) as obvious in view of Day-I.

Cc. Proposed Rejection 3: Claims 10, 19, 31 and 41 are unpatentable as obvious
over Day-i and Brill under 35 U.S.C. § 103{a)

Alternatively, if Day-I is not viewed as anticipatory as to claims 10, 19, 31, and 41, these
claims would be unpatentable as obvious under 35 U.S.C.§ 103(a)based on the combination of
Day-I and Brill, as set forth in claim chart appended Attachment J and explained herein.

Claims 10 and 31 are dependent claims that recite the feature of “a video camera operable
to obtain the video.” Day-1 expressly discloses its system receiving “raw video data.” (Section
1; Figure 1.)
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Figure 1: System abstraction

Further, Day-I discloses a camera as the source of video thatis analyzed:
“In this section, we use a video clip shown in Figure 3 to illustrate
the proposed model. In the example video clip (Figure 3(a)), a car
(object 2) and a person (object 1) appear first, then the camera
moves toward the right and two persons (object 1 and object 5) are
walking toward cach other and shake hands.

(Section 2.3 (An Example of VSDG-Based Modeling) at page
404.)

In a related field, Brill discloses an automated security system including a camera unit:
The camera unit 12 includes video camera 23. Video camera 23 in
the disclosed embodiment is a known monochrome camera that
outputs gray-scale images. However, the present invention may be
utilized with a color video camera or some other type of two-
dimensional image detector, such as an infrared detector.

(col. 2, lines 53-58)

 
Thus, at a minimum, it would have been obvious to combine Day-I with Brill so as to

include Brill’s video camera to directly supply the raw video. Combining Day-I with Brill in this

manner is merely: (a) a combination ofprior. art elements according to known methodsto yield
predictable results; (b) a simple substitution of one known elementfor anotherto obtain
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predictable results; (c) a use of known technique to improve similar devices in the same way, (d)
application of a known technique to a known device ready for improvementto yield predictable
results; (¢) obviousto try; and/or (f) known work in one field of endeavor prompting variations
ofit for use in either the samefield or adifferent one based on design incentives or other market
forces since the variations are predictable to one of ordinary skill in the art.

Claims 19 and 41 are dependentclaimsthat eachrecite the feature of “further comprising
video sensors.” For reasons similar to those discussed above for the “video camera”ofclaims 10
and 31 and as shown in AttachmentI, it would have been obvious to combine Day-I and Brill to
include “video sensors.”

Moreover, claims 19 and 41 merely require the presence of “video sensors,” thus to the
extent that the system of Brill is viewed as not disclosing multiple “video sensors,” the claims
would further have been obvious on the grounds ofbeing a mere duplication of parts, which has
long been a well-recognized as a basis of obviousness. See M.P.E.P. § 2144.04 VLB.
Separately, it would have been obvious to incorporate multiple video sensors into the combined
systemof Day-[ and Brill in order to provide for different types of video input to the system,
such as conventional video, infrared, high-speed, etc., each of which had well-known benefits at
the time of the purported invention ofthe “923 patent that would have motivated one of ordinary
skill to incorporate additional types of cameras into such a system.

Based on the foregoing and as shown in Attachment J, Requester has provided a showing
of a substantial new question of patentability with respect to at least one of claims 10, 19, 31, and
Al in view of Day-I and Brill. Therefore, Requester proposes an alternative groundofrejection
of claims 10, 19, 31, and 41 ofthe ‘923 patent under 35 U.S.C. § 103(a) as obvious in view of
Day-I and Brill.

D. Proposed Rejection 4: Claims 11 and 32 are unpatentable as obvious in view of
Day-I and Day-Il under 35 USC. § 183

Claims 11 and 32 of the ‘923 Patent recite the feature of:
wherein the means for identifying an event of the object comprises
means for identifying a first event of the object in real time by
analyzing, of the plurality of attributes, only a first selected subset
of the plurality of attributes.

Although Requester submits that Day-l anticipates the claimed “real time” event
identification at least by virtue ofits disclosure of complex event identification through user
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queries without reprocessing of raw video data (e.g., Day-1at Section 4; see also Attachment BH),
even if viewed as not anticipating the “real time” requiremeni, such feature would be obvious in
the closely related disclosure of Day-If. Day-f provides further details of aspects of the
conceptual video modeling technology in Day-[. For instance, Day-ll teaches that the spatio-
temporal modeling of video data using a video semantic directed graph (VSDG) model storing
attributes of detected objects. Gee Day-f at Section 2.2 (Modeling of Spatial Evenis in a Single
Frame) and Section 2.3 (Temporal Events.)

Day-Il describes three levels of semantic indexing of the video data, including spatial
events, temporal events, and composite temporal events. (See Day-Il at Section 3 and Figure 3.)

 
Day-Il teaches the use complex video queries expressed as 2 function of physical objects,

spatial objects, and temporal objects:
Corresponding ta thethree antities (physical objects, spatial events
and temporal events) used in the meadeling of video data, three
objects are defined fram iheuser point of view. These are physical
objects (PO), spaiial objects (SQ), and femporal objects (TO). For
video data, a user can use combinations of various object-oriented
abstractions (suchas shown int Figure 4} on these objects to specify
queries. The important feature of this hierarchy, and in general for
any object-oriented abstraction, is that terminal nodes are either
POs, SOS, or TOs. Any complex video queryis expressed a8 4
function of these nodes and processing of such queries requires
searching the occurrence of SOS and TOsover the specified PO’s.
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As an example, consider a sports video database which can be used
by multiple users with different interests. Figure 5 describes an
object hierarchy of view/knowledge which a user may would like
to construct.

(Day Il at Section 4, page 103.)

Day-II further teaches that the spatio-temporal modeling of video data using a video
semantic directed graph (VSDG) model allows for real-time event determination using an object
oriented interface:

The proposed paradigm induces a multi-level indexing and
searching mechanism that models information at various levels of
granularity and hence allows for processing of content-based
queries in real-time. However, a unified framework is needed for
the users to express and fdr the systern. fo process semantically
heterogeneous queries on the encoded data. For this purpose, we
propose an object-oriented interface that provides an elegant
patadigm for representing heteragencous views of the users. The
architecture of the proposed systern is shown in Fievre 1.

 
‘Figure 1; System abstraction

(Day-Il at Section I, pages 98-99.)
A person ofordinaryskill in the art would have been motivated to combine the teachings

of Day-I with the analogous art of Day-II in order to enhancethe conceptual modeling of video
data for spatial and temporal characteristics of the detected physical objects to allow for
processing content-based queries of the data in real-time, as taught by Day-Il.
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The combination of Day-I and Day-II is merely (a) a combination ofprior art elements

according to known methods to yield predictable results; (b) a simple substitution of one known

element for another to obtain predictable results; (c) a use of known technique to improve similar

devices in the same way; (d) application of a known techniqueto a known device ready for
improvement to yield predictable results; (¢) obvious to try; and/or (f) known work in one field

of endeavor prompting variationsofit for use in either the samefield or a different one based on

design incentives or other market forces since the variations are predictable to one of ordinary
skill in the art.

E. Proposed Rejection 5: Claims 1-7, 9-13, and 15-28 are anticipated by Courtney
“755 under 35 U.S.C. § 102(b)

Claims | to 7, 9 to 13, and 15 to 28 are anticipated by Courtney ‘755 under 35 U.S.C. §

102(b). In the “914 reexamination, the Office determined that Courtney‘755 (Courtney US)
anticipated claims 1 to 7, 9 to 13, and 15 to 28. Therationale and supportingcitations provided
by the requester in the ‘914 reexamination are substantially recited herein and in the claim chart

provide as Attachment L.

Although U.S. Patent No. 6,424,370, which issued from a divisional application related to

Courtney “755, was cited in an Information Disclosure Statement filed on December 30, 2009,

Courtney “755 was not cited during prosecution of the ‘923 patent andthereis no indication of

record in the ‘923 Patent prosecution history that the Examiner appreciated the teachings of

Courtney “755. Regardless, “a substantial new question ofpatentability may be based solely on

old art where the art is being presented/viewedin a new light, or in a different way, as compared

with its use in the earlier examination(s), in view of a material new argumentor interpretation
presented in the request. (See M.P.E.P. § 2242(1D(A).)

Asset forth in Attachment L, Courtney “755 teaches all ofthe limitations of claims 1 to
7,9 to 13, and 15 to 28 of the ‘923 patent.

For example, Courtney ‘755 relates to “motion event detection as used for example in

surveillance.” (Courtney ‘755,col. 1, lines 13 to 14.) Asillustrated in Figures | and 5,

reproduced below, Courtney “755 discloses an Automatic Video Indexing (AVDsystem:

FIG. 1 shows a high-level diagram of the Automatic Video
Indexing (AVD system 16 according to one embodiment of the
present invention. In this view, a camera 11 provides input to a
vision subsystem [3 including a programmed computer which
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processes the incomuig wWdea which has been digitized to
populate a database storage FS. The term camera as used herein
may be a conventional television (TV) camera or infrared (IR)
camera. .

(Courtney ‘755,col. 3, line 65 to col. 4, line 6; emphasis added.)

 
 
 

ii 13
‘ nowtaeSect PFO[|camer "| SUBSYSTEM

Fig. f
FIG. 5 shows the AVI system in detail. Note that the motion
segmentor 21, object tracker 22, motion analyzer 23, recorder 24,
and compressor 25 comprise the vision subsystem 13 of FIG.1.
(Courtney ‘755,col. 5, lines 44 to 47.)
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S19 Fig, 5
According to Courtney ‘755, “the AVI vision subsystem 13 employs motion

segmentation techniques to segment foreground objects from the scene background in each
frame.” (Courtney ‘755,col. 4, lines 29 to 31.) Additional disclosure regarding motion
segmentation is provided with reference to Figure 4, reproduced below:
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In processing the video data, the AVI vision subsystem 13 employs
motion segmentation iechniques fo segment foreground objects
from the scene background i. each frame.

It then analyzes the segmented video to create a symbolic
representation of the foreground objects ghd their movementoy

This symbolic record ofvideo content is referred fo as the video
‘meta-information’ (see FIG. 4). FIG. 4 showsthe progression of
the video data frames, the correspohding motion segmentation and
the corresponding meta-information. Thix meta-information ts
stored in the database in the form ofan annotated directed graph
appropriatefor later indexing and search.
The vision subsystem 13 records in the meta-information the size,
shape, position, time-stamp, and image of each object dm every
video frame. lt tracks each object through successive video frames,
estimating the instantancous velocity at each frame and
determining the path. of the object andits intersection with the
paths of other objects. li then classifies objects as moving of
stationary based upon velocity measures on their path. (Courtney
+758ool. 4, Hines 29 to ls; emphasis added.)

Applying the foregoing to the language of claim 1, as an illustrative example, the AVI
vision subsystem taught by Courtney

‘755 teaches the features of “detecting an object in a video

from a single camera,” “detecting a plurality of attributes of the object by analyzing the video
from said single camera,” and “the pluralityof attributes including at least one of a physical
attribute and a temporalattribute, each attribute representing 4 characteristic of the detected
object.” Further, as is discussed below,the querying functionality taught by Courtney ‘755
teaches the features of “selecting a newuser rule after detecting the plurality of attributes” and
“after detecting the plurality of attributes and after selecting the newuser rule, identifying an
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event of the object that is not one of the detectedattributes of the object by applying the new user

rule to the plurality of detected attributes,” recited by claim 1.

Additionally, Courtney ‘755 discloses that the AVI system “stores the output of the
vision subsystem--the video data, motion segmentation, and meta-information--in the database

15 for retrieval through the user interface 17,” and that “the user mayspecify queries on a video

sequence based upon spatial-temporal, event-based, and object-based parameters.” (Courtney
"755, col. 5, lines 4 to 11.) Courtney ‘755 describes, as an example, that “user may select a

region in the scene and specify the query ‘show meallobjects that are removedfrom this region
of the scene between 8 am and 9 am’.” (Courtney ‘755, col. 5, lines 12 to 14.) Further
disclosure regarding queries is reproduced below:

The AVI query engine retrieves video data from the database in
response to queries generated at the graphical user interface. A
valid query Y takes theform

Y=(C, 7, V, R, &)

where

Cis a video clip,

P=(tsub.i, subj) specifies a time interval within the clip,

Vis a V-object within the clip meta-information,

R is a spatial region in thefield ofview, and

E is an object-motion event.

The clip C specifies the video sub-sequence to be processed by the
query, and the (optional) values of T, V, R, and E define the
scope ofthe query. Using this form, the AVI system user can make
such a request as "find any occurrence of this object being
removed from this region of the scene between 8am and 9am."
Thus, the query engine processes Y by finding all the video sub-
sequences in C that satisfy, T, V, R, and E. (Courtney ‘755, col.
12, lines 41 to 60; emphasis added.)

Accordingly, at least in viewof the foregoing, Courtney ‘755 teachesthat “the plurality

ofattributes that are detected are independent of which eventis identified,” that “the step of

identifying the event of the object identifies the event without reprocessing the video,” and that

“the event of the object refers to the object engaged in anactivity”as recited by claim 1.

Moreover, as shown herein and the attached claim chart at Attachment L, Courtney‘755

discloses each of the features the Examiner identified as the basis for allowance,including

detecting an object in a video; detecting a pluralityofattributes of the object by analyzing the
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video, the plurality of attributes including at least one of a physical attribute and a temporal
attribute, each attribute representing a characteristic of the detected object; selecting a new user
rule after detecting the plurality of attributes; and after detecting the plurality ofattributes and
after selecting of the newuserrule, identifying an event ofthe object that is not one of the
detected attributes of the object by applying the new userrule to the plurality of detected

attributes; wherein the plurality of attributes that are detected are independent of which eventis
identified, and wherein the step of identifying the event of the object identifies the event without
reprocessing the video. Based on the foregoing, Requester has provided a showing ofa
substantial new question ofpatentability with respect to at least one of claims | to 7, 9 to 13, and
15 to 28 in view of Courtney ‘755.

As set forth in the appendedcharts at Attachment L, Courtney ‘755 discloses all of the
limitations of claims I to 7,9 to 13, and 15 to 28 of the ‘923 patent and therefore anticipates

claims 1 to 7, 9 to 13, and 15 to 28 of the “923 patent. Therefore, Requester proposes a ground
of rejection of claims 1 to 7, 9 to 13, and 15 to 28 of the ‘923 patent under 35 U.S.C. § 102(b) as
anticipated by Courtney “755.

F. Proposed Rejection 6: Claim 14 is unpatentable as obvious in view of Courtney
‘755 under 35 U.S.C. § 103{a)

Claim 14 is unpatentable as obvious in view of Courtney *755 under 35 U.S.C. § 103¢a).
in the ‘914 reexamination, the Office determined that claim 14 was obvious in view of Courtney
‘755 The rationale and supporting citations provided by the requester in the ‘914 reexamination
are substantially recited herein and inthe claim chart provide as Attachment M.

Although U.S. Patent No. 6,424,370, which issued from a divisional application related to
Courtney US, was cited in anInformation Disclosure Statement filed on December 30, 2009,
Courtney US wasnotcited during prosecution of the ‘923 patent and there is no indication the
Examiner appreciated the teachings of Courtney ‘755. Regardless,“a substantial new question
of patentability may be based solely on old art where the art is being presented/viewed in a new
light, or in a different way, as compared withits use in the earlier examination(s), in view ofa
material new argumentorinterpretation presented in the request. (See M.P.E.P. § 2242CD(A).)

Claim 14 depends from claim 9 and therefore includes all of the limitations included in
claim 9. The relevant teachings of Courtney “755 with regard to claim 9 are described in more
detail above, and the previous discussions of Courtney ‘755 are incorporated herein byreference.
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As set forth in Attachment M of the appended claim charts, Courtney “755 renders

obvious all limitations of claim 14 ofthe ‘923 patent. For instance, Courtney ‘755 makes no

limitation onthe time period in which the detected data in the database is stored. As such,

Requester submits that Courtney°755 inherently is configured to store at least someof the
plurality of attributes “for at least two months.” To the extent that an explicit time frame for
storing the data is required, Requester submits thatit would be obvious to modify Courtney
‘755% database to retain data “at least two months.” It would have been obviousto configure the

database of Courtney ‘755 to store the detectedattributes for a specified period of time (.g., “at
least two months”) for the well-known and expected benefit of optimizing data storage and/orto
maintain the detected attributes for a sufficient period of time to allowfor further processing or

review ofthe data to be performed (e.g., surveillance data is routinely maintained for a specified

period to allowlater detected activity to be investigated).
Moreover, modifying Courtney ‘755 in this manner is merely: (a) a combination of prior

art elements according to known methodsto yield predictable results; (b) a simple substitution of
one known element for another to obtainpredictable results; (c) a use of known technique to

improve similar devices in the same way, (d) application of a known technique to a known
device ready for improvementto yield predictable results; (€) obviousto try; and/or () known
work in one field of endeavor prompting variationsofit for use in either the same field or a

different one based on design incentives or other market forces since the variations are

predictable to one of ordinary skill in the art.
Based on the foregoing, Requester has provided a showingof a substantial new question

of patentablity with respect to claim 14 in view of Courtney ‘755. Therefore, Requester
proposes a ground of rejection of claim 14 ofthe ‘923 patent unpatentable under 35 U.S.C.§
103(a) as obvious in view of Courtney '755.

G. Proposed Rejection 7: Claims 1 te 7, 9 to 13, and 15 te 28 are anticipated by
Shotton et al. under 35 U.S.C. § 102(b)

Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shotton under 35 U.S.C.§ 102(b).
In the ‘914 reexamination, the Office determined that Shotton anticipated claims | to 7, 9 to 13,
and 15 to 28. The rationale and supporting citations provided by the requester in the ‘914

reexamination are substantially recited herein and in the claim chart provide as Attachment N.
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Shotton was not cited during prosecution ofthe ‘993 patent. Shotton is closer to the
subject matter of the ‘923 patent than any prior art that was relied upon during prosecution of the
‘923 patent, and Shotton provides new, non-cunwiative technical teachings that were not
otherwise provided im any prior art that was relied upon during prosecution of the ‘923 patent.

As set forth in Attachment N of the appended claim charts, Shotton teaches all of the
limitations of claims 1 to 7, 9 to 13, and 15 to 28 of the ‘923 patent.

For example, Shottonis directed to “a video analysis and content-based video query and
retrieval system for research videos.” (Shotton at Abstract.) Shotton describes a step ofobject
detection: “[ijmage processing is required initially to identify the discrete objects in each image
sequence, and to track the movement ofthese objects along the space/time axes.” (Shotton,
Section 2.) Shotton further states that “{s]pecific intrinsic metadata, resulting from intelligent
manual or automated analysis of the images or video frames, describe the spatial positions of
specific objects within images, and the spatio-temporal locations of objects and events within
videos.” (Shotton, Section 2.1.) Shotton provides a discussion of the analysis of moving
bacterial cell videos in Section 9.3 with reference to Figure 3, reproduced below:

These bacterial motility videos Contain large numbers of
‘characters’ (ihe bacteria), presenting & high level of complexity
for the analysis and metadata extraction. fh a first stage of the
analysis, an initial segmentationof the frame images is undertaken
with due regard for. the variations in background ihamination
between frames, using & dynamic thresholding procedure [8,10].
Subsequently, individual bacteria are identified using a growing
region algorithm, where bacterial “abjects” are built from an
initial seed point inside each bacterium. For each cell, we can
then caiculate its initial position, aren and orientation in space
(Figure 3a).

(Shotton, Section 2.3; emphasis added.)
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Figure 3. Automated identification and tracking of mobile

bacteria

The next siep is to track the movements of the cells (Figure 3b).
The tracking problem can be defined as one of recognising the
game object in consecutive frames of the video. The initial
algorithm used to solve this problemis simple, and relies on the
fact that any bacterium is likely to show a similar area and
orientation on adjacent framesof the video, and that its position in
any frame is likely to be close to that in the preceding frame.
Application ofthis algorithm results in bacterial trajectories from
which features such as speed, direction and curvature can be
extracted. However, since in the space between the microscope
slide and the overlying coverslip the individual bacteria are
swimming unrestricted in three dimensions, they may stray from
the narrow focal plane of the microscope objective lens and
become temporarily lost from view, and hence lost to the initial
segmentation and cell recognition algorithms, causing
fragmentation oftheir trajectories. Since for the scientific analysis
of bacterial movement is important to have trajectories as long as
possible, there is a need to link partial or broken trajectories into
longer and continuous ones. This is achieved by a post-processing
algorithm that checks, for every partial trajectory that ends,
whether there is another partial trajectory which is spatially
adjacent and which starts within an appropriate time interval (a
few frames later), that matches the first one in features such as
speed and direction, and the shape and size of the bacterium. Tf
these conditions are fulfilled, the two trajectories may be linked to
form a longer one (see Figure 3c).
For the rotating tethered bacteria, the iask of identifying the same
cell in successive video frames is obvidusly more straightforward,
and the salient features to record from such pidees are the
instantaneous speed, handedness and duration of each rotation,
accelerations and decelerations, the frequency of reversals, and
the duration ofstops.
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(Shottonet al., Section 2.3; emphasis added.)
Applyingthe foregoing ta the language of claim 1, as an illustrative example, the video

analysis process taught by Shotton teaches the features of “detecting an object in a video from a
single camera,” “detecting a plurality of attributes of the object by analyzing the video from said
single camera,” and “the plurality of attributes including at least one of a physical attribute and a
temporalatiribute, each attribute representing a characteristic of the detected object.” Further, as
is discussed below,the querying fonctionality taught by Shotton teaches the features of
“selecting a new user rule after detecting the plurality of attributes” and “after detecting the
plurality of attributes and after selecting the new user rule, identifying an event of the object that
is not one of the detected attributes of the object by applying the new user rule to the pluralityof
detected attributes,” recited by claim 1.

Additionally, Shotton discloses that “[t]he spatio-temporal attributes of the objects and
events detected in the previous steps must be properly organized in a searchable database, to
allow subsequent queries to locate particular cells, events or behaviours, correlated with changes
of environmental conditions.” (Shotton, Section 3.) Shotton further states that “[ojnce the
metadata database has been built, the system allows the following types of query to be made
concerning such videos” (Section 3) and provides several examples, including the following:

Examples of queries for videos of sieinuning bacteria are:
“Identify all the video: clips showing hactetia that swim at a
velocity of at least x Im pér second”, and. “Find me all video
sequences where, after the gdministration of drug A, the averagetumble frequency deorcases by more than 30%”. For the first
query, 4 simple selection permits identification of the video
frames containing all bacteria with @ speed, averaged over thepreceding 25frames (I's cand), above X pum per second (recordedas derived metadata in the spatio-temporal position table). The
second question requires @ calenlatien of the average tumble
frequency in the scenes before and after the drug administration,determined from the temporal information recorded for all
tumbles.

(Shotton, Section 3; some emphasis added.)
Shotton provides further disclosure regarding event detection with reference to Figure 4,

reproduced below:
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Figure 4. Event detection for assigning behaviour state
For example, for free swimming bacteria, the important events to
detect are changes between behavioural states, namely forward
swimming (Figure 4Aa), with all the flagella rotating counter-
clockwise, tumbling (Figure 4Ab), with the flagella rotating
clockwise, and stationary (Figure 4Ac). For each bacterium, the
system determines and stores specific intrinsic metadata relating
to such states (see Figure 4Bfor an example oftypical bacterium
tracking where five tumbling states are detected, marked with
boxes). The instantaneous velocity, the duration, direction and
curvature of individual trajectories, and the frequency, duration
and patterns of tumbles and stops, together with spatio-temporal
information form the metadata that locates these events or
actions within the video as a whole, and that can be used to
correlate them with details about the environmental conditions

pertaining at the time.

(Shotton, Section 3; some emphasis added.)

Shotton also states that, in response to a successful query,“a list ofpointers to videofiles

together with a set or ranges of frame numbers is returned by the system, allowing the video clips

matching the query to be recovered.” (Shotton, Section 3.)

Accordingly,at least in viewof the foregoing, Shotton teaches that “the plurality of

attributes that are detected are independent of whichevent is identified,” that “the step of

identifying the event of theobject identifies the event without reprocessing the video,” and that

“the event of the object refers to the object engaged in an activity” as recited by claim 1.

Moreover, as shown herein and the attached claim chart at Attachment N, Shotton

discloses each of the features the Examiner identified as the basis for allowance, including

detecting an object in a video; detecting a plurality of attributes of the object by analyzing the
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video, the plurality of attributes including at least one ofa physical attribute and a temporal
attribute, each attribute representing a characteristic of the detected object; selecting a new user
rule after detecting the plurality of attributes; and after detecting the plurality of attributes and
after selecting of the new user rule, identifying an event of the object that is not one of the
detected attributes of the object by applying the newuser rule to the plurality of detected
attributes; wherein the plurality of attributes that are detected are independent of which eventis
identified, and wherein the step of identifying the event of the object identifies the event without
reprocessing the video.

Based on the foregoing, Requester has provided a showing of a substantial new question
of patentability with respect to at least one of claims 1 to 7, 9 to 13, and 15 to 28 in view of
Shotton.

As set forth in the appended charts at Attachment N, Shotton disclosesall of the
limitations of claims 1 to 7, 9 to 13, and 15 to 28 of the ‘923 patent and therefore anticipates
these claims. Therefore, Requester proposes a ground of rejection of claims | to 7, 9 to 13, and
15 to 28 of the ‘923 patent under 35 U.S.C. § 102(6)as anticipated by Shotton.

H. Proposed Rejection 8: Claim 14 is unpatentable as obvious in view of Shotton
et al. under 35 U.S.C. § 183(3)

Claim 14 is unpatentable as obvious in view of Shotton under 35 U.S.C. § 103(a). In the
‘914 reexamination, the Office determinedthat claims 14 was obvious in view of Shotion. The
rationale and supporting citations provided by the requester in the ‘914 reexaminationare
substantially recited herein and in the claim chart provide as Attachment O.

Shotton was notcited during the prosecution ofthe ‘923 patent. Shotton is closer to the
subject matter of claim 14 of the ‘923 patent than any other prior art relied upon during
prosecution of the ‘923 patent, and Shotton provides new, non-cumulative technical teachings
that were not otherwise provided in anyprior art relied upon during prosecution of the ‘923

patent.

Claim 14 depends from claim 9 and therefore includesall of the limitations recited in
claim 1. The relevant teachings of Shotton with respect to claim 9 are described in more detail
above, and the previous discussions of Shotton are incorporated herein by reference.

Ag set forth in the claim chart provided at Attachment O, Shotton renders obviousall
limitations of claim 14 ofthe ‘923 patent. For instance, Shotton makes no limitation on the time
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period in which the detected data in the database is stored. As such, Requester submits that
Shotton inherently is configured to store at least some ofthe plurality of attributes “for at least
two months.” To the extent that an explicit time framefor storing the data is required, Requester
submits that it would be obviousto modify Shotton’s database to retain data “at least two
months.” It would have been obvious to configure the database of Shotton to store the detected
attributes for a specified period of time (e.g., “at least two months”) for the well-known and
expected benefit of optimizing data storage and/or to maintain the detected attributes for a
sufficient period of time to allow for further processing or review of the data to be performed
{€.., gurveillance/monitoring data is routinely maintained for a specified period to allow later
detected activity to be investigated).

Moreover, modifying Shotton in this manner is merely: (a) 2 combination of prior art
elements according to known methods to yield predictable results; (b) a simple substitution of
one knownelement for another to obtain predictable results; (c) a. use of known technique to
improve similar devices in the same way; (d) application of a known technique to a known
device ready for improvernentto yield predictable results; (c) obvious to try; and/or (f) known
work in one field of endeavor prompting variations of it for use in either the same field or a
different one based ondesign incentives or other market forces since the variations are |
predictable to one of ordinary skill in the art.

Based on the foregoing, Requester has provided a showing of a substantial new question
of patentability with respect to claim 14 in view of Shotton. Therefore, Requester proposes @
ground ofrejection of claim 14 of the ‘923 patent unpatentable under 35 U.S.C. § 103{a) as
obvious in view of Shotton.

I. Proposed Rejection 9: Claims 8 and 29 to 41 are unpatentableas obvious in
view of the combination of Shotten et al. and Brill et al. under 35 U.S.C. §
103(a)

Claims 8 and 29 to 41 are unpatentable in view of the combination of Shotton and Brill
under 35 U.S.C.§ 103(a). In the ‘914 reexamination, the Office deterrnined that claims 8 and 29
to 41 were obvious in view of the combination of Shotton and Brill. The rationale and
supporting citations provided bythe requesterin the ‘914 reexaminationare substantially recited
herein and in the claim chart provided as Attachment P.
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Although Brill was cited in an Information Disclosure Statement filed on December 31,
2009, Brill et al. was not relied upon during prosecution of the ‘923 patent and there is no
indication the Examiner appreciated the teachings of Brill et al. Regardless, “a substantial new
question of patentability may be based solely on old art where the art is being presented/viewed
in anew light, or in a different way, aS compared with its use in the earlier examination(s), in
view of a material new argument or interpretation presented in the request. (See M.P.B.P. 8
224201(A).)As stated above, Shotion was not cited during the prosecution of the ‘923 patent. The
combination of Shotton et al. and Brill is closer to the subject matter of claims 8 and 29 to 41 of
the ‘923 patent than any prior art that was relied upon during prosecution of the ‘923 patent, and
the combination of Shotton and Brill provides new, non-cumulative technical teachings that were
not otherwise provided in any prior art that was relied upon during prosecution of the ‘923
patent. Asset forth in the claim chart at Attachment P, the combination of Shotton and Brill
renders obviousall of the limitations of claims 8 and 29 to 41 of the ‘923 patent. The relevant
teachings of Shotionare described in more detail above, and the previous discussions of Shotton
are incorporated herein by reference.

As to Brill, Brill is directed to “automatic security systems employing computer image
processing for detecting complex events in a video sequence.” (Brill, col. 1, lines 11 to 13.)
Brill describes a surveillance/monitoring system with reference to Figure 1, reproduced below
with accompanying disclosure:
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FIG. 1 is a diagrammatic view of a surveillance oF monitoring
aystem 10 whieh embodies the present invention, and which isased monitor activity in a gelectedregionoY area. The monitoring
system 10 alse includes a camera anit 12, @& compnterweorkseation 13, which are aperatively coupled by @ newark
shown schematically at 14, The network 14 may be a local areanetwork, the interme? some other type of network, amodem link. or
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4 combination of these technologies. The computer workstation 13
may be a personal computer including a processor 17, a keyboard
18, a mouse 19 and a display unit 21.

(Brill at col.2, lines 42 to 52; emphasis added.)
According to Brill, “Ttihe basic system performsthree daia processing steps for every

image of a video sequence to recognize events. The three steps are detecting objects, tracking
objects, and analyzing the motion graph.” (Brill, col. 3, lines 24 to 27.) Brill provides the
following additional disclosure regarding objection detection and tracking:

Once objects are detected in a video image, the next step is to
track each object through the video sequence. This task is done
hy linking objects in the previous frame te their correspondingobjects in the current frame. Correspondence is established bymatehing objects with their nearest neighbors. The path of linkswhich follows a given abject through suevessive frames is called
an object's track. The objects and fheir tracks create @ directed
graph which represents tte history afthe motion of the objects ina video sequence. This directed grapit ts called a motion graph.
The goal of thix step jx fo create a imation graph for use by thenext step in event yeCcagniliye, (Brill, col. 3, lines 28 to 39;
emphasis added.)
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In FIG.2, the nineteen vertical lines FO through F18 each represent
a respective frame or image in a series of successive images fromthe video camera 12. In FIG. 2, the horizontal, dimension
represents time, and the vertical dimension represents onedimension of movement of an object within a two-dimensional
image. When an shject which was not previously present first
appears, for example at 31 or 52,it is identified ax an entrance oFENTERevent. When an object which was previously present is
found to no longer be present, for example ai §3 ar 34, ifsdesignated an EXIT event. If an existing abject splits into hve
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abjects, ane of which is moving and the other of which is
stationary, for exainple as at 57, it is designated a DEPOSIT
event, This would occur, for example, when @ person who is
carrying a briefcase sets it down on a table, and then walks away.
If a moving object merges with a stationary object, and then
continues to move while the stationary object disappears, GS at
58, it is designated a REMOVE event. This would correspond to a
situation where a person walks to 4 notebook resting on a table,
and then picks up the notebook and walks away.
(Brill, col. 3, line 60 to col. 4, line 13; emphasis added.)

Applying the foregoing to the language of claim 8, as an illustrative example, the
combination ofthe video analysis process taught by Shotton and the objection detection, object
tracking, and motion graph analysis capabilities taught by Brill teaches the features of “detecting
first and second objects ina video from a single camera” and “detecting a plurality of attributes
of each of the detected first and second objects by analyzing the video from said single camera,
each attribute representing @ characteristic of the respective detected object.” Further, asis
discussed below,the combination of the querying functionality taught by Shotton and the
complex event definition and detection functionality taught by Brill teaches the features of
“selecting anew user rule” and “after detecting the plurality of attributes, identifying an event
that is not one of the detected attributes of the first and second objects by applying the newuser
rule to the plurality of detected attributes,” as recited by claim 8.

Additionally, Brill provides the following disclosure relating to the selection of events
which make up a complex event with reference to Figure 6, reproduced below:
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The user can select which events are to form the complex eventvia
the dialog box interface illustrated in FIG. 6. The user selects the
eventtype, object type, time, location, and duration ofthe eventto
be defined using a mouse. The user can also select an action for
the system to take when the event is recognized. This dialog box
defines one simple event of the complex event sequence. An
arbitrary number of different simple events can be defined via
multiple uses of the dialog box. The illustration below shows a
dialog box defining an event called “Loiter by the door.” This
event is triggered when a person loiters any day of the week at any
time in the area near the door for more than 5 seconds. This event

will generate a voice alarm and write a log entry when the
specified event occurs. If the event is only being defined in order
to be used as a sub-event in a complex event, the user might not
check any action box. No action will be taken when the event is
recognized except to see if it matches the next sub-event in
another complex event activation or generate a new activation if
it matches thefirst sub-event in a complex event.

(Brill, col, 10, lines 39 to 58; emphasis added.)

Brill further teaches that, after simple events are defined, the user can define a complex

event as illustrated in Figure 7, reproduced below with accompanying disclosure:
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After one or mare simple events have beer defined, the user cant
define a caniplex event vie the dialog box illustrated in PIG. 7.
The user provided name ofthe complex event being definedis
sheownin the “Name:” dialog box. This user provided namé is used
in storing the definition of the complex event, This input screen.
presents two lists. The first list onthe leftisa serallinglist ofall
thé event ivpes that have been defined thus far, This list youll
generally include both user defined events and system primitive
events, The second list on te right is a list afthe sub-dvents of
the complex epent beg defined. The sub-event Hist is. initially
lank when defining a new complexevent. When the user double-
clicks with the left mouse button on.an itemin the event Hist onthe
left, tis added ag the nextitem in the sub-event list on theright.
Whenthe user double-clicks ‘with the right mouse button on an
item ii the event list on theleft, that item is also added to the sub-
event list on the right, but as a negated sub-event. The event name
is prefixed with a tilde (~) to indicate that the event is negated.
Jn the epper right corner afthe complex event definition dialog
hax is an optionmenu via whichthe userindicates how the sub-
events are fo be combined. The default selection is “ordered” to
indidate sequential processing af the sub-events. The other options
inelude “all” and “any.” Of “ail? ig selected; the complex evert
will be signaled ifall ofthe cub-évents are marched, regardless af
order. Such acomplex eventis sinyply the conjunction af the sub-
events. If “any” is selected, the complex event occurs if any af the
sub-events occurs. Such a complexevent is the disjunction ef the:
sub-ovents. At the bottom afthe dialog box, the user can select*

the action to take when the complex event IS recognized. The user
can save the entire set of event definitions toafile so that they may
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be read back in at a later time. Labeling of the objects involved in
ihe events as described above is not illustrated in this example.
(Brill, col. 10, line 59 to col. 11, fine 25; ernphasis added.)

Brill further discloses that “the surveillance systemCan be programmedto only generate
an alarm uponthe occurrence of a complex event nade up of a series of simple events.” (Brill,
col. 4, lines 27 to 2B) A description of the process for detecting a complex event is illustrated in
Figure 3, reproduced below with accompanying disclosure:
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FIG. 3 illustrates the process 300 for detecting complex events.
Once the user has defined the complex events and the actions totake when they occur, the event detection aperent aust pecogiice
these events as they occur infhe monitored area, For the purposesof this disclosure, assume & priori that the simple events can be
recognized and that the object savolvedin then: can be tracked(process blocks 301 and 302). The preferred embodiment uses themethod any suitable prior art technique, i order to recognize @
complex event, the system neust keep a record of the sub-eventsthat have secured thus far, and the abjects involved in them.
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Whenever the first sub-event in a complex event's sequence is
recognized (decision block 303), an activation for that complex
event is created (processing block 304). The activation contains
the ID of the object involved in the event, and an index, which is
the number of sub-events in the sequence that have been
‘recognized thus far. The index is initialized to 1 when the
activation is created (processing block 305), since the activation is
only created when the first sub-event matches. The system
maintains a list of current activations for each defined complex
event type. Whenever any new event is detected, the list of
current activations is consulted to see if the newly detected (or
incoming) event matches the next sub-event in the complex event
(decision block 306). If so, the index is incremented (processing
block 307), Ifthe index reaches the total number ofsub-events in
the sequence (decision block 308), the complete complex event
has been recognized (processing block 309), and any desired
alarm can be generated.

(Brill, col. 4, line 61 to col. 5, line 22; emphasis added.}

Accordingly, at least in view of the foregoing, the combination of Shotton and Brill

teaches that “the plurality of attributes that are detected are independent of which eventis

identified,” that “the step of identifying an event of the object comprises identifying a first event

of the first object interacting with the second object by analyzing the detected attributes of the

first and second objects, the first event not being one of the detected attributes,” and that “the

event of the object refers to the object engaged in an activity” as recited by claim 8.

A person of ordinary skill in the art at the time the alleged inventions claimed in claims 8

and 29 to 41 of the ‘923 patent were made would have been motivated to combine the features

provided by Shotton with the features of Brill in order to enhance the video analysis and content-

based video query and retrieval system of Shotton with the “user interface that enables someone

to define a complex event” taught by Brill. (Brill, col. 1, lines 43 to 44.) Moreover, combining

Shotton and Brill is merely: (a) a combination ofprior art elements according to known methods

to yield predictable results; (b) a siraple substitution of one known element for another to obtain

predictable results; (c) a use of known technique to improve similar devices in the same way; (d)

application of a known technique to a known device ready for improvement to yield predictable

results; (ce) obviousto try; and/or (f} known work in one field of endeavor prompting variations

of it for use in either the samefield or a different one based on design incentives or other market

forces since the variations are predictable to one of ordinary skill in the art.

54

Canon Ex. 1013 Page 59 of 96



Canon Ex. 1013 Page 60 of 96

Based on the foregoing and as set forth in the appended charts at Attachment P,
Requester has provided a showing of a gubsiantial question of patentability with respect to at
least one of claims 8 and 29 to 41 in view of the combination of Shotton and Brill.

Therefore, Requester proposes 4 ground of rejection of claims 8 and 29 to 41 of the ‘923
patent under 35 U.S.C. § 103(a) as unpatentable as obvious in view of the combination of
Shotton et al. and Brill et al.

J. Proposed Rejection 10: Claims 1 te 41are unpatentable as obvious in view ofthe combinationof Courtney :s94 and Brill et al. under 35 U.S.C. § 103(a)
Claims 1 to 41 are unpatentable in view of the combination of Courtney ‘584 and Brill

under 35 U.S.C. § 103{a). In the ‘914 reexamination, the Office determined that claims 1 to 41
were obviousin view of the combination of Courtney ‘384 and Brill, The rationale and
supporting citations provided by the requester in the ‘914 reexamination are substantially recited
herein and in the claim chart provided as Attachment Q.

Although Brill was cited in an Information Disclosure Statement filed on December 31,
2009, Brill et al. was not relied upon during prosecution of the ‘923 patent and there is no
indication the Examiner appreciated the teachings of Brill et al. Courtney ‘584 was cited in an
Information Disclosure Statement, but was not relied upon during the prosecution of the ‘923
patent and there is no indication of record that the Examiner appreciated the teachings of
Courtney “584. Regardless, “a substantial new question of patentability may be based solely on
old art wherethe art is being presented/viewed in a new light, or ina different way, aS compared
with its use in the earlier examination(s), in view of a material new argument of interpretation
presented in the request. (See MPEP. § 22420D(A).)As set forth in Attachment O,the combination of Courtney ‘584 and Brill teaches all of
the limitations of claims L to 41 of the ‘923 patent. The relevant teachings of Courtney ‘584 and
Brill are described in more detail above, and the previous discussions Brill are incorporated
herein by reference.For example, Courtney ‘584 is directed to “a method and apparatus for mapping the
physical position of an object from a video image to a map of a monitored area.” (Courtney
“584, paragraph (0001}.) According to Courtney ‘584“fal surveillance or monitoring system
may inchide a video camera which generates images of a monitored area or region, and a
computer which receives and processesthe images from the video camera.... Then an objectof
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interest is identified through

fromthe image to the map.” (Courtney

the

moving objectina successionofthe detected Images, and

analysis of the detected images,
the location of the objectis mapped

‘S84 paragraph [0002].) Further disclosure relating to
initial image processing is provided with reference to Figure 2, reproduced below:

arava
gee

 
 

 
 

FEE FGF
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FG. 36 FG

The initial processing of video irmages by wark- atation 13 willme

nowbedescribed with reference

video image produced by the video
toward an area: which, in {his
is be the comer of a room.
saved aga reference Mage. FIGURE |
that was obiained fron
after an object 41 kas beer

camera 12

example,
The vidde image of FIGURE 2A is

3B is a similar video image
the camera 12

to FIGURES 24-28and PIGURE
3. Morespecifically, FIGURE 2A is a diagrammatic view of a

when HS directed
has arbitrarily been selected

at @ later point in tint,
introduced inte the pronitered. area,

in thig case, the object 41 is a person,
who has walked inte the

earner of the room and thus into the Reld of view of the yileo
camera EF.

presence ofthe

The video camera 12is stationary,
difference between the images of FIGURES

person 4] in FIGURE 28.

andthus the single
34 and 2B is the

(Courtney“384, paragraph 28; emphasis added.)
Courtney ‘584 alsodeseribes

which identifies the path and movement of the object,
object

liselosure regarding motionanalysis is
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a capability ofthesystem for “identifying and tracking &
automatically savinginformation

the infyemation being retained-alter the

ig no ionger present ib the detectedimages.” (Courtney "584, paragraph FOOLS}. Farther
provided with reference to Figure 3, reproduced below:
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PEL PS Plo Plug Pla FH Ps fis Fire

5 FIG. 3

In FIGURE 3, the nineteen vertical lines FO through FI8 each
represent a respective frame or image in a series of successive
images from the video camera 12. In FIGURE 3, the horizontal
dimension represents time, and the vertical dimension represents
one dimension of movement of an object within a two-
dimensional image. Then an object which was not previously
present first appears, for example at 51 or 52, it is identified as
an “entrance” or “enter” event. When an object which was
previously present is found to no longer be present, for example
at 53 or 54, it is designated an “exit” event. Ifan existing object
splits into two objects, one of which is moving and the other of
which is stationary, for example as at 57, it is designated a
“deposit” event. This would occur, for example, when a person
who is carrying a briefcase sets it down on a table, and then walks
away.

if a moving object merges with a stationary object, and then
continues to move while the stationary object disappears, as at
38, if is designated a “remove” event. This would correspond to a
situation where a person walks to a notebook resting on a table,
and then picks up the notebook and walks away. (Courtney ‘584,
paragraphs 36 to 37; emphasis added.)

Applying the foregoing to the language of claim1, as an illustrative example,the

combination of the object identification and tracking capability taught by Courtney ‘584 and the

system of Brill discloses the features of “detecting an object in a video from a single camera”

and “detecting a pluralityof attributes of the object by analyzing the video from said single

camera, the pluralityof attributes including at least one of a physical attribute and a temporal

attribute, each attribute representing a characteristic of the detected object.” Further, as is

discussed below, the combination ofthe event selection and detection functionality taught by

Courtney ‘584 and the event recognition and alarm capabilities taught by Brill teaches the

features of “selecting a new user rule after detecting the plurality of attributes” and “after
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detecting the plurality of attributes and
after selecting the new user rule, identifying an event of

the object that is not one of the detected attributes of the object by applying the new user tule to
the plurality of detected attributes” as recited by claim 1.

Courtney‘584 further teaches that a user may indicate specific events to be detected with
reference to Figure 9, reproduced below with accompanying disclosure:

 

The web page of FIGURE 9 also includes an event selection box
136, which the operator can use to indicate that the imaging
processing section 27 is to check for @ specified event, and to
indicate what action is to be taken ifthe specified event occurs. In
this regard, the operator can use a mouse to select one of several
events identified im box 136, inchiding an enter event, an exit
event, a loiter event, 2 deposit event, a remove event, a move event,
a rest event, and a lightsout event. The event selection box 136
allows the user fo optionally restrict the monitoring for the
specified event to certain types of detected objects, including 4
person, & box, a briefcase, @ notebook, a computer monitor, anytype ofobject, orjust an unknown object. Event selection box 136
also allows the user to restrict the monitoring event to @
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particular region by identifying ls label letter, such as the region
132 identified by the labelletter “A”.
For certain events, the event selection box 136 allows the user to
specify a time duration in seconds. For example, if the user is
instructing the systent to monitor far a loiter event within a
specified region, the user may specify tat the loiter eventis to be
detected only if the specified abject renrains within the specified
region for a period afaf least five seconds, The event selection
box 136 also allowstheoperator to specily the action to be taken if
the specified event occurs, includihg anaudible beep, the creation
of a log entry on the hard disk drive 34, a pop-up windowon the
display 21 of the workstation —F3, ar 8 synthesized voice
announcement which indicates that the event of interest has
occurred, such as & synthesized announcement ofthe word “ioiter”.
It will be recognized that the event selection box 136 could be
modified to allow the identification af other events, abjects,
conditions, or actions. For example, actions could also include
making a phone call to a specified number such as that of a
security agency, oF sending an electronic mail message to a
specified electronic mail address.
(Courtney “584, paragraphs 70to 71; emphasis added.)

Accordingly,at least in view of the foregoing, the combination of Courtney ‘584 and
Brill teaches that “the plurality of attributes that are detected are independent of which event is
identified” that “the step of identifying the event of the object identifies the event without
reprocessing the video” and that “the event of the object refers to the object engaged in an
activity” as recited by claim 1.

A person ofordinary skill in the art at the time the alleged inventions claimed in claims 1
to 41 of the ‘923 patent were made would have been motivated to combine the features provided
by Courtney *584 and Brill in order to enhance the event selection and detection functionality
described by Courtney ‘584 with the user interface and event configuration functionalities of
Brill. Moreover, combining Courtney ‘584 and Brill. is merely: (a) a combination of prior art
elements according to known methodsto yield predictable results; (b) a simple substitution of
one known element for another to obtain predictable results; (c) a use of known technique to
improve similar devices in the same way; (d) application of a known technique to a known
device ready for improvement to yield predictable results; {e) obviousto try, and/or () known
work in onefield of endeavor prompting variationsofit for use in either the samefield or a
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different one based on design incentives or other market forces since the variations are
predictable to one of ordinary skill in the art.

Moreover, as shown herein and the attached claim chart at Attachment Q, the
combination of Courtney ‘584 and Brill discloses each of the features the Examiner identified as
the basis for allowancefor the 923 Patent claims, including detecting an object in a video;
detecting a plurality of attributes of the object by analyzing the video, the plurality of attributes
including at least one of a physical attribute and a temporalattribute, each attribute representing
a characteristic of the detected object; selecting a new user rule after detecting the plurality of
attributes; and after detecting the plurality of attributes and after selecting of the new user rule,
identifying an event of the object that is not one of the detected attributes of the object by
applying the new user rule to the plurality of detected attributes; wherein the plurality of
attributes that are detected are independent of which eventis identified, and wherein the step of
identifying the event of the object identifies the event without reprocessing the video.

Based on the foregoing and as shown in Attachment Q, Requester has provided a
showing of a substantial new question ofpatentability with respectto at least one of claims 1 to
Al in view of the combination of Courtney ‘584 and Brill. Therefore, Requester proposes a
ground ofrejection of claims 1 to 41 of the ‘923 patent under 35 U.S.C. § 103 (a) as unpatentable
as obvious in view of the combination of Courtney ‘584 and Brill et al.

Vil. EXPLANATION OF PERTINENCY AND MANNER OF APPLYING CITED
PRIOR ART TO EVERY CLAIM FORWHICH REEXAMINATIONIS
REQUESTED UNDER3? CFR § LATQ(D))

The claim charts appendedhereto as Attachments H to Q detail the manner of applying
the cited prior art to every claimfor which reexamination is requested as follows:
Attachment Hi: Claim Chart - Claims 1-41 are anticipated by Day-I under 35 ULS.C. § 102(0)
Attachment I: Claim Chart — Claims 14 and 35 are obvious in viewofDay-! under 35 U.S.C. §

103 |
Attachment J: Claim Chart ~ Claims 10, 19, 31 and 41 are obvious in view Of Day-I and Brill

under 35 U.S.C. § 103

Attachment K: Claim Chart - Claims 11 and 32 are obvious in view of Day-I and Day-I
Attachment L: Claim Chart - Claims | to 7, 9 to 13, and 15 to 28 are anticipated by Courtney

755 wnder 35 U.S.C. § 102(b)

60

Canon Ex. 1013 Page 65 of 96



Canon Ex. 1013 Page 66 of 96

Attachment M: Claim Chart— Claim 14 is obvious in view of Courtney ‘755 under 35 U.S.C. §
163

Attachment N: Claim Chart ~ Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shoitton
under 35 U.S.C. § 102(b)

Attachment O: Claim Chart — Claim 14 is obvious in view of Shotton under 35 U.S.C. § 103
Attachment P: Claim Chart — Claims 8 and 29 to 41 are obvious in viewof Shotton and Brill

under 35 U.S.C. § 103

Attachment Q: Claim Chart - Claims 1 to 41 are obvious in view of Courtney ‘584 andBrill
under 35 U.S.C. § 103

IX. COMMENTS ON PATENT QWNER’S AMENDMENT AND REPLY IN RELATED
PROCEEDING

A. Comments On Patent Owner’s Remarks
As also noted, Patent Owner submitted arguments in response to the Examiner’s rejection

of claims 1-41 in the Office Action in the “9 14 reexamination. Although Requester is not
required to address the arguments made in the now terminated ‘914 interpartes reexamination,
Requester submits the following comments for the Examiner’s consideration to the extent the
Patent Owner attempts to present similar arguments in connection with this requested ex parte
reexamination proceeding.

Requester disagrees with each purported distinction Patent Owner attempted to raise with
respect to the art applied to reject claims 1-41 in the ‘914 reexamination proceeding. As to each
limitation, Applicant submits that the description of the substantial new question of patentability
provided above and as set forth in the appended claim charts, in addition to the Office’s rejection
of these claimsin the ‘914 reexamination, demonstrates that the claims remain unpatentable and
that the grounds of rejection were proper. Below, Requester provides specific comments on
some of the arguments raised in the Patent Owner’s July 6, 2012 Amendmentand Reply. To the
extent a particular argumentis not directly addressed in the remarks below, Requester does not
intend to concede it is meritorious, but instead refers the Examinerto the corresponding
disclosure for the claim elements at issue identified in the appended claim charts and the
discussion above.
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1. Courtney {755

a) Disclosure ofIndependence-based Events

In the July 6, 2012 Amendment and Replyin the ‘914 reexamination proceeding, Patent
Owner challenged Courtney ‘755’s disclosure ofthe claim 1 feature “identifying an event of the
object that is not one of the detected attributes of the object by applying the new user rule to the
plurality of detected attributes; wherein the plurality of attributes that are detected are
independent on which eventis identified.” Patent Owner characterized Courtney “755 as an
“event-indexing” system, which allegedly does not disclose “independence-based elements of
the claims of the ‘923 Patent” because Courtney ‘755 “can only search for events if the event
itself has been indexed.” Patent Owner then asserted that “the events queried for via the user
interface 17 and/or scanned for by the event scanner 103 are the very same events detected by
the vision subsystem.” (914 reexamination, August 27, 2012 Amendment and Reply at 8-9. }

Initially, Requester notes the “event-indexing” functionality of Courtney “755 pointed to
by Patent Owner is not a valid distinction vis-a-vis the claim language. Rather, Courtney
discloses indexing of meta-information by marking the occurrence of certain events to create
additional video primitives or attributes in much the same way described in the “923 Patent:
    SSeS SA ‘ S SSS : Ss' Finally, the vision subsystem 13 scans through |Avideo primitive refers to an observable| the meta-information and places an index mark | attribute of an object viewed in a video feed.
| at each occurrence of eight events ofinterest: | Examples of video primitives include the
| appearance/disappearance, deposit/removail, following: a classification; a size; a shape; a
| entrance/exit, and motion/rest of objects....For | color; a texture; a position; a velocity; a speed;3

| example, a moving object that "spawns"a | at internal motion; a motion; a salient to
| stationary object results ina “deposit” event. | motion; a feature o f a salient motion; a scene
| A moving objectthat intersects and then | change; a feature of a scene change; and a pre-

removes a stationary object results in a i defined model. (‘923 Patent at 7:6-12.)
: "removalevent. (col. 4, 1. 62 to col. 5, 1.3;
| emphasis added.) A motionrefers to any motion that can be
| | automatically detected. Examples of a motion
| Eight events ofinterest are defined to designate | include: appearance ofan object;
| various motion events in a video sequence. | disappearance afan object: a vertical
| Appearance--An object emerges inthe scene. | movement ofan object; a horizontal
Disappearance--An object disappears from the | stoventent ofan abject; anda periodic

: scene. movement of an object. (col. 7, ll. 37-41;
—_ | emphasis added.)
| Motion--Anobject at rest beings to move.(col. |
| 10, 11. 50-60; emphasis added.) |

  
q}

S AWNRK a
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 Lams  Se..
  

 
 

 SNSENSNSELENSSRNWERKRRSi
 WS

oO\  SSS258  Eight events of interest are definedto designate | A salient motion refers to any motion=can
i various motion events in a video sequence.
| Entrance--A moving object enters in the scene.
Exit--A moving object exits from the scene.

Motion--An object at rest beings to move.(col.
10, LL. 50-60; emphasis added.)

Eighteventsofinterestare defined to designate|YAscene‘changereferstoany region‘ofascene
: various motion events in a video sequence.
: Deposit--An inanimate object is added to the

scene.

' Removal--An inanimate object is removed
' from the scene.

‘ Rest--A moving object comes to a stop. (col.
10, 11. 50-57; emphasis added.}
 

Courtney

be automatically detected and can be tracked
for some period of time. Such a moving object
exhibits apparentlypurposeful motion.
Examples of a salient motion include: moving
Jrom oneplace to another; and moving to

| interact with another object. (col. 7, 11 42-47;

_ emphasis added.)

that can be detected as changing over a period
of time. Examples of a scene change include: |
an stationary object leaving a scene; an object |

| entering a scene and becoming stationary.
: (col. 7, 1. 66 to col. 8, 1. 4; emphasis added.)  

“755 further notes that the vision subsystem 13 “stores the output of the

subsystem--the video data, motion segmentation, and meta-information--in the databaseretrieval

through the user interface 17.” (Courtney “755,col. 5, lines 4 to 11.) As in the ‘923 patent,

Courtney discloses that a user may “specify queries on a video sequence based upon spatial-

temporal, event-based, and object-based parameters” using the user interface 17. (Courtney ‘755,

col.

aeis set forth below:NS SSS aauser mayae=onaaevent discriminator refers to one or more
video sequence based upon spatial-temporal,
event-based, and object-based parameters.

(col.5, IL 9-11.)
For example, the user may select a regionin

: the scene and specify the query “showmeail
' the object that are removed from this region of

the scene between 8 am and 9 am.”(col. 5, il.
Det

5, 11. 9-11.) A comparison of the querying functionality of Courtney ‘755 and the ‘923

objects optionally interacting with one or more |
spatial attributes and/or one or more temporal
attributes.(col.7,IL 2-5.) _.

For example, an eventdiscriminator can be
looking for a “wrong way”eventas defined by |
a person travelling the “wrong way”into an
area between 9:00 am and 5:00 pm. (col. 11,

Thus, Courtney ‘755 describes the detection ofattributes and determination of events by

analyzing the detected attributes exactly as set forth and claimed in the ‘923 patent.
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With respect to Patent Owner’s claimthat Courtney “775 “can only search for events if
the eventitself has been indexed,” Requester disagrees. Courtney does disclose querying for an

event that is not an attribute determined by the vision subsystem by analyzing a combination of

the received attributes determined, including a V-object, which contains “thelabel, centroid,

bounding box, and shape mask ofits corresponding region, as well as object velocity and
trajectory information bythe tracking process” of a real-world object (see Courtney, col. 7, Il.
56-60; emphasis added). Additionally, Courtney ‘775 discloses an object-motion event E. The
system of Courtney does so by filtering the video primitives (i.¢., attributes) in the same manner
performed by the ‘92 Se SESS.

The AVI query engine
| from the database in response to queries
: generated at the graphical user interface. A
| valid query Y takes the form
'-Y=(C, T, V, R, E), where

C is a video clip,
T =(Ti, Tj) specifies a time interval within the

_clip,
Vis a V-object within the clip meta-

: information,
| R is a spatial region in the field of view, and

E is an object-motionevent.
| The clip C specifies the video sub-sequence to
| be processed by the query, and the (optional)
| values of T, V, R, and E define the scope of
| the query. Using this form, the AVI system
user can make such a request as ‘find any

| eceurrence ofthis object being removed rom
: this region ofthe scene between 8am and
| 9am.’ Thus, the query engine processes Y by
\ finding all the video sub-sequences in C that
satisfy T, V, R, and E, (Courtney *755, col.

| 12, lines 41 to 60; emphasis added.)

 
 

 
 
 

 
SS SE an SESS SSS

‘In block 44, event occurrences are extracted
from the video primitives using event

| discriminators. The video primitives are
' determined in block 42, and the event
| discriminators are determined from tasking the |
| system in block 23. The event discriminators
are used to filter the video primitives to
determine ifany event occurrences occurred.

: For example, an event discriminator can be |
| looking for a “wrong way" event as defined by
| a person traveling the "wrong way"into an
area between 9:00 a.m. and 5:00 p.m. The
event discriminator checks all video primitives |

' being generated according to FIG. 5 and
determines ifany video primitives exist which |

| have thefollowingproperties: a timestamp
between 9:00 a.m. and 3:00p.m., @
classification of "person" or "group of

' people", a position inside the area, and a
"wrong" direction ofmotion. (col. 10, 1. 63 to |

i col. 11, 1.9; emphasis added)

aa ye

 
In its response in the ‘914 reexamination proceeding, Patent Owner provided no

explanation as to howthe “spatial attributes” and “ternporal attributes” disclosed in the “923
Patent differ from the corresponding attributes in Courtney ‘755, or how the events could be

independent of the detected attributes when detected by the ‘923 Patent, but not independent
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whenthe events are determined by Courtney “755. As noted above, Courtney expressly
discloses attributes including size, shape, position, time-stamp, and image of each object in every
video frame, instantaneous velocity at each frame and determining the path ofthe object andits
intersection with the paths of other objects. The event determination in the ‘923 patent relies on
these same attributes, including size, shape, position, trajectory, speed and direction ofmotion,
classification, object descriptors including, carrying an object, and colliding among multiple
objects. Courtney ‘755 also determines the same events based on these attributes, such as
appearance and disappearance of an object, object motion, movementto a specified location,
interaction with another object, and object deposit and removal events. Further, Courtney ‘755
expresslyteaches that these same attributes are used to determine events specified by a user rule
without any reprocessing of the video required.

Moreover, “[d]uring reexamination, claims are given the broadest reasonable
interpretation consistent with the specification and limitationsin the specification are not read
into the claims”as set forth in M.P.ELP. § 2258((G). Courtney ‘755 discloses that a user may
formulate queries based upon spatial-temporal, event-based, and object-based parameters (see
Courtney ‘755, col. 5, 11. 9-11) once the meta-information is stored in the database 15, and the
vision subsystem 13 detects the events prior to the user formulating its query. The determination
of attributes by the vision subsystem 13 is thus necessarily performed “independent” of whatever
queries the user will later select using the user interface 17. Indeed, claim 1 does not require the
events identified by a new user rule to be new, different events from the attributes previously
detected and recorded. Rather, the claim language requires that an identified event is not one of
the detected attributes of the object.

Further, to the extent Patent Owner contends that claim1 requires than an event
identified by a query must be different from the events previously stored, Requester disagrees.
Any eventlater identified must be a part of video clips previously recorded, i.¢., a part of
previously recorded events. Thus, even according to claim 1, any event identified by a newuser
rule is represented in the form of a video clip that was previously recorded. Thus, to argue that
the claim requires that an event identified by a query should bedifferent from the events
previously stored is not only an improper interpretation of the claim, but such an argument would
also not supported by the “923 Patent specification.
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In addition, the query “show meall the objects that are removed from this region of the

scene between 8 am and 9 am”specified by the user as set forth in Courtney ‘755 would

corresponds to an “event” as recited in the ‘923 patent claims because the query allows an object

engaged in an activity to be identified. In performing such a query,the system of Courtney ‘755
would analyzeattributes including spatial-temporal, event-based, and object-based parameters.

Clearly, the query itself is different from the parameters themselves, further demonstrating that

Patent Owner’s attempt to distinguish Courtney “755 on the basis that an event identified by a

query must be “different from the events previously stored” lacks merit.

b) Disclosure ofObjects Engaged in Activities

In its response to the Office Actionin the ‘914 reexamination, Patent Owner disputed the

‘presence in Courtney ‘755 of the claim feature “wherein the event of the object refers to the

object engaged in an activity.” Given its broadest reasonable interpretation, the detected events

of objects in Courtney ‘755 are plainly “engaged in activity” in the same manner as the objects

of the ‘923 Patent are—in activities:  

  
 

Furthermore“etonemay;specify queries ona | AncoonSnreferstto one or more
| video sequence based upon spatial-temporal, | objects optionallyinteracting with one or more |

event-based, and object-based parameters. spatial attributes and/or one or more temporal
(col.5, T. 9-11.) ___| attributes. (col.7, IL 2-5.) et

| For example,‘theusermay select a region in|Foreexample, an event discriminatorcanbe
the scene and specify the query “showmeall looking for a “wrong way” event as defined by |
the objects that are removed from this region of | a person travelling the “wrong way”into an
the scene between 8 am and 9 am.” (col. 5, IL | area between 9:00 am and 5:00 pm. (col. 11,

|12-14) 14)
Thisisunderscoredbytheexplicit definitionsthe “923Patentprovidesfortheclam

terms “object,” “activity,” and “event”:

An “object” refers to an item of interest in a video. Examples of an
object include: a person, a vehicle, an animal, and a physical
subject.

An “activity” refers to one or more actions and/or one or more
composites of actions of one or more objects. Examples of an
activity include: entering; exiting; stepping; moving; raising;
lowering; growing; and shrinking.
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An “event” refers to one or more objects engaged in an activity.
The event may be referenced with respect to a location and/or a
time. (6923 Patent at col. 3, HL. 27-46; emphasis added.}

Further, Requester disagrees with Patent Owner’s contention in the ‘914 reexamination
Amendment and Reply that Courtney ‘755 does not disclose detecting a “physical attribute.”
Physical attributes are in fact among the specific meta-information recorded by the vision
subsystem of Courtney ‘755:

The vision subsystem 13 records in the meta-information the size,
shape, position, time-starmp, and image of each object in every
video frame. It tracks each chject through successive video
frames, estimating the instantaneous velocity at each Trame and
determining the path of the object and its. intersection with the
paths of other objects. It then classifies objects as moving or
stationary based upon velocity measures on their path. (Courtney
“755, col. 4, Il. 45-52.)

¢) Disclosure ofSelecting a New User Rule After Detecting a Plurality of
Attributes

With respectto the feature of “selecting a new user rule after detecting the plurality of
attributes,” the queries of Courtney ‘755 are “newuser niles” in the same sense of the claims
require and norestriction is placed on when the user rule/query is “selected”:

The AVI query engine retrieves vided deta from the database m
response to. queries generated at the graphical user interface, A
valid query Y takes the form ¥e(C, T, V, RB. E}, where
C is a video clip,

T =(Ti, Tj) specifies a time interval within the clip,
Vis a V-object within the clip meta-information,
R is a spatial region in the field of view, and
E is an object-motion event.

The clip C specifies the video sub-sequence to be processed by the
query, and the (optional) values of T, V, R, and E define the scope
of the query. Using this form, the AVI system user can make such
a request as ‘find any occurrence of this object being removed
from this region of the scene between 8am and 9am.’ Thus, the
query engine processes Y by finding all the video sub-sequences im
C that satisfy, T, V, R, and E.

(Courtney ‘755 at col. 12,lines 41 to 60.)

67

Canon Ex. 1013 Page 72 of 96



Canon Ex. 1013 Page 73 of 96

The system stores the output of the vision subsystem--the video
data, motion segmentation, and meta-information--in the database
15 for retrieval through the user interface 17 .... [T]he user may
specify queries on a video sequence based upon spatial-temporal,
event-based, and object-based parameters. For example, the user
may select a region in the scene and specify the query ‘show meall
objects that are removed from this region of the scene between 8
am and 9 am’.

(Courtney°755 at col. 12, lines 41 to 60.)

Courtney thus plainly discloses this limitation for the reasons set forth in the appended

claim charts.

a) Independent claims 9, 20, and 22

In its Amendment and Reply in the ‘914 reexamination, the Patent Owner’s alleged

distinctions for these additional independent claims was substantially the same as provided for

claim 1. For similar reasons as set forth above, Requester submits that these arguments, to the

extent presented again in connection with the requested ex parte proceeding, lack merit forat

least the same reasons discussed above.

2. Shotton

a) Disclosure of “independence-based” elements

In its Amendment and Replyin the ‘914 reexamination, the Patent Owner contended that

Shotton does not disclose the feature of claim | that recites “identifying an event ofthe object

that is not one of the detected attributes of the object byapplying the newuserruleto the

plurality of detected attributes; wherein the plurality ofattributes that are detected are

independent of which eventis identified.” (914 reexamination, Amendment and Reply, pp. 12-

14.)

As with Courtney ‘755, the premise of Patent Owner’s attempted distinction in the ‘914

reexamination proceeding appears to be the fact that detected attributes are stored in a database

prior to allowing for queries of the database to locate particular events (e.¢., “Shotton discloses

that after events have been identified and stored as metadata in a video metadata database, the

stored events may be queried to locate (.e., identify particular events.”) (914 reexamination,

Amendment and Reply at p. 13).
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Should this argument be repeated, Requester disagrees with the contention that Shotton

does not disclose these features. First, the claim language does not require events identified by

the “new user rule” to be new, different events from the events previously detected and recorded

by the system. Rather, the claim only requires that an identified event is net one ofthe detected

attributes of the object. In Shotton, an exemplary event identified by a query is “all the video

clips showing bacteria that swim at a velocityof at least x mm per second.” This eventis clearly

not an attribute of the objects (bacteria), such as metadata representing, for example, spatio-

temporal attributes of the objects:

Once the metadata database has been built, the system allows the
following types of query to be made concerning such videos.

Examples of queries for videos of swimming bacteria are: ‘Identify
all the video clips showing bacteria that swim at a velocity of at
least x mm per second’, and Find me all video sequences where,
after the administration of drug A, the average tumble frequency
decreases by more than 30%’. For the first query, a simple
selection permits identification of the video frames containing all
bacteria with a speed, averaged over the preceding 25 frames (1
second), above x mm per second (recorded as derived metadata in
the spatio-temporal position table). The second question requires a
calculation of the average tumble frequency in the scenes before
and after the drug administration, determined from the temporal
information recorded for all tumbles.

(Shotton, Section 3}

Further, to the extent Patent Owner contends that claim| requires than at event identified

by a query mustbe different from the events previously stored, Requester disagrees. Any event

later identified must necessarily be a part of video clips previously recorded, i.e., a part of

previously recorded events. Thus, even according to claim 1, any event identified by a newuser

rule is represented in the form of a video clip previously recorded. Thus, to argue that the claim

requires that an event identified by a query should be different from the events previously stored

is not only animproper interpretation of the claim butis also not supported by the “923 patent

specification.

As to whether the attributes of Shotton are “independent ofwhich event is identified,”

Shotton plainly discloses the attributes are detected and recorded as metadata without any

consideration ofwhich event is to be later identified by a user query. The above cited quotation
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in fact describes such independence (e.g., tumble speed decreasing by a specified percentage, all
clips meeting a minimum velocity criteria.) Thus, the detected attributes in Shotton are, in fact,
independent of which event is identified.

Under its broadest reasonable interpretation, Shotton plainlydiscloses the features of
“identifying an event of the object that is not one of the detected attributes of the object by
applying the new user rule to the plurality of detected attributes; wherein the plurality of
attributes that are detected are independent of which event is identified,” as well as all other
limitations of claim1.

b) Disclosure ofthe physical attributes independentofthe event
In the ‘914 reexamination proceeding, Patent Owner contended that Shotton fails to

disclose “physical attributes” (‘914 Reexamination, Amendment and Reply, pp. 15-16.)
Requester disagrees, as Shotton in fact describes numerous physical attributes that are detected:

The next step is to track the movements of the cells (Figure 3b ).
The tracking problem can be defined as one of recognising the
game object in consecutive frames of the video. The initial
algorithm used te solve this problem is simple, and relies on the
fact that any bacterium is likely ‘to show a similar area and
orientation on adjacent frames of the video, and that its position in
any frame ig Hkely to be clase to that in the preceding frame.
Application of thisalgorithm results in bacterial trajectories from
which features such. as speed, direction and curvature can be
extracted. (Shatton, Section 23)

For the rotating tethered bacteria, the taskof identifying the same
cell in successive video frames 58. obviously more atraightiorward,
and the salient features to record fram such videos are the
instantaneous speed, handedness and duration of each. rotation,
accelerations and decelerations, theprequency of reversals, and
the duration ofstops. (Shotton, Section 2.3)

Events “independent” of these attributes are subsequently identified by user query in the
manner explained above. Thus, Shotton does disclose the claimed physical attributes being
independent ofthe event.
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c) Disclosure ofthe “single camera”

Claim 1 merely requires that the object is detected in a video “from a single camera.”
This simply requires that the source ofthe video is the camera. Shotton describes a “video

camera” as the source of the video that the system analyzesto detect objects, and perform the
other analysis required by claim 1:

The real time bacterial motility video recordings that we have
analysed were made in the laboratory of Professor Judy Armitage.
The commercial system presently in use in that laboratory for the
analysis of bacterial motility [9] has severe limitations in the
number of bacteria that can be simultaneously tracked, and extent
of the data that is analysed and stored, both problemsrelated to the
fact that it is designed to work with limited hardware resources in
real time direct from a video camera or a videotape. (Shotton,
Section 2.3.)

Even without this indication of the “video camera” as the source ofthe video, it would
have been obvious to incorporate a video camera to provide the video. See, e.g, Attachment O
demonstrating obviousness of claim 14 in view of Shotton.

d) Independent Claims 9, 20, and 22

In its Amendment and Reply in the ‘914 reexamination proceeding, Patent Owner’s
alleged distinctions for independent claims 9, 20 and 22 are substantially the same as thoseit
provided for claim 1. For similar reasons as set forth above, Requester submits that such

argument lack merit and should be rejected in presented again in the requested ex parte
reexamination.

3. Brill

a) Claim 8

In the “914 reexamination proceeding, the Patent Owner challenged the rejectionof claim
8 as obvious in view of Shotton and Brill on the following grounds.

With respect to Shotton, Patent Owneralleged that the “querying functionality of Shotton
would not have suggested ‘identifying an event that is not one ofthe detected attributes ofthe

first and second objects by applying the newuser rule to the plurality of detected attributes’ or

having the plurality of detected attributes be ‘independent of which eventis identified,’ as
required by claim 8.” (914 reexamination, Amendment and Reply,p. 22.) In so doing, Patent
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Owner merely referred to the argumentsit previously made as to Shotton and claim 1. Requester
submits that these attempted distinctions as to Shotton lack merit for the reasons discussed
above.

As to the Brill patent, Patent Owner presented a number of arguments regarding features
not allegedlydisclosed by Brill. First, Patent Owner arguedthat Brill fails to disclose
“identifying an eventthat is not one ofthe detected attributes ofthe first and second objects by
applying the new userrule to the plurality of detected attributes” and that “the plurality of
attributes that are detected are independent of which eventis identified.” (914 reexamination,

Amendment and Reply, p. 23.)

Should such arguments be presented again, Requester submits that they should not be
considered persuasive. According to Brill, “[t}he basic system performs three data processing
steps for every image of a video sequence to recognize events. The three steps are detecting
objects, tracking objects, and analyzing the motion graph.”(col. 3, lines 24 to 27; see additional
disclosure at col. 3, 11. 28-39, col. 3, 1. 60 to col. 4, 1. 13, and Figure 2.) Brill further discloses
that “the surveillance system can be programmed to only generate an alarm upon the occurrence

of a complex event made up ofa series ofsimple events.” (col. 4, lines 27 to 29, emphasis
added.) Brill provides the following disclosure relating to the selection of events which make up
a complex event with reference to Figure6, reproduced below:

ASSN

perceElioE[bristonse "Ficclepoct Blew object CluninownnOIAEAttnnnSARA 
72

Canon Ex. 1013 Page 77 of 96



Canon Ex. 1013 Page 78 of 96

The user can select which events are to form the complex event via
the dialog box interface illustrated in FIG. 6. The user selects the
event type, object type, time, location, and duration ofthe event to
be defined using a mouse. The user can also select an action for
the system to take when the event is recognized. This dialog box
defines one simple event of the complex event sequence. ...1f the
event is only being defined in order to be used as a sub-event in a
complex event, the user might not check any action box. No action
will be taken when the event is recognized except to see if it
matches the next sub-event in another complex event activation
or generate a new activation if it matches the first sub-event in a
complex event, (col. 10, I. 39 to 58; emphasis added.)

Brill further teaches that, after simple events are defined, the user can define a complex
event as illustrated in Figure 7, reproduced below with accompanying disclosure:

Lolter by the door
Beposlt/Remeva
leave fhe compuler i}

Loiter by the phone |
Enter

Lighis On/Oll
emoniter!

Bassas

hetions:Chto2BorCi‘BiowiBho 
“FIG. 7

After one or more simple events have been defined, the user can
define a complex event via the dialog box illustrated in FIG. 7...
Thefirst list on the left is a scrolling list ofall the event types that
have been defined thus far. This list will generally include both
user defined events and system primitive events. The second list
on the right is a list of the sub-events of the complex event being
defined. The sub-eventlist is initially blank when defining a new
complex event. When the user double-clicks with the left mouse
button on an item in the event list on the left, it is added as the
next item in the sub-event list on the right. When the user double-
clicks with the right mouse button on an item in the event list on
the left, that item is also added to the sub-eventlist on the right, but
as a negated sub-event. The event name is prefixed with a tilde (~) -
to indicate that the event is negated.
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In the upper right corner of the complex event definition dialog
box is an option menu via which the user indicates how the sub-
events are to be combined. The default selection is “ordered" to

indicate sequential processing of the sub-events. The other options
include "all" and “any."...At the bottom of the dialog box, the user
can select the action to take when the complex event is
recognized, (col. 10,1. 59 to col. 11, 1.22; emphasis added.)

This clear disclosure of detection of the “complex event” detection satisfies the claim

requirements. Asto “identifying an event that is not one of the detected attributes ofthe first and

second objects by applying the newuserrule to the plurality of detected attributes,” Brill

provides for identifying complex events, such as the “the car-bombing scenario,” “THEFT,” and

“CRIME-SPREE”events, which are “evenis”that are not the “detected attributes.” (See Brill at

col. 3, ll. 28-49, describing event recognition based on analysis of detected object attributes in

motion graph.) Brill plainlysatisfies this claim requirement, and as explained above with

respect to Shotton, the attributes are necessarily recorded without any consideration of which

eventis to be later specified by a user query. Thus, the events are “independent,” in the sense the

claims require it, from the detected attributes. For similar reasons, Brill discloses “the plurality

of attributes that are detected are independent of which eventis identified.”

b) Claims 29 and 30

Patent Owner’s arguments in the ‘914 reexamination with respect to dependent claims 29

and 30 were substantially the same asset forth for claim 8. Requester submits that, to the extent

such arguments are presented again, those arguments should be found unpersuasive for similar

reasons to those discussed above.

c) Dependent Claim 39

Dependent claim 39 requires “the plural attributes detected by the means for detecting are

defined in the video device independentofa selection of the detected plural attributes.” This

claim literally requires nothing more than the detected attributes being stored (defined) in some

fashion prior to a subsequent “selection” ofthose detected attributes,i.c., for the purpose of a

user query. Both Shotton and Brill disclose this functionality, as described in the appended

claim charts at AttachmentP.
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4. Courmev ‘584 in view of BrilleeNePnrnmnt

In the ‘914 reexamination proceeding, Patent Owner challenged the rejection of claims1-
41 as obvious in view of the combinationof Courtney ‘584 and Brill on the groundsthat the
references allegedly failed to disclose the “independence-based elements.” (‘914 reexamination,
Amendment and Reply,p. 26.) |

If similar arguments are presented in the requested ex parte reexamination, Requester
submits that they should be rejected. As to Courtney ‘584the reference discloses numerous
instances where attributes of objects are initially detected and then an “event”is identified:

In FIGURE 3, the nineteen vertical lines FO through F18 each
represent a respective frame or image in a series of successive
images from the video camera 12. In FIGURE 3, the horizontal
dimension represents time, and the vertical dimension represents
one dimension of movement of an object within a two-
dimensional image. Then an object which was not previously
present first appears, for example at 51 or 52,it is identified as an
“entrance” or “enter” event. When an object which was previously
present is found to no longer be present, for example at 53 or 54,it
is designated an “exit” event. If an existing object splits into two
objects, one of which is moving and the other of which is
stationary, for example as at 57, it is designated a “deposit” event.
This would occur, for example, when a person whois carrying a
briefcase sets it down on a table, and then walks away.

If a moving object merges with a stationary object, and then
continues to move while the stationary object disappears, as at 58,
it is designated a “remove” event. This would correspond to a
situation where a person walks to a notebook resting on a table,
and then picks up the notebook and walks away. Three other types
of events, which are not specifically illustrated in FIGURE 3, are a
“rest” event, a “move” event, and a “tightsout” event. A rest event
occurs when a moving object comes to a stop but continues to be
present without moving. A practical exampleisa situation where
the objects being monitored are vehicles in a parking fol, and a.car
pulls into a parking space aryl thereafter remains stationary. A
move event occurs when a detected object which has been
stationary begins moving again, for example whena car that has
been parked begins moving. A “lightsout” event occurs whenthe
entire detected image suddenly changes, tor example when the
lights in a monitored room are turned out and the room besomes
dark. A “lightsout” event can be detected without ali of the image
processing described above in association with FIGUREs2 and 3.
(Courtney ‘584 at paragraphs 36 to 37.)
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As explained above, the claim language does not require that the events identified by the
user rule to be new, different events from the attributes of the object detected previously. Rather,
the claims onlyrequire that an identified event is not one of the detected attributes of the object.
Such examples inthe case of Courtney ‘584 include the “remove” event and the “deposit” event,
in which the identified event is separate from the mere detection of object attributes, such as
object location and movement. Thus, Courtney °584, ag well as Brill, discloses the
“independence based”limitations of the ‘993 Patent claims, as properly considered under the
broadest reasonable interpretation standard.

With respect to Patent Owner’s comments regarding the features of “selecting a new user
rule after detecting the plurality of attributes” (claims 1-7 and 22-28), “means for selecting a new
user rule after the plurality of detected attributes are stored in memory” (claims 9-19), and “then,
selecting a rule...as anew user tule” (claims 20 and 21) which it presented in the ‘914
reexamination, Requester disagrees that these features are not disclosed by Courtney ‘584 and
Brill, The claim language at issue merely requires some form of “selection” of the new user rule
after the attributes are detected. Properly considered,the cited to portions of Courtney ‘584 and
Brill in the appended claim charts each disclose this requirement based on their implementation
of the user event definition. Thus, if similar arguments are advanced in the requested ex parte
reexamination, they should not be found persuasive.

B. Comments On New Claims
Asindicated above, the Patent Owner presented no amendments to any of claims 1-41 of

the ‘923 Patent in the ‘914 reexamination. July 6, 2012 Amendment and Reply, Control No.
95/001,914.) New claims 42-171 were presented in the Amendment and Reply.

Requester submits the following commentsfor the Examiner’s consideration to the extent
the Patent Ownerattempts to present similar amendments or arguments in the requested ex parte
reexamination proceeding. Although not intended to be an exhaustive identification as to each
reference relied upon in this request, Requester provides the following exemplary citations
corresponding to the subject matter presented in the new claims.
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1. “thepluralityofatiributesoftheabjectincludesgatleastonespatialatribute”
New claims 42, 50, 38, 67, 75, 83, 91, 106, and 127 presented in the Patent Owner’s July

6, 2012 Amendment Replyin the ‘914 Proceeding recite, in slightly varying forms, the feature of
“the plurality of attributes of the object includesat ieast one spatial attribute.”

Requester submits that this feature is disclosed atleast by Courtney “755:
The vision subsystem 13 records in the meta-infermation the size,
shape, position, time-stamp, an image of each objectin every video
frame. It tracks each object through auceessive video frames,
estimating the instaptancous velocity’ at sach frame and
determining the path of the abject and its intersection with the
paths of other objects. Tb then. classifies objects as moving oF
stationary basedUPON velocity measures on their path.
(Courtney 775 at col. 4, lines 54 to 61.)
The system stores the output of the vision subsystem--the video
data, motion. gopmentalion, and meta-information--in the database
15 for retrieval throughthe user interface 17... [Tyhe user may
specify queries on a Video sequence based upon spatial-temporal,
event-based, and object-based parameters. Fer example, the user
may select a region in the scene andspecify the query ‘show meall
objects that are removed from this region of the scene benyeen. §
am and 9 am’.

(Courtney ‘775 at col. 5, lines 4 to 14.)
Thesnotion segmentar 21 outpul is processed by the object tracker
93, Given a segmented image Cn with P uniquely-labeled regions
eorregpanding 1a foregrannd objects in the video, the sysiem
generates & set of features to represent cach region. This. set af
features is named 6 “Voobject™ {video-object), donated Vos ph
awk. A V-abjext contains the label, eentraid, bounding bex, and
shape mask of HS corresponding region, as wellas abject velocityandtrajectoryinformation by the tracking process. | .
(Courtney ‘755 at col. 7, lines 52 to 60.)

This feature is also disclosed by Day-l:

The spatial attribute, of a salient physical object present in the
frames can be extracted in form of bounding volume, Z, that
describes the spatial projection of an object, in three dimensions.
Temporal information of objects can be captured by specifying the
changes in the spatial parameters associated with the bounding
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volume (Z) of objects over the sequence of frames. At the finest
level, these changes can be recorded at cach frame.
(Section 2.1 (Spatio-Temporal Modeling over a Sequence of
Frames (a Clip)) at page 402)

2. “ihepluralityofattributesoftheobjectinchidesatcoloroftheobject”
New claims 43, 51, $9, 68, 76, 84, 92, 107, and 128 presentedin the Patent Owner’s July

6, 2012 Amendment Reply inthe“9 14 Proceedingrecite, in slightly varying forms, the featinve af
“the plurality of attributes of the abiset includes at color of the abject.”

This feature is expressly taught at feast by Brill:
However, the present invention may beutilized with a color video
camera or some other Type attwo-dimensional image detector,
euch as aninfrared detector. fool, 2.1L §5-38)

3. “thepluralityofattributesoftheobject includesasizeoftheobject”eee

Newclaims 44, 52, 60, 69, 77, 85, 93, 108, and 129 presented in the Patent Owner’s July
6, 2012 Amendment Replyin the ‘914 Proceeding recite, in slightly varying forms, the feature of
“ihe plurality of attributes of the object includes a size of the object.”

This feature is taughtat least by Courtney 755:
The vision subsystem 13 records in the meta-information the size,
shape, position, timestamp, and image of each object in every
video frame. (col. 4, lines 54-56.)

This feature is also taught by Day-l:
The spatial attribute, of a salient physical object present in the
frames can be extracted In form of bounding volume, Z, that
describes the spatial projection afan object, in three dimensions.
(Section 2.1 (Spatio-Temporal Modeling over a Sequence of
Frames (a Clip)) at page 402.3

4. “thepluralityafattributesoftheobjectinchdesatfeastoncol yelocity ang

aspeedoftheobject”

ae

New claims 45, 53, 61, 70, 78, 86, 94, 109, and 130 presented in the Patent Owner’s July
6, 2012 Amendment Reply in the “914 Proceeding recite, in slightly varying forms, the feature of
“the plurality of attributes of the object includes at least one of a velocity and a speed of the
object.”
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This feature is taught at least by Brill:
The vision subsystem 13 ...tracks each object through successive
video frames, estimating the instantaneous velocity at each frame
(col. 4, 11. 54-58)

This feature is also taught by Courtney ‘755:
“The vision subsystem 13 records in the meta-information the size,
shape, position, time-stamp, and image efeach object in every
video frame. It tracks each object through successivevideoirames,
estimating the instantaneous velocity at evach frame and

" determining the path of the object and its intersection with the
paths of other objects. It then classifies objects as moving or
stationary based upon velocity measures on their path.” (col. 4,
lines 54 to 61.)

5. “hepluralityofattributesoftheobjectincludesapositionoftheobject.
New claims 46, 54, 62, 71, 79, 87, 95, 110, and 131 presented in the Patent Owner’s July

6, 2012 Amendment Reply in the ‘914 Proceeding recite, in slightly varying forms, the feature of
“the plurality of attributes of the object includes a position of the object.”

The feature is taught at least by Courtney *7535:
The vision subsystem 13 ...tracks each object through successive
video frames, estimating the instantaneous velocity at each frame
(col. 4, 11. 54-58)

This feature is also taught by Brill:
If a moving object merges with a stationary object, andCithen
continues to move while the stationary object disappears, as at 58,
it is designated a REMOVEevent. (col. 4, 11. 8-10)
The user selects the...location (col. 10, 11. 41- 42}

Day-l also discloses this feature:
For each input video clip, using8 database af known objects, we
first identify the corresponding abjects, their sizes and locations,
their relative positions and movements, and then enoode this
information in the proposed graphical model. (Section |
(Introduction) at page 402)
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6. “thepluralityof attributesofthe. abiect includesatrajectoryofthe object”

New claims 47, 55, 63, 72, 80, 88, 96, 111, and 132 presented in the Patent Ownet’s July

6, 2012 Amendment Reply in the ‘914 Proceedingrecite, in slightly varying forms, the feature of

“the plurality of attributes of the object includes a trajectory of the object.”

This feature is taught by Courtney ‘755:

The vision subsystem 13 records in the meta- information the size,
shape, position, time- stamp, and image of each object in every
video frame. (col. 4, 11. 54-56)

The object tracking process results in a list of V-objects and
connecting links that form a directed graph (digraph) representing
the position and trajectory of foreground objects in the video
sequence. (col. 8, 1. 67 to col. 9, 1. 2)

Day-I also discloses this feature:

For each input video clip, using a database of known objects, we
first identify the corresponding objects, their sizes and locations,
their relative positions and movements, and then encode this
information in the proposed graphical model.

(Section 1 (introduction) at page 402)

This feature is also taught by Brill:

If a moving object merges with a stationary object, and then
continues to move while the stationary object disappears, as at 58,
it is designated a REMOVEevent. (col. 4, IL. 8-10)

The user selects the... location (col. 10, IL 41- 42)

7, Mtbepluralityofattributes of theobjectincludes-aclassification ofthe object™

Newclaims 48, 56, 64, 73, 81, 89, 97, 112, and 133 presented in the Patent Owner’s July

6, 2012 Amendment Reply in the ‘914 Proceedingrecite, in slightly varying forms,the feature of

“the plurality of attributes of the object includesa classification of the object.”

This feature is taught at least by Courtney ’755:

It then classifies objects as moving or stationary based upon
velocity measures on their path. (col. 4, 11, 59-61)

Day-I also discloses this feature:

For each input video clip, using a database of known objects, we
first identify the corresponding objects, their sizes and locations,
their relative positions and movements, and then encode this
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information in the proposed graphical model. (Section |
(Introduction) at page 402}

This feature is also taught by Brill:
The user selects the... object type (col. 10, 1. 41, Fig.6)

 8. thepluralityofattributesoftheobjectincludes 2shape ofthe object”
Newclaims 49, 57, 65, 74, 82, 90, 98, 113, and 134 presented in the Patent Owner’s July

6, 2012 Amendment Reply in the ‘914 Proceeding recite,in slightly varying forms, the feature of
“the plurality of attributes of the object includes a shape of the object.”

This feature is taught by Courtney °755:
The vision subsystem 13 records in the meta- information the size,
shape, position, time-stamp, and image of each object in every
video frame. (col. 4, 11. 54-56)

9, “eashoftheplurality ofattributes is.anobservablecharacteristicofthe a!hiect™
Newclaim 66 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the

‘914 Proceeding recites the feature of “each ofthe plurality of attributes is an observable
characteristic of the object.”

Requester submits that all the citations identified above with respect to items 1-8 relate to
“observable characteristics” and thus each would disclose this claim feature.

16. “eanmputer System is application specie hardware”   

New claims 135 and 136 presented in the Patent Owner’s July 6, 2012 Amendment Reply
in the ‘914 Proceeding recites the feature of “computer system is application specific hardware.”

Atleast Brill discloses “application specific hardware,” as shown in Figure 1:
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In fact, all other references relied upon herein are implement in hardware that is
“specific” to the application they perform.
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11. “retrieving a new user rule that was previously specified”

Newclaims 141, 142, 143, 144, 145, and 146 presented in the Patent Owner’s July 6,

2012 Amendment Reply in the ‘914 Proceeding recite, in slightly varying forms, the feature of

“retrieving a newuser tule that was previouslyspecified.”

This feature is disclosed at least by Brill:

Given a system which detecis simple events, the invention creates
a user interface that enables someone to define a complex event by
constructing a list of sub-events. After one or more complex events
have been defined, the sub-events of complex events defined later
can be complex events themselves. As an alternative user interface,
complex events could be constructed in a top-down fashion,
defining the highest-level complexevent first, and then recursively
defining the sub-events until all of the lowest-level events are
simple. (col. 4, IL 51-60.)

12. “the plurality of detected attributes are independentofwhich eventis
identified” :

New claims 139 and 140 presented in the Patent Owner’s July 6, 2012 Amendment Reply

in the ‘914 Proceeding recite, in slightly varying forms, the feature of “the plurality of detected
attributes are independent of which eventis identified.”

This feature corresponds to the “independence-based events” limitations identified by

Patent Owner in its Amendment and Reply in the ‘914 reexamination, which Requester

addresses above. (See discussion of Patent Owner’s remarks regarding Courtney ‘755, Shotton,

and Courtney ‘584, above.) This feature is also disclosed by Day-I. (See, e.g., Day-I at Section

2.3, page 404; Section 1 at page 402: “process[ing] semantically heterogeneous queries on the

unbiased encoded data”; see also discussion of Day-I’s querying functionality pertainingto the

claimed “user rule” in Attachment H andthe related discussion of Day-I above.)

Additionally, Brill discloses the “independence-based events” functionality. For

instance, Brill et al. describes a surveillance/monitoring system in Figure 1, reproduced below

with accompanying disclosure:

82

Canon Ex. 1013 Page 87 of 96



Canon Ex. 1013 Page 88 of 96

 wy : HERE,PROCESSING :
re poo T - ~_ . ;yk [me BN ewe|ol : |ARES98. Lies Ms
wy g§

5 £8:
a 

FIG. 1 is a diagrammatic view of a surveillance or monitoring
system 10 which embodies the present invention, and which is
used monitor activity in a selected region or area. Themonitoring
system 10 also includes a camera unit 12, a computer workstation
13, which are operatively coupled by a network shown
schematically at 14....The computer workstation 13 may be a
personal computer including a processor I7, a keyboard 18, a
mouse 19 and a display unit 21. (col. 2, lines 42 to 52; emphasis
added.)

Camera unit 12 further includes an image processing section
27...Image processing section 27 further includes a processor 33.
Processor 33 preferably consists of a digital signal processor and
its-corresponding volatile memory. (col. 2, 1. 63 to col. 3, 1. 5;
emphasis added.)

According to Brill et al., “(t]he basic system performs three data processing steps for
every image of a video sequence to recognize events. The three steps are detecting objects,
tracking objects, and analyzing the motion graph.” (col. 3, lines 24 to 27; see additional
disclosure at col. 3, 11. 28-39, col. 3, L. 60 to col. 4, 1. 13, and Figure 2.) Brill et al. further
discloses that “the surveillance system can be programmed to only generate an alarm upon the
occurrence of a complex event made up of a series of simple events.” (col. 4, lines 27 to 29.)
Brill et al. provides the following disclosure relating to the selection of events which make up a
complex event withreferenceto Figure 6, reproduced below:
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The user can select which events are to form the complex event via
the dialog box interface illustrated in FIG. 6. The user selects the
event type, object type, time, location, and duration ofthe eventto
be defined using a mouse. The user can also select an action for
the system to take when the event is recognized. This dialog box
defines one simple event of the complex event sequence. ...1f the
event is only being defined in order to be used as a sub-event in a
complex event, the user might not check any action box. No
action will be taken when the event is recognized exceptto see if
it matches the next sub-event in another complex event activation
or generate a new activation if it matches thefirst sub-event in a
complex event. (col. 10, ll. 39 to 58; emphasis added.)

Brill et al. further teaches that, after simple events are defined, the user can define a

complex event as illustrated in Figure 7, reproduced below with accompanying disclosure:
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After one or more simple events have been defined, the user can
define a complex event via the dialog box illustrated in FIG.
1__..The first list on the left is a seralling list ofall the event pes
that have been defined thus far. This list will generally include
both user defined events and systeprimitive events. The second
list on the right is a ist ofthe sub-events af the complex event
being defined. The sub-event listis initially blank when defining a
new complex event. When the aser double-clicks with the left
mouse button on an item inthe event list an the left, it is added as
the next item in the sub-event list on the right, When the user
double-clicks with the right mouse butions. onanitem in the event
list on theleft, that item ig also added to the sub-event list on the
right, but as a negated sub-event. The event nameis prefixed with
a tilde (~) to indicate that the event is negated.
In the upper right corner af the complex event definition dialog
box is an option menu wa which the user inilicates how the sub-
events are to be combined. The default selection is “ordered” to
indicate sequential processing ofthe sub-events. The other options
include “all” and “any."...At the bottomofthedialog box, the user
can select the action te jake when the complex event is
recognized. (col. 10, 1, S0reeol UL, 122: etnphasis added.)

Thus, at least these references teach the features of the “independence-based elements”
and the related features of claims 139 and 140.

85

Canon Ex. 1013 Page 90 of 96



Canon Ex. 1013 Page 91 of 96

13,“pluralityof detectedatteibutes aneselected from agroupconsistingofatleast
neofasize,ashape,acolor,atexture,aposition,avelocity,andaspeesat
the detected object”

New claims 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, and 158 presented in
the Patent Owner’s July 6, 2012 Amendment Reply in the “914 reexamination proceedingrecite,
in slightly varying forms, the feature of “plurality of detected attributes are selected from a group
consisting of at least one of a size, a shape, a color, a texture, a position, a velocity, and a speed
of the detected object.”

Requester submits that the citations identified above with respect to iterns 1-8 disclose
one or more of these “attributes” and would satisfy the claim requirement.

14. “identifyingtheeventoftheobjeetoccursinrealtime”
New claims 159, 160, 162, 163, 165, 166, 167, 168, and 170 presented in the Patent

Owner’s July 6, 2012 Amendment Reply in the ‘914 Proceedingrecite, in slightly varying forms,
the feature of “identifying the event of the object occursin real time.”

This feature is substantially similar to at least the “real time” identification in claims 11
and 32, and thus would be disclosed by the references and supporting citations provided for
claims 11 and 32 in the appended claim charts.

15. “storingdetectedattributesinamemory,whereinanalyzingthedetected
atiributes occurs after thedetectedaltributes have been. stored inthe memory”  

   

New claims 161, 164, 169, and 171 presented in the Patent Owner’s July 6, 2012
Amendment Replyin the “914 Proceedingrecite, in slightly varying forms, the feature of
“storing detected attributes in a memory; wherein analyzing the detected attributes occurs after
the detected attributes have been stored in the memory”

The feature of “storing detected attributes in memory” appears in at least claim 7, 9, 28,
30, and all references cited in the appended chart for these claims would teach this feature, as
well as the feature of “analyzing the detected attributes occurs after the detected attributes have
been stored in the memory.”
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16. “selectinguser rule comprises selectingsubsetofthe plaralityofattributes,for
analysis”

   

New claim 100 presented in the Patent Owner's July 6, 3012 Amendment Replyin the
‘914 Proceedingrecites the feature of “selecting user rule comprises selecting subset of the
plurality of attributes for analysis”

This feature appears substantially the same in at least claims 2 and 23 of the ‘923 Patent
and it does not provide a basis for patentability at least for reasons similar to those set forth in the
appended claim charts.

17. “plurality ofattributes thatare detectedare defined in.adevine prior fo 8
selection ofasubsetof the pluralityofatiributes”

 

 

Newclaim 101 presented in the Patent Owner’s July 6, 2012 Amendment Replyin the
‘914 Proceeding recites the feature of “plurality of attributes that are detectedare defined in a
device prior to a selection of a subset of the plurality of attributes”

This feature appears at least in claims 3 and 24 ofthe “923 Patent and it does nat provide
a basis for patentability at least for reasons gimilar to those set forth in the appended claim charts.

18. “noanalysis is perfarmedonat least someof the detected,attributesto detect      

New claim 102 presented in the Patent Owner's July 6, 2012 Amendment Reply in the
‘914 Proceeding recites the feature of “no analysis is performed on at least some of the detected
aitributes to detect an event.”

This feature appears at least in claim 4 ofthe ‘923 Patent and it does not provide a basis
for patentability at least for reasons similar to those set forth in the appended claim charts.

19, “plurality ofaiitibutesinclude:pluralphysical;‘atiribuies: newuser rueapplied.
to.apluralpumberofphysical attributes”

 

Newclaim 103 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceedingrecites the feature of “nlurality of attributes include plural physical attributes,
newuser tule applied to a plural number of physical attributes”

This feature appears substantially the same in claims 5 and 26 of the ‘923 Patent andit
does not provide a basis for patentability at least for reasons similar to those set forth in the
appended claimcharts.

Canon Ex. 1013 Page 92 of 96



Canon Ex. 1013 Page 93 of 96

 plurality ofatiributes includeplural temporalstiribates: new userrule
applied to a plural number of physical attributes”

 

Newclaim 104 presentedin the Patent Owner’s July 6, 2012 AmendmentReplyin the

‘914 Proceedingrecites the feature of “plurality of attributes include plural temporalattributes;

new user rule applied to a plural number ofphysicalattributes”

This feature appears at least in claims 6 and 27 of the ‘923 Patent andit does not provide

a basis for patentability at least for reasons similar to those set forth in the appended claim charts.
 

21. “storing detectedattributesinmemory: identifying eventofthe abicct by
analyzing only a subset of the attributes stored in memory”

New claim 105 presented in the Patent Owner’s July 6, 2012 Amendment Replyin the

‘914 Proceedingrecites the feature of “storing detected attributes in memory; identifying event

of the object by analyzing only a subsetof the attributes stored in memory”

This feature appearsat least in claims 7 and 28 of the ‘923 Patent andit does not provide

a basis for patentabilityat least for reasons similar to those set forth in the appended claim charts.

22. “video camera operable to obtain the video”

Newclaim 116 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the

‘914 Proceeding recites the feature of “video camera operable to obtain the video”

This feature appears at least in claims 10 and 31 of the ‘923 Patent and it does not

provide a basis for patentability at least for reasons similar to those set forth in the appended
claim charts.

23. “identifyingfirsteventinreal time by analyzing,ofthepluralit
only a first selected subset of the pluralityofattributes”

y.of attributes,  

New claims 117 and 118 presented in the Patent Owner’s July6, 2012 Amendment Reply

in the “914 Proceeding recites the feature of “identifying first event in real time by analyzing, of

the plurality ofattributes, only a first selected subset of the plurality of attributes”

This feature appears substantially the same in claims 11 and 32 of the ‘923 Patent and it

does not provide a basis for patentability at least for reasons similar to those set forth in the

appended claim charts.
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24. *selectingnewuserrulecomprsrisesanalyzing,ofthepluralityofalteibntes,
only.aselected subsetoftheplurality ofattributes”

Newclaim 119 presented in the Patent Owner’s July6, 2012 Amendment Reply in the
‘914 Proceeding recites the feature of “selecting newuser rule comprises analyzing, of the
plurality of attributes, only a selected subset of the plurality of attributes”

This feature appears in substantially similar for at least in claims 13 and 34 of the ‘923
Patent and it does not provide a basis for patentabilityat least for reasons similar to those set
forthin the appended claim charts.

months:identifyingth ‘eventbyanalyzingonlyaselectedsubse atthepluralityofattributesinsiudingtheattribaiesstoredforatleasttwo. months”
25. “memorytsconfiguredtostorealleastsemeofthe attributesforatleasttwe

  

Newclaim 120 presented in the Patent Owner’s July6, 5012 Amendment Reply in the
‘914 Proceeding recites the feature of “memory 1s configured to store at least some of the
attributes for at least two months; identifying the event by analyzing onlya selected subset of the
plurality of attributes including the attributes stored for at least two months”

This feature appears in substantially similar for at least in claims 14 and 35 of the ‘923
Patent and it does not provide a basis for patentability at least for reasons similar to those set
forth in the appended claim charis.

26. “identifyingeventwithoutreprocessingvideo"
New claim 121 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the

‘914 Proceeding recites the feature of “identifying event without reprocessing video”
This feature appears in substantially similar for at least in claims 1, 9, 22, and 36 of the

‘923 Patent and it does not provide a basis for patentability at least for reasons similar to those
set forth in the appended claim charts.

27, “identifyingeventbyanalyzing.atleasttwoselectedphysica{attributesofthe
pluralityofattributes” .

New claim 122 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceeding recites the feature of “identifying event by analyzing at least two selected
physical attributes of the plurality of attributes”
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This feature appears in substantially similar for at least in claims 15 and 37 of the ‘923
Patent and it does not provide a basis for patentability at least for reasons similar to those set
forth in the appended claim charts.

28. “identify event.byanalyzingaselection.ofindividualones ofthedetected
plural attributes”

   

Newclaim 123 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceedingrecites the feature of “identify event by analyzing a selection of individual ones
of the detected plural attributes”

This feature appears in substantially similar for at least in claims 16 and 38 of the “923
Patent and it does not provide a basis for patentability at least for reasons similar to those set

forth in the appended claimcharts.

29. “pluralatiributesdetected are defined in video deviceinde
ofthe detected plural attributes”

sendent ofselection    

 

New claim 124 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceedingrecites the feature of“plural attributes detected are defined in video device
independentofselection of the detected plural attributes”

This feature appears in substantially similar for at least in claims 17 and 39 of the “923
Patent and it does not provide a basis for patentability at least for reasons similar to those set
forth in the appended claim charts.

30. “configured as video surveillance device”

Newclaim 125 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceeding recites the feature of “configured as video surveillance device”

This feature appears in substantially similar for at least in claims 18 and 40 of the ‘923
Patent and it does not provide a basis for patentabilityat least for reasons similar to those set

forth in the appended claimcharis.

31. “video sensors”

New claim 126 presented in the Patent Owner’s July 6, 2012 Amendment Reply in the
‘914 Proceedingrecites the feature of “video sensors”
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This feature appears in substantially similar for at least in claims 19 and 41 ofthe ‘923

Patent andit does not provide a basis for patentability at least for reasons similar to those set

forthin the appended claim charts.

In the Amendment and Reply in the ‘914 reexamination, Patent Owner submitted new

independent claims 99, 114, 115, 137, 138. The features of each of these claims are either

substantially present in existing independent claims of the ‘923 or features similar to those

discussed above with respect to the new dependentclaims.

With respectto the limitations of “automatically detecting” set forth in, e.g., claims 114

and 115, Requester subrnits that such automation of known, manual steps is an insufficient basis

to establish patentability. See, e.g., In re Venner, 262 F.2d 91, 95, 120 USPQ 193, 194 (CCPA

1958); MLP_LE.P. § 2144.04¢7).

KX. CONCLUSION

Based on the above remarks, including the charts appended hereto,it is respectfully

submitted that substantial new questions of patentability have been raised with respect to claims

i-41 of the “923 Patent. Therefore, reexamination of claims 1-41 is respectfully requested.

Any fee due for this reexamination may be charged to Deposit Account No. 50-3828.

Respectfully submitted,

Date: May 23, 2013 By: __/Allison M. Tulino/

Allison M. Tulino

Registration No. 48,294

MUNCY, GEISSLER, OLDS & LOWE, PLLC
4000 Legato Road, Suite 310
Fairfax,VA 22033

(703) 621-7140 Gelephone)
(703) 621-7155 Cacsimile)
CUSTOMER NO. 60601

Attomey for Requester
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