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Abstract 

This report describes recent progress in the devel­
opment of the Autonomous Video Surveillance 
(AVS) system, a general-purpose system for mov­
ing object detection and event recognition. AVS 
analyses live video of a scene and builds a descrip­
tion of the activity in that scene. The recent 
enhancements to AVS described in this report are: 
(1) use of collateral information sources, (2) cam­
era hand-off, (3) vehicle event recognition, and (4) 
complex-event recognition. Also described is a 
new segmentation and tracking technique and an 
evaluation of AVS performing the best-view selec­
tion task. 

1. Introduction 

The Autonomous Video Surveillance (AVS) sys­
tem processes live video streams from surveillance 
cameras to automatically produce a real-time map­
based display of the locations of people, objects 
and events in a monitored region. The system al­
lows a user to specify alarm conditions 
interactively, based on the locations of people and 
objects in the scene, the types of objects in the 
scene, the events in which the people and objects 
are involved, and the times at which the events oc­
cur. Furthermore, the user can specify the action to 
take when an alarm is triggered, e.g., to generate an 
audio alarm or write a log file. For example, the 
user can specify that an audio alarm should be trig­
gered if a person deposits a briefcase on a given 
table between 5:00pm and 7:00am on a weeknight. 
Section 2 below describes recent enhancements to 
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the AVS system. Section 3 describes progress in 
improving the reliability of segmentation and 
tracking. Section 4 describes an experiment that 
quantifies the performance of the AVS "best view 
selection" capability. 

2. New AVS functionality 

The structure and function of the AVS system is 
described in detail in a previous IUW paper [Olson 
and Brill, 1997]. The primary purpose of the cur­
rent paper is to describe recent enhancements to 
the AVS system. These enhancements are de­
scribed in four sections below: (1) collateral 
information sources, (2) camera hand-off, (3) vehi­
cle event recognition, and ( 4) complex-event 
recognition. 

2.1. Collateral information sources 

Figure 1 shows a diagram of the AVS system. One 
or more "smart" cameras process the video stream 
to recognize events. The resulting event streams 
are sent to a Video Surveillance Shell (VSS), 
which integrates the information and displays it on 
a map. The VSS can also generate alarms based on 
the information in the event streams. In recent 
work, the VSS was enhanced to accept information 
from other sources, or "recognition devices" which 
can identify the objects being reported on by the 
cameras. For example, a camera may report that 
there is a person near a door. A recognition device 
may report that the person near the door is Joe 
Smith. The recognition device may be a badge 
reader, a keypad in which a person types their PIN, 
a face recognition system, or other recognition sys­
tem. 
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Figure 1: AVS system diagram 

The recognition device we have incorporated is a 
voice verification system. The user stands in a pre­
defined location in the room, and speaks his or her 
name. The system matches the utterance to previ­
ously captured examples of the person speaking 
their name, and reports to the VSS if there is a 
match. The VSS now knows the identity of the per­
son being observed, and can customize alarms 
based on the person's identity. 

A recognition device could identify things other 
than people, and could classify actions instead of 
objects. For example, the MIT Action Recognition 
System (MARS) recognizes actions of people in 
the scene, such as raising their arms or bending 
over. MARS is trained by observing examples of 
the action to be recognized and forming "temporal 
templates" that briefly describe the action [Davis 
and Bobick, 1997]. At run time, MARS observes 
the motion in the scene and determines when the 
motion matches one of the stored temporal tem­
plates. TI has obtained an evaluation copy of the 

~ 

MARS software and used it as an recognition de­
vice which identifies actions, and sends the result 
to the AVS VSS. We successfully trained MARS to 
recognize the actions of opening a door, and open­
ing the drawer of a file cabinet. When MARS 
recognizes these actions, it sends a message to the 
AVS VSS, which can generate an appropriate 
alarm. 

2.2. Camera hand-off 

As depicted in Figure 1, the AVS system incorpo­
rates multiple cameras to enable surveillance of a 
wider area than can be monitored via a single cam­
era. If the fields of view of these cameras are 
adjacent, a person can be tracked from one moni­
tored area to another. When the person leaves the 
field of view of one camera and enters another, the 
process of maintaining the track from one camera 
view to another is termed camera hand-off Figure 
2 shows an area monitored by two cameras. Cam-

Figure 2: Multiple cameras with adjacent fields of view 
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