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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSQ. Box 1450 

Alexandria, Virginia 22313-1450www.uspto.gov

12/569,116 09/29/2009 Alan J. Lipton 4079-101
CONFIRMATION NO.7686

6449 POWER OF ATTORNEYNOTICE

ROTHWELL, FIGG, ERNST & MANBECK,P.C.

607 14th Street, N.W. MOC
SUITE 800 COooo0s
WASHINGTON, DC 20005

 
   

Date Mailed: 09/06/2017

NOTICE REGARDING CHANGE OF POWEROF ATTORNEY

This is in response to the Powerof Attorneyfiled 08/28/2017.

* The Powerof Attorney to you in this application has been revoked by the assignee who hasintervened as
provided by 37 CFR 3.71. Future correspondencewill be mailed to the new address of record(37 CFR 1.33).

Questions about the contents of this notice and the

requirements it sets forth should be directed to the Office
of Data Management, Application Assistance Unit,at
(571) 272-4000 or (571) 272-4200 or 1-888-786-0101.

/tnguyen/
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 450

Alexandria, Virginia 22313-1450
 

www.uspto.gov

APPLICATION NUMBER FILING OR 371(C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
   

12/569,116 09/29/2009 AlanJ. Lipton 4079-101
CONFIRMATION NO. 7686

145076 POA ACCEPTANCELETTER

Avigilon Corporation

Box 378, #101-1001 West Broadway MCA
Vancouver, BC V6H 4E4 000000095879930
CANADA

Date Mailed: 09/06/2017

NOTICE OF ACCEPTANCE OF POWEROF ATTORNEY

This is in response to the Powerof Attorneyfiled 08/28/2017.

The Powerof Attorney in this application is accepted. Correspondencein this application will be mailed to the
above address as provided by 37 CFR 1.33.

Questions about the contents of this notice and the

requirements it sets forth should be directed to the Office
of Data Management, Application Assistance Unit,at
(571) 272-4000 or (571) 272-4200 or 1-888-786-0101.

/tnguyen/
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PTOMAIAI80 (07-12)
Approved for use through 11/30/2014, OMB 0651-0035

8. Paterit-and Trademark Office; ULS DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to.respond to. a-collection of information unless it displays a valid: OMB control number,

 POWER OF ATTORNEY TO PROSECUTE APPLICATIONS BEFORE THE USPTO 
i|hereby revoke all previous powersof attorney given in the application identified in the attached statement
g under 37 CFR 3.73(c).

Practitioners associated with Customer Number:

mes 145076
[| Practitioner(s) named below (if mare than tenpatent practitioners are tobe named, then a customer number must be used):
 

Registration ~ | i Registration |
Number ; | — Number

As attorney{s)-or agent(s) fo represent the undersigned before the United States Patent and Trademark Office (USPTO) in connection with
4 any and all patent applications assigned only to the undersigned according to the USPTO assignment records or assignments documents

# attachedto this form in accordancewith 37 CFR 3.3.736).

ft Firm or
t Individual Name

Address

Telephone

 

 

§ Saigton Fortrass CorporationAssignee Name and Address: 3800-860 Burrard Street
Vancouver,.British Columbia, Canada V6C 0A3:

: A copy of this form, together with a statement under37 GER 3.73(c) (Form PTO/AIA/96 or equivalent) is required to: be .
} Filed in each application in which this form is used. The statement under 37 CFR 3.73(c) may be completed by one of
: The pract oners5 appointed iin this form, and must identify the application iin which this Power of Attorney is.to: befiled. 

_SIGNATURE ofares8of Record

pannigMaSecretary andDirector 
le (andby the USPTO to proses} an application, Confdentialityiis; governed by 35 U.S.C, 122 and 37 CFR 1.17 and 1 14, This collectioniis estimated to take 33.minutes

to complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments-on the amount of time you require to complete this form and/or suggestionsfor reducing this burden, should be serit to the Chief Information Officer,
U.S, Patent and Trademark Office, U.S. Department.of Commerce, P.O. Box 1456, Alexandria, VA'22313-1450,. DO. NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents; P.O, Box 1450, Alexandria, VA 22313-1450,

if you reed assistance.in completing the form, call 1-800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuantto the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the
information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and
Trademark Office may not be able to process and/or examine your submission, which may result in termination of
proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these recordsis
required by the Freedom of Information Act.

2. Arecord from this system of records maybe disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in
the course of settlement negotiations.

3. A.record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, whenthe individual has
requested assistance from the Memberwith respect to the subject matter of the record.

4. Arecord in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having needfor the information. in order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Applicationfiled under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use,to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. Arecord in this system of records may be disclosed, as a routine use, to another federal agencyfor
purposesof National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSAaspart of that agency's
responsibility to recommend improvements in records management practices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpose, and any other relevant(i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations aboutindividuals.

8. Arecord from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record wasfiled in an application which became abandonedorin which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.

9. Arecord from this system of records may bedisclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes aware of a violation or potential violation of law or
regulation.
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PTO/AIA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

Applicant/Patent Owner; Avigilon Fortress Corporation 

Application No./Patent No.; _7932,923 Filed/Issue Date: April 26, 2011
Titled: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

Avigilon Fortress Corporation _a Corporation

  

 

 

(Nameof Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency,etc.)

states that, for the patent application/patent identified above, it is (choose oneof options 1, 2, 3 or 4 below):

1. The assignee of the entire right, title, and interest.

2. [| An assignee of less than the entireright,title, and interest (check applicable box):
|_| The extent (by percentage)of its ownershipinterestis %. Additional Statement(s) by the owners

holding the balance of the interest must be submitted to account for 100% of the ownershipinterest.

L] There are unspecified percentages of ownership. The otherparties, including inventors, who together ownthe entire
right, title and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to accountfor the entire
right, title, and interest.

3. L] The assignee of an undividedinterestin the entirety (a complete assignment from oneofthe joint inventors was made).
The otherparties, including inventors, who together own the entire right, title, and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to accountfor the entire
right, title, and interest.

4. C The recipient, via a court proceeding or the like (e.g., bankruptcy, probate), of an undividedinterestin the entirety (a
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached.

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose one of options A or B below):

A. [J An assignmentfrom the inventor(s) of the patent application/patent identified above. The assignment wasrecordedin
the United States Patent and Trademark Office at Reel , Frame , or for which a copy
thereof is attached.

B. A chain oftitle from the inventor(s), of the patent application/patent identified above, to the current assigneeas follows:

1. From: LIPTON, ALAN J., et al. To: DIAMONDBACKVISION, INC 

The document was recorded in the United States Patent and Trademark Office at

Reel 026900 , Frame 0001 , or for which a copy thereofis attached.
2. From: DIAMONDBACKVISION, INC To: OBJECTVIDEO, INC. 

The document was recorded in the United States Patent and Trademark Office at

Ree! 931973 , Frame 0593 , or for which a copy thereofis attached.

[Page 1 of 2]
This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark
Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND
TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

 
Ifyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

. OBJECTVIDEO, INC. To: AVIGILON FORTRESS CORPORATION 

The document was recorded in the United States Patent and Trademark Office at

Ree| 934552 , Frame 0376 , or for which a copy thereofis attached.

To:

The document was recorded in the United States Patent and TrademarkOffice at

 

Reel , Frame , or for which a copy thereofis attached.

To:

The document was recorded in the United States Patent and TrademarkOffice at

 

Reel , Frame , or for which a copy thereofis attached.

To:

The document was recorded in the United States Patent and TrademarkOffice at

 

Reel , Frame , or for which a copy thereofis attached.

[| Additional documents in the chain oftitle are listed on a supplemental sheet(s).

As required by 37 CFR 3.73(c)(1)(i), the documentary evidenceof the chain oftitle from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy(i.e., a true copy of the original assignment document(s)) must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assignmentin the records of the USPTO. See MPEP 302.08]

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

/Daniel Hammond/ August 25, 2017
Signature Date

Daniel Hammond 56642
Printed or Typed Name Title or Registration Number

[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the
information is used by the U.S. Patent and TrademarkOffice is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark
Office may not be able to process and/or examine your submission, which mayresult in termination of proceedings
or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these recordsis
required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidenceto a court, magistrate, or administrative tribunal, including disclosures to opposing counselin the
course of settlement negotiations.
A record in this system of records maybedisclosed, as a routine use, to a Memberof Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Memberwith respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended,pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agencyfor
purposesof National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).
A record from this system of records may bedisclosed, as a routine use, to the Administrator, General
Services,or his/her designee, during an inspection of records conducted by GSAaspart of that agency’s
responsibility to recommend improvements in records managementpractices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpose, and any other relevant (/.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations aboutindividuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record wasfiled in an application which became abandonedorin which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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Electronic AcknowledgementReceipt

Application Number: 12569116

International Application Number:

Confirmation Number: 7686

Title of Invention: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

ee

Paymentinformation:

 
Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

887562

POA_Avigilon_Fortress_Corpor
ation.pdf

Powerof Attorney 35110485e03a4bc6025fbaa70d7e395 0fe0 1}
f65d 
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The pagesize in the PDFis too large. The pages should be 8.5 x 11 or A4.If this PDF is submitted, the pageswill be resized uponentry into the
Image File Wrapper and mayaffect subsequent processing

Information:

Assignee showing of ownership per 37
CFR 3.73 StatementUnder37.pdf 40244e52252af53044a9e060959 1 b98e6f6q

b674

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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PATENT ASSIGNMENT COVER SHEET

Electronic Version v1.1 EPAS ID: PAT3301766

Stylesheet Version v1.2

SUBMISSION TYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: SECURITY INTEREST

CONVEYING PARTY DATA

Execution Date

AVIGILON FORTRESS CORPORATION 04/07/2015

RECEIVING PARTY DATA

Name:____—«(RSBGBANKGANADA

PROPERTY NUMBERSTotal: 102

[PropertyTypeSNmber 
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[PropertyType|(Number

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:
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[Properytype[Number
Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:

Application Number:
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[PropertyType[Number

CORRESPONDENCE DATA

Fax Number:

Correspondencewill be sent to the e-mail addressfirst; if that is unsuccessful, it will be sent
using a fax number,ifprovided; if that is unsuccessful, it will be sent via US Mail.
Phone: 3127018944

Email: ptierney@mayerbrown.com, msherlock@mayerbrown.com,
ipdocket@mayerbrown.com

Correspondent Name: PATRICK TIERNEY
Address Line 1: PO BOX 2828

AddressLine 4: CHICAGO,ILLINOIS 60690-2828

[SisosuservesasanOatiDeclaralon@7OFR1.63).
Total Attachments: 22

source=Patent Pledge - Avigilon Fortress_pdf#page1.tif

source=Patent Pledge - Avigilon Fortress_pdf#page2.tif

source=Patent Pledge - Avigilon Fortress_pdf#page3.tif

source=Patent Pledge - Avigilon Fortress_pdf#page4.tif

source=Patent Pledge - Avigilon Fortress_pdf#page5.tif

source=Patent Pledge - Avigilon Fortress_pdf#pageé6.tif

source=Patent Pledge - Avigilon Fortress_pdf#page7.tif

source=Patent Pledge - Avigilon Fortress_pdf#pages.tif

source=Patent Pledge - Avigilon Fortress_pdf#page9.tif

source=Patent Pledge - Avigilon Fortress_pdf#page10.tif

source=Patent Pledge - Avigilon Fortress_pdf#page1 1.tif

source=Patent Pledge - Avigilon Fortress_pdf#page1 2.tif

source=Patent Pledge - Avigilon Fortress_pdf#page13.tif

source=Patent Pledge - Avigilon Fortress_pdf#page14-.tif

source=Patent Pledge - Avigilon Fortress_pdf#page15.tif

source=Patent Pledge - Avigilon Fortress_pdf#page16.tif

source=Patent Pledge - Avigilon Fortress_pdf#page1 7.tif

source=Patent Pledge - Avigilon Fortress_pdf#page18.tif

source=Patent Pledge - Avigilon Fortress_pdf#page19.tif
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source=Patent Pledge - Avigilon Fortress_pdf#page20.tif

source=Patent Pledge - Avigilon Fortress_pdf#page21.tif

source=Patent Pledge - Avigilon Fortress_pdf#page22.tif 
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PATENT PLEDGE AND SECURITY AGREEMENT

PATENT PLEDGE AND SECURITY AGREEMENT(this “Apreement”) dated as of April 7,
2015, between Avigilon Fortress Corporation (the “Grantor’) and HSBC BANK CANADAas
administration agent (the “Agent”).

WHEREAS, in connection with and as a condition to that certain Credit Agreement dated as of
April 7, 2015, by and among, Avigilon Corporation, as borrower, the other Loan Parties party from time
to time thereto, the Agent, as administration agent for and on behalf of the Lenders, and the Lenders
party from time to time thereto (as further amended, restated, supplemented or otherwise modified from
time to time, the “Credit Agreement’), the Grantor, in its best interest, is party to a General Security
Agreement, dated as of April 7, 2015 (as amended, supplemented, amended and restated or otherwise
modified from timeto time, the “Security Agreement”), by and between the Grantor and the Agent for
the benefit of the Secured Creditors;

WHEREAS,pursuant to the Security Agreement, the Grantor has granted to the Agent a
security interest in certain of the Grantor’s personal property and fixture assets, including

without limitation the patents and patent applications listed on Schedule A attached hereto, all to secure
the payment and performance of the Secured Obligations; and

WHEREAS,pursuant to the Security Agreement, the Grantor is required to execute and deliver
to the Agent, for the benefit of the Secured Creditors, an agreement in substantially the form of this
Agreement;

WHEREAS,this Agreement is supplemental to the provisions containedin the Security
Agreement;

NOW, THEREFORE,in consideration of the premises contained herein and for other goodand
valuable consideration, the receipt and sufficiency of which are hereby acknowledged,the parties hereto
herebyagree as follows:

1. DEFINITIONS.

Capitalized terms used herein and not otherwise defined herein shall have the respective
meanings provided therefor in the Credit Agreement and the Security Agreement.

“PatentCollateral” means(a) all inventions and discoveries, whether patentable or not, all letters
patent and applicationsforletters patent throughout the world, including without limitation those patents
referred to in Schedule A hereto, and any patent applications in preparation for filing, (b) all reissues,
divisions, continuations, continuations-in-part, extensions, renewals and reexaminations of any of the
ites described in clause (a), (c) all patent licenses, and other agreements providing the Grantor with
the right to use any items of the type referred to in clauses (a) and (b) above, and (d) all proceedsof,
and rights associated with, the foregoing (including licenses, royalties income, payments, claims,
damages and proceeds of infringement suits), the right to sue third parties for past, present or future
infringements of any patent or patent application, and for breach or enforcement of anypatent license.
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2. GRANT OF SECURITY INTEREST.

The Grantor hereby unconditionally grants, assigns and pledges to Agent, for the benefit of the
Secured Creditors, to secure the Secured Obligations, a continuing security interest in all of the
Grantor’s right, title and interest in and to the Patent Collateral, whether now owned or hereafter
acquired or arising, which includes, withoutlimitation, the Patent Collateral with respect to those patents

hereby secures the prompt and indefeasible paymentin full and performance ofthe Secured Obligations,
whether nowexisting or arising hereafter.

3. REPRESENTATIONS AND WARRANTIES,

The Grantor represents that except for the Patent Collateral specified in Schedule A hereto, the
Grantor does not own and has no interests in any Patent Collateral as of the date hereof. The Grantor
further represents and warrants that, with respect to all Patent Collateral specified in Schedule A hereto,
(a) such Patent Collateral (except for any Patent Collateral that is immaterial to the business ofthe Grantor)
is valid, subsisting, unexpired and enforceable and has not been abandoned or adjudged invalid or
unenforceable, in whole or in part, except to the extent that any invalidity, non-subsistence, expiry,
unenforceability, abandonment, adjudged invalidity or adjudged unenforceability of any such Patent
Collateral has not had nor could reasonably be expected to have a Material Adverse Effect, (b) the Grantor
is the sole and exclusive owner of the entire and unencumbered right, title and interest in and to such
Patent Collateral (except for any Patent Collateral that is immaterial to the business of the Grantor), subject
to Permitted Encumbrances, and no claim has been made that the use of such Patent Collateral does or
may, conflict with, infringe, misappropriate, dilute, misuse or otherwise violate any of the rights of any
third party in any material respects, (c) the Grantor has made, or intends to make, all necessary filings and
recordations to protectits interest in such material Patent Collateral, including recordations of anyofits
interests in such material Patent Collateral in the United States Patent and Trademark Office and in

corresponding offices throughout the world, and, to the extent necessary, has used, or intends to use, proper
statutory notice in connection with its use of any material patent, (d) the Grantor has not made a previous
assignment, sale, transfer or agreement constituting a present or future assignment,sale ortransfer of any
Patent Collateral for purposes of granting a security interest or as Collateral that has not been terminated
or released (other than Permitted Encumbrances), and (e) the consummation of the transactions
contemplated by the Credit Agreement and the Security Agreement will not result in the termination or
material impairment of any material portion of the Patent Collateral, except to the extent that any
termination or material impairment of any material portion of any Patent Collateral has not had nor could
reasonably be expected to have a Material Adverse Effect.

4, SECURITY AGREEMENT.

The Security Interest granted pursuant to this Agreement is granted in conjunction with the
security interests granted to Agent, for the benefit of the Secured Creditors, pursuant to the Security
Agreement. The Grantor hereby acknowledges and affirms that the rights and remedies of the Agent
with respect of the Security Interest in the Patent Collateral made and granted hereby are more fully
set forth in the Security Agreement, the terms and provisions of which are incorporated by reference
herein as if fully set forth herein. Nothing contained in this Agreement shall be deemed to extend the
time of attachment or perfection of or otherwise impair the security interest in any of the Patent
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Collateral granted to the Agent under the Security Agreement. To the extent there is any inconsistency
between this Agreement and the Security Agreement, the Security Agreement shall control.

5. TERMINATION.

This Agreement shall terminate automatically upon termination of the Security Agreement.

6. GOVERNING LAW: CONSENT TO JURISDICTION,  

This Agreement shall be governed by and construed in accordance with the laws ofthe State of
New York and the federal laws of the United States applicable therein. The Grantor and each ofthe
Beneficiaries each hereby attorn and submit to the non-exclusive jurisdiction of the courts of the State
of NewYork. For the purpose of all legal proceedings, this Agreement shall be deemed to have been
performedin the State of New York and the courts of the State of New York shall have jurisdiction to
entertain anyaction or proceeding arising underthis Agreement. Notwithstanding the foregoing, nothing
herein shall be construed nor operate to limit the right of the Grantor or any Beneficiary to commence
any action or proceeding relating hereto in anyother jurisdiction, norto limit the right of the courts of
anyother jurisdiction to take jurisdiction over any action, proceeding or matter relating hereto.

THE GRANTOR IRREVOCABLY AND UNCONDITIONALLY SUBMITS, FOR
ITSELF AND ITS PROPERTY, TO THE NONEXCLUSIVE JURISDICTION OF THE
COURTS OF THE STATE OF NEW YORK SITTING IN NEW YORK COUNTY AND OF
THE UNITED STATES DISTRICT COURT OF THE SOUTHERN DISTRICT OF NEW
YORK, AND ANY APPELLATE COURT FROM ANY THEREOF, IN ANY ACTION OR
PROCEEDING ARISING OUT OF OR RELATING TO THIS AGREEMENT, OR FOR
RECOGNITION OR ENFORCEMENT OF ANY JUDGMENT, AND THE GRANTOR
IRREVOCABLY AND UNCONDITIONALLY AGREES THAT ALL CLAIMS IN RESPECT
OF ANY SUCH ACTION OR PROCEEDING MAYBE HEARD AND DETERMINEDIN
SUCH NEW YORK STATE COURT OR, TO THE FULLEST EXTENT PERMITTED BY
APPLICABLE LAW, IN SUCH FEDERAL COURT. THE GRANTOR AGREES THAT A
FINAL JUDGMENT IN ANY SUCH ACTION OR PROCEEDING SHALL BE CONCLUSIVE
AND MAYBE ENFORCED IN OTHER JURISDICTIONS BY SUIT ON THE JUDGMENT OR
IN ANY OTHER MANNER PROVIDED BY LAW. NOTHING IN THIS AGREEMENT
SHALL AFFECT ANY RIGHT THAT ANY SECURED PARTY MAYOTHER WISE HAVE
TO BRING ANY ACTION OR PROCEEDING RELATING TO THIS AGREEMENT
AGAINST ANY OTHER GRANTOR OR ITS PROPERTIES IN THE COURTS OF ANY
JURISDICTION.

7. WAIVER OF JURY TRIAL; WATVER OF VENUE. 

THE GRANTOR HEREBY KNOWINGLY, VOLUNTARILYAND INTENTIONALLY
WAIVES TO THE FULLEST EXTENT PERMITTED BY LAWANY RIGHTS IT MAYHAVE
TO A TRIAL BYJURYIN RESPECT OF ANY LITIGATION BASED HEREON, OR ARISING
OUT OF, UNDER, OR IN CONNECTION WITH, EACH DOCUMENT, OR ANY COURSE OF
CONDUCT, COURSE OF DEALING, STATEMENTS (WHETHER ORAL OR WRITTEN) OR
ACTIONS OF THE AGENT, ANY OTHER SECURED PARTY OR ANY OBLIGOR IN
CONNECTION THEREWITH. THE GRANTOR ACKNOWLEDGES AND AGREES THAT
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If HAS RECEIVED FULL AND SUFFICIENT CONSIDERATION FOR THIS PROVISION

{AND EACH OTBRER PROVISION OF EACH OTHER DOCUMENT TO WHICH ITIS A
PARTY) AND THATTHIS PROVISION IS A MATERIAL INDUCEMENTFOR THE AGENT,
EACH LENDER AND ISSUINGLENDER ENTERING INTO THE DOCUMENTS.

THE GRANTOR IRREVOCABLY AND UNCONDITIONALLY WAIVES, TO THE

FULLEST EXTENT PERMITTED BY APPLICABLE LEGAL REQUIREMENT, ANY
OBJECTION THAT IT MAY NOW OR HEREAFTER HAVE TO THE LAYING OF VENUE

OF ANY ACTION OR PROCEEDING ARISING OUT OF OR RELATING TO THIS

AGREEMENT IN ANY COURT REFERRED TO IN SECTION 7. THE GRANTOR HERETO

HEREBY IRREVOCABLY WAIVES, TO THE FULLEST EXTENT PERMITTED BY

APPLICABLE LEGAL REQUIREMENT, THE DEFENSE OF AN INCONVENIENT FORUM
TO THE MAINTENANCE OF SUCH ACTION OR PROCEEDING IN ANY SUCH COURT.

8.

This Agreement may be executed in counterparts, each of which shall constitute an original, but
all of which when taken together shall constitute a single contract. This Agreement shail become
effective when the Agent shall have received counterparts of this Agreement that, when taken together,
bear the signatures of the Grantor and the Agent. Delivery of an executed signature page to this
Agreement by facsimile transmission shall be as effective as delivery of a manually signed counterpart
of this Agreement. Delivery by a party of an executed signature page of this Agreement by portable
document format (pdf) or any other electronic means intended to preserve the original graphic and
pictorial appearance of a signature has the same effect as delivery of an executed original of this
Agreement.

9. AMENDMENTS, ETC.

This Agreement may not be amended or modified in any respect except by written instrument
signed by the Grantor and the Agent. No waiver of any provision of this Agreement by the Agentshall
be effective unless the sameis in writing and signed by the Agent, and then such waivershail be effective
only in the specific instance and for the specific purpose for which it is given. The rights of the Agent
under this Agreement may only be assigned in accordance with the requirements of the Credit
Agreement. The Grantor maynot assign its obligations under this Agreement.

10. MISCELLANEOUS.

This Agreement is a Document executed pursuant to the Credit Agreement and shall unless
otherwise expressly indicated herein) be construed, administered and applied in accordance withthe
terms and provisions thereof,

The headings of each section of this Agreement are for convenience only and shall not define or
limit the provisions thereof. This Agreement and all rights and obligations hereunder shall be binding
upon the Grantor and its successors and assigns, and shall inure to the benefit of the Agent and its
successors and assigns, subject to the limitations as set forth in the Credit Agreement. If anyterm ofthis
Agreement shall be held to be invalid, illegal or unenforceable, the validity of all other terms hereof shall
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in no waybe affected thereby, and this Agreement shall be construed and be enforceable as if such invalid,
iHegal or unenforceable term had not been included herein.

All references to instruments, documents, contracts, and agreements (including this Agreement)
are references ito such instruments, documents, contracts, and agreements as the same may be amended,
supplemented, and otherwise modified from time to time, unless otherwise specified and shall includeall
schedules and exhibits thereto unless otherwise specified. The words “hereof”, “herein”, and “hereunder”
and words of similar import when used in this Agreement shall refer to this Agreement as a whole and not
to any particular provision of this Agreement. The term “including” means “including, without
limitation,”.

{Signature Pages to Follow]
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IN WITNESS WHEREOF,this Agreement has been executed as ofthe day and yearfirst
above written.

AVIGILON FORTRESS CORPORATION

 
  
Name: fieyancer Pemnandkes
Title: fresco
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HSBC BANK GANADA,asAgen
/ Z a ,Lea L

A 4 a a“
. 2 a

a a
a

Title: RESIDE=NTLeaceprerE BC
By: t

7
TODD PATCHELL

VICE PRESIDENT

Ao" REGION HEAD OF LARGE CORPORATE

  

 
 Name:

Title:

Patent Pledge and Security Agreement — U.S.
Avigilon Fortress Corperation
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SCHEDULE A

Issued Patents

[Country| FilmgDate| PatentNo||Tile==©|
efee

| US July3, 2000 6,738,424 | Scene Model Generation from Video For Use
| | in Video Processing

[preteenmamnmmmmmenainemmatemaafarcenerncaa | nen1 co A i
Us | October24, 6,954,498 | Interactive Video Manipulation

2006
t — r

Us | March 16, 2001 7,321,624 | Bit-Rate Allocation for Object-Based Video
| | Encoding

| | - rs
US | March 23,2001 | 6,625,310 | V ideo Segmentation using Statistical Pixel

| Modeling

| i |
CN | October 9, 2002 | ZLO2819985.5 | Video Tripwire

| DE October 9,2002 | 60239883 Video Tripwire
| |

DK October 9, 2002 | 1435170 Video Tripwire

: |
EP October 9, 2002 1435170 Video Tripwire

| aneennfenenneencennnnnenneennenennecenenen geessnnnntennennetnnnnnenenenen neces oe ——
ES October 9, 2002 1435170 Video Tripwire

|

FI October 9, 2002 {435170|Video Tripwire |nenafennel|eeeeenenennneeneenennntnnntnntntntnnnctncninceeteeretiteeiteeeenrmneeeeseenneee~~

| FR October 9, 2002 1435170 Video Tripwire

GB | October 9, 2002 1435170 Video Tripwire
t+}seen-

HK | October 9, 2002 071956 Video Tripwire

T | October 9, 2002 1435170 Video Tripwire
eennnentnnneenennaeeantneensenene|

KR | October 9, 2002 10-0905504 Video Tripwire
a|

MX | October9, 2002 256447 Video Tripwire

NL | October 9, 2002 | 143517 Video Tripwire{ }
LtatatnaaiatantnnnninannnnnnnenenannnnnnnnannninnnnnansentinelRTRntRtntRRRRitaentered
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SE October 9, 2002 1435170 Video Tripwire[
ee 4 aamnmnnmnmnnnnmnmnnnnnnnnnnanantntAtaAtieRReF}
| [ttttt

  
 

 

 

  
 

  

  

  

   
  

  

 
  
 

 
  

  

US October 9, 2001 6,696,945 | Video Tripwire |
canbe eeeeneennncenenennnncennnnnennee | 4

+ | October 18, | | wy .US 8, 7,046,732 i Video Coloring Book
2001

———| ; 1
December 31, 6.987.883 Video Scene Background Maintenance using |

2002 oO Statistical Pixel Modeling

December23, ZL.200380110119|Video Scene Background Maintenance using
2003 A Change Detection and Classificationoceeeseneeneneennneennncennuunentnnennnncenunennnneennnt———|

December 23, 60340236 Video Scene Background Maintenance using |
2003 _ Change Detection and Classification

DK December23, 1588317 | Video Scene Background Maintenance using
| 2003 ~ Change Detection and Classification

FI | December 23, 1$88317 Video Scene Background Maintenance using
| | 2003 7 | Change Detection and Classification
| P pen +

ER i December 23, | 1588317 | Video Scene Background Maintenance using
2003 . , | Change Detection and Classification

occpereacnenncnaneene~ '

GB i December 23, 1588317 Video Scene Background Maintenance using| 3a/ : + . '
2003 Change Detection and Classification

i 4 aeneeennnenenennnorannembe |

, | Video Scene Background Maintenance usingHK October3, 2006 | 1088968 wee BERETOUNG NAIC ANCE USITE
Change Detection and Classification

IT December 23, 1§88317 Video Scene Background Maintenance using
2003 . Change Detection and Classification

MX December 23, 258937 Video Scene Background Maintenance using
2003 ~ Change Detection and Classification |

NI | December 23, 1§88317 Video Scene Background Maintenance using |
~ 2003 - Change Detection and Classification

——— fn

8G December 23, 114035 Video Scene Background Maintenance using |
es 2003 oo | Change Detection and Classification

jane ah oncnnceeenennneennnnntnnenennnne
. | | _ | Video Scene Background MaintenanceusinUS | January 30,2003; 6,999,600 | 1 * 6 PACK STOUNG Maen ance USIDE

. | Change Detection and Classification
po- | nnn

an | | Widen Cag cat “tetinnt DixUS September 22, | 7,224,852 | Video Segmentation using Statistical Pixel
2003 | Modeling

Ahcennnnenennssnneenneneennnnnn !
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KR | June 9, 2006 =| ~—-:10-1085578|Video Tripwire (CIP) 

 

 

 

  
 

 

 

 

 

    
t t 7 “|

MX | May 12,2006 |—-264306 Video Tripwire (CIP) :
i |

/ 2, | , . aeSG November 12, 499.39 Video Tripwire (CIP) |
2004 |eefpvvenennnnnnnnnnnnnnenn[nl

i Tay, 9 ius November 12, | 6,970,083|Video Tripwire (CIP)
2003

Us i January 30, 2004 | 7,646,401 Video Based Passback Event Detection

September 28, | 4733 3¢9 View Handling in Video Surveillance
2004 | oes Systems

oosteneetnentncnnnentnentefencenneacnacenenneenernetnetnesfetceneetneteetneactaetseeattsttnitnetartattnitnitninsitntteticennenetanestteceuee
Method of Video Processing, Computer

. Readable Medium Containing Instructionsy 72583
YU June 7, 2006 1872583 Implementing Said Method and Video

Processing System

. ; Po
| Us | October1, 2004 7,391,907 Spurious Object Detection in a Video
| | Surveillance System

US October 1, 2604 7,424,167 Tide Filtering for Video Surveillance System
\ | al

US April 5, 2005 7,583,815 Wiee-Area Site-Based Video Surveillance
|

Method of Video Processing, Computer
. , - Readable Medium Containing Instructionsos 12 2 &

AL April 5, 2006 1872983 Implementing Said Method and Video
Processing System

Method of Video Processing, Computer
ne : Readable Medium Containing Instructions1872583 ;AT April 5, 2006 1872583 implementing Said Method and Video

| Processing System|oeeesseetseeeeeenenetanenetefeaceenceetneeneeeeenen— neeeeeneeenceeeeeeneenneenneenenentseeneenanttnneenssee

Method of Video Processing, Computer

872583 Readable Medium Containing Instructions
— Implementing Said Method and Video

Processing System

Method of Video Processing, Computer

1872583 Readable Medium Containing Instructions
Implementing Said Method and Video
Processing System
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Method of Video Processing, Computer

1872583 Readable Medium Containing instructions
i Implementing Said Method and Video
| Processing Systemenoneanatrnr + 

| Method of Video Processing, Computer
| Readable Medium Containing Instructions

Implementing Said Method and Video
Processing System 

 
| Z1.200680030697 Video Surveillance System Employing Video |

6 Primitives nnmnnmnmnmmmnnmnmmnnissanacinpanned

 
  

Method of Video Processing, Computer
Readable Medium Containing Instructions

| implementing Said Method and Video
Processing System[
ee   

'
t

CY April 5, 2006 1872583

| | Method of Video Processing, Computer
| Readable Medium Containing Instructions

Implementing Said Method and Video
| Processing System

CZ | April5, 2006 | 1872583

  

Method of Video Processing, Computer
. eqn Readable Medium Containing Instructions, 5 i 2 ; . . .DE April 5, 2006 872583 Implementing Said Method and Video

Processing System 

ae . Readable Medium Containing Instructions” 4

April >, 2006 1872583 implementing Said Methodand Video
Processing System

oa

I

( Method of Video Processing, Computer

t
1 foneserene

Method of Video Processing, Computer
| Readable Medium Containing Instructions

Implementing Said Method and Video
| Processing System

EE | April,2006 «1872583

 

Method of Video Processing, Computer
Readable Medium Containing Instructions
Implementing Said Method and Video
Processing System  
Method of Video Processing, Computer
Readable Medium Containing Instructions
implementing Said Method and Video

| Processing System
bo i L sannnanannenneatieue i

FL | April 5, 2006 1872583

oo ho wa oO lad
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bane

April 5, 2006

April 5, 2006

 

 
 
 
 

Method of Video Processing, Computer
Readable Medium Containing Instructions
Implementing Said Method and Video
Processing System

1872583

  

Method of Video Processing, Computer
Readable Medium Containing Instructions
Implementing Said Method and Video
Processing System

| denvesensnnenenntnssnsnnsnenstnnannenentnnentneen
 

1

Method of Video Processing, Computer
| Readable Medium Containing Instructions
: Implementing Said Method and Video

| Processing 8:System 

HR April 5, 2006

i faecesane ener
| Method of Video10 Processing, Computer
|| Readable Medium Containing Instructions
| Implementing Said Method and Video

Processing System

1872583

 

April 5, 2006

April 5, 2006

 
i

Method of Video Processing, Computer

1872583 Readable Medium Containing Instructions
~ Implementing Said Method and Video

Processing System

 
Method of Video Processing, Computer
Readable Medium Containing Instructions |
Implementing Said Method and Video
Processing System 

 
April 5, 2006

faentnenenneeennnennnen—

Method of Video Processing, Computer
Readable Medium Containing Instructions
implementing Said Method and Video
Processing System

  
 

April 5, 2006

mananmannnnmnnnnannenasnncsicniiit4

| Method of Video Processing, Computer
| Readable Medium Containing Instructions
| Implementing Said Method and Video

Processing Systemi toe —¢ F 

Method of Video Processing, Computer
| Readable Medium Containing Instructions

Implementing Said Method and Video
| Processing System

1872583

 

LU

_Le.
April 5, 2006

fn_

| Method of Video Processing, Computer
Readable Medium Containing Instructions
Implementing Said Method and Video

Processing System |

— oa ~~ ho an CO to
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Method of Video Processing, Computer
| Readable Medium Containing Instructions

 

 

Readable Medium Containing Instructions

 

Readable Medium Containing Instructions

  
 
 

   

 

 

Readable Medium Containing Instructions

 

  

 

| ee4

 

Readable Medium Containing Instructions

j iS 72 . : rsEY April >, 2006 1872985 | Implementing Said Method and Video
| | Processing Systempane _—

| | Method of Video Processing, Computer
. - | Readable Medium Containing Instructions

i 5 87 3 i : : .MC April 5, 2006 187258 | Implementing Said Method and Video
Processing System

Method of Video Processing, Computer

i€ 72583 : ged r2006 187258 implementing Said Method and Video
Processing System

Method of Video Processing, Computer
24 ane

2006 1872583 Implementing Said Method and Video
| Processing System

| Method of Video Processing, Computer
1872583 | Readable Medium Containing Instructions
oe Implementing Said Method and Video

i Processing System

| Method of Video Processing, Computer
1872583 | Readable Medium Containing Instructions

~ | Implementing Said Method and Video
Processing System

Method of Video Processing, Computer

725 . : .72985 Implementing Said Method and Video
Processing System

Method of Video Processing, Computer
se an - | Readable Medium Containing Instructions
15, 206 7258: gs .| SE | April 5, 2006 1872583 | Implementing Said Method and Video

| Processing System
| | Method of Video Processing, Computer

. = | Readable Medium Containing Instructions
5,2 872583 . . :SI April 5, 2006 187258 | Implementing Said Method and Video

Processing System

Method of Video Processing, Computer

SK | April 5, 2006 1872583

 

Implementing Said Method and Video
Processing System 
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1872583

Method of Video Processing, Computer
Readable Medium Containing Instructions
Implementing Said Method and Video
Processing System 

7,868,912
 

 
nnmnnnnnbn

 

Video Surveillance System Employing Video
| Primitives 

Periodic Motion Detection with Applications

 

   

, 19,2005 | 22 | : :May 19, 2003 | 7,613,32 | to Multi-Grabbing
penneeen feennnnnnnnnnnnnnnnnnncnnne

May31,2005 | 7,825,954 Multi-state Target Tracking |
cet een eee |

US June 24, 2005 7,613,324 Detection of Change of Posture in Video 

 
 

 
 

June 24, 2005 7,796,780 
September 26,

 
memmmmmenneinaacnne 4

Target Detection and Tracking from
Overhead Video Streams 

| Video Surveillance System with Omni-
| directional Camera
 

 
 

| Video Surveillance System Employing Video
Primitives

 

  

75008 | 7,884,849

: i December 15, '
Us 5008 BTL217

TEL (OEEUU { 1

| US January 31,2007|7,801,330

 
  

£1.200780017762

 

Target Detection and Tracking from Video
Streams 

 
neannnannnennnd 

Video Segmentation Using Statistical Pixel
Modeling 

| Video Segmentation Using Statistical Pixel
| Modeling |  

| Video Segmentation using Statistical Pixel
| Modeling 

| Automatic Camera Calibration and Geo-

Registration Using Objects that Provide
Positional Information
 

CN March 1, 2007 5
aSe

November 13, | 550,
7008 | 19-1392294

atae a
te | February 27, | AasiS yt 7,424,175US 3007 | 424,178

US April 2, 2007 7,949,150

8,334,906  
 

Video Imagery-Based Sensor
 

Intelligent Video Verification Of Point-Of-
Sale (Pos) Transactions

 
 

| Methods for Detecting Water Regions in
| Video  
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tsmhnnencnterrenotna 

Us | huly 26, 2007 8.564.661 Video Analytic Rule Detection System and
| ~ | vENY a9 oe | Method

us | January 4, 2008 | 8, 180,490 | Video-based Sensing for Daylighting
  

  
 

   

 

  

 
 

 

 

| Controls
panacea menefen paneer

US | August 8, 2008 8,405,720 Automatic calibration of PTZ Camera system |
De cone

S mber 3, . oUs eppee * 8,150,103 | Background Modeling With Feature Blocks
| 13 September 4, | a Stationary Target Detection by Exploiting

- US 2008 | 8,401,229 Changes in Background Modelmmmmnnnnesan a senna centerianannnentinannannnnnananstetamedT |

US September 26, 8.848,053 Automatic Extraction of Secondary Video |
2008 Streams

pone ne anfene aoa
1 | February 10, seq A Video Segmentation using Statistical Pixel

| US| 2009 8.457.401 | Modeling
| CN July 17, 2002 7L02822772.7 Video Surveillance System Employing Video

Primitives

-—— ns——i ' me o Survei ce SV . dine ViHK | August 11,2005 1073375 | Video St rveillance System Employing Video
Primitives

SennEEEPPE TTT

IP July 17, 2002 | 4369233 Video Surveillance System Employing VideoPrimitives
 
 

September 29, | Video Surveillance System Employing Video
  

 
 

 

  

 

| US 2009 7,932,923 Primitives
ves~ : ae 4 aa nsec ad

| | View Handling in Video Surveill:us May17,2010 | 8,497,906 | V iew Handling in Video Surveillance
| | Systems

fj an eee
US January 19, 2012 8,823,804 Method for Finding Paths in Video

US | February 19, 8.526.678 Stationary Target Detection by Exploiting
2013 | Changes in Background Model

pterineeecette 4 enna nenen memansn

KR | June 13, 2008 10-1375583 | Object Density Estimation in Video
  

 |

Stationary Target Detection by Exploiting
Changes in Background Model (Cont)

aea Sera Pam= nnn 

| December23, | Video Scene Background Maintenanceusing
2003 | Change Detection and Classification
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  December 23,
2003

mnernnpmecsteiner eeereeeitnemmmmmmettaaatmnmmmmrnmnninitine

 
   February 2, 2005 11/057,154

Lae ;
| Video Scene Background Maintenance using
| Change Detection and Classification

anannnmneiencp

  

 

Video surveillance systsem
employing video primitives

a
 

 

Video Surveillance System
Employing Video Primitives

Video Tripwire 

| Video Surveillance System
i Employing Video Primitives

 
  

| Scanning Camera-Based Video
i Surveillance System

eeeneeneenneenntnen——|j
}1i

 

CN 20068001247] 
renmnenaapanne

Video surveillance system
employing video primitives 

 

covenve|

Video Surveillance System

  

 
  
 

  

 
  

 

 
 

 

 

 

 

: oN 3800 i - . . anonCN CN 200680019911 Employing Video Primitives |
—— | ; tt

. , ead | Target Detection And Tracking> AA? \ .| EP EP20060785442 | From Overhead Video Streams
| —. a | Video SurveillanceSvster
| EP Jane 27,2006 | —EP20060774199 | Video Surveillance System
| | Employing Video Primitives
4 —p—— {+ |

US November 21, 2006 | 11/602,490 Object Density Estimation In Video |
| enee |

qa e rote Ear vt 24 1GJuly 13, 2007 11/826,324 Vid 0 Analysis For Retail Business |
Process Monitoring

June 4, 2008 12/155,476 Intelligent Video Network Protocol— ——

Vi SIP Ved Stet

April 5, 2006 8107304.8 | Video Surveillance System |
| Employing Video Primitives 

September 5, 2008 $109917.3
 
 

| Target Detection And Tracking
| From Overhead Video Streams
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 enmnmmninnarmnnramaisan- 

Intelligent Video Verification OF

 

 

 

 

 

 

   

  

us April 8, 2011 13/082,686 Point-Of-Sale (POS) Transactions |
| | Div) |
Ceb :

| Video Surveillance Systemi Pasayeapy 9 9 7 . . va

EP | January 31, 2012 121510671 | Employing Video Primitives (CIP) |
. Video Surveillance System |

q 73 4 5 7 >
EP January 31, 2012 121510697 Employing Video Primitives (CIP) |

| Us November 9, 2012 13/673,178 Video lmagery-Based Sensor (Cont)

Us November 21, 2012 13/684,025 Automatic Event Detection, Text
Generation, and Use Thereof

LeeannL. eenen

| A Multichannel Video Content

US | December 13, 2012 13/713,674 | Analysis System using Video
 
 

 

| Multiplexing 

 

  

 

 

 

  
 

  

  

  

 

 

ll eee |
| vege

| | System and method for building |
US January 17,2013 | 13/744,264 | automation using video content

| | analysis with depth sensing
aanennnnnnnnnnennn— coveeeneneenencnentneceneed

US January 17, 2013 13/744,266 System and method for home health
care monitoring

op [oo
System and method for monitoring a |

US | January 17,2013 | 13/744,251 retail environment using video
content analysis with depth sensing |

dooce |

: | 2 ; ‘ System ¢ ethod for vicUS | January 17, 2013 13/744,254 ystem and method oF video |
content analysis using depth sensing |

[ / aaa~ a4' i |
| * met Au ic Calibration Of PT| US February 28, 2013 13/781,240 | AutomaticCalibration OF PTZ |

. Camera System (Div)

| ra ples { ete +| US March 14,2013 | ——-13/804,289 = People tracking and best shot
i detection system

eee anaes

| Crowd Estimation And Monitoring

US |=March 15, 2013 13/838,511 System Using A Generic Human
i Model

sonnetfoe re

| | Crowd Estimation And Monitoring |
US | March 1, 2015 14/634,838 System Using A Generic Human

Model

| AE September12,2013.|(PCT/LIS2013/059471)|Methods,devices and systems for
detecting obiects in a video| & OYJi
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2013315491
Methods, devices and systems for
detecting objects in a video

ttl eeeennanemnnmnnstatmentne—sasnamemmmmtntttnittmmmmmntNTtAttNRANA 
  
 

| BR September 12,2013|BR112015005282-7 |
Po | Le | a

| CA | September 12, 2013 2884383 ||

| || cN September 12,2013 | (PCT/US2013/059471)

| BG | September 12,2013 | PCT388/2015 |
 

| Methods, devices and systems for
detecting objects in a video

Aammunmmmnnnannie

i detecting objects in a video
eeebeeen

Methods, devices and systems for
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Case 3:12-cv-00363-JAG Document 4 Filed 05/14/12 Page 1 of 1 PagelD# 185

AO 120 (Rev. 08/10)

Mail Stop 8 REPORT ON THE
TO: Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

P.O. Box 1450 ACTION REGARDING A PATENT OR

Alexandria, VA 22313-1450 TRADEMARK 
In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the U.S. District Court Eastern District of Virginia onthe following
C] Trademarks or Patents. ( [ | the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT

3:12CV363 3/11/2012 Richmond

PLAINTIFF DEFENDANT

ObjectVideo, Inc.
 

Pelco, Inc. 
 
  

 
 
 

  ORERODE HOLDEROF PATENT OR TRADEMARK

eo
In the above-—entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BYPATEINGLYPED [-] Amendment CJ Answer C] CrossBill [_] OtherPleading

po
2

 
 
 

ObjectVideo

  
 

ObjectVideo

 
  

 

 

  

 

  |
po  

    
In the above—entitled case, the following decision has been rendered or judgementissued:

DECISION/JUDGEMENT

 CLERK (BY) DEPUTY CLERK DATE

Fernando Galindo Robert L. Walker 5/14/2012

Copy I1—Uponinitiation of action, mail this copy to Director Copy 3—Uponterminationofaction, mail this copy to Director
Copy 2—Uponfiling document adding patent(s), mail this copy to Director Copy 4—Casefile copy
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 450

Alexandria, Virginia 22313-1450www.uspto.gov

12/569,116 09/29/2009 Alan J. Lipton OV-101
CONFIRMATION NO. 7686

74712 POWEROF ATTORNEYNOTICE

Muir Patent Consulting, PLLC

2013 Georgetown Phe, Suite 200 00.400,000400
P.O. Box 1213

Great Falls, VA 22066

 
   

Date Mailed: 04/30/2012

NOTICE REGARDING CHANGE OF POWEROF ATTORNEY

This is in response to the Powerof Attorneyfiled 04/26/2012.

* The Powerof Attorney to you in this application has been revoked by the assignee who hasintervened as
provided by 37 CFR 3.71. Future correspondencewill be mailed to the new address of record(37 CFR 1.33).

/jawhitfield/

 

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101

page 1 of 1
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 450

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION NUMBER FILING OR 371(C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
   

12/569,116 09/29/2009 Alan J. Lipton OV-101
CONFIRMATION NO.7686

6449 POA ACCEPTANCELETTER

ROTHWELL, FIGG, ERNST & MANBECK,P.C.

60714th Street, N.W. OCMC
SUITE 800 00000005398363
WASHINGTON, DC 20005

Date Mailed: 04/30/2012

NOTICE OF ACCEPTANCE OF POWEROF ATTORNEY

This is in response to the Powerof Attorneyfiled 04/26/2012.

The Powerof Attorney in this application is accepted. Correspondencein this application will be mailed to the
above address as provided by 37 CFR 1.33.

/jawhitfield/

 

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101

page 1 of 1
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To: PTO-PAT-Email@rfem.com,,
From: PAIR_eOfficeAction@uspto.gov
Ce: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 6449

Apr 30, 2012 05:18:14 AM

Dear PAIR Customer:

ROTHWELL, FIGG, ERNST & MANBECK,P.C.
607 14th Street, N.W.
SUITE 800

WASHINGTON, DC 20005
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 6449 , have new
outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
12569116 N570 04/30/2012 OV-101

N570 04/30/2012 OV-101

To view your correspondenceonline or update your email addresses, please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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Rothwell, Figg, Ermst & Manbeck Specific POA-Assignee(s} Only
tF9

 
POWER OF Application [37565 116
ATTORNEY Number

and Filing Date++—~«| September29, 2005
CORRESPONDENCE First Named Venetianer etal.©ADDRESS Inventor mia
INDICATION FORM CarUnit

Examiner Name

Attorney Docket 4079-101
Number -
Title Video Surveillance System Employing Video

|Primitives

 
 

 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

 

 

 

The belownamed Assigneo of record ofthe entire interest ininterestinthesubjectapplication,toughsubject application, through
its authorized representative identified below, hereby revokes all previous powers of attorney

given in the above-identified application and hereby appoints the practitioners associated with
the Customer Number 06449 as my/our attorney(s) or agent(s) fo prosecute the application

identified above, and to transact all business in the United States Patent and Trademark Office
connected therewith.

.2
|

Statement under 37 CER 3,73(6)}
A chainoftitle fromthe inventors, of the patent application/‘patentidentified above, to the
current assignee as follows:

i. Assignment From: Peter L. Venetianer, Alan J. Lipton, Andrew J. Chosak, Matthew FE
Frazier, Niels Haermeg, Weihong Yin, Zhong Zhang, Gary W. Myers To: Objectideo,
Inc.

The document was recordedin theU.S. Patent and Trademark Officeat
Reel 016453, Frame 0968.

2. Security Agreement From: ObjectVideo, Inc. To: RIF OV, LLC
The document was recorded in the U.S. Patent and Trademark CYfice at

Reel 020478, Frame O7 11,

3. Grant of Security Interest in Patent Rights From: ObjectVideo, Inc. To: RIF OV, LLC
The document was recorded in the U.S. Patent and Trademark Office at

Reel 021744, Frame 0464.
4. Release of Security Agroement/Interest From: RIF OV LLC To: ObjectVideo, Inc.

The document was recorded in the U.S. Patent and Trademark Office at

Reel O27810, Frame O117.

INSTRUCTIONS FROM ANOTHER PARTY

Assignee, through its undersigned authorized representative, hereby acknowledgesthat the
practitioners appointed hercin may obtain instructions as to any action to be taken in the US.
Patent and Trademark Office on any application to which this power of attorney maybe
directed, or on any patent which may issue on any such application, from assignee’s third-
party agents or attorneys, or other designee, who have been authorized byassignee to convey
such mstructions, and assignee expressly consents to this arrangement. In the event ofa
change in the persons from whom instructions are to be taken, the practitioners appointed

ACKNOWLEDGEMENT AND CONSENT BYASSIGNEE TO OBTAIN=
herein shall be so notified bythe assignee. | 
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ObjectVideo, Inc.

Assignee Namenatnnnntnnnadnnnenatininnannennnnnannnnnnnneenna

Sirnature of
Authorized

Representative

| Typed or Printed
Name

 
 

 
Christopher Uapuane

 
 

 Typed or Printed Title GarnerCounsel & VP, Corporate Develupraeni  

April 26, 2014 
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CERTIFICATE OF SERVICE

it is hereby certified that the attached POWER OF ATTORNEY AND
CORRESPONDENCE ADDRESS INDICATION FORM is being served on the attorney of
record for the 3rd party Requester in the above-captioned Reexamination byfirst class mail at
the third party requester's address:

Kenyon & Kenygn LLP

 
 

Martin M. Zoltick
Reg. No. 35,745

April 26, 2012
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Electronic AcknowledgementReceipt

12636635

Application Number: 12569116

International Application Number:

Confirmation Number:

Title of Invention: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

First Named Inventor/Applicant Name: Alan J. Lipton

Customer Number: 74712

Martin M. Zoltick/Carolyn Harty

Filer Authorized By: Martin M.Zoltick

Attorney Docket Number: OV-101

Receipt Date: 26-APR-2012

Filing Date: 29-SEP-2009

Time Stamp: 15:19:00

Application Type: Utility under 35 USC 111)

 
Paymentinformation:

Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

113881

Powerof Attorney poal.pdf 503bb2399d5d24e5 1576107e36bccf9f9cd 
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Miscellaneous Incoming Letter certserv.pdf
654b9e448a1 16c7a846a1ca734eefchc7363

7e

The pagesize in the PDF is too large. The pages should be 8.5 x 11 or A4.If this PDF is submitted, the pageswill be resized upon entry into the
Image File Wrapper and mayaffect subsequent processing

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTOofthe indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish thefiling date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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Rothwell, Figg, Ermst & Manbeck Specific POA-Assignee(s} Only
tF9

 
POWER OF Application [37565 116
ATTORNEY Number

and Filing Date++—~«| September29, 2005
CORRESPONDENCE First Named Venetianer etal.©ADDRESS Inventor mia
INDICATION FORM CarUnit

Examiner Name

Attorney Docket 4079-101
Number -
Title Video Surveillance System Employing Video

|Primitives

 
 

 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

 

 

 

The belownamed Assigneo of record ofthe entire interest ininterestinthesubjectapplication,toughsubject application, through
its authorized representative identified below, hereby revokes all previous powers of attorney

given in the above-identified application and hereby appoints the practitioners associated with
the Customer Number 06449 as my/our attorney(s) or agent(s) fo prosecute the application

identified above, and to transact all business in the United States Patent and Trademark Office
connected therewith.

.2
|

Statement under 37 CER 3,73(6)}
A chainoftitle fromthe inventors, of the patent application/‘patentidentified above, to the
current assignee as follows:

i. Assignment From: Peter L. Venetianer, Alan J. Lipton, Andrew J. Chosak, Matthew FE
Frazier, Niels Haermeg, Weihong Yin, Zhong Zhang, Gary W. Myers To: Objectideo,
Inc.

The document was recordedin theU.S. Patent and Trademark Officeat
Reel 016453, Frame 0968.

2. Security Agreement From: ObjectVideo, Inc. To: RIF OV, LLC
The document was recorded in the U.S. Patent and Trademark CYfice at

Reel 020478, Frame O7 11,

3. Grant of Security Interest in Patent Rights From: ObjectVideo, Inc. To: RIF OV, LLC
The document was recorded in the U.S. Patent and Trademark Office at

Reel 021744, Frame 0464.
4. Release of Security Agroement/Interest From: RIF OV LLC To: ObjectVideo, Inc.

The document was recorded in the U.S. Patent and Trademark Office at

Reel O27810, Frame O117.

INSTRUCTIONS FROM ANOTHER PARTY

Assignee, through its undersigned authorized representative, hereby acknowledgesthat the
practitioners appointed hercin may obtain instructions as to any action to be taken in the US.
Patent and Trademark Office on any application to which this power of attorney maybe
directed, or on any patent which may issue on any such application, from assignee’s third-
party agents or attorneys, or other designee, who have been authorized byassignee to convey
such mstructions, and assignee expressly consents to this arrangement. In the event ofa
change in the persons from whom instructions are to be taken, the practitioners appointed

ACKNOWLEDGEMENT AND CONSENT BYASSIGNEE TO OBTAIN=
herein shall be so notified bythe assignee. | 
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ObjectVideo, Inc.

Assignee Namenatnnnntnnnadnnnenatininnannennnnnannnnnnnneenna

Sirnature of
Authorized

Representative

| Typed or Printed
Name

 
 

 
Christopher Uapuane

 
 

 Typed or Printed Title GarnerCounsel & VP, Corporate Develupraeni  

April 26, 2014 
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CERTIFICATE OF SERVICE

it is hereby certified that the attached POWER OF ATTORNEY AND
CORRESPONDENCE ADDRESS INDICATION FORM is being served on the attorney of
record for the 3rd party Requester in the above-captioned Reexamination byfirst class mail at
the third party requester's address:

Kenyon & Kenygn LLP

 
 

Martin M. Zoltick
Reg. No. 35,745

April 26, 2012
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Electronic AcknowledgementReceipt

12637496

Application Number: 12569116

International Application Number:

Confirmation Number:

Title of Invention: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

First Named Inventor/Applicant Name: Alan J. Lipton

Customer Number: 74712

Martin M. Zoltick/Carolyn Harty

Filer Authorized By: Martin M.Zoltick

Attorney Docket Number: OV-101

Receipt Date: 26-APR-2012

Filing Date: 29-SEP-2009

Time Stamp: 15:22:48

Application Type: Utility under 35 USC 111)

 
Paymentinformation:

Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

113881

Powerof Attorney poal.pdf 503bb2399d5d24e5 1576107e36bccf9f9cd 
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Miscellaneous Incoming Letter certserv.pdf
39602081 60af0eb1 1a12ac8e6ef1d9835al

The pagesize in the PDF is too large. The pages should be 8.5 x 11 or A4.If this PDF is submitted, the pageswill be resized upon entry into the
Image File Wrapper and mayaffect subsequent processing

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTOofthe indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish thefiling date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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  UNITED STATES DEPARTMENT OF COMMERCE

United States Vatent and TrademarkOfficeAddress: COMMISSIONER FOR PATENTS
P.O. Box 1450

Alexandria, Virginia 22313-1450www.uspto.g:

APPLICATION NO. ISSUE DATE PATENT NO. ATTORNEY DOCKETNO. CONFIRMATION NO.

12/569,116 04/26/2011 7932923 OV-101 7686

 
 

TAN2 7590 04/06/2011

Muir Patent Consulting, PLLC
9913 Georgetown Pike, Suite 200
P.O. Box 1213

Great Falls, VA 22066

ISSUE NOTIFICATION

The projected patent numberandissue date are specified above.

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment is 0 day(s). Any patent to issue from the above-identified application will include
an indication of the adjustmenton the front page.

If a Continued Prosecution Application (CPA) wasfiled in the above-identified application, the filing date that
determines Patent Term Adjustmentis the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information
Retrieval (PAIR) WEBsite (http://pair-uspto. gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the
Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee
payments should be directed to the Application Assistance Unit (AAU) of the Office of Data Management
(ODM)at (571)-272-4200.

APPLICANT(s)(Please see PAIR WEBsite http://pair.uspto.gov for additional applicants):

Alan J. Lipton, Falls Church, VA;
Thomas M.Strat, Pakton, VA;
Péter L. Venetianer, McLean, VA;
Mark C. Allmen, Morrison, CO;
William E. Severson, Littleton, CO;
Niels Haering, Arlington, VA;
Andrew J. Chosak, McLean, VA;
Zhong Zhang, Herndon, VA;
Matthew F. Frazier, Arlington, VA;
James S. Seekas, Arlington, VA;
Tasuki Hirata, Silver Spring, MD;
John Clark, Leesburg, VA;
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Receiptdate: 12/31/2009
Doc description: Information Disclosure Statement (IDS) Filed

12569116 - SaAld. 8831
Approved for use through 07/31/2012. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.
 

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT

( Not for submission under 37 CFR 1.99)

 

 

 

    
Application Number 12596116

Filing Date 2009-09-11

First Named Inventor|Alan J. Lipton

Art Unit | 2621
Examiner Name Tung Vo

Attorney Docket Number | ov-101 

 

U.S.PATENTS [Femove]SCS 

Examiner] Cite

Initial* No
Patent Number

Kind

Code' Issue Date
Nameof Patentee or Applicant
of cited Document

Figures Appear

Pages,Columns,Lines where
Relevant Passages or Relevant

 

 

 

 

 

 

 

 

1 5912980 A 1999-06-15 Hunke, H. Martin

Cc nange(s) a plied
toldocumen 5 2000

SAY 2|6025877 A 2004-02-15|Chang etal.
3/29/2011

3 6097429 A 2000-08-01 Seeley et al.

4 6360234 B2 2002-03-19 Jain et al.

5 7197072 B1 2007-03-27 Hsu et al.

6 7227893 B1 2007-06-05 Srinivasa etal.

7 7356830 B1 2008-04-08 Dimitrova, Nevenka

8 7447331 B2 2008-11-04 Brownetal.
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Receipt date: 12/31/2009

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT

( Not for submission under 37 CFR 1.99)

 

 

 

    
Application Number 12596116 12569116 - GAU: 2621

Filing Date 2009-09-11

First Named Inventor|Alan J. Lipton

Art Unit | 2621
Examiner Name Tung Vo

Attorney Docket Number | ov-101 

31 59262106

32|6069653

33=|6297844

34°=|6424376

65428406

(26/2011 36=|6696945

3f=|6727938

38=|6738424

39=|6954498

40|6987883

41 6351265 B1

   
EFS Web 2.1.16

 

1999-07-20

2000-05-30

2001-10-02

2002-07-23

2003-04-01

2004-02-24

2004-04-27

2004-05-18

2005-10-11

2006-01-17

2002-02-26

Hackett et al.

Hudson etal.

Schatz et al.

Courtney

Okamoto et al.

Venetianeret al. 
Randall

Allmen etal.

Lipton

Lipton et al.

Bulman

ALL REFERENCES CONSIDERED EXCEPT WHERE LINED THROUGH. /
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

 
  
  CONFIRMATIONNO.    APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO.

12/569,116 09/29/2009 Alan J. Lipton OV-101 7686

Mui nst “em

Muir Patent Consulting, PLLC [ee
9913 Georgetown Pike, Suite 200 VO, TUNG T
P.O. Box 1213

Great Falls, VA 22066 PAPER NUMBER
2486

MAIL DATE DELIVERY MODE

03/23/2011 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

PTOL-90A (Rev. 04/07)
Canon Ex. 1002 Page 54 of 437
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UNITED STATES DEPARTMENT OF COMMERCE

U.S. Patent and Trademark Office
Address : COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

APPLICATION NO./ FILING DATE FIRST NAMED INVENTOR/ ATTORNEY DOCKETNO.

CONTROLNO. PATENT IN REEXAMINATION

12569116 9/29/09 LIPTON ET AL. OV-101

EXAMINER

 

Muir Patent Consulting, PLLC
9913 Georgetown Pike, Suite 200 Nhon T. Diep
P.O. Box 1213

Great Falls, VA 22066 ART UNIT PAPER

2486 20110321

DATE MAILED:

Please find below and/or attached an Office communication concerning this application or
proceeding.

Commissionerfor Patents

IDSfiled 10/13/2010 had been considered, and a copyofthe initialed IDS is attached

/Nhon T Diep/
Primary Examiner, Art Unit 2486

PTO-90C (Rev.04-03)
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Application/Control No. Applicant(s)/Patent Under
Reexamination

Search Notes 12569116 LIPTON ET AL.

itl ll | ll “— Art Unit
Tung Vo 246

SEARCHED

|Class|a144, 145, 148 asHO4N a8 ee|2/8/2011

                      

SEARCH NOTES

PERSESTSESS

INTERFERENCE SEARCH

|Class|CSubclassCTSCite|Examiner|
6/14/2010

 
 

U.S. Patent and TrademarkOffice Part of Paper No. : 20110321
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IDS Form PTO/SB/08: Substitute for form 1449A/PTO Complete if Known
Application Number 12/569,116

INFORMATION DISCLOSURE Filing Date 09-29-2008
First Named inventor Alan J. Lipton

STATEMENTBY APPLICANT aunt eI
(Use as many sheets as necessary)

U.S. PATENTS AND PUBLISHED U.S. PATENT APPLICATIONS

Examiner Cite Document Number Issue or Name of Patentee or Pages, Columns, Lines, Where
Initials No." J 2 Publication Date Applicant of Cited Document Relevant Passages or Relevant

FOREIGN PATENT DOCUMENTS

Examiner i Publication Date Nameof Patentee or Pages, Columns,Lines,
Initials . Foreign Patent Document MNM-DD-YYYY Applicant of Cited Document Where Relevant Passages

or Relevant Figures
 

Country Code’ Number’ Kind Code® (if Known)

Examiner i Include name of the author (in CAPITAL LETTERS),title of the article (when appropriate}, title of the item
Initials - (book, magazine, journal, serial, symposium, catalog, etc.), date, page(s), volume-issue number(s),

publisher, city and/or country where published.

 
Examiner : Date 03/21/2011(itbon 7 Diep/

EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through
citation if not in conformance and not considered. Include copy of this form with next communication to applicant.

Canon Ex. 1002 Page 57 of 437



Canon Ex. 1002 Page 58 of 437

Page | of 1

UNITED STATES PATENT AND TRADEMARK OFFICE  UNITED STATES DEPARTMENT OF COMMERCE
Spe Ay} United States Patent and Trademark Office

a “ Address: COMMISSIONER FOR PATENTSPO. Box 145: 0
Alexandna,Virginia 22313-1450
www. uspto.gov

cc CONFIRMATIONNO.7686
Bib Data Sheet

FILING OR 374(c)

SERIAL NUMBER DATE GROUP ARTUNIT bOCKENo
12/569,116 09/29/2009 2486 OVv-101 .

RULE

APPLICANTS

Alan J. Lipton, Falls Church, VA;
ThomasM.Strat, Pakton, VA:
Péter L. Venetianer, McLean, VA:
Mark C. Allmen, Morrison, CO;
William E. Severson, Littleton, CO;
Niels Haering, Arlington, VA;
Andrew J. Chosak, McLean, VA;
Zhong Zhang, Herndon, VA;
Matthew F. Frazier, Arlington, VA;
James S. Seekas, Arlington, VA;
Tasuki Hirata, Silver Spring, MD;
John Ciark, Leesburg, VA;

* CONTINUING DATA KRREREEERERREREREERERERREE

* FOREIGN APPLICATIONS REKKEKEEERERKEKEAKEAER

IF REQUIRED, FOREIGN FILING LICENSE GRANTED. SMALL ENTITY **

Foreign Priority claimed |
wes STATE OR|SHEETS TOTAL |INDEPENDEN

85 USC 119 (a-d) conditions LY yesJ)no LI met after COUNTRY|DRAWING|CLAIMS CLAIMS
Allowance VA 7 26 4

Examiner's Signature Initials

IDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

CJ Ali Fees

C) 1.16 Fees ( Filing )

FILING FEE |FEES: Authority has been given in Paper Q 1.17 Fees ( Processing Ext. of
RECEIVED _[No. to charge/credit DEPOSIT ACCOUNT time)

for following: C) 1.18 Fees ( Issue )
CJ) other

Q) credit
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PARTB - FEE(S) TRANSMITTAL

Complete and send this ferm, together with applicable fee(s), to: Mail Mail Step ISSUE FER
Commissioner for Patents
P.O. Box 1456
Alexandria, Virginia 22313-1458

er Fax (S71) 273-2885

PEE Gf required). Blocks 1 through 3 should be completed where
=5

ace fees will be ma vied to the current correspondence e88 BS
wrespondence address; and/or (b) indicating a sseparaate "PEE ADDRESS” for
  
 

  INSTRUC

appropnate. All further correspondencedicated unless corrected belowor direx
maintenancefee notifications.

CURRENT CORRESPONDENCE ADORESS(Note: Use Block 1 fot any change ofaddress)

TONS: This form should be used for transmitting the ISSUE FEE and PUBL
chiding the Patent, ‘advance orders and notifica

otherwise in Blook 1, by (a) specifying a new c

  
 
 

   Hp: 
  

 

 
  

 
can only be used for domestic m gs of the

 os) T. Z his ce Heate cannot be used for any other accompanyingMuir Patent Consulting, PLLC papers Each mietional paper, such as an assignment or formal drawing, aust9913 Georgetown Pike, Suite 200 nave ifs own certificaie of mailing or transmission,
P.O. Box 1213 Certificate of Mailing or Transmission
Great Falls, VA 22066 L herebycertify t cing deposited with the United

 
    

States Postal Service with suffi x first class mail ian envelopeaddressed to the Mail Stop ISSUE PEE nuklress above, or being facsimileayy,
transmitted to the USPTO BID 273-2885, on the date indicated below.
 

(Depositor’s tare)

(Signature) 
APPLICATIONNO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. | CONFIRMATION NO.

12/569,116 2009-09-29 Alan J. Lipton OV-101 7686
TITLE OF INVENTION:

 
 
   SMACE ENTITY PUBLICATION PEEAPPLN. TYPE

nonprovisional yes

TOTAL FEE(S} DOE |DATEDUE|TE DUE
300 1055 2011-05-18   

CLASS-SUBCLASS 

  

 
 
 

re of correspondence address or inds
nof"Pes Addr , Muir Patent Consulting, PLLC  

LChangeof correspondenceaddress (or Changeof Correspondence
Address form PTO/SB/122)attached.
o "Fee Address” indication for "Poe Addr
PTO/SB/47; Rev 03-02 or more recent} a
Nursberis required,

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT ¢{print or typ
PLEASE NOTE: Unless an assignes is identified below, no assignee data will appear on the patent. Uf an assigne
recordation asset forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

ess” Indication form
ed. Use of a Customer

 
 
44.

o fepistered patent
list i,no name will b  
 

  
 

  
2 is identified below, the document has been filed for

 

(A) NAMEOF ASSIGNEF (PB) RESIDENCE: (CITYand STATE OR COUNTRY}

ObjectVideo, Inc. 11600 Sunrise Valley Drive, Suite 290

Reston, VA 20191

nted on the pat C] individual M4 Conxgnee category or categories Gwill not  Please check the appro,   
ament
 

da. The follow ng fee{s} are enclosed: 4b. Payment of Feefs):
W1 issue Fee (al A check in the amount of the fee{s} is enclosed.
WV} Publication Fee (No small entity discount permitted) WI ps yvinent by credit card. Porm PTO-2038 is attached.
iad Advance Order- # of Copigs ¥4 The Director is hereby authorized by charge the required fees}, or credit any overpayment, to

DepositAccount Number 50-4574 .
 

 
 

 

(ab. Applicant is no longer claiming SMALL ENTITYstatus. See 37 CFR 1.27(2}(2).\ 

The Dhrector of the USPTO tsrequ o applythe issue Fee and Publication Fee GP any) oree and Prublicati cele requireds will not be accer yor anyone other t{as shown bythe records ofthe United States Patent and Trademark Office.

ray
© to the application identified above.
YY or agent; or the assigneeor other party in   

a pely anypreviouslypaid issuetethe applicant; a regis tered attorne
 
 
 

 ct,
   

 

/Patrick D. Muir/ Date 2011-02-23Authorized Signature

Typed or printed name Patrick D. Muir, Reg. #37,403 Registration No. 37,403

  
 
 
 

 This collection of mformatior

an application. lity is governed|
submitting the complet 1 application form t
this form and/or suggestions for reducingthis bu
Box 1450, Alexandria, Viing nia 22313-1456. De
Alexandria, Virginia 22313-1450.
Under the Paperwork Reduction Act of 1995, no pers

  
 

1is required by is required to obtain or retam a benefit by the publi
1.14. This collection is estimated fo take 12 minute aplete, inclu gathering,preparing, and

ewill vary depending upon the midividualcase. Any comin 1 a © you require to completeent to the Chief Information Officer, U.S. Patent and Trademark Office, US. Departtment of Commerce, P.O.
NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS, SEND TO: Commissioner for Patents, P.O. Box 1450,

 
118 to file (andbythe USPTO to process)

 

  
   

 ZF 

ys a valid OMB control number. 
ns are required to respond to a collection of mformation unless it c 
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with
your submission of the attached form related to a patent application or patent. Accordingly, pursuant to
the requirements of the Act, please be advised that: (1) the general authority for the collection of this
information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the
principal purpose for which the information is used by the U.S. Patent and Trademark Office is to process
and/or examine your submission related to a patent application or patent. If you do not furnish the
requested information, the U.S. Patent and Trademark Office may not be able to process and/or examine
your submission, which may result in termination of proceedings or abandonmentof the application or
expiration ofthe patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records may be disclosed to the Departmentof Justice to determine whether
disclosure of these records is required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidenceto a court, magistrate, or administrative tribunal, including disclosures to
opposing counselin the course of settlement negotiations.
A record in this system of records may bedisclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual
has requested assistance from the Member with respect to the subject matter of the record.
A record in this system of records may bedisclosed, as a routine use, to a contractor of the
Agency having need for the information in order to perform a contract. Recipients of information
shall be required to comply with the requirements of the Privacy Act of 1974, as amended,
pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this
system of records may bedisclosed, as a routine use, to the International Bureau of the World
Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency
for purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic
Energy Act (42 U.S.C. 218(c)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,
General Services, or his/her designee, during an inspection of records conducted by GSA aspart
of that agency’s responsibility to recommend improvements in records managementpractices and
programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in
accordance with the GSA regulations governing inspection of records for this purpose, and any
other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35
U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a
routine use, to the public if the record wasfiled in an application which became abandoned orin
whichthe proceedings were terminated and which application is referenced by either a published
application, an application open to public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or
local law enforcement agency, if the USPTO becomesaware ofa violation or potential violation
of law or regulation.
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Electronic Patent Application Fee Transmittal

Title of Invention: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

a

Utility under 35 USC 111(a) Filing Fees

Sub-Total in

USD(S$)
Description Fee Code Quantity

Basic Filing:

Miscellaneous-Filing:

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:

1 300 300Publ. Fee- early, voluntary, or normal 1504
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_ . Sub-Total in

Total in USD (S$) 1055
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Electronic AcknowledgementReceipt

ee

imine

Title of Invention: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

ee

Paymentinformation:

 
Submitted with Payment yes

Payment Type Credit Card

RAM confirmation Number 348

Deposit Account 504574

Authorized User MUIR,PATRICK D.

TheDirector of the USPTO is hereby authorized to charge indicated fees and credit any overpaymentas follows:

Charge any Additional Fees required under 37 C.F.R. Section 1.16 (National application filing, search, and examination fees)

Charge any Additional Fees required under 37 C.F.R. Section 1.17 (Patent application and reexamination processing fees)
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Charge any Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees)

Charge any Additional Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees)

Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges)

File Listing:

Document gs File Size(Bytes)/ Multi Pages

229657

Issue Fee Payment (PTO-85B) OV_101_issue_fee.pdf 21e59a4b2350243057336c474f4 1d 10273}
3d325

Information:

Fee Worksheet (PTO-875) fee-info.pdf
8ee382c8a695d9361a3.a55 15b769ab0854e

b3648

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTOofthe indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish thefiling date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

 
NOTICE OF ALLOWANCE AND FEE(S) DUE

 
   

74712 7590 02/18/2011

Muir Patent Consulting, PLLC VO, TUNG T
9913 Georgetown Pike, Suite 200
P.O.Box 1213

Great Falls, VA 22066 2486

DATE MAILED:02/18/2011

12/569,116 09/29/2009 Alan J. Lipton OV-101 7686
TITLE OF INVENTION: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE|PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

YES $0nonprovisional $755 $300 $1055 05/18/2011

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCEIS NOT A GRANT OF PATENT RIGHTS.

THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE.

HOW TO REPLYTO THIS NOTICE:

I. Review the SMALL ENTITYstatus shown above.

If the SMALL ENTITYis shown as YES,verify your current If the SMALL ENTITYis shown as NO:
SMALLENTITYstatus:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shownabove, or
above.

B. If the status above is to be removed, check box 5b on Part B - B. If applicant claimed SMALL ENTITYstatus before, or is now
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITYstatus, check box 5a on Part B - Fee(s)
and twice the amount of the ISSUE FEE shown above,or Transmittal and pay the PUBLICATION FEE (if required) and 1/2

the ISSUE FEE shownabove.

II. PART B - FEE(S) TRANSMITTAL,orits equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE(if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B isfiled, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalentof Part B.

IH. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advisedto the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenancefees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page | of 3
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for PatentsP.O. Box 1Alecandria Virginia 22313-1450

or Fax (571)-273-2885

 

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE(if required). Blocks 1 through 5 should be completed where

appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address asicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" formaintenance fee notifications.
CURRENT CORRESPONDENCE ADDRESS(Note: Use Block 1 for any changeof address) Note: A certificate of mailing can only be used for domestic mailings of the

Fee(s) Transmittal. This certificate cannot be used for any other accompanying

papers. Each additional paper, such as an assignment or formal drawing, mustave its own certificate of mailing or transmission.

 
 
   

T4712 7590 02/18/2011

Muir Patent Consulting, PLLC Certificate of Mailing or Transmission
9913 G Pike. Suite 200 I hereby certify that this Fee(s) Transmittal is being deposited with the Unitedcorgetown Pike, suite States Postal Service with sufficient postage for first class mail in an envelope
P.O. Box 1213 addressed to the Mail Stop ISSUE FEE address above, or being facsimile
Great Falls, VA 22066 transmitted to the USPTO (S71) 273-2885, on the date indicated below.

(Depositor's name)

(Signature)

(ate)

12/569,116 09/29/2009 Alan J. Lipton OV-101 7686
TITLE OF INVENTION: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE|PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

nonprovisional $755 $300 $1055 05/18/2011

VO, TUNG T 2486 348-143000

1. Change of correspondence addressor indication of "Fee Address" (37 2. For printing on the patent front page,list
CFR 1.363).

Lj Change of correspondence address (or Change of CorrespondenceAddress form PTO/SB/122) attached.

LI "Fee Address" indication (or "Fee Address” Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Numberis required.

 
(1) the names of up to 3 registered patent attorneys
or agents OR,alternatively,

(2) the name ofa single firm (having as a member a 2
registered attorney or agent) and the namesof up to
2 registered patent attorneys or agents. If nonameis 43
listed, no namewill be printed.

 

   
3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT(printor type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE:(CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : LV individual LJ Corporation or other private group entity (J Government

4a. The following fee(s) are submitted: 4b. Paymentof Fee(s): (Please first reapply any previously paid issue fee shown above)
L] Issue Fee LIA checkis enclosed.

_] Publication Fee (No small entity discount permitted) Lj Paymentby credit card. Form PTO-2038 is attached.
LT Advance Order - # of Copies [_J The Directoris hereby authorized to charge the required fee(s), any deficiency, or credit any

overpayment, to Deposit Account Number (enclose an extra copy ofthis form).

5. Change in Entity Status (from status indicated above)

LY a. Applicant claims SMALL ENTITYstatus. See 37 CFR 1.27. LI b. Applicant is no longer claiming SMALL ENTITYstatus. See 37 CFR 1.27(g)(2).
  

NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone otherthan the applicant; a registered attorney or agent; or the assignee or other party in
interest as shown bythe records of the United States Patent and Trademark Office.

Authorized Signature Date
 

 
Typed or printed name Registration No.

This collection of information is required by 37 CFR 1.311. The information is required to obtain or retain a benefit by the public whichis to file (and by the USPTOto process)

an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR Li14. This collection is estimated to take 12 minutes to complete, including gathering, preparing, andsubmitting the completed application form to the USPTO. Timewill v. epending uponthe individual case. Any comments on the amountof time you require to completethis form and/or suggestions for reducing this burden, should be sent ReeChief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O.
Box 1450, ‘Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
Alexandria, Virginia 22313-1450.
Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unlessit displays a valid OMBcontrol number.
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Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov
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74712 7590 02/18/2011

Muir Patent Consulting, PLLC VO, TUNG T
9913 Georgetown Pike, Suite 200
P.O. Box 1213

Great Falls, VA 22066 2486

DATE MAILED: 02/18/2011

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half
months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustmentis the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval
(PAIR) WEBsite (http://pair-uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571)-272-4200.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with
your submission of the attached form related to a patent application or patent. Accordingly, pursuant to
the requirements of the Act, please be advised that: (1) the general authority for the collection of this
information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the
principal purpose for which the information is used by the U.S. Patent and Trademark Office is to process
and/or examine your submission related to a patent application or patent. If you do not furnish the
requested information, the U.S. Patent and Trademark Office may not be able to process and/or examine
your submission, which may result in termination of proceedings or abandonmentof the application or
expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom
of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of
records may be disclosed to the Department of Justice to determine whether disclosure of these
records is required by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel
in the course of setthement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be
required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5
U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this
system of records may be disclosed, as a routine use, to the International Bureau of the World
Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy
Act (42 U.S.C. 218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator,
General Services, or his/her designee, during an inspection of records conducted by GSAaspart of
that agency's responsibility to recommend improvements in records management practices and
programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance
with the GSA regulations governing inspection of records for this purpose, and any other relevant
(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make determinations about
individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35
U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a
routine use, to the public if the record was filed in an application which became abandonedor in
which the proceedings were terminated and which application is referenced by either a published
application, an application open to public inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local
law enforcementagency, if the USPTO becomes aware of a violation or potential violation of law or
regulation.
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Application No. Applicant(s)

12/569,116 LIPTON ET AL.
Notice of Allowability Examiner Art Unit

Tung Vo 2483

-- The MAILING DATEof this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITSIS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENTRIGHTS.This application is subject to withdrawal from issueat the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. KX] This communication is responsive to the second supplemental amendmentfiled on 02/04/2011.

2. XX] The allowed claim(s)is/are 27,29-41,43-50 and 52-70.

3. LJ Acknowledgmentis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a) All b) LL) Some* c)[None ofthe:

1. 1 Certified copies of the priority documents have been received.

2. [1 Certified copies of the priority documents have been received in Application No.

3. C1 Copiesof the certified copies of the priority documents have been receivedin this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE”of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENTofthis application.
THIS THREE-MONTH PERIODIS NOT EXTENDABLE.

4. (.] A SUBSTITUTE OATH OR DECLARATIONmust be submitted. Note the attached EXAMINER’S AMENDMENTor NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

5. [] CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.
(a) CJ including changes required by the Notice of Draftsperson’s Patent Drawing Review ( PTO-948) attached

1) [1] hereto or 2) [] to Paper No./Mail Date .

(b) (J including changes required by the attached Examiner's Amendment / Commentorin the Office action of
Paper No./Mail Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawingsin the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. [] DEPOSIT OF and/or INFORMATIONabout the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)
1. [J Notice of References Cited (PTO-892) 5. [J Notice of Informal Patent Application

2. [1 Notice of Draftperson's Patent Drawing Review (PTO-948) 6. [J Interview Summary (PTO-413),
Paper No./Mail Date .

3. [J Information Disclosure Statements (PTO/SB/08), 7. OJ Examiner's Amendment/Comment
Paper No./Mail Date

4. (] Examiner's Comment Regarding Requirement for Deposit 8. XX] Examiner's Statement of Reasonsfor Allowance
of Biological Material

9. [] Other .

/Tung Vo/
Primary Examiner, Art Unit 2483

 
 

U.S. Patent and Trademark Office

PTOL-37 (Rev. 08-06) Notice of Allowability Part of Paper No./Mail Date 20110208
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Application/Control Number: 12/569,116 Page 2

Art Unit: 2483

Allowable Subject Matter

1. Claims 27, 29-41, 43-50, 52-70 are allowed.

2. The following is an examiner’s statement of reasons for allowance: the prior art does not

disclose a method comprising: detecting an object in a video; detecting a plurality of attributes of

the object by analyzing the video, the plurality of attributes including at least one of a physical

attribute and a temporalattribute, each attribute representing a characteristic of the detected

object; selecting a new userrule after detecting the plurality of attributes; and after detecting the

plurality of attributes and after selecting of the new userrule, identifying an event of the object

that is not one of the detected attributes of the object by applying the new userrule to the

plurality of detected attributes; wherein the plurality of attributes that are detected are

independent of which eventis identified, and wherein the step of identifying the event of the

object identifies the event without reprocessing the video as presented by the applicant's

arguments filed on 02/04/2011.

Any comments considered necessary by applicant must be submitted no later than the

paymentof the issue fee and, to avoid processing delays, should preferably accompanythe issue

fee. Such submissions should be clearly labeled “Comments on Statement of Reasons for

Allowance.”

3. Anyinquiry concerning this communication or earlier communications from the

examiner should be directed to Tung Vo whose telephone numberis 571-272-7340. The

examiner can normally be reached on Monday-Wednesday, Friday.
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Application/Control Number: 12/569,116 Page 3

Art Unit: 2483

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Joseph Ustaris can be reached on 571-272-7383. The fax phone numberfor the

organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

maybe obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free). If you would

like assistance from a USPTO Customer Service Representative or access to the automated

information system, call 800-786-9199 (IN USA OR CANADA)or 571-272-1000.

/Tung Vo/
Primary Examiner, Art Unit 2483
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Application/Control No. Applicant(s)/Patent Under

Issue Classification|josg9116 Reexamination
LIPTON ET AL.

“125691 167"). _
Tung Vo

ORIGINAL INTERNATIONAL CLASSIFICATION
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UNITED STATES PATENT AND TRADEMARK OFFICE 
BIB DATA SHEET

SERIAL NUMBER
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FILING or 371(c)
DATE

09/29/2009
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Application Serial No. 12/596,116 Customer No. 74,712
Second Supplemental Amendment of February 4, 2011 Attorney Docket No. OV-101

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the application of: Alan J Liptonet al. Attorney Docket: OV-101

Serial Number: 12/569,116 Group Art Unit: 2621

Filed: September 29, 2009 Examiner: Tung Vo

Confirmation Number: 7686

Title: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO

PRIMITIVES

SECOND SUPPLEMENTAL AMENDMENT AND INTERVIEW SUMMARY

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313

DearSir:

This is a further Supplemental Amendmentto the response filed October 13, 2010.

Please enter the following amendmentand consider the following remarks.
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Application Serial No. 12/596,116 Customer No. 74,712
Second Supplemental Amendment of February 4, 2011 Attorney Docket No. OV-101

Amendments to the Claims:

Thislisting of claims will replace all prior versions andlistings of claims in the

application:

Listing of Claims:

Claims 1-26 (Cancelled).

27. (Currently Amended) A method comprising:

detecting an object in a video from a single camera;

detecting a plurality of attributes of the object by analyzing the video from said

single camera,the plurality of attributes including at least one of a physical attribute and

a temporalattribute, each attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and

after detecting the plurality of attributes and after selecting the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of which

event is identified, and

wherein the step of identifying the event of the object identifies the event without

reprocessing the video,and

wherein the event of the object refers to the object engaged in an activity.
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Application Serial No. 12/596,116 Customer No. 74,712
Second Supplemental Amendment of February 4, 2011 Attorney Docket No. OV-101

28. (Cancelled).

29. (Previously Presented) The method of claim 27, wherein selecting the new

user rule comprises selecting a subset of the plurality of attributes for analysis.

30. (Previously Presented) The method of claim 27, wherein the plurality of

attributes that are detected are defined in a device priorto a selection of a subset of the

plurality of attributes.

31. (Previously Presented) The method of claim 27, wherein no analysis is

performed on at least some of the detected attributes to detect an event.

32. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural physical attributes and the method comprises applying the new

user rule to a plural numberofphysicalattributes.

33. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural temporal attributes and the method comprises applying the new

user rule to a plural number of temporalattributes.

34. (Previously Presented) The method of claim 27, further comprising:

storing the detected attributes in memory; and
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identifying the event of the object by analyzing only a subsetofthe attributes

stored in the memory.

35. (Currently Amended) A method comprising:

detecting first and second objects in a video from a single camera;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video from said single camera, each attribute representing a

characteristic of the respective detected object;

selecting a new userrule; and

after detecting the plurality of attributes, identifying an event that is not one of

the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of which

eventis identified,

wherein the step of identifying an event of the object comprises identifyingafirst

event ofthe first object interacting with the second object by analyzing the detected

attributes of the first and second objects,the first event not being one of the detected

attributes,and

wherein the event of the object refers to the object engaged in an activity.

36. (Currently Amended) A video device comprising:

meansfor detecting an object in a video from a single camera;
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meansfor detecting a plurality of attributes of the object by analyzing the video

from said single camera, the plurality of attributes including at least a physical attribute

and a temporal attribute, each attribute representing a characteristic of the detected

object;

a memory storing the plurality of detected attributes;

meansfor selecting a new userrule after the plurality of detected attributes are

stored in memory; and

meansfor identifying an event of the object that is not one of the detected

attributes of the object by applying a selected new userrule to the plurality of attributes

stored in memory,for identifying the event independent of whenthe attributes are stored

in memory andfor identifying the event without reprocessing the video,and

wherein the event of the object refers to the object engaged in an activity.
 

37. (Previously Presented) The video device of claim 36, further comprising:

a video camera operable to obtain the video.

38. (Previously Presented) The video device of claim 36, wherein the means

for identifying an event of the object comprises meansfor identifying a first event of the

object in real time by analyzing,of the plurality of attributes, only a first selected subset

of the plurality of attributes.

39. (Previously Presented) The video device of claim 38, wherein the means

for identifying an event of the object comprises meansfor identifying a second event of

Canon Ex. 1002 Page 81 of 437



Canon Ex. 1002 Page 82 of 437

Application Serial No. 12/596,116 Customer No. 74,712
Second Supplemental Amendment of February 4, 2011 Attorney Docket No. OV-101

the object by analyzing, of the plurality of attributes, only a second selected subset of the

plurality of attributes that have been archived.

40. (Previously Presented) The video device of claim 36, wherein applying a

selected new user rule comprises analyzing, of the plurality of attributes, only a selected

subsetof the plurality ofattributes.

41. (Currently Amended) The video device of claim 36,

wherein the memory [[is]] is configured to store at least someof the plurality of

attributes for at least two months, and

wherein the meansfor identifying an event of the object includes meansfor

identifying an event of the object by analyzing only a selected subset of the plurality of

attributes including the at least some ofthe plurality of attributes stored for at least two

months.

42. (Cancelled).

43. (Previously Presented) The video device of claim 36, wherein the means

for identifying an event includes meansfor identifying the event by analyzingat least

two selected physical attributes of the plurality of attributes.
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44. (Previously Presented) The video device of claim 36, wherein the

identifying meansidentifies an event by analyzing a selection of individual onesofthe

detected plural attributes.

45. (Previously Presented) The video device of claim 36, wherein the plural

attributes detected by the means for detecting are defined in the video device

independentofa selection of the detected plural attributes.

46. (Previously Presented) The video device of claim 36, wherein the video

surveillance device is a computer system configured as a video surveillance device.

47. (Previously Presented) The video device of claim 36, further comprising

video sensors.

48. (Currently Amended) A method comprising:

providing a video device which detects an object upon analyzing a video froma

single camera and which detects plural attributes of the detected object upon analyzing

the video from said single camera, the plurality of attributes including at least a physical

attribute and a temporal attribute; and

then, selecting a rule, whichis not a rule used to detect any individualattribute,

as a new userrule, the new user rule providing an analysis of a combination of the

attributes to detect an event that is not one of the detected attributes,
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wherein the attributes to be detected are independentof the event to be detected,_

and

wherein the event of the object refers to the object engaged in an activity.
 

49. (Previously Presented) The method of claim 48, further comprising:

providing a video device which detects an object upon analyzing a video and

which detects plural physical attributes and plural temporal attributes of the detected

object upon analyzing the video; and

then, selecting the new userrule to provide an analysis of a combination of the

plural physicalattributes and the plural temporalattributes to detect the event.

50. (Currently Amended) A non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement the following method comprising:

detecting an object in a video from a single camera;

detecting a plurality of attributes of the object by analyzing the video from said

single camera,the plurality of attributes including at least one of a physical attribute and

a temporalattribute, each attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and

after detecting the plurality of attributes and after selecting the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes, the event of the

object being identified without reprocessing the video;
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wherein the plurality of attributes that are detected are independent of which

eventis identified, and

wherein the event of the object refers to the object engaged in an activity.

51. (Cancelled).

52. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein selecting the new user rule comprises selecting a subset of

the plurality of attributes for analysis.

53. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the plurality of attributes that are detected are defined in a

device prior to a selection of a subset of the plurality ofattributes.

54. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the instructions executed by the computer system do not

cause the computer system to perform an analysis on at least some of the detected

attributes to detect an event.

55. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,

wherein the plurality of attributes include plural physical attributes, and
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wherein the method implemented by the computer system further comprises

applying the new userrule to a plural numberofphysical attributes.

56. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,

wherein the plurality of attributes include plural temporalattributes, and

wherein the method implemented by the computer system further comprises

applying the new userrule to a plural number of temporalattributes.

57. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the method implemented by the computer system further

comprises:

storing the detected attributes in memory; and

identifying the event of the object by analyzing only a subsetofthe attributes

stored in the memory.

58. (Currently Amended) A non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement the following method comprising:

detecting first and second objects in a video from a single camera;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video from said single camera, each attribute representing a

characteristic of the respective detected object;

10
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selecting a new userrule; and

after detecting the plurality of attributes, identifying an event that is not one of

the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of which

eventis identified,

wherein the step of identifying an event comprises identifying a first event of the

first object interacting with the second object by analyzing the detected attributes of the

first and second objects, the first event not being one of the detected attributes,and

wherein the event of the object refers to the object engaged in an activity.
 

59. (Currently Amended) A video device comprising:

meansfor detecting first and second objects in a video from a single camera;

meansfor detecting a plurality of attributes of the object by analyzing the video

from said single camera, each attribute representing a characteristic of the respective

detected object;

a memory storing the plurality of detected attributes; and

meansfor identifying an event ofthe first object interacting with the second

object by applying a selected new userrule to the plurality of attributes stored in

memory,and for identifying the event independent of when the attributes are stored in

memory,the event not being one of the detected attributes,

wherein the event of the object refers to the object engaged in an activity.
 

11
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60. (Previously Presented) The video device of claim 59, further comprising:

a video camera operable to obtain the video.

61. (Previously Presented) The video device of claim 59, wherein the means

for identifying an event ofthe first object interacting with the second object comprises

meansfor identifying a first event in real time by analyzing, ofthe plurality of attributes,

only a first selected subset of the plurality of attributes.

62. (Previously Presented) The video device of claim 61, wherein the means

for identifying an event ofthe first object interacting with the second object comprises

meansfor identifying a second event by analyzing,of the plurality of attributes, only a

second selected subset of the plurality of attributes which have been archived.

63. (Previously Presented) The video device of claim 59, wherein applying a

selected new user rule comprises analyzing, of the plurality of attributes, only a selected

subsetof the plurality ofattributes.

64. (Previously Presented) The video device of claim 59,

wherein the memory is configured to store at least some ofthe plurality of

attributes for at least two months, and

wherein the meansfor identifying an event of the first object interacting with the

second object includes meansfor identifying the event by analyzing only a selected

12
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subset of the plurality of attributes including the at least some ofthe plurality of

attributes stored for at least two months.

65. (Previously Presented) The video device of claim 59, wherein the means

for identifying an event includes meansfor identifying the event without reprocessing

the video.

66. (Previously Presented) The video device of claim 59, wherein the means

for identifying an event includes meansfor identifying the event by analyzingat least

two selected physical attributes of the plurality of attributes.

67. (Previously Presented) The video device of claim 59, wherein the

identifying meansidentifies an event by analyzing a selection of individual onesofthe

detected plural attributes.

68. (Previously Presented) The video device of claim 59, wherein the plural

attributes detected by the means for detecting are defined in the video device

independentofa selection of the detected plural attributes.

69. (Previously Presented) The video device of claim 59, wherein the video

surveillance device is a computer system configured as a video surveillance device.

13
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70. (Previously Presented) The video device of claim 59, further comprising

video sensors.

14
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REMARKS

Claims 27, 29-41, 43-50 and 52-70 are pendingin this application, of which claims

27, 35, 36, 48, 50, 58, and 59 are independent.

The Applicant thanks Examiner Vofor his time during the personal interview of

January 26, 2011 with Patrick Muir and Peter Venetianer. During the interview, the

Applicant and Examinerdiscussed U.S. Patent Publication 2003/0023612 to Carlbom

and its corresponding priority provisional applications (Nos. 60/299,335 and

60/297,539), these documents recently brought to the Applicant’s attention by the

Examiner.

Asdiscussed, while Carlbom teaches obtaining plural motion trajectories, a separate

camera (or sets of cameras) is used to detect a corresponding trajectory (one camera for

a first player, another camera for a second player and six other camerasfor the ball).

There is no teaching of detecting multiple attributes by analyzing a video fromasingle

camera, and then identifying an event of the object by applying a new userrule to those

attributes. Claim 27 has been amendedto clearly set forth this feature. The other

independentclaims 35, 36, 48, 50, 58, and 59 have also been amendedto clarify that the

video to be analyzed for multiple attributes is a video from a single camera.

In more detail, the Carlbom documents teach a system for automated performance

data mining associated with a domain-specific event based on analysis of sensor data.

The performance data mining techniques may combinesensoranalysis data with other

15
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data sources stored in a database to discoverinteresting patterns/rules associated with

the event. (See, e.g., paragraphs [0010] and [0010] of Carlbom ‘612.)

Morespecifically, Carlbom teaches an instantly indexed multimedia database

system developed for the sport of tennis. Carlbom ‘335 describes:

Multiple synchronized video streams from eight cameras observing a tennis

match feed into a domain-specific, real-time tracking subsystem. Two cameras are

used for player tracking and six cameras are used for ball tracking. The tracking

subsystem outputs motion trajectories (sequences of spatio-temporal coordinates of

the players andthe ball) to a database.

The databaseis continually updated with motion data meshed with other

dynamic aspects of the environmentsuch as scores ... The database also stores

static information such as the geometry of the environment, calibration parameters

of all cameras, and information related to the players, the tournament, and the rules

of the game.

See Carlbom ‘335 at page 5.

Asdiscussed during the interview, none of the Carlbom documentsteach identifying

an event of an object by applying a newuserrule to a plurality of detected attributes,

where those plurality of attributes are detected by analyzing a video from a single

camera (see claim 27). For example, Carlbom ‘335 clarifies that “LucentVision uses

visual tracking to identify and follow the players using two cameras, each covering one

half of the court” (see page 7, lines 6 and 7). The bottom of page 9 of Carlbom “335

discusses the use of six camerasfor ball tracking.

16
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It is believed that this application is in condition for allowance,at least for the

reasons given in the Response of October 13, 2010. Favorable consideration and

prompt allowance are respectfully requested. In the event any fees are required in

connection with this paper, please charge the Deposit Account No. 50-4574. Any

overpaymentof fees may be credited to Deposit Account No. 50-4574.

Respectfully submitted,

/Patrick D. Muit/ Reg. #37403
 

MUIR PATENT CONSULTING,PLLC. Patrick D. Muir

9913 GeorgetownPike, Suite 200 Attorney for Applicants,

Great Falls, VA 22066 Registration No. 37,403

Fax: (703) 757-7447 Tel: (703) 757-7444
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the application of: Alan J Liptonet al. Attorney Docket: OV-101

Serial Number: 12/569,116 Group Art Unit: 2621

Filed: September 29, 2009 Examiner: Tung Vo

Confirmation Number: 7686

Title: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO

PRIMITIVES

SUPPLEMENTAL AMENDMENT AND INTERVIEW SUMMARY

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313

DearSir:

This is a Supplemental Amendmentto the response filed October 13, 2010. Please

enter the following amendmentand consider the following remarks.
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Amendments to the Claims:

Thislisting of claims will replace all prior versions andlistings of claims in the

application:

Listing of Claims:

Claims 1-26 (Cancelled).

27. (Currently Amended) A method comprising:

detecting an object in a video;

detecting a plurality of attributes of the object by analyzing the video,the

plurality ofattributes including at least one of a physical attribute and a temporal

attribute, each attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and

after detecting the plurality of attributes and after selecting ef the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of which

eventis identified, and

wherein the step of identifying the event of the object identifies the event without

reprocessing the video.
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28. (Cancelled).

29. (Previously Presented) The method of claim 27, wherein selecting the new

user rule comprises selecting a subset of the plurality of attributes for analysis.

30. (Previously Presented) The method of claim 27, wherein the plurality of

attributes that are detected are defined in a device priorto a selection of a subset of the

plurality of attributes.

31. (Previously Presented) The method of claim 27, wherein no analysis is

performed on at least some of the detected attributes to detect an event.

32. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural physical attributes and the method comprises applying the new

user rule to a plural numberofphysicalattributes.

33. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural temporal attributes and the method comprises applying the new

user rule to a plural number of temporalattributes.

34. (Previously Presented) The method of claim 27, further comprising:

storing the detected attributes in memory; and
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identifying the event of the object by analyzing only a subsetofthe attributes

stored in the memory.

35. (Currently Amended) A method comprising:

detecting first and second objects in a video;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video, eachattribute representing a characteristic of the respective

detected object;

selecting a new userrule; and

after detecting the plurality of attributes, identifying an event that is not one of

the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of which

eventis identified,

wherein the step of identifying an event of the object comprises identifying an a

first event of the first object interacting with the second object by analyzing the detected

attributes of the first and second objects, the first event not being one ofthe detected

attributes.

36. (Currently Amended) A video device comprising:

meansfor detecting an object in a video;
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meansfor detecting a plurality of attributes of the object by analyzing the video,

the plurality of attributes including at least a physical attribute and a temporalattribute,

eachattribute representing a characteristic of the detected object;

a memory storing the plurality of detected attributes;

 

meansfor selecting a new user rule-the-means-for-selecting-a-new-user-rule-

capableofselectingthenew-userrueafter the plurality of detected attributes are stored

in memory; and

meansfor identifying an event of the object that is not one of the detected

attributes of the object by applying a selected new userrule to the plurality of attributes

stored in memory, wheresithe-means-foridentifying-aneventis-capableoffor

identifying the event independent of whenthe attributes are stored in memory and #s-

eapable-of for identifying the event without reprocessing the video.

37. (Previously Presented) The video device of claim 36, further comprising:

a video camera operable to obtain the video.

38. (Previously Presented) The video device of claim 36, wherein the means

for identifying an event of the object comprises meansfor identifying a first event of the

object in real time by analyzing,of the plurality of attributes, only a first selected subset

of the plurality of attributes.

39. (Previously Presented) The video device of claim 38, wherein the means

for identifying an event of the object comprises meansfor identifying a second event of
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the object by analyzing, of the plurality of attributes, only a second selected subset of the

plurality of attributes that have been archived.

40. (Previously Presented) The video device of claim 36, wherein applying a

selected new user rule comprises analyzing, of the plurality of attributes, only a selected

subsetof the plurality ofattributes.

41. (Currently Amended) The video device of claim 36,

wherein the memory iscapableefsteringis configured to store at least some of

the plurality of attributes for at least two months, and

wherein the meansfor identifying an event of the object is-capableof

identifying includes meansfor identifying an event of the object by analyzing only a
 

selected subset of the plurality of attributes including the at least someofthe plurality of

attributes stored for at least two months.

42. (Cancelled).

43. (Currently Amended) The video device of claim 36, wherein the means for

 
identifying an event is-capableofidentifyine includes meansfor identifying the event by

analyzing at least two selected physical attributes of the plurality ofattributes.
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44. (Previously Presented) The video device of claim 36, wherein the

identifying meansidentifies an event by analyzing a selection of individual onesofthe

detected plural attributes.

45. (Previously Presented) The video device of claim 36, wherein the plural

attributes detected by the means for detecting are defined in the video device

independentofa selection of the detected plural attributes.

46. (Previously Presented) The video device of claim 36, wherein the video

surveillance device is a computer system configured as a video surveillance device.

47. (Previously Presented) The video device of claim 36, further comprising

video sensors.

48. (Currently Amended) A method comprising:

providing a video device which detects an object upon analyzing a video and

which detects plural attributes of the detected object upon analyzing the video, the

plurality ofattributes including at least a physical attribute and a temporalattribute;
 

and

then, selecting a rule, whichis not a rule used to detect any individualattribute,

as a new userrule, the new user rule providing an analysis of a combination of the

attributes to detect an event that is not one ofthe detected attributes,

wherein the attributes to be detected are independentof the event to be detected.
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49. (Previously Presented) The method of claim 48, further comprising:

providing a video device which detects an object upon analyzing a video and

which detects plural physical attributes and plural temporalattributes of the detected

object upon analyzing the video; and

then, selecting the new userrule to provide an analysis of a combination of the

plural physicalattributes and the plural temporalattributes to detect the event.

50. (Currently Amended) A non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement the following method comprising:

detecting an object in a video;

detecting a plurality of attributes of the object by analyzing the video,the

plurality ofattributes including at least one of a physical attribute and a temporal
 

attribute, each attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and

after detecting the plurality of attributes and after selecting the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes, the event of the

object being identified without reprocessing the video;

wherein the plurality of attributes that are detected are independent of which

event is identified.
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51. (Cancelled).

52. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein selecting the new user rule comprises selecting a subset of

the plurality of attributes for analysis.

53. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the plurality of attributes that are detected are defined in a

device prior to a selection of a subset of the plurality ofattributes.

54. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the instructions executed by the computer system do not

cause the computer system to perform an analysis on at least some of the detected

attributes to detect an event.

55. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,

wherein the plurality of attributes include plural physical attributes, and

wherein the method implemented by the computer system further comprises

applying the new userrule to a plural numberofphysical attributes.

56. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,
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wherein the plurality of attributes include plural temporalattributes, and

wherein the method implemented by the computer system further comprises

applying the new userrule to a plural number of temporalattributes.

57. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the method implemented by the computer system further

comprises:

storing the detected attributes in memory; and

identifying the event of the object by analyzing only a subsetofthe attributes

stored in the memory.

58. (Currently Amended) A non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement the following method comprising:

detecting first and second objects in a video;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video, eachattribute representing a characteristic of the respective

detected object;

selecting a new userrule; and

after detecting the plurality of attributes, identifying an event that is not one of

the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;

10
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wherein the plurality of attributes that are detected are independent of which

eventis identified,

wherein the step of identifying an event comprises identifying anafirst event of

the first object interacting with the second object by analyzing the detected attributes of

the first and second objects, the first event not being oneofthe detected attributes.

59. (Currently Amended) A video device comprising:

meansfor detecting first and second objects in a video;

meansfor detecting a plurality of attributes of the object by analyzing the video,

each attribute representing a characteristic of the respective detected object;

a memory storing the plurality of detected attributes; and

meansfor identifying an event ofthe first object interacting with the second

object by applying a selected new userrule to the plurality of attributes stored in

memory, and for identifying the event independent of when the attributes are stored in
 

memory,the event not being one of the detected attributes,

 

60. (Previously Presented) The video device of claim 59, further comprising:

a video camera operable to obtain the video.

61. (Previously Presented) The video device of claim 59, wherein the means

for identifying an event ofthe first object interacting with the second object comprises

11
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meansfor identifying a first event in real time by analyzing,ofthe plurality of attributes,

only a first selected subset of the plurality of attributes.

62. (Previously Presented) The video device of claim 61, wherein the means

for identifying an event ofthe first object interacting with the second object comprises

meansfor identifying a second event by analyzing,of the plurality of attributes, only a

second selected subset of the plurality of attributes which have been archived.

63. (Previously Presented) The video device of claim 59, wherein applying a

selected new user rule comprises analyzing, of the plurality of attributes, only a selected

subsetof the plurality ofattributes.

64. (Currently Amended) Thevideo device of claim 59,

wherein the memory is eapable-ofsteringconfigured to store at least some ofthe

plurality of attributes for at least two months, and

wherein the meansfor identifying an event of the first object interacting with the

second object is-capableefidentifying includes meansfor identifying the an event by
 

analyzing only a selected subset of the plurality of attributes including the at least some

of the plurality of attributes stored for at least two months.

65. (Currently Amended) Thevideo device of claim 59, wherein the means for

identifying an event is-capableofidentifyinge includes meansfor identifying the event
 

without reprocessing the video.

12
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66. (Currently Amended) Thevideo device of claim 59, wherein the means for

identifying an event is-capableofidentifyine includes meansfor identifying the event by
 

analyzing at least two selected physical attributes of the plurality ofattributes.

67. (Previously Presented) The video device of claim 59, wherein the

identifying meansidentifies an event by analyzing a selection of individual onesofthe

detected plural attributes.

68. (Previously Presented) The video device of claim 59, wherein the plural

attributes detected by the means for detecting are defined in the video device

independentofa selection of the detected plural attributes.

69. (Previously Presented) The video device of claim 59, wherein the video

surveillance device is a computer system configured as a video surveillance device.

70. (Previously Presented) The video device of claim 59, further comprising

video sensors.

13
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REMARKS

Claims 27, 29-41, 43-50 and 52-70 are pendingin this application, of which claims

27, 35, 36, 48, 50, 58, and 59 are independent.

The Applicant thanks Examiner Vofor his time during the personal interview of

November 17, 2010 with Patrick Muir and Peter Venetianer. During the interview, the

Examiner requested certain amendmentsto the claims for formal purposes. Claims 27,

35, 36, 41, 43, 48, 58, 59, 64-66 have been amendedto address formal issues consistent

with this discussion. In addition, 27, 36, 48, and 50 have been amendedto add further

recitations regarding the recited attributes as suggested by Examiner Vo during the

interview.

It is believed that this application is in condition for allowance,at least for the

reasons given in the Response of October 13, 2010. Favorable consideration and

prompt allowance are respectfully requested. In the event any fees are required in

connection with this paper, please charge the Deposit Account No. 50-4574. Any

overpaymentof fees may be credited to Deposit Account No. 50-4574.

Respectfully submitted,

/Patrick D. Muit/ Reg. #37403
 

MUIR PATENT CONSULTING,PLLC. Patrick D. Muir

9913 GeorgetownPike, Suite 200 Attorney for Applicants,

Great Falls, VA 22066 Registration No. 37,403

Fax: (703) 757-7447 Tel: (703) 757-7444

14
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. 12/569,116 LIPTON ETAL.

Interview Summary Examiner Art Unit

Tung Vo 2483

All participants (applicant, applicant's representative, PTO personnel):

(1) Tung Vo. (3)Pete Venetianer.

(2) Patrick D. Muir . (4) .

Date of Interview: 17 November 2010.

Type: a)L] Telephonic b)[_] Video Conference
c)X] Personal [copy given to: 1)_] applicant 2)KX] applicant’s representative]

Exhibit shown or demonstration conducted: d)L] Yes e)L] No.
If Yes, brief description:

Claim(s) discussed: 27.

Identification of prior art discussed:

Agreementwith respectto the claims f)__] was reached. g)X] was not reached. h)[_] N/A.

Substance of Interview including description of the general nature of what was agreedto if an agreement was
reached, or any other comments: The applicants discussed the independent claims.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would renderthe claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already beenfiled, APPLICANTIS
GIVEN A NON-EXTENDABLE PERIOD OF THE LONGER OF ONE MONTH OR THIRTY DAYS FROM THIS

INTERVIEW DATE, OR THE MAILING DATE OF THIS INTERVIEW SUMMARY FORM, WHICHEVERIS LATER, TO

FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See Summary of Record of Interview
requirements on reverse side or on attached sheet. 
‘Tung Vo/
Primary Examiner, Art Unit 2483

U.S. Patent and Trademark Office

PTOL-413 (Rev. 04-03) Interview Summary Paper No. 20101117
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Summaryof Record of Interview Requirements

Manualof Patent Examining Procedure (MPEP), Section 713.04, Substance of Interview Must be Madeof Record
A complete written statement as to the substance of any face-to-face, video conference, or telephoneinterview with regard to an application must be madeof record in the
application whether or not an agreement with the examiner was reachedat the interview.

Title 37 Code of Federal Regulations (CFR) § 1.133 Interviews
Paragraph (b)

In every instance where reconsideration is requested in view of an interview with an examiner, a complete written statement of the reasons presented atthe interview as
warranting favorable action mustbefiled by the applicant. An interview does not remove the necessity for reply to Office action as specified in §§ 1.111, 1.135. (35 U.S.C. 132)

37 CFR §1.2 Business to be transacted in writing.
All business with the Patent or Trademark Office should be transacted in writing. The personal attendanceof applicants or their attorneys or agents at the Patent and
Trademark Office is unnecessary. The action of the Patent and Trademark Office will be based exclusively on the written record in the Office. No attention will be paid to
any alleged oral promise, stipulation, or understanding in relation to which there is disagreementor doubt.

The action of the Patent and Trademark Office cannot be based exclusively on the written record in the Office if that recordis itself
incomplete through the failure to record the substanceof interviews.

It is the responsibility of the applicant or the attorney or agent to make the substanceof an interview of record in the application file, unless
the examiner indicates he or she will do so. It is the examiner’s responsibility to see that such a record is madeand to correct material inaccuracies
whichbeardirectly on the question of patentability.

Examiners must complete an Interview Summary Form for each interview held where a matter of substance has been discussed during the
interview by checking the appropriate boxesandfilling in the blanks. Discussions regarding only procedural matters, directed solely to restriction
requirements for which interview recordation is otherwise provided for in Section 812.01 of the Manual of Patent Examining Procedure, or pointing
out typographical errors or unreadable script in Office actions or the like, are excluded from the interview recordation procedures below. Where the
substance of an interview is completely recorded in an Examiners Amendment, no separate Interview Summary Record is required.

The Interview Summary Form shall be given an appropriate Paper No., placed in the right hand portionofthe file, and listed on the
“Contents” section of the file wrapper. In a personal interview, a duplicate of the Form is given to the applicant (or attorney or agent) at the
conclusionof the interview. In the case of a telephone or video-conferenceinterview, the copy is mailed to the applicant's correspondence address
either with or prior to the next official communication. If additional correspondencefrom the examineris notlikely before an allowanceorif other
circumstancesdictate, the Form should be mailed promptly after the interview rather than with the nextofficial communication.

The Form providesfor recordation of the following information:
— Application Number (Series Code and Serial Number)
— Nameof applicant
— Name of examiner
— Date ofinterview

— Typeofinterview (telephonic, video-conference, or personal)
— Nameof participant(s) (applicant, attorney or agent, examiner, other PTO personnel, etc.)
— Anindication whetheror not an exhibit was shown or a demonstration conducted

— An identification of the specific prior art discussed
— Anindication whether an agreement wasreachedandif so, a description of the general nature of the agreement (may be by

attachmentof a copy of amendmentsor claims agreed as being allowable). Note: Agreementasto allowability is tentative and does
not restrict further action by the examinerto the contrary.

— The signature of the examiner who conducted the interview (if Form is not an attachmentto a signed Office action)

It is desirable that the examinerorally remind the applicant of his or her obligation to record the substanceof the interview of each case. It
should be noted, however, that the Interview Summary Form will not normally be considered a complete and properrecordation of the interview
unlessit includes, or is supplemented by the applicant or the examinerto include,all of the applicable items required below concerning the
substanceofthe interview.

A complete and proper recordation of the substanceof any interview should includeatleast the following applicable items:
1) A brief description of the nature of any exhibit shown or any demonstration conducted,
2) an identification of the claims discussed,
3) an identification of the specific prior art discussed,
4) an identification of the principal proposed amendmentsof a substantive nature discussed, unless these are already described on the

Interview Summary Form completed by the Examiner,
5) a brief identification of the general thrust of the principal arguments presented to the examiner,

(The identification of arguments need notbe lengthy or elaborate. A verbatim or highly detailed description of the argumentsis not
required. The identification of the argumentsis sufficient if the general nature or thrust of the principal arguments madeto the
examinercan be understood in the context of the application file. Of course, the applicant may desire to emphasize andfully
describe those arguments which he or she feels were or might be persuasive to the examiner.)

6) a general indication of any other pertinent matters discussed, and
7) if appropriate, the general results or outcomeofthe interview unless already described in the Interview Summary Form completed by

the examiner.

Examiners are expected to carefully review the applicant’s record of the substanceofan interview. If the record is not complete and
accurate, the examinerwill give the applicant an extendable one month time period to correct the record.

Examiner to Check for Accuracy

If the claims are allowable for other reasonsof record, the examiner should senda letter setting forth the examiner’s version of the
statementattributed to him or her. If the record is complete and accurate, the examiner should placethe indication, “Interview Record OK” on the
paperrecording the substance of the interview along with the date and the examiner's initials.
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Application Serial No. 12/596,116 Customer No. 74,712
Amendment of October 13, 2010 Attorney Docket No. OV-101

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the application of: Alan J Liptonet al. Attorney Docket: OV-101

Serial Number: 12/569,116 Group Art Unit: 2621

Filed: September 29, 2009 Examiner: Tung Vo

Confirmation Number: 7686

Title: VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO

PRIMITIVES

AMENDMENT AND INTERVIEW SUMMARY
 

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313

DearSir:

This is a response to the Office Action of June 17,2010. A petition for a one

month’s extension oftimeis filed herewith. Please enter the following amendment and

consider the following remarks.
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Amendments to the Claims:

Thislisting of claims will replace all prior versions andlistings of claims in the

application:

Listing of Claims:

Claims 1-26 (Cancelled).

27. (Currently Amended) A method comprising:

detecting an object in a video;

detecting a plurality of attributes of the object by analyzing the video, each

attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and

after detecting the plurality of attributes and after selecting of the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detectedattributes;

wherein the plurality of attributes that are detected are independent of which

eventis identified,and

wherein the step of identifying the event identifies the event without reprocessing

the video.

28. (Cancelled).
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29. (Previously Presented) The method of claim 27, wherein selecting the new

user rule comprises selecting a subset of the plurality of attributes for analysis.

30. (Currently Amended) The methodof claim 27, wherein the plurality of

attributes that are detected are defined in a device priorto the a selection of the a subset

of the plurality of attributes.

31. (Currently Amended) The method of claim 27, wherein no analysis is

performed on at least some of the detected attributes to detect an event which-are-netthe-

beet of the olurality of atieibutes.

32. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural physical attributes and the method comprises applying the new

user rule to a plural numberofphysicalattributes.

33. (Previously Presented) The method of claim 27, wherein the plurality of

attributes include plural temporal attributes and the method comprises applying the new

user rule to a plural number of temporalattributes.

34. (Previously Presented) The method of claim 27, further comprising:

storing the detected attributes in memory; and
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identifying the event of the object by analyzing only a subsetof the attributes

stored in the memory.

35. (Currently Amended) A Fhe methodefclaim27,furthercomprising:

detecting first and second objects in a video;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video, eachattribute representing a characteristic of the respective

detected object;

selecting a new user rule; and
 

after detecting the plurality of attributes, identifying an event that is not one of

the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;
 

wherein the plurality of attributes that are detected are independent of which

eventis identified,

wherein the step of identifying an event comprises identifying an event ofthe

first object interacting with the second object by analyzing the detected attributes of the

first and second objects, the event not being one of the detected attributes.

36. (Currently Amended) A video device comprising:

meansfor detecting an object in a video;

meansfor detecting a plurality of attributes of the object by analyzing the video,

each attribute representing a characteristic of the detected object;

a memory storing the plurality of detected attributes; and
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meansfor selecting a new userrule, the means for selecting a new userrule

capable of selecting the new userrule after the plurality of detected attributes are stored

in memory; and

meansfor identifying an event of the object that is not one of the detected

attributes of the object by applying a selected new userrule to the plurality of attributes

stored in memory,

wherein the meansfor identifying an event is capable of identifying the event

independent of whenthe attributes are stored in memory andis capable of identifying

the event without reprocessing the video.

37. (Previously Presented) The video device of claim 36, further comprising:

a video camera operable to obtain the video.

38. (Previously Presented) The video device of claim 36, wherein the means

for identifying an event of the object comprises meansfor identifying a first event of the

object in real time by analyzing,of the plurality of attributes, only a first selected subset

of the plurality of attributes.

39. (Currently Amended) The video device of claim 38, wherein the means for

identifying an event of the object comprises meansfor identifying a second event of the

object by analyzing, of the plurality of attributes, only a second selected subset of the

plurality of attributes whieh that have been archived.
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40. (Previously Presented) The video device of claim 36, wherein applying a

selected new user rule comprises analyzing, of the plurality of attributes, only a selected

subsetof the plurality ofattributes.

41. (Previously Presented) The video device of claim 36,

wherein the memory is capable ofstoring at least someofthe plurality of

attributes for at least two months, and

wherein the meansfor identifying an event of the object is capable of

identifying an event of the object by analyzing only a selected subset of the plurality of

attributes including the at least some ofthe plurality of attributes stored for at least two

months.

42. (Cancelled).

43. (Previously Presented) The video device of claim 36, wherein the means

for identifying an event is capable of identifying the event by analyzing at least two

selected physical attributes of the plurality of attributes.

44. (Previously Presented) The video device of claim 36, wherein the

identifying meansidentifies an event by analyzing a selection of individual onesofthe

detected plural attributes.
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45. (Previously Presented) The video device of claim 36, wherein the plural

attributes detected by the means for detecting are defined in the video device

independentofa selection of the detected plural attributes.

46. (Previously Presented) The video device of claim 36, wherein the video

surveillance device is a computer system configured as a video surveillance device.

47. (Previously Presented) The video device of claim 36, further comprising

video sensors.

48. (Previously Presented) A method comprising:

providing a video device which detects an object upon analyzing a video and

which detects plural attributes of the detected object upon analyzing the video; and

then, selecting a rule, whichis not a rule used to detect any individualattribute,

as a new userrule, the new user rule providing an analysis of a combination of the

attributes to detect an event that is not one ofthe detected attributes,

wherein the attributes to be detected are independentof the event to be detected.

49. (Previously Presented) The method of claim 48, further comprising:

providing a video device which detects an object upon analyzing a video and

which detects plural physical attributes and plural temporalattributes of the detected

object upon analyzing the video; and
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then, selecting the new userrule to provide an analysis of a combination of the

plural physicalattributes and the plural temporalattributes to detect the event.

50. (Currently Amended) A non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement the following method comprising:

detecting an object in a video;

detecting a plurality of attributes of the object by analyzing the video, each

attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality of attributes; and
 

after detecting the plurality of attributes and after selecting the new userrule,
 

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes, the event of the

object being identified without reprocessing the video;

wherein the plurality of attributes that are detected are independent of which

event is identified.

51. (Cancelled).

52. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein selecting the new user rule comprises selecting a subset of

the plurality of attributes for analysis.
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53. (Currently Amended) The non-transitory computer-readable storage

medium of claim 50, wherein the plurality of attributes that are detected are defined in a

device prior to the a selection of the a subset of the plurality ofattributes.

54. (Currently Amended) The non-transitory computer-readable storage

 
medium of claim 50, wherein the instructions executed by the computer system do not

cause the computer system to perform an ne analysis is-perfermed on at least some of
 

the detected attributes to detect an eventwhichare-notthesubsetofthepluralityef

attributes.

55. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,

wherein the plurality of attributes include plural physical attributes, and

wherein the method implemented by the computer system further comprises

applying the new userrule to a plural numberofphysical attributes.

56. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50,

wherein the plurality of attributes include plural temporalattributes, and

wherein the method implemented by the computer system further comprises

applying the new userrule to a plural number of temporalattributes.
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57. (Previously Presented) The non-transitory computer-readable storage

medium of claim 50, wherein the method implemented by the computer system further

comprises:

storing the detected attributes in memory; and

identifying the event of the object by analyzing only a subsetof the attributes

stored in the memory.

58. (Currently Amended) A Fhe non-transitory computer-readable storage

medium e 

comprises containing instructions that when executed by a computer system cause said
 

computer system to implement the following method comprising:
 

detecting first and second objects in a video;

detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video, eachattribute representing a characteristic of the respective

detected object;

 
selecting a new user rule; and

 
after detecting the plurality of attributes, identifying an event that is not one of

 
the detected attributes of the first and second objects by applying the new userrule to the

plurality of detected attributes;
 

wherein the plurality of attributes that are detected are independent of which
 

event is identified,

10
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wherein the step of identifying an event comprises identifying an event ofthe

first object interacting with the second object by analyzing the detected attributes of the

first and second objects, the event not being one of the detected attributes.

59.(New) A video device comprising:

meansfor detecting first and second objects in a video;

meansfor detecting a plurality of attributes of the object by analyzing the video,

each attribute representing a characteristic of the respective detected object;

a memory storing the plurality of detected attributes; and

meansfor identifying an event ofthe first object interacting with the second

object by applying a selected new userrule to the plurality of attributes stored in

memory,the event not being one of the detected attributes,

wherein the meansfor identifying an event is capable of identifying the event

independent of when theattributes are stored in memory.

60.(New) The video device of claim 59, further comprising:

a video camera operable to obtain the video.

61.(New) The video device of claim 59, wherein the meansfor identifying an

event ofthe first object interacting with the second object comprises means for

identifying a first event in real time by analyzing, of the plurality ofattributes, only a

first selected subset of the plurality of attributes.

11
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62.(New) The video device of claim 61, wherein the meansfor identifying an

event ofthe first object interacting with the second object comprises means for

identifying a second event by analyzing,ofthe plurality of attributes, only a second

selected subset of the plurality of attributes which have been archived.

63.(New) The video device of claim 59, wherein applying a selected new user

rule comprises analyzing, of the plurality of attributes, only a selected subset of the

plurality of attributes.

64.(New) The video device of claim 59,

wherein the memory is capable ofstoring at least someofthe plurality of

attributes for at least two months, and

wherein the meansfor identifying an event of the first object interacting with the

second object is capable of identifying an event by analyzing only a selected subset of

the plurality of attributes including the at least someofthe plurality of attributes stored

for at least two months.

65.(New) The video device of claim 59, wherein the meansfor identifying an

event is capable of identifying the event without reprocessing the video.

66. (New) The video device of claim 59, wherein the meansfor identifying an

event is capable of identifying the event by analyzing at least two selected physical

attributes of the plurality of attributes.

12
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67.(New) The video device of claim 59, wherein the identifying means

identifies an event by analyzing a selection of individual ones of the detected plural

attributes.

68.(New) The video device of claim 59, wherein the plural attributes detected

by the means for detecting are defined in the video device independentof a selection of

the detected pluralattributes.

69.(New) The video device of claim 59, wherein the video surveillance device

is a computer system configured as a video surveillance device.

70. (New) The video device of claim 59, further comprising video sensors.

13
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REMARKS

Claims 27, 29-41, 43-50 and 52-70 are pendingin this application, of which claims

27, 35, 36, 48, 50, 58, and 59 are independent. With this amendment:

Claims 35 and 58, directed towards identifying an event of a first object

interacting with a second object, have been put into independent form.

New claims 59-70 are added. These claims correspondto original claims

36-47, with further recitations added directed to identifying an event of a

first object interacting with a second object.

Claims 27 and 50 have been amendedto recite the selecting of a new user

tule is after detecting the plurality of attributes, to further highlight the

differences of these claims andthepriorart.

Claims 28, 42 and 51 are cancelled, similar limitations of these claims

having been added to independent claims 27, 36 and 51, respectively.

Claims 30, 31, 39, 53 and 54 are amendedto address formal matters.

The Applicant thanks Examiner Vofor his time during the personal interview of

July 22,2010. During the interview, the Applicant discussed the Office Action, the

applied references to Pack et al. and Qian et al. While no agreement was reached

regarding the differences of the invention, the interview wasstill helpful to help focus

the remaining issues with respect to the pending claims.

14
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In the Office Action of June 17, 2010, claims 27-58 were rejected under 35 U.S.C.

§103(a) as being unpatentable over Pack et al. (U.S. Patent No. 7,653,635) in view of

Qian et al. (U.S. Patent No. 6,721,454). The Examineris respectfully requested to

reconsider the teachings of the references andtheir applicability to the pending claims.

Independent Claims 27 and 50
 

Oneaspect of the disclosure is directed to the capability of selecting a new rule after

detection of attributes of an object in a video and identifying an event of the object by

applying the new rule. In one example, a system may analyze archived video

primitives without needing to review the entire source video. The example describes

generating an event discriminator, such as “the numberofpeople stopping more than 10

minutes in area A in the last two months.” The source video does not need to be

reviewed — only video primitives from the last two months need to be reviewed. See

paragraph [0148], e.g.

Claim 27 now recites (emphasis added):

detecting a plurality of attributes of the object by analyzing the video, each

attribute representing a characteristic of the detected object;

selecting a new userrule after detecting the plurality ofattributes; and
 

after detecting the plurality of attributes and after selecting of the new userrule,

identifying an event of the object that is not one of the detected attributes of the object

by applying the new userrule to the plurality of detected attributes ...

wherein the step of identifying the event identifies the event without reprocessing

the video.

15
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Claim 50 is directed to a non-transitory computer-readable storage medium

containing instructions that when executed by a computer system cause said computer

system to implement such a method.

None ofthe cited prior art, including Paeket al. and Qian et al., teach or suggest

this feature. Specifically, none of the prior art teach or suggest selecting a new user

rule after detecting a plurality of attributes of an object in a video, and then identifying

an event by applying that new userrule to the attributes (without reprocessing the

video).

Paeket al.

Paek et al. is directed to a technique for capturing content embedded in

multimedia information or organizing such content(col. 2, lines 64-67). Image and

video content 205 may be a databaseofstill images or moving video. Subsystems 210,

220, 230, 240, 250, 260, 270 and 280 operate on the image and video content 205 to

generate descriptions 211, 221, 23, 241, 251, 271, 271 and 281 that are input into

database 295 which a search engine 170 may access(col. 8, line 58 to col. 9, line 3).

Paek et al. does provide an example in which the content of a particular image

has text annotations including the event that is represented by the picture. See col. 12,

starting at line 49. However, Paek et al. describes the eventis “determined by the

author of the description”(col. 14, lines 2-4, emphasis added). Packet al. does not

teach or suggest that the event is “identified ... by applying the new userrule to the

plurality of detected attributes” as recited by claim 27. As such, Paeketal. also fails to

teach or suggest identifying an event by applying a new userrule to a plurality of

16
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attributes, the new userrule being selected “after detecting the plurality of attributes” as

recited by claim 27.

Qianetal.

Qian et al. fails to correct the deficiencies of Paek et al. Qian et al. teaches

analyzing the content of a video, summarizing the analysis and inferring an event from

the summary. Visual analysis of the video content, including shot detection, texture

and color analysis, and object detection occurs at the lowest level of the technique. At

the second level, each shot is summarized based on the results produced by the visual

analysis. At the highest level of the technique, events are inferred from spatial and

temporal phenomenadisclosed in the shot summaries. See col. 2, lines 1-18. Qian et

al. describes that the technique may be extendedto a broad spectrum of video domains

“by incorporating shot summarization and event inference modulesthatare, relatively,

specific to the domain or subject area of the video which operate on data generated by

visual analysis processes which are not domain specific.” See col. 2, lines 11-18 and

col. 3, lines 9-35.

However, while Qian et al. describes a multi-level approachto inferring an event

in a video, Qian etal. fails to teach or suggest “selecting a new userrule after detecting

the plurality ofattributes; and after detecting the plurality of attributes and after

selecting of the new userrule, identifying an event of the object that is not one of the

detected attributes of the object by applving the new userrule to the plurality ofdetected

attributes ...” as recited by claim 27 (emphasis added). It is respectfully asserted that

there simply is no teaching or suggestion of this sequence in Qianetal.

17
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In view of the above, the Examineris respectfully requested to reconsider and

withdraw the rejection with respect to claim 27.

Claim 36

Claim 36 recites:

meansfor selecting a new userrule, the meansfor selecting a new user

rule capable of selecting the new userrule after the plurality ofdetected

attributes are stored in memory; and

meansfor identifying an event of the object that is not one of the detected

attributes of the object by applying a selected new userrule to the plurality of

attributes stored in memory,

(emphasis added).

The teachings of Pack et al. and Qianet al. have been discussed above.

However, neither Pack et al. nor Qian et al teach or suggest these recitations. The

Examineris therefore respectfully requested to reconsider and withdraw rejection with

respect to claim 36.

Claim 48

Claim 48 recites (emphasis added):

providing a video device which detects an object upon analyzing a video

and which detects plural attributes of the detected object upon analyzing the

video; and

then, selecting a rule, which is not a rule used to detect any individual

attribute, as a new user rule, the new user rule providing an analysis ofa

combination ofthe attributes to detect an eventthat is not one of the detected

attributes, ...

18
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Neither Paek et al. nor Qian et al. teach or suggest this sequence. The Examiner

is therefore respectfully requested to reconsider and withdraw rejection with respect to

claim 48.

Claim 35

Claim 35 recites:

after detecting the plurality of attributes, identifying an event that is not

one of the detected attributes of the first and second objects by applying the new

user rule to the plurality of detected attributes;

wherein the plurality of attributes that are detected are independent of

which eventis identified,

wherein the step of identifying an event comprises identifying an event of

the first object interacting with the second object by analyzing the detected

attributes of the first and second objects, the event not being one ofthe detected

attributes.

Paek et al. and Qianetal. are silent regarding these recitations. Specifically,

claim 35 recites identifying an eventof a first object interacting with a second object by

analyzing detected attributes (where the eventis not one of the detected attributes).

The Office Action references 18 and 22, Figure 1 and Figure 10 of Qianetal. as

teaching this recitation. Figure 1 illustrates box 20 within box 18; numeral 18

referencesa third level of the technique of Qian et al. where events 22 are inferred from

shot summaries by a domain specific event inference module 20 (see, e.g., col. 3, lines

6-8). Figure 10 of Qianet al. is directed to a state diagram of an animal hunt detection

inference module, where a hunt eventis inferred after detecting three shots containing

hunt candidates (the video is tracking a fast moving animal) which are followed by a

19

Canon Ex. 1002 Page 135 of 437



Canon Ex. 1002 Page 136 of 437

Application Serial No. 12/596,116 Customer No. 74,712
Amendment of October 13, 2010 Attorney Docket No. OV-101

shot in which the videois no longer tracking a fast moving animal. See col. 11, lines

58-64.

However, none of 18, 20, Figure 1 nor Figure 10 describe “identifying an event

ofthe first object interacting with the second object by analyzing the detected attributes

of the first and second objects, the event not being one of the detected attributes”as

recited by claim 35. The remainderof Qianet al. is also silent regarding this feature.

Paeketal. also fails to correct this deficiency. Thereore, the Examineris therefore

respectfully requested to reconsider and withdraw rejection with respect to claim 35.

Claim 58

Similar to claim 35, claim 58 recites “identifying an eventofthe first object

interacting with the second object by analyzing the detected attributes of the first and

second objects, the event not being one of the detected attributes.” For reasons similar

to claim 35, the Examineris respectfully requested to reconsider and withdraw the

rejection of claim 35.

Claims 29-34, 37-41, 43-47, 49 and 52-57
 

Claims 29-34, 37-41, 43-47, 49 and 52-57 depend from one of independent claims

27, 36, 48 and 50 discussed above. These claims are allowable at least for this reason

alone. Further, many of these dependent claim recitations are not taught or suggested

by the prior art. For example:

¢ Claim 30 recites that the plurality ofattributes are defined in a device prior

to a selection of a subset of the attributes.

20
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¢ Claim 31 recites that no analysis is performed on at least some ofthe

detected attributes to detect an event.

¢ Claim 34recites identifying the event by analyzing only a subset ofthe

attributes stored in memory.

¢ Claim 39 recites means for identifying a second event of the object by

analyzing only a secondselected subsetof the attributes that have been

archived. It should also be noted that claim 39 depends from claim 38

whichrecites meansfor identifying a first event of the object in real time.

Features of these dependent claims maybe reflected in other dependent claims not

listed here. Further, the above highlighted features are non-exhaustive examples.

In view of the above, the Examineris respectfully requested to withdraw this

rejection and allow this application to issue.

New claims 59-70 have been addedto further describe various aspects ofthe

invention. These claims correspondto original claims 36-47, with further recitations

added directed to identifying an eventof a first object interacting with a second object.

Asnoted above,the prior art fails to teach or suggest these features.

21
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It is believed that this application is in condition for allowance. Favorable

consideration and promptallowanceare respectfully requested. A petition for one

month’s extension oftimeis filed concurrently with this response. In the event any

fees are required in connection with this paper, please charge the Deposit Account No.

50-4574. Any overpayment of fees may be credited to Deposit Account No. 50-4574.

Respectfully submitted,

/Patrick D. Muit/ Reg. #37403
 

MUIR PATENT CONSULTING,PLLC. Patrick D. Muir

9913 GeorgetownPike, Suite 200 Attorney for Applicants,

Great Falls, VA 22066 Registration No. 37,403

Fax: (703) 757-7447 Tel: (703) 757-7444
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Serial No.: 12/569,116 Group Art Unit: 2621

Filed: September 29, 2009 Examiner: Tung Vo

Confirmation No.: 7686
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Commissioner for Patents

P.O. Box 1450
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DearSir:

Pursuant to 37 C.F.R. 1.56 and 1.97(c), Applicant brings to the attention of the Examiner

the listed documents on the attached SB/08 Form. Copiesoflisted U.S. patent documents

are not enclosed. Copies ofthe listed foreign patent documents are submitted herewith.

This Information Disclosure Statementis filed after the mailing date of a first Office

Action but before the mailing date of a final Office Action, or an action that otherwise closes
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relating to U.S. Serial No. 11/167,218. It is believed that the remaining documentscited in

that Office Action have been previously cited in the present application and are therefore not

submitted with this IDS.

This submission doesnot represent that a search has been madeorthat no better art

exists and does not constitute an admission that eachorall of the listed documents are

material or constitute “prior art”. If the Examiner applies any of the documentsas priorart

against any claim in the application and Applicant determinesthat the cited documents do

not constitute “prior art” under United States law, Applicant reservesthe right to present to

the U.S. Patent and Trademark Office the relevant facts and law regarding the appropriate

status of such documents.

Applicant further reserves the right to take appropriate action to establish the

patentability of the disclosed invention overthe listed documents, should one or moreof the

documents be applied against the claims of the present application.

In the event any fees are required in connection with this paper, please charge the

Deposit Account No. 50-4574.

Respectfully submitted,

/Patrick D. Muir/
 

MUIR PATENT CONSULTING,PLLC. Patrick D. Muir, Reg. #37,403

9913 Georgetown Pike, Suite 200 Tel: (703) 757-7444

Great Falls, VA 22066 Fax: (703) 757-7447
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Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.
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Application No. Applicant(s)

 
. 12/569,116 LIPTON ETAL.

Interview Summary Examiner Art Unit

Tung Vo 2621

All participants (applicant, applicant's representative, PTO personnel):

(1) Tung Vo. (3)Patrick D. Muir.

(2) Peter Venetianer. (4) .

Date of Interview: 22 July 2010.

Type: a)L] Telephonic b)[_] Video Conference
c)X] Personal [copy given to: 1)_] applicant 2) applicant’s representative]

Exhibit shown or demonstration conducted: d)L] Yes e)L] No.
If Yes, brief description:

Claim(s) discussed: claims 27 & 45.

Identification of prior art discussed: Qian.

Agreementwith respectto the claims f)_] was reached. g)[X] was not reached. h)_] N/A.

Substance of Interview including description of the general nature of what was agreedto if an agreement was
reached, or any other comments: Discussed Qian reference and claimedlimitations.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would renderthe claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already beenfiled, APPLICANTIS
GIVEN A NON-EXTENDABLE PERIOD OF THE LONGER OF ONE MONTH OR THIRTY DAYS FROM THIS

INTERVIEW DATE, OR THE MAILING DATE OF THIS INTERVIEW SUMMARY FORM, WHICHEVERIS LATER, TO

FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See Summary of Record of Interview
requirements on reverse side or on attached sheet. 
‘Tung Vo/
Primary Examiner, Art Unit 2621

U.S. Patent and Trademark Office

PTOL-413 (Rev. 04-03) Interview Summary Paper No. 20100722
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Summaryof Record of Interview Requirements

Manualof Patent Examining Procedure (MPEP), Section 713.04, Substance of Interview Must be Madeof Record
A complete written statement as to the substance of any face-to-face, video conference, or telephoneinterview with regard to an application must be madeof record in the
application whether or not an agreement with the examiner was reachedat the interview.

Title 37 Code of Federal Regulations (CFR) § 1.133 Interviews
Paragraph (b)

In every instance where reconsideration is requested in view of an interview with an examiner, a complete written statement of the reasons presented atthe interview as
warranting favorable action mustbefiled by the applicant. An interview does not remove the necessity for reply to Office action as specified in §§ 1.111, 1.135. (35 U.S.C. 132)

37 CFR §1.2 Business to be transacted in writing.
All business with the Patent or Trademark Office should be transacted in writing. The personal attendanceof applicants or their attorneys or agents at the Patent and
Trademark Office is unnecessary. The action of the Patent and Trademark Office will be based exclusively on the written record in the Office. No attention will be paid to
any alleged oral promise, stipulation, or understanding in relation to which there is disagreementor doubt.

The action of the Patent and Trademark Office cannot be based exclusively on the written record in the Office if that recordis itself
incomplete through the failure to record the substanceof interviews.

It is the responsibility of the applicant or the attorney or agent to make the substanceof an interview of record in the application file, unless
the examiner indicates he or she will do so. It is the examiner’s responsibility to see that such a record is madeand to correct material inaccuracies
whichbeardirectly on the question of patentability.

Examiners must complete an Interview Summary Form for each interview held where a matter of substance has been discussed during the
interview by checking the appropriate boxesandfilling in the blanks. Discussions regarding only procedural matters, directed solely to restriction
requirements for which interview recordation is otherwise provided for in Section 812.01 of the Manual of Patent Examining Procedure, or pointing
out typographical errors or unreadable script in Office actions or the like, are excluded from the interview recordation procedures below. Where the
substance of an interview is completely recorded in an Examiners Amendment, no separate Interview Summary Record is required.

The Interview Summary Form shall be given an appropriate Paper No., placed in the right hand portionofthe file, and listed on the
“Contents” section of the file wrapper. In a personal interview, a duplicate of the Form is given to the applicant (or attorney or agent) at the
conclusionof the interview. In the case of a telephone or video-conferenceinterview, the copy is mailed to the applicant's correspondence address
either with or prior to the next official communication. If additional correspondencefrom the examineris notlikely before an allowanceorif other
circumstancesdictate, the Form should be mailed promptly after the interview rather than with the nextofficial communication.

The Form providesfor recordation of the following information:
— Application Number (Series Code and Serial Number)
— Nameof applicant
— Name of examiner
— Date ofinterview

— Typeofinterview (telephonic, video-conference, or personal)
— Nameof participant(s) (applicant, attorney or agent, examiner, other PTO personnel, etc.)
— Anindication whetheror not an exhibit was shown or a demonstration conducted

— An identification of the specific prior art discussed
— Anindication whether an agreement wasreachedandif so, a description of the general nature of the agreement (may be by

attachmentof a copy of amendmentsor claims agreed as being allowable). Note: Agreementasto allowability is tentative and does
not restrict further action by the examinerto the contrary.

— The signature of the examiner who conducted the interview (if Form is not an attachmentto a signed Office action)

It is desirable that the examinerorally remind the applicant of his or her obligation to record the substanceof the interview of each case. It
should be noted, however, that the Interview Summary Form will not normally be considered a complete and properrecordation of the interview
unlessit includes, or is supplemented by the applicant or the examinerto include,all of the applicable items required below concerning the
substanceofthe interview.

A complete and proper recordation of the substanceof any interview should includeatleast the following applicable items:
1) A brief description of the nature of any exhibit shown or any demonstration conducted,
2) an identification of the claims discussed,
3) an identification of the specific prior art discussed,
4) an identification of the principal proposed amendmentsof a substantive nature discussed, unless these are already described on the

Interview Summary Form completed by the Examiner,
5) a brief identification of the general thrust of the principal arguments presented to the examiner,

(The identification of arguments need notbe lengthy or elaborate. A verbatim or highly detailed description of the argumentsis not
required. The identification of the argumentsis sufficient if the general nature or thrust of the principal arguments madeto the
examinercan be understood in the context of the application file. Of course, the applicant may desire to emphasize andfully
describe those arguments which he or she feels were or might be persuasive to the examiner.)

6) a general indication of any other pertinent matters discussed, and
7) if appropriate, the general results or outcomeofthe interview unless already described in the Interview Summary Form completed by

the examiner.

Examiners are expected to carefully review the applicant’s record of the substanceofan interview. If the record is not complete and
accurate, the examinerwill give the applicant an extendable one month time period to correct the record.

Examiner to Check for Accuracy

If the claims are allowable for other reasonsof record, the examiner should senda letter setting forth the examiner’s version of the
statementattributed to him or her. If the record is complete and accurate, the examiner should placethe indication, “Interview Record OK” on the
paperrecording the substance of the interview along with the date and the examiner's initials.
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

 
  
  CONFIRMATIONNO.    APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO.

12/569,116 09/29/2009 Alan J. Lipton OV-101 7686

74712 7590 06/17/2010

MUIR PATENT CONSULTING, PLLC
9913 Georgetown Pike, Suite 200 VO, TUNG T
P.O. Box 1213

GREATFALLS, VA 22066 eaves
2621

MAIL DATE DELIVERY MODE

06/17/2010 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

PTOL-90A (Rev. 04/07)
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Application No. Applicant(s)

12/569,116 LIPTON ETAL.

Office Action Summary Examiner Art Unit
2621

-- The MAILING DATEof this communication appears on the cover sheet with the correspondence address--

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLYIS SET TO EXPIRE 03 MONTH(S) OR THIRTY (30) DAYS,

WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.Extensions of time may be available underthe provisions of 37 CFR 1.136(a). In no event, however, may a reply be timelyfiled
after SIX (6) MONTHSfrom the mailing date of this communication.

- If NO period forreply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHSfrom the mailing date of this communication.
- Failure to reply within the set or extended period for replywill, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three monthsafter the mailing date of this communication, evenif timely filed, may reduce any
eamed patent term adjustment. See 37 CFR 1.704(b).

Status

1)L] Responsive to communication(s) filed on
2a)L] This action is FINAL. 2b)X] This action is non-final.

3)L] Sincethis application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)X] Claim(s) 27-58 is/are pending in the application.
 

4a) Of the above claim(s) is/are withdrawn from consideration.

5)L] Claim(s)____ is/are allowed.

6)X] Claim(s) 27-58 is/are rejected.
7)L] Claim(s)__ is/are objectedto.

8)L] Claim(s)____ are subject to restriction and/or election requirement.

 

Application Papers

9)L] The specification is objected to by the Examiner.
10)X] The drawing(s) filed on 29 September 2009is/are: a)X] accepted or b)[_] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)] The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)L] Acknowledgmentis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or(f).
a)LJAll b)L_] Some*c)L] Noneof:

1.L] Certified copies of the priority documents have been received.
2.L] Certified copies of the priority documents have beenreceived in Application No.

3.L] Copies ofthe certified copies of the priority documents have been receivedin this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action foralist of the certified copies not received.

 
 

Attachment(s)

1) Xx] Notice of References Cited (PTO-892) 4) C] Interview Summary (PTO-413)
2) [J Notice of Draftsperson’s Patent Drawing Review (PTO-948) Paper No(s)/Mail Date. __
3) EX] Information Disclosure Statement(s) (PTO/SB/08) 5) LJ Noticeof Informal Patent Application

Paper No(s)/Mail Date 06/03/10, 4/6/10, 12/31/09, 12/31/09, 12/31/09. 6) CT Other:
U.S. Patent and Trademark Office

PTOL-326 (Rev. 08-06) Office Action Summary Part of Paper No./Mail Date 20100610
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Continuation Sheet (PTOL-326) Application No. 12569116
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Application/Control Number: 12/569,116 Page 2

Art Unit: 2621

DETAILED ACTION

Claim Rejections - 35 USC § 103

1. The following is a quotation of 35 U.S.C. 103(a) which formsthe basis forall

obviousnessrejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 ofthistitle, if the differences between the subject matter sought to be patented and theprior art are
such that the subject matter as a whole would have been obviousat the time the invention was madeto a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 27-58 are rejected under 35 U.S.C. 103(a) as being unpatentable over Paeketal.

(US 7,653,635) in view of Qain et al. (US 6,721,454).

Re claims 27, 36, 48, and 50, Paek teaches a video device (fig. 8) comprising:

means(820 offig. 8) for detecting an object in a video;

means (823 offig. 8) for detecting a plurality of attributes of the object by analyzing the

video, each attribute representing a characteristic of the detected object (837 and 838 offig. 8);

a memory (840offig. 8) storing the plurality of detected attributes; and

means (870 offig. 8, note the applications for searching,filtering, and archiving any

event of the object) for searching an event of the object that is not one of the detected attributes

of the object by applying a selected new user search inputto the plurality of attributes stored in

memory,

wherein the means(870 offig. 8) for searching an event is capable of identifying the

event independent of whentheattributes are stored in memory (840offig. 8).

Qain teaches a device (18 and 22 offig. 1) for identifying an event of the object thatis

not one ofthe detected attributes of the object by applying the new userrule to the plurality of
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Application/Control Number: 12/569,116 Page 3

Art Unit: 2621

detected attributes (col. 3, lines 31-55, see example figure 10, note events in other domains can

be inferred by matching the occurrence of objects and their spatial and temporal relationships

detected in the low-level visual analysis of the technique with higher-level rules specific to

particular events in a specific domain).

Re claim 37, Paek teaches a camera motion that would obviously show a video camera

operable to obtain the video (col. 2, lines 22-41. Note Qain teaches the camera movesto track a

moving object of interest, corresponding features may be located far apart in adjacent frames,

col. 4, lines 1-19).

Re claims 30 and 53, Qain further discloses wherein the plurality of attributes that are

detected are defined in a deviceprior to the selection of the subset of the plurality of attributes

(e.g. 12 and 18 offig. 1).

Re claim 38, Qain further teaches wherein the meansfor identifying an event of the

object comprises meansfor identifying a first event of the object in real time by analyzing,ofthe

plurality of attributes, only a first selected subset of the plurality of attributes (18 and 22 offig.

1).

Re claims 31, 39, Qain further teaches wherein the means for identifying an event of the

object comprises meansfor identifying a second event of the object by analyzing, of the plurality

of attributes, only a second selected subset of the plurality of attributes which have been archived

(18 and 22 offig. 1).

Re claims 29, 40, Qain further teaches wherein applying a selected new userrule

comprises analyzing, of the plurality of attributes, only a selected subset of the plurality of

attributes (col. 3, lines 31-35, col. 12, lines 1-8).
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Application/Control Number: 12/569,116 Page 4
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Re claims 33, 34, 41, and 57, Paek further teaches wherein the memory is capable of

storing at least some ofthe plurality of attributes for at least two months (840 offig. 8), and

wherein Qain further teaches the means (18 and 22 offig. 1) for identifying an event of the

object is capable of identifying an event (22 offig. 1) of the object by analyzing only a selected

subset of the plurality of attributes including the at least some ofthe plurality of attributes stored

for at least two months(fig. 10).

Re claims 28, 42, and 51, Qain further teaches wherein the meansfor identifying an event

is capable of identifying the event without reprocessing the video (fig. 10).

Re claims 32, 43, and 52, Qain further teaches wherein the meansfor identifying an event

is capable of identifying the event by analyzing at least two selected physical attributes of the

plurality of attributes (fig. 10).

Re claim 44, Qain further teaches wherein the identifying meansidentifies an event by

analyzing a selection of individual ones of the detected pluralattributes (fig. 10).

Re claim 45, Qain further teaches wherein the plural attributes detected by the meansfor

detecting are defined in the video device independentof a selection of the detected plural

attributes (fig. 10).

Re claims 46-47, Qain further teaches wherein the video surveillance device is a

computer system configured as a video surveillance device and further comprising video sensors

(col. 4, lines 1-19, more than one camera would obviously used in different areas).

Re claims 35 and 58, Qain further discloses detecting first and second objects in a video

(e.g. 4 offig. 1); detecting a plurality of attributes of each of the detected first and second objects

by analyzing the video (12 offig. 1), each attribute representing a characteristic of the respective
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detected object (16 of fig. 1); wherein the step of identifying an event comprises identifying an

event ofthe first object interacting with the second object by analyzing the detected attributes of

the first and second objects, the event not being one ofthe detected attributes (18 and 22 offig.

1, see fig. 10).

Re claim 54, Qain further teaches wherein no analysis is performed on at least some of

the detected attributes which are not the subset of the plurality of attributes (18 and 22 offig. 1).

Reclaims 49, 55, and 56, Qain further teaches providing a video device which detects an

object upon analyzing a video and which detects plural physical attributes and plural temporal

attributes of the detected object upon analyzing the video (4 and 12 offig. 1); and then, selecting

the new userrule to provide an analysis of a combination ofthe plural physical attributes and the

plural temporalattributes to detect the event (28 and 22 offig. 1).

Conclusion

3. The prior art made of record and notrelied upon is considered pertinent to applicant's

disclosure.

Brownet al. (US 7,447,331) discloses a system and method for generating a viewable

video index for low bandwidth applications.

Contact Information

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Tung Vo whosetelephone numberis 571-272-7340. The

examiner can normally be reached on Monday-Wednesday, Friday.
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Art Unit: 2621

If attempts to reach the examinerby telephoneare unsuccessful, the examiner’s

supervisor, Mehrdad Dastouri can be reached on 571-272-7418. The fax phone numberfor the

organization where this application or proceedingis assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applicationsis available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free). If you would

like assistance from a USPTO Customer Service Representative or access to the automated

information system,call 800-786-9199 (IN USA OR CANADA)or 571-272-1000.

/Tung Vo/
Primary Examiner, Art Unit 2621
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(57) A system (10) for automatically monitoring an
area includes a camera unit (12) having therein a video
camera (23) and an image processing section (27). The
image processing section saves a reference image from
the video camera, compares subsequent images to the
reference image, and detects and tracks change
regions in the subsequent images. For each change
region, the image processing section saves a path of

Automatic video monitoring system

movement of the change region, and a selected image
of the change region. Selection is carried out so as to
optimize the selected image, for example so that a
detected person is facing and close to the video cam-
era. The camera unit is network-ready (14), so that a
remote workstation (13) can access the images and
other information saved in the camera unit.
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Description

TECHNICAL FIELD OF THE INVENTION

[0001] This invention relates in general to monitoring
systems and, moreparticularly, to a method and appa-
ratus for mapping the physical position of an object from
a video image to a map of a monitored area.

BACKGROUNDOFTHE INVENTION

[0002] A surveillance or monitoring system may
include a video camera which generates images of a
monitored area or region, and a computer which
receives and processes the images from the video cam-
era. The computer includes a digitized map, and moni-
tors the detected video imagesin order to determine the
presencein the monitored area of an object of interest,
such as a human. Then an objectof interest is identified
through analysis of the detected images, the location of
the object is mapped from the image to the map.
[0003] It is also commonto record the output of each
camera on a time-lapse video cassette recorder (VCR).
In the event of a problem or security incident, the result-

ing recording can then be examined. It is also possible
to use a video or infrared motion detector, so that the

VCR does not record anything except when there is
mation in the observed area. This reduces the con-

sumption of tape and makesit easier to find footage of
interest. Nevertheless,it does not eliminate the needfor

the VCR, whichis a relatively complex and expensive
componentthat is subject to mechanicalfailure and that
requires periodic maintenance, such as cleaning of the
video heads. Moreover, infrared motion detectors have

a tendencyto producefalse detections.
[0004] Another known approachis to use anall-digital
video imaging system, which converts each video
image to a compressed digital form immediately upon
capture. The digital data is then saved in a conventional
database (such as a disk farm backed upbya tape juke
box). This approachis relatively expensive, requires a
substantial amount of storage space, and does nothing
to help an operatorfind frames ofinterest.
[0005] Another approach uses a video camera and
personal computer to detect and track people, and
savesthefirst image that satisfies some alarm condi-

tion. However, this system makes no attempt to select a
good view of the person, as a result of which the saved
image may show the person with his or her back to the
camera,rendering it difficult or impossible to identify the
particular person. Another known system displays a
path of movement of a detected person whois in the
observed area, but discards the path of movementafter
the person leaves the observed area.
[0006] All of these known approaches have been gen-
erally adequate for their intended purposes, but they
have not been satisfactoryin all respects. For example,
they involve hardware whichis relatively expensive and
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not particularly compact. They often use a VCR, which
is subject to mechanical failure and requires periodic
maintenance. Some systemsstore all incoming video
information, which uses a substantial amountof storage
capacity, and makes:it difficult to find of events of inter-
est.

[0007] This known system includes a computer-aided
drafting (CAD) model of the environment or monitored
area, which serves as the basis for the map. Further,in

order to accurately determine the location on the map of
an object identified in the detected images, parameters
of the camera must be determined, and must beintro-

duced into the computer. The camera parameters
include not only internal parameters such as focal
length and the numberof millimeters per pixel, but also
external parameters such asthe location and theorien-
tation of the camera.

[0008] Whenthis known system is in operation, the
location on the map of an object in a video image is
determined using a formula derived by inverting equa-
tions that describe image formation geometry. The nec-
essary set up and initialization for this system is
complex and time consuming. Determining all of the
pertinent internal and external parameters of the cam-

era, and entering them into the computer system, is a
complex and time-consuming task. Also, preparing the
CAD model of the monitored area can be a slow and

time-consuming task.
[0009] In addition, even if care is exercised in the

determination of the camera parameters and the prepa-
ration of the CAD model, errors can still occur. For

example, an object which is visible to the camera,
becauseit is on a side of a wall nearest the camera,

maybe incorrectly positioned on the map on the oppo-
site side of that wall, where it would not actually be visi-
ble to the camera. Errors of this type become even more
problematic if the camera parameters and CAD model
are not carefully established.
[0010] There are now video cameras which can be

coupled to a computer, and there are software pro-
grams capable of converting video images from such
cameras into a document in hypertext mark-up lan-
guage (HTML) format, or in other words a document
compatible with the Internet standard known as the
World Wide Web (WWW). Further, personal communi-
cation devices such as cellular phones, pagers and per-

sonal digital assistants are becoming increasingly
popular commercial products, as wireless communica-
tion technology becomes widespread and affordable.In
fact, there is now a portable phone which has a small
video display, and which includes a WWW-compatible
browser that permits the portable unit to download and
display HTML documents from the Internet.
[0011] Atthe same time, home security systems have
become more common. However, even the most

sophisticated home security systemsarelimited by rudi-
mentary provisions for remote access by the property
owner. Further, false alarms are relatively common.
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Even if the owner is made awareof the alarm, there is

no convenient and cost-effective way for the owner to
determine whether it is a false alarm. For example,
existing systems may notify an owner of a possible
break-in or other event through an automated phone
call or page message, but the owner has no wayof ver-

ifying whether there is a real problem or merely a false
alarm.

[0012] While these existing monitoring systems have

been generally adequate for their intended purposes,
they have not been satisfactory in all respects. For
example, and as mentioned above, even if an owneris
notified by a page or telephone call of a problem or
other event of interest, there is no convenient way for
the ownerto determine whetherthe event represents a
true problem orjust a false alarm, still less from virtually
any remote location. Further, existing systems do not
allow the camera operation to be adjusted from virtually
any remote location.

SUMMARYOF THE INVENTION

[0013] From the foregoing, it may be appreciated that
a need hasarisen in the automatic monitoringfield for a

method and apparatus which are reliable, whichintelli-
gently save selected information that is meaningful but
minimizes storage capacity, and which facilitate the
location and review by an operator of eventsof interest.
As to the apparatus, there is a need for physical com-
pactness and low cost.
[0014] According to one form of the present invention,

a method and apparatus are provided to addressthis
need, and involve periodically detecting an image of the
area, identifying and tracking a moving object in a suc-
cession of the detected images, automatically selecting
an image of each identified object, and saving the
selected image of each identified object.
[0015] A different form of the present invention
involves periodically detecting an image of the area,
identifying and tracking a moving object in a succession
of the detected images, and automatically saving infor-
mation which identities the path and movementof the
object, the information being retained after the object is
no longer presentin the detected images.
[0016] From the foregoing, it may be appreciated that
a need has arisen for a method and apparatus for map-

ping an object in a detected image to a map of the mon-
itored area, which permit the mapping function to be
easily and rapidly defined with minimal possibility for
error, while avoiding the need to obtain and input both
internal and external camera parameters.
[0017] According to the present invention, a method
and apparatus are provided to address this need, and
involve: providing a map of a monitored area; detecting
a reference image of the area; identifying a first region
which corresponds to a selected portion of the area as
viewed in the reference image; identifying a second
region which corresponds to the selected portion as
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viewed on the map; detecting a further image of the
area; identifying a portion of the further image corre-
spondingto an objectof interest; selecting in the region
of the lower end of the portion of the further imagea first
point which is within the first region; and carrying out a
warp transformation of thefirst point from thefirst region

to the second region, in order to identify within the sec-
ond region a second point which correspondsto thefirst
point and whichidentifies a position on the map of the
object of interest.

[0018] From the foregoing, it may be appreciated that
a need hasarisenfor a cost-effective method and appa-
ratus for monitoring which permit access and/or control
from virtually any remote location.
[0019] According to one form of the present invention,
a detector periodically detects an image of a monitored
area, a system receives the detected image, a portable
unit has a display, and a wireless communication link
facilitates communication between the system and the
portable unit, including transmission of the detected
image from the system to the portable unit. The portable
unit presents the detected image on the display. The
system detects an occurrenceof an eventof interest in
the monitored area, and automatically transmits to the

portable unit through the wireless communication link
an indication of the occurrenceof that event.

[0020] According to a different form of the present
invention, a detector periodically detects an image of a
monitored area, a system receives the detected image,
a portable unit has a display and an operatorinput por-
tion, and a wireless communicationlink facilitates com-

munication between the system and the portable unit,
including transmission of the detected image from the
system to the portable unit. A control section is coupled
to the system and can adjust a predetermined charac-
teristic of the image detected by the detector. The port-
able unit presents the detected image on the display,
permits an operator to use the operator input portion to
specify a change in the predetermined characteristic,
and transmits to the control section through the wireless
communication link and system an indication of the
specified change in the predetermined characteristic.
The control section respondsto the indication received
from the portable unit by effecting the specified change
in the predetermined characteristic.
[0021] According to yet another form of the present

invention,a first detector periodically detects an image
of a monitored area, a second detector periodically
detects an image of a monitored area, a system
receives the detected images from each of the detec-
tors, a portable unit has a display and an operatorinput
portion, and a wireless communication link facilitates
communication between the system and the portable
unit. The portable unit permits an operator to identify
one of the first and second detectors as a currently
selected detector, and transmits to the system through
the wireless communicationlink an indication of the cur-

rently selected detector. The system responds to the
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indication received from the portable unit by transmitting
to the portable unit through the wireless communication
link the detected image from the currently selected
detector, and the portable unit presents on the display
the detected image from the currently selected detector.

[0022] According to still another form of the present
invention, a detector periodically detects an image of a
monitored area, and a system receives and processes a
detected image from the detector in order to obtain a

processed image. A portable unit has a display, and a
wireless communication link facilitates communication

between the system and the portable unit, including
transmission of each of the processed images from the
system to the portable unit. The portable unit succes-
sively presents the processed images on the display,
the processed images having a resolution whichis less
than a resolution of the detected images, and which cor-
respondsto a resolution of the display.

BRIEF DESCRIPTION OF THE DRAWINGS

[0023] Abetter understanding of the present invention
will be realized from the detailed description which fol-
lows, taken in conjunction with the accompanying draw-

ings, in which:

FIGURE1 is a diagrammatic view of an automatic
monitoring system which embodies the present
invention;
FIGUREs 2A,2B, 2C, 2D, 2E, 2F, 2G and 2H are

diagrammatic views of two-dimensional images that

represent successive steps carried out by the sys-
tem of FIGURE 1 when processing images
obtained from a video camera;

FIGURE 3 is a motion analysis diagram indicating
how the motion of objects in a video image is ana-
lyzed by the system of FIGURE1;
FIGURE4 is a diagrammatic top view of part of a
floor plan of a building in which the system of FIG-
URE1 can beutilized;

FIGURE5 is a diagrammatic view of a reference
image provided by the system of FIGURE1 for the
building of FIGURE 4;
FIGURE6 is a diagrammatic view of a video image
which is similar to the image of FIGURE 5, but
which showsthe presence of a person;

FIGURE7 is a diagrammatic view of a directory
structure which is used on a hard disk drive in the

system of FIGURE1;
FIGURE8 is a diagrammatic view of a display pre-
sented on the screen of a computer monitor which
is a componentof the system of FIGURE1;
FIGURE9 is a diagrammatic view similar to FIG-
URE8 of a display presented on the screen of the
computer monitor of FIGURE1;
FIGURE10 is a diagrammatic top view of part of a
floor plan of a building in which the system of FIG-
URE 1 can beutilized;
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FIGURE 11 is a diagrammatic view of a reference
video image provided by the system of FIGURE 1
for the building of FIGURE 10;

FIGURE 12 is a diagrammatic view of part of a
video display provided by the system of FIGURE1
to permit a operator to define a mapping function
between a detected video image of the monitored
area and a map of the monitored area;
FIGURE13 is a diagrammatic view similar to FIG-

URE12 but showing a exemplary display generated
by the system of FIGURE 1 during normal opera-
tion;

FIGURE14 is a diagrammatic view of a monitoring
apparatus which embodies the present invention,
the monitoring apparatus including two video cam-
eras, a system which processes video images from
the cameras, and a portable unit which is coupled
to the system through a wirelesslink;
FIGURE 15 is a high-level flowchart of image
processing techniques used by the apparatus of
FIGURE 14;

FIGURE16 is a diagrammatic view of an exemplary
screen image presented on a display of the porta-
ble unit of FIGURE 14;

FIGUREs 17A-17C are respective diagrammatic
views of video images, which demonstrate how
video images are processed by the apparatus of
FIGURE 14;

FIGURE 18 is a diagrammatic view of a region of
interest shown in FIGURE 2G, superimposed on a
reference image which is shown in FIGURE 2A;
FIGURE19 is a diagrammatic view of the outline of
a the region of interest shown in FIGURE 2G;
FIGURE20is a diagrammatic view of the outline of
FIGURE 19, superimposed on the reference image
which is shown in FIGURE 2A;

FIGURE 21 is a diagrammatic view of a region
derived from the image of FIGURE 2B,onepart of
whichincludes gray scale information, and a further
part of which does not; and
FIGURE 22 is a diagrammatic view representing
the differences between two successively detected
images.

DETAILED DESCRIPTION OF THE INVENTION

[0024] FIGURE1 is a diagrammatic view of a monitor-
ing system 10 which embodies the present invention,
and whichis used to monitor activity in a selected region
or area. The monitoring system 10 includes a camera
unit 12 and a workstation 13, which are operatively cou-
pled through a network shown diagrammatically at 14.
The network 14 may be a local area network,the Inter-
net, some other type of network, a modem link, or a
combination of such technologies. The workstation 13
may be a personal computer, including a processor 17,
a keyboard 18, a mouse 19, and a display 21.
[0025] The camera unit 12 includes a video camera 23
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which,in the disclosed embodiment, is a monochrome

camera. However, the present invention is also suitable
for use with a color video camera, or some othertype of
two-dimensional image detector, such as an infrared
detector. Video camera 23 includes a detector 24, which

may be a charge coupled device (CCD), or a CMOS
image sensor device. The video camera 23 also
includes not-illustrated optics of a known type, which
focus an image on the detector 24.

[0026] The camera unit 12 further includes an image
processing section 27. The image processing section
27 includes a video interface circuit 28 which receives

the output of the detector 24, and a networkinterface
circuit 29 whichfacilitates communication across the

network 14. The image processing section 27 could
also include a modem,in addition to or in place of the
interface circuit 29, in orderto facilitate communication

through telephonelines. The image processing section
27 further includes a processor 33, and a memory such
as a hard disk drive 34. The hard disk drive 34 could

optionally be replaced with some other type of suitable
non-volatile memory, such as a flash memory, or a
memory with battery backup.
[0027] In the disclosed embodiment, the image

processing section 27 is physically disposed within the
housing of the camera unit 12. Thus, the camera unit 12
is a standalone device which can coupled directly to a
telephoneline or a network, such as the network 14.
However,it will be recognized that the image processing
section 27 could alternatively be implemented with a
personal computer which is physically separate from

the video camera 23, which has a plug-in video capture
card serving as the videointerface circuit, and which
has a plug-in networkinterface card serving as the net-
work interface circuit. Further, although the disclosed
system has just one video camera 23,it would be possi-
ble to use two or more video cameras with a single
image processing section.
[0028] The initial processing of video images by work-
station 13 will now be described with reference to FIG-

UREs 2A-2H and FIGURE3. More specifically, FIGURE
2A is a diagrammatic view of a video image produced by
the video camera 12 whenit is directed toward an area

which,in this example, has arbitrarily been selected to
be the corner of a room. The video image of FIGURE
2A is saved as areference image. FIGURE2Bis a sim-
ilar video image that was obtained from the camera 12
at a later point in time, after an object 41 has beenintro-
duced into the monitored area. In this case, the object
41 is a person, who has walked into the corner of the
room and thusinto thefield of view of the video camera

12. The video camera 12 is stationary, and thus the sin-
gle difference between the images of FIGUREs 2A and
2Bis the presence of the person 41 in FIGURE 2B. The
presence and movementof the person 41 is detected in
the following manner.
[0029] ‘First, the gray-scale image of FIGURE 2Bis
subtracted from the gray-scale image of FIGURE 2A,on
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a pixel-by-pixel basis. The absolute value of the differ-
encefor each pixel is then determined, and the result is
the gray-scale difference image of FIGURE 2C. Then,
the difference image of FIGURE 2C is sub-sampled in
order to reduce the numberofpixels, for example to a
128 by 128 or 256 by 256 pixel image. The resulting

low-resolution image is shown in FIGURE2D.It will be
recognizedthatit is alternatively possible to sub-sample
each of the images of FIGUREs 2A and 2B before
determining the difference and absolute value for each
pixel, which reduces the number of pixels that need to
be processed, and therefore reduces the amount of
time needed to obtain the image of FIGURE 2D.

[0030] The low-resolution difference image of FIG-
URE2Dis then thresholded. In other words, the gray-
scale value for each pixel in the image of FIGURE 2Dis
compared to a predeterminedthreshold, and the pixelis
then set to be either on oroff (black or white), depend-
ing on whetherthe value is above or below the thresh-
old. The resulting threshold image is shown in FIGURE
2E. Each pixel in the threshold image of FIGURE 2E
can be represented by a binary "1" or a binary "0",
depending on whetherthe pixel is considered to be on
or off.

[0031] Morphological processing is then carried out
on eachpixel of the threshold image of FIGURE 2E, by
first performing a dilate operation, and then performing
an erode operation. More specifically, each pixel is proc-
essed by viewing it as the center pixel in a three-by-
three matrix of pixels. During the dilate operation for
eachpixel in the threshold image of FIGURE2E,if any
one of the eight neighboring pixels in that image is a
logic "1", the pixel of interest is set to a logic "1". The
resulting dilate image is shown in FIGURE 2F. During
the subsequent erode operation for each pixel in the
dilate image of FIGURE2F, if any oneof the eight neigh-
boring pixels in that imageis a logic "0", then the pixel of
interest is set to a logic "0". The result is the erode
image of FIGURE 2G.
[0032] The erode image of FIGURE 2G is then ana-
lyzed to identify each region of contiguouslogic "1" pix-
els. Each such region of contiguous logic "1" pixels
represents a change region, corresponding to an object
which has been introduced into the image of FIGURE
2B and which was not presentin the image of FIGURE
2A, such as the person 41. This analysis can be carried

out using knowntechniques, such as run-length encod-
ing followed by connected-component analysis.
[0033] With respect to each detected change region,
the image processing section 27 determines a bound-
ing box for the change region. An example of a bound-
ing box is shown at 43 in FIGURE 2H.It will be noted
that the bounding box 43 is a rectangular box, just large
enough to contain the entire change region. Thatis, no
pixel of the change region lies outside the box, but every
side of the box touchesat least one pixel of the change
region.
[0034] The above-described image processingis car-
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ried out for each image in a succession of images pro-
vided by the video camera 12. That is, each of these
successive imagesis processed with respect to theref-
erence image of FIGURE2A,in the same mannerthat
was described abovefor the image of FIGURE2B.

[0035] The workstation 13 then carries out motion

analysis, by tracking movement or non-movement of
each identified change region through a succession of
the frames or images from the video camera. For pur-

poses of facilitating an understanding of the present
invention, one known motion analysis technique will be
briefly summarized with reference to FIGURE 3.
Althoughit will be recognized that motion analysis in the
video imagesis carried out in two dimensions,for pur-
poses of convenience the diagram of FIGURE 3 shows
just one dimension.
[0036] In FIGURE3,the nineteen vertical lines FO
through Fi8 each represent a respective frame or
image in a series of successive images from the video
camera 12. In FIGURE3, the horizontal dimension rep-
resents time, and the vertical dimension represents one
dimension of movement of an object within a two-
dimensional image. Then an object which wasnotpre-
viously presentfirst appears, for example at 51 or 52,it
is identified as an “entrance” or “enter” event. When an

object which was previously present is found to no
longer be present, for example at 53 or 54,it is desig-
nated an “exit” event. If an existing object splits into two
objects, one of which is moving and the other of which
is stationary, for example as at 57, it is designated a
“deposit” event. This would occur, for example, when a

person whois carrying a briefcase sets it down ona
table, and then walks away.
[0037] If a moving object merges with a stationary
object, and then continues to move while the stationary
object disappears, as at 58,it is designated a "remove"
event. This would correspond to a situation where a per-
son walks to a notebook resting on a table, and then
picks up the notebook and walks away. Three other
types of events, which are not specifically illustrated in
FIGURE 3, are a “rest” event, a "move" event, and a

“lightsout" event. A rest event occurs when a moving
object comesto a stop but continues to be present with-
out moving. A practical example is a situation where the
objects being monitored are vehicles in a parking lot,
and a car pulls into a parking space and thereafter

remains stationary. A move event occurs when a
detected object which has been stationary begins mov-
ing again, for example whenacar that has been parked
begins moving. A “lightsout"” event occurs when the
entire detected image suddenly changes,for example
whenthelights in a monitored room are turned out and
the room becomes dark. A "lightsout” event can be
detected withoutall of the image processing described
above in association with FIGUREs2 and 3.

[0038] It is optionally possible to also carry out an
identification analysis, in an attempt to identify a
detected object. For example, with a small amount of
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knowledge about the topography of the monitored area,
the workstation 13 can use the position in the image of
the midpoint of the lower side of the object's bounding
box in order to identify how far the object is from the
camera. Then, knowing how tall a person that far from
the camera would be, the workstation 13 can evaluate

the vertical height of the bounding box in the image,in
order to determine whether the object generating the
change regionis tall enough to be a person. If the object
is sufficiently tall to be a person, it can be assumedthat
it is a person.

[0039] Alternatively, the workstation 13 could map the
endpoints of the lower side of a bounding box from an
image to a map of the scene viewed. Given the scale of
the map, the workstation 13 could determine the dis-
tance between these two points on the map, which
would also be the distance between them in the image,
and would thus be the length of the lower side of the
bounding box in the image. The computer could then
determine the height of the bounding box in the image,
and evaluate whether the object in question is tall
enoughto be a person. Again, if the object is sufficiently
tall to be a person, the workstation 13 assumesthatit is
a person. This processwill be further described below.

[0040]_If the object is not sufficiently tall to be a per-
son, then the workstation 13 can carry out an object
analysis procedure, by analyzing the image of the
object in an attemptto classify it as one of several com-
monobjects, such as a briefcase, a notebook, a box, or
a computer monitor. If the object is not specifically iden-
tified through this approach, thenit is ultimately identi-

fied as an “unknown”object.
[0041] In orderto facilitate an understanding of one
aspect of the present invention, a specific exemplary
application for the system 10 of FIGURE 1 will now be
disclosed. However,it will be recognized that there are
numerousotherapplications and environments in which
the system 10 of FIGURE 1 could be utilized. With
respect to the exemplary application, FIGURE 4 is a
diagrammatic top view of a portion of a building which
has a long hallway 71 with an alcove 72 near one end.
The camera unit 12 of FIGURE1 is stationarily mounted
just below theceiling and at one end of the hallway 71,
so that it looks downthe hallway 71 and slightly to the
right. The camera unit 12 can thus observe the hallway
71 and the alcove 72. At its far end, the hallway 71

dead-ends into a transverse further hallway 73. Yet
another transverse hallway 74 extendsoff to the right
from hallway 71, at a location intermediate the alcove 72
and the hallway 73. There are three doors 76, 77 and 78
disposed at spaced locations along theleft side of the
hallway 71. A single door 79 is provided along the right
side of the hallway 71, adjacent the hallway 74 and ona
side thereof nearest the camera unit 12.

[0042] FIGURE5 is a diagrammatic view of a video
image which was obtained from the camera unit 12 in
the environment of FIGURE 4, and which thus shows

the hallway 71 and the alcove 72. For purposesofdis-
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cussion, it is assumed that the image of FIGURE 5 has
been saved as a reference image, analogousto theref-
erence imagediscussed abovein association with FIG-
URE 2A. FIGURE6 is a diagrammatic view of a further
video image from the camera unit 12, but after the
appearancein the monitored area of an object 86 which

was not presentin the reference image of FIGURE5.

[0043] In this case, the object 86 is a person, who
entered the hallway 71 at the far end, and then walked

downthe length of the hallway 71 to the alcove 72. After
the camera unit generated the video image of FIGURE
6, the person 86 continued down the hallway 71 toward
the camera unit 12, and then walked under the camera

unit so as to disappearfrom thefield of view of the cam-
era unit. During the time that the person 86 wasin the
field of view of the camera unit 12, the camera unit gen-
erated a succession of video images as the person
walked downthe hall 71. A selected one of these video

images is shown in FIGURE 6. Each of the video
imagesin this succession of images wasprocessedrel-
ative to the reference image of FIGURE5, in a manner
analogous to that described above in association with
FIGURE2. In association with the processing of each
such image, the system determines for each image a

bounding box around the change region which corre-
spondsto the person 86. The bounding box for the per-
son 86 in the image of FIGURE6 is shownat 87.
[0044] The image processing section 27 of FIGURE 1
doesnot save each of the numerous imagesof the per-
son 86 whichare obtained while the person walks down
the hallway 71. While some known systemsdothis,it

requires an extensive amount of memoryto store all this
video information. Instead, the system 10 stores just
selected information, as discussed below.

[0045] More specifically, the image processing section
27 has already stored on the hard disk drive 34 the ref-
erence image of FIGURE 5.In the disclosed embodi-
ment, the reference image of FIGURE5 isfirst sub-
sampled, and then the resulting low-resolution version
of the imageis stored on the hard disk drive 34,in order
to reduce the amount of storage space needed for each
such reference image. Objects which enter the
observed area are of primary interest, rather than the
observed areaitself, and a low-resolution image of the
observedareais thus sufficient for most applications.
[0046] For each detected object such as the person

86, the image processing section 27 also determines
the Cartesian coordinates within each image of the mid-
point of the lower side of the bounding box for that
detected object. This information is saved on the hard
disk drive. In other words, for each detected object, a
Cartesian coordinate pair for that object is saved for
each video imagein which the object is present. As to a
given object, the set of Cartesian coordinate pairsfor all
of the images in which that object was present can
serve as a trace of the movement of the object within
the observed area, as will be discussed in more detail
later.
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[0047] The image processing section 27 also saves a
selected image of each detected object. In the disclosed
embodiment, this selected imageis just a portion of the
overall image from the video camera 23. In particular, it
is the portion of the image which is located within the
bounding box for the object of interest. Thus, if the

selected image for the person 86 was derived from the
video image of FIGURE6,it would be the portion of that
image within the bounding box 87. This selected image
or image portion is stored at full resolution, in order to
have a top-quality view of the detected object. This is
because a top-quality view will often be useful at a later
point in time, for example to facilitate identification of a

particular individual. Since the selected imageis just a
portion of the overall video image, the amount of mem-
ory needed to store the selected imageatfull resolution
is often less than the amount of memory which would be
needed to store the overall video image at a reduced
resolution.

[0048] Theselection of the particular image to be
saved is an automatic determination, which is effected

with simple heuristics. In most applications, the objects
of primary interest are humans,andit is therefore desir-
able to favor selection of an imagein which the person

is facing generally toward the camera unit 12, and is
reasonably close to the cameraunit 12. In this regard,if
the lower side of the bounding box is moving down-
wardly in successive images,it is assumed that the per-
son is moving toward and facing the camera. On the
other hand, if the lower side of the bounding box is not
moving downwardly or upwardly, the new view will nev-

ertheless be favored over a prior view, if the subject
appearsto belarger, as reflected by an increasein the
vertical size of the bounding box.
[0049] Thus, when an object such as a personfirst
appears, the image processing system 27 temporarily
savesthefirst video image containing the person, and
tentatively designates this image as the selected image.
Then, in each successive image, the image processing
section 27 checks to see whetherthe lowerside of the

bounding box in the current image is lower than the
lower side of the bounding box in the tentatively
selected image.If it is, then the prior image is discarded
and the current imageis tentatively designated as the
selected image.
[0050] On the other hand, if the lower side of the
bounding box for the object is found to have the same
vertical position in the current image asin the tentatively
selected prior image, then the section 27 checks to see
if the vertical height of the bounding box in the current
imageis larger than the vertical height of the bounding
box in the tentatively selected image.If so, then the prior
imageis discarded and the current imageis tentatively
designated as the selected image.
[0051] Then the object eventually exits the observed
area, the image processing section 27 takes the tenta-
tively selected video image, and saves on the hard disk
drive 34 the portion of that video image whichis within
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the bounding box. As discussed above,this portion of
the imageis saved atfull resolution.

[0052] Although the disclosed embodiment uses the
foregoing selection criteria in orderto favor facial close-
ups of humans,it will be recognized that other applica-
tions may require other selection criteria. For example,
if the camera unit 12 was being used to monitor vehi-
cles, andif it was desirable to favor close-ups of the rear
license plates of the vehicles, the selection criteria could

be adjusted to achievethis.
[0053] In association with each detected object, the
image processing section 27 also saves on the hard
disk drive 34 certain other information, including a
human-readable timestamp which indicates the date
and time that the object was detected, the nameof the
disk file containing the reference image which wasin
use while the object was presentin the observed area,
and a keyword indicating how the object entered the
observedarea. Asto the latter, the allowable keywords
in the disclosed embodimentare “enter”, "deposit" and
“other”, butit will be recognized that there could be addi-
tional allowable keywords, or fewer allowable keywords.
[0054] Over time, changes may occur in the back-
ground of the observed area. For example, the ambient

lighting may change, due to variations in the sunlight
entering through windows, opening and closing of win-
dow blinds, opening and closing ofinterior doors, actua-
tion and deactuation of interior lighting, and so forth.
Similarly, people may deposit, remove or reposition
objects in the observed area. Each such changecre-
ates a permanent regionof difference between the orig-

inal reference image and each current video image.
Absent a periodic update of the reference image, the
system will continue to track these difference or change
regions as detected objects. Lighting changes would
thus be treated as detected objects, resulting in the stor-
age of images which are notreally of interest, and which
simply waste memory on the hard disk drive 34.
[0055] In order to avoid this, the image processing
section 27 checksfor a condition in which nothing in the
observedarea has changedfor a specified time interval,
suchas twenty seconds.In responseto detection of this
condition, the image processing section 27 terminates
the tracking of all detected objects which were being
actively tracked, saves the current video image as a
new reference image, and then resumes monitoring of

the observed area using the new reference image. In
general, humans almost never remain completelystill
for more than a secondortwo, andthereis thuslittle risk

of selecting as the reference image a video image which
has a humanin it.

[0056] With reference to FIGURE 1, the image
processing section 27 of the camera unit 12 has been
designed sothatit is Internet-compatible, and in partic-
ular is compatible with Internet standards commonly
known as the World Wide Web (WWW). As a result, the
camera unit 12 can be coupled directly to the network
14, and the stored information which was discussed
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above can be accessed and viewed by a person using a
web browser on a remote unit such as the workstation

13. To facilitate this, the image processing section 27
stores the results of its monitoring activities on the hard
disk drive 34 in a mannerwhichwill now be described
with reference to FIGURE7.

[0057] More specifically, FIGURE 7 showsthe direc-
tory organization of a portion of the hard disk drive 34.
In FIGURE7,the rectangular boxes 91 to 96 are eacha

diagrammatic representation of respective directory.
Thesedirectories store the information relating to moni-
toring activities of the image processing section 27. The
directory 91 is a subdirectory of a not-illustrated root
directory, the directories 92 to 94 are subdirectories of
the subdirectory 91, and the directories 95 and 96 are
subdirectories of the directory 94.
[00538] The subdirectory 91 contains a file MAS-
TER.HTML, and the subdirectories 92 and at 93 each

contain a respective file named LOGLIST.HTML. The
MASTER.HTML and LOGLIST.HTMLfiles are each a

WWW-compatible file in hypertext mark-up language
(HTML) format, and facilitate access to other informa-
tion stored in the directory structure of FIGURE 7. The
MASTER.HTML file has hypertext links to each of the
LOGLIST.HTMLfiles, and the LOGLIST.HTMLfiles are

each an HTMLshell which invokes an applet that facili-
tates accessto files within the directory containing that
particular LOGLIST.HTMLfile.
[0059] The directory 92 correspondsto a single dayin
which the camera unit 12 of FIGURE 1 was operational.
Whenthe cameraunit 12 first begins monitoring a given

area, the subdirectory 91 exists, but the subdirectories
92 and 93 do not exist. During the first day of monitor-
ing, the image processing section 27 creates the subdi-
rectory 92, and usesit to store information from that
day’s monitoring activities. Upon commencing each
subsequent day of monitoring, the image processing
section 27 creates a similar additional subdirectory, one
of which is shown at 93. The name of each such subdi-

rectory is in the format MM.DD.YY, and identifies the
month, day and year for which the directory contains
information.

[0060] Each of the subdirectories 92 and 93 has
therein the above-mentioned LOGLIST.HTML file. Fur-

ther, each such subdirectory includes a LOGLISTfile,
whichis a summarylist identifying all the log entries for

the day in question, each log entry corresponding to a
respective detected object. Each subdirectory also
includes, for each log eniry in its LOGLISTfile, a sepa-
rate file with the name format ENTRYX, whereX is an

integer. Each ENTRYX file contains details associated
with the specific detected object, including the name of
the file which contains the reference image that wasin
effect when the object was present, the keywordindicat-
ing how the object entered the scene, the series of Car-
tesian coordinate pairs which trace the path of
movement of the object within the image, the selected
imageof the objectin a full-resolution image format, and
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two Cartesian coordinate pairs which respectively iden-
tify the position in the video image of two opposite cor-
ners of the bounding box for the selected image.

[0061] The summary information in the LOGLISTfile
includes two elements for each detected object, namely
a timestamp representing the date and time when the
corresponding object was detected, and the nameof
the ENTRYXfile containing details about that detected
object. In the disclosed embodiment, this information in
the LOGLISTfile is in an ASCII format.

[0062] The subdirectories shownat 95 and 96in FIG-
URE 7 each correspond to a respective day, and each
containall of the reference images used during that day.
More specifically, when the camera unit 12 first begins
monitoring a selected area, the subdirectory 94 will
exist, but the subdirectories 95 and 96 will not yet exist.
During thefirst day of monitoring, the subdirectory 95 is
created, and is used to store all of the reference images
for that day. At the beginning of each subsequent dayof
monitoring, a new subdirectory is created, one of which
is shownat 96.

[0063] Each of the subdirectories 95 and 96 has a

nameformat of MM.DD.YY, representing the date corre-
spondingto the information stored in the subdirectory.

Eachof the subdirectories 95 and 96 contains a plurality
of files with the name format REFIMGXX.PGM, where

XX is a unique integer. Each REFIMGXX.PGMfile con-
tains a respective reference image. Each time a new
reference image is saved during the day, a new REFIM-
GXX.PGMfile is created, and is named using the next
highest unused XX integer.

[0064] FIGURE8 is a diagrammatic view of the dis-
play 21 of FIGURE 1 when an operator is using the
workstation 13 to observe information stored on the

hard disk drive 34 by the image processing section 27.
In FIGURE8,the operator is using a web browserpro-
gram whichis sold underthe tradename NETSCAPE by
Netscape Communications Corporation of Mountain-
view, California. However, it will be recognized that
some other equivalent web browser could alternatively
be used. In FIGURE 8, the user has invoked the WWW

capabilities of the Internet to access the WWW-compat-
ible file MASTER.HTMLin the directory 91 (FIGURE 7),
whichin turn has used the various LOGLIST.HTMLfiles
in the subdirectories 92 and 93 to accessinformation in

each of the respective LOGLIST files. The MAS-
TER.HTMLfile may optionally require an operator to
provide a valid password before giving the operator
accessto the information stored on the hard disk drive
34.

[0065] At the top of the displayed web pageisatitle
101, which is provided by the MASTER.HTMLfile, and
which reflects the particular installation or application.
Along the left side of the page is a scroll box 102, in
which the MASTER.HTML and LOGLIST.HTMLfiles

displaya list of the timestamps from all of the LOGLIST
files, each timestamp including both a date and a time.
Vertical and horizontal scroll bars 103 and 104 are pro-
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videdif the numberof timestamp entries or the length of
any single timestamp entry is larger than can be dis-
played at one time within the scroll box 102. In the scroll
box 102, the operator has highlighted one entry, which
correspondsto a detected object that was presentat the
specified time on February 15, 1997.

[0066] To theright of the scroll box 102, information
from the ENTRYX file corresponding ta the selected log
entry is displayed. More specifically, a video image 111

is presented, which represents the event that was dis-
cussed above in association with FIGUREs 5 and 6,

namely the detection and tracking of the person 86. The
image 111 is created byfirst retrieving and displaying
the REFIMGXX.PGMfile corresponding to the selected
log entry 107. Then, the selected image corresponding
to the log entry 107 is retrieved from the ENTRYX file,
sub-sampled so as to have the sameresolution as the
reference image, and displayed in place of the corre-
sponding portion of the reference image. Thereafter, the
bounding box 87 associated with the selected imageis
superimposed on image 111.
[0067] Then,using the series of Cartesian coordinate
pairs stored in the corresponding ENTRY*xXfile, a trace
113 of the movementof the detected object is overlaid

on the image 111. As discussed above, the trace 113
represents the movement of the midpoint of the lower
side of the bounding box 87, and thus is an accurate
representation of where the person 86 walked. Then,
labels are superimposed on the image 111, as at 116
and 117, based on the information stored in the

ENTRYXfile. In FIGURE8, the label 116 is the word

"ENTER", andindicates that the person 86 entered the
observed area at approximately the location of this
label, or in other words at the far end of the hallway 77.
The label 117 is the word "EXIT", and indicates where

the person 86 exited the observedarea,in this case by
continuing down the hallway 71 and underneath the
camera unit 12. The bounding box 87, trace 113 and/or
labels 116 and 117 may optionally be displayed in one
or more different colors, so that they are more readily
visible.

[0068] To the rightof the scroll box 102, and below the
image 111, the image processing section 27 displays a
further image 121, which is smaller than the image 111.
The image 121 correspondsto the portion of the image
111 within the bounding box 87, but is displayed atfull
resolution rather than at the lower resolution used for

the larger image 111. Thus,if an attempt is being made
to identify a particular person, the features of that per-
son may be more clearly visible in the high resolution
image 121 than in the reduced resolution image 111.
Since the saved image 121 was selected using thecri-
teria discussed above, which are intended to favorfacial

close-ups of humans,it will be noted that the face of the
person 86is visible, and that the personis closer to the
camera than would have been the caseif the system
had simply stored thefirst image in which the person 86
had been detected, without attempting to apply any
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selection criteria.

[0069] FIGURE9 is a diagrammatic view similar to
FIGURE8,but showing a different web page provided
by the MASTER.HTMLfile. This web pageincludes an
image 131, which is the current reference image, for
example the reference image shownin FIGURE 5. The
user can then use a mouse to identify one or more
regions in this image, for example the region 132. The
user may define the region by using the mouse pointer

to identify the corners of the region, while clicking on
each corner. Each time the user defines a region,it is
automatically given a label, which is a letter. For exam-
ple, the region 132 in FIGURE 9 has been given the
label "A". As discussed above, the image processing
section 27 maintains a history of the movementof the
midpoint of the lower side of the bounding box for each
object. If this midpoint were to remain within a given
region, such as the region 132, for a predefined period
of time, it might represent loitering, and could be
detected by the image processing section 27.
[0070] The web page of FIGURE 9 alsoincludes an
event selection box 136, which the operator can use to
indicate that the imaging processing section 27 is to
check for a specified event, and to indicate what action

is to be taken if the specified event occurs. In this
regard, the operator can use a mouseto select one of
several events identified in box 136, including an enter
event, an exit event, a loiter event, a deposit event, a
remove event, a move event, a rest event, andalight-
sout event. The event selection box 136 allows the user

to optionally restrict the monitoring for the specified

event to certain types of detected objects, including a
person, a box, a briefcase, a notebook, a computer
monitor, any type of object, or just an unknown object.
Event selection box 136 also allows the userto restrict

the monitoring event to a particular region by identifying
its label letter, such as the region 132 identified by the
labelletter "A.

[0071] For certain events, the event selection box 136

allows the user to specify a time duration in seconds.
For example, if the user is instructing the system to
monitor for a loiter event within a specified region, the
user may specify that the loiter event is to be detected
only if the specified object remains within the specified
region for a period of at least five seconds. The event
selection box 136 also allows the operator to specify the

action to be takenif the specified event occurs, includ-
ing an audible beep, the creation of a log entry on the
hard disk drive 34, a pop-up window onthe display 21 of
the workstation 13, or a synthesized voice announce-
ment which indicates that the event of interest has

occurred, such as a synthesized announcementof the
word "loiter". It will be recognized that the event selec-
tion box 136 could be modified to allow the identification

of other events, objects, conditions, or actions. For
example, actions could also include making a phone
call to a specified number such as that of a security
agency, or sending an electronic mail message to a
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10

specified electronic mail address.

[0072] This aspect of the present invention provides a
numberof technical advantages. One such advantage
is that, by periodically saving reference images, by sav-
ing these reference images at a reduced resolution, by
saving just selected images of objects of interest, and
by saving just portions of the overall image, the amount
of memory neededto store imagesis greatly reduced in
comparison to known systems. A related advantage is

that the amountof stored information which an operator
would haveto review in responseto the occurrence of
an eventis greatly reduced in comparison to known sys-
tems. A further advantageis that the available informa-
tion is presented with timestamp information, so that an
operator canrapidly identify the events of interest within
a time frame of interest, and can quickly and easily
review those events.

[0073] Yet another advantageis the storage of a trace
representing the movementof a detected object, so as
to later provide a readily understandable visible image
of the object's movement, without storing numerous
video images corresponding to the entire time interval
while the detected object was present in an observed
area. Another advantage is that the use of a web

browser to access information logged by the system
permits a person to access the information from virtually
anywhere that a computer is available, including a
WW/W-compatible cellular phone.
[0074] Another advantage results from the fact that
the selection of an image to save is based oncriteria
which are intended to optimize the image, for example

to makeit likely that a detected person is facing and
close to the camera. Another advantageis that the dis-
closed system can be a self-contained camera unit
which is WWW-compatible. A further advantageis that
the disclosed system is more reliable than certain
known technologies, such as known systems having a
video cassette recorder (VCR) that is subject to
mechanical breakdowns and that has heads which

need to be periodically cleaned.
[0075] In orderto facilitate an understanding of a sec-
ond aspect of the present invention, further a specific
exemplary application for the system 10 of FIGURE 1
will now be disclosed. However,it will be recognized that
there are numerous other applications and environ-
ments in which the system 10 of FIGURE1 could beuti-
lized. With respect to the exemplary application,
FIGURE10 is a diagrammatic top view of a portion of a
room 171 within a building, including three walls 172,
173 and 174. A door 177is providedin the wall 172 ata
location near the wall 173, and swingsinto the room 171
when opened. Three tables 181 to 183 are providedin
the room, the table 181 being adjacent the wall 173, the
table 182 being adjacent the wall 174, and the table 183
having one end adjacent the wall 174. The video cam-
era 12 is supported on the wall 172, and is directed
toward the corner of the room which is defined by the
intersection of walls 173 and 174.
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[0076] FIGURE11 is a diagrammatic view of a video
image which wasobtained from the video camera 12 in
the environment of FIGURE 10, and which thus shows

the door 177, and portions of the walls 173 and 174.
The image of FIGURE 11 also showsthe tables 181
and 182, and a portion of the table 183. For purposesof

discussion, it is assumed that the image of FIGURE 11
has been saved as a reference image, analogousto the
reference image discussed above in association with
FIGURE2A.

[0077] FIGURE12 is a diagrammatic view of a portion
of the screen of the display 21 (FIGURE 1). Ontheleft
is an image 184, which in FIGURE 12 is the reference
image shown in FIGURE 11. On theright is a map 185,
whichis a digitized image of the top view of the room
171 from FIGURE 10.In the disclosed embodiment, the

image 185 wasintroduced into the computerusing a not
illustrated scannerto digitize a blueprint or drawing. The
workstation 13 is not cognizant of physical structure
within the map 185, such as the walls 171 to 174 or the
tables 181 to 183. Instead, the workstation 13 sees the

map 185 as simply a two-dimensional image defined by
an array ofpixels.
[0078] The video image 184 and the map 185 are thus

just respective arrays of pixels to the workstation 13. In
order to give the computer a basis for interrelating them,
a mapping is established between the image 184 and
the map 185,in the following manner. With reference to
FIGURE 12, an operator uses the mouse 19 (FIGURE
1) to define one or more quadrilateral regions on eachof
the image 184 and the map 185. Each quadrilateral

region is used to designate an upwardly facing surface
that can support a personor an object, such asthefloor,
or the top surface of a table.
[0079] For example, the operator mayfirst draw a
quadrilateral region 186 on the image 184 of FIGURE
12. The quadrilateral region 186 corresponds to most of
the floor that is visible in the image 184. The operator
may draw the quadrilateral region 186 by clicking the
mouseat selected points on the image 184,in order to
define the four corners of the quadrilateral region. An
outline of the quadrilateral region 186 is overlaid on the
displayed image 184. In FIGURE 12, the outline of the
quadrilateral region 186 is represented by a brokenline,
but it could alternatively be a solid line, and/or could be
displayed in a color so as to be easily visible on the

gray-scale image 184.
[0080] The operator then assigns the quadrilateral
region 186 a label, which in FIGURE 12 is the letter "A"
shown in the middle of the quadrilateral region 186.
Alternatively, the operator could have used the name
"FLOOR"for the quadrilateral region 186, becauseit
represents a portion of the floor. Then, as accurately as
possible, the operator draws on the map 185 a corre-
sponding quadrilateral region 187, which represents
exactly the same portion of the floor. Although the quad-
rilateral regions 186 and 187 represent the same por-
tion of the floor, they have different sizes and shapes,
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dueto the fact that the image 184 is a perspective view
of the room, and the map 185is a top view. The opera-
tor gives to the quadrilateral region 187 the samelabel
"A" which was used for the quadrilateral region 186, so
that the workstation 13 will recognize that the quadrilat-
eral regions 186 and 187 correspond to each other.

After a quadrilateral region has been drawn, the work-
station 13 allows the operator to adjust the shape and/or
size of the quadrilateral region, for example by using the
mouse 19 to drag and drop a side or a cornerof the
quadrilateral region.

[0081] Ina similar manner, the operator may draw
additional pairs of quadrilateral regions. For example, in
FIGURE12, the operator has drawn on the image 184 a
quadrilateral region 188, which designates the top sur-
face of the table 181, and has drawn a corresponding
quadrilateral region 189 on the map 185. The operator
has given these tworelated quadrilateral regions the
label "B”. Further, the operator has drawn associated
quadrilateral regions 191 and 192 in order to designate
the top surface of the table 182, and has given them
both the label "C". In addition, the operator has drawn
on the image 184 a quadrilateral region 198, which rep-
resents the portion of the top surface of table 183 thatis

visible in the image 184, and has drawn a correspond-
ing quadrilateral region 194 on the map 185. The quad-
rilateral regions 193 and 194 have been given a
commonlabel "D”.

[0082] For each pair of corresponding quadrilateral
regions drawn by the operator, the workstation 13 sets
up a warp transformation which uses a known mathe-

matical technique, and whichtranslates a selected point
in one of the quadrilateral regions of the pair to a corre-
sponding point in the other quadrilateral region of the
pair. In order to permit the system to determine this
warp transformation, the workstation 13 must know
which side of a given quadrilateral region in the image
184 corresponds to which side of an associated quadri-
lateral region on the map 185. In the disclosed embodi-
ment, the workstation 13 allows the operatorto identify
the location of the camera 12 on the map 185. The
workstation 13 then automatically associates the side of
a quadrilateral region which is lowestin the image 184
to the side of the corresponding quadrilateral region on
the map 185 whichis closest to the camera 12. How-
ever, it would alternatively be possible to ask the opera-

tor to manually identify related sides of the quadrilateral
regions of each pair, for example by using the mouse 19
to click on a selected side of one quadrilateral region,
and then using the mouseto click on the corresponding
side of the other quadrilateral region.
[0083] Although the present discussion refers to the
use of quadrilateral regions, it will be recognized that
outlines of other shapes could be used. For example, an
outline could have the shape of someother polygon or
a circle, or could be anirregular outline, so long as an
appropriate warp transformation is provided to relate
each point in one regionto a point in the corresponding
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region.

[0084] The operator may sometimesfind it necessary
to draw quadrilateral regions which overlap. For exam-
ple, in FIGURE 12, the quadrilateral region 193 repre-
senting the top of table 183 overlaps with a portion of
the quadrilateral region 186 designating the floor of the
room. In the event that a particular point in the image
184 is disposed within both of these quadrilateral
regions, the workstation 13 must know whether to map

the point from the image 184 to the map 185 using the
warp transformation for the quadrilateral regions 193
and 194, or the warp transformation for the quadrilateral
regions 186 and 187. Therefore, wherever two quadri-
lateral regions overlap in the image 184, the workstation
13 needs to know which of the two quadrilateral regions
is to be given priority over the other.
[0085] In the disclosed embodiment, the workstation
13 automatically assumes that the smallest quadrilat-
eral region haspriority. Thus, in the image 184 of FIG-
URE 12, the quadrilateral region 193 would be given
priority over the quadrilateral region 186. In other words,
if a given pointfell within the overlap between the quad-
rilateral regions 193 and 186, the point would betrans-
lated to map 185 using the warp transformation for

quadrilateral regions 193 and 194, rather than the warp
transformation for quadrilateral regions 186 and 187.
This default priority scheme works relatively well in
practice, because a larger quadrilateral region (Such as
quadrilateral region 186) usually represents a portion of
the floor, whereas a smaller quadrilateral region (such
as quadrilateral region 193) usually represents a top

surface of a table or some other object resting on the
floor. The table top will normally be visible to the video
camera,but will obscure a portion of the floor from the
view of the camera. Thus, where two quadrilateral
regions overlap, assigning the area of overlap to the
smaller quadrilateral region, rather than the larger quad-
rilateral region, will normally achieve a result that corre-
sponds to whatis visible to the camera and whatis not.
However, there may be circumstances in which the
operator may wish to specify a different priority as to a
given region of quadrilateral region overlap, and work-
station 13 permits the operator to manually enterpriori-
tization information that takes precedence over the
default prioritization.
[0086] After the operator has drawn at least one pair

of corresponding quadrilateral regions in the image 184
and the map 185, and has defined thepriority for any
region of overlap, the system 10 may be placed ina
mode of normal monitoring operation. Successive
images from the video camera 12 are processed rela-
tive to the reference image of FIGURE 11, in a manner
analogous to that described above in association with
FIGUREs 2 and 3.In this regard, FIGURE 13 is a dia-
grammatic view similar to FIGURE 12, except that the
displayed video image is a current video image 201
rather than the stored reference image of FIGURE 11.
[0087] In FIGURE 18, the current video image 201
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reflects that a person 206 entered the room while carry-
ing an object 207, placed the object 207 on the top sur-
face of the table 182, and then started to walk away
from the object 207. The object 207 may, for example,
be a briefcase or a box. The bounding box for the per-
son 206is shown at 211, and the bounding box for the

object 207 is shown at 212. The midpoints of the lower
sides of the bounding boxes 211 and 212 are respec-
tively shownat points 213 and 214.

[0088] The midpoint 213 is disposed within the quad-
rilateral region 186, and the warp transformation for
quadrilateral regions 186 and 187is therefore used to
mapthe point 213 from the quadrilateral region 186 into
a corresponding point 218 within the quadrilateral
region 187 of the map 185. A symbol such as a dotis
displayed on the map 185at the point 218, in order to
provide on the map 185 a visible indication of where the
person 206is standing within the room. The midpoint
214 is disposed within the quadrilateral region 191, and
the warp transformation associated with quadrilateral
regions 191 and 192 is therefore used to map the point
214 to a corresponding point 219 on the map 185. Adot
is displayed at the point 219 on the map 185,in order to
indicate where on the map 185 the object 207 is

located. As the person 206 moves around within the
room, the dot 218 representing the person will move on
the map 185, in order to provide an accurate indication
wherein the room the personis currently located.
[0089] If the person 206 movesto a location where the
point 213 is outside each of the quadrilateral regions
186, 188, 191 and 193 in the image 201 of FIGURE 18,
then the point 213 will not be mapped to the map 185
until it is again within one of these four quadrilateral
regions. Consequently, the dot 218 will not be displayed
on the map 85so long asthe point 213 is outside these
quadrilateral regions on the image 201.
[0090] Referring back to FIGURE12, the workstation
13 allows the operator to also define one or more addi-
tional quadrilateral regions, one of which is shown at
223 on the map 185. The quadrilateral region 223
appears only on the map 185, and has no correspond-
ing quadrilateral region on the image 184. The operator
gives the quadrilateral region 223 a unique label, for
example the label "Z". Referring again to FIGURE 13,
the quadrilateral region 223 can be used to check for
certain events. For example,if the workstation 13 deter-

mines that the point 218 has moved to a location on the
map which is within the quadrilateral region 223, the
workstation 13 could take somespecial action, such as
producing an audible alarm.In a variation of this exam-
ple, the workstation 13 might not produce an audible
alarm immediately after the point 218 enters the quadri-
lateral region 223, but only if the point 218 remains
within the quadrilateral region 223 for a specified period
of time, which maybereferred to as a “loiter” event.
[0091] An event selection box 136, such as previously
illustrated in Figure 9, can be presented on the display
21 of FIGURE 1 and used in conjunction with the por-
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tion of the display screen which is shown in FIGURE 13.
An operator can use the event selection box 136 to
specify that the workstation 13 is to check for a certain
event, and to indicate what action is to be taken if the

specified event occurs. This process has been previ-
ously described abovein conjunction with Figure 9.

[0092] Referring again to FIGURE12, the workstation
13 allows the operatorto also define one or more addi-
tional quadrilateral regions, one of which is shown at

241 on the reference image 184. The quadrilateral
region 241 appears only on the reference image 184,
and has no corresponding quadrilateral region on the
map 185. The operator gives the quadrilateral region
241 a unique label, for example the label "Y". This type
of quadrilateral region is used to limit mapping of points
from the image 184 to the map 185. More specifically, if
a detected change region falls completely within the
quadrilateral region 241, the change region is com-
pletely ignored for all purposes, and thus no point is
mapped from the image 184 to the map 185 as a result
of that detected change region. On the other hand, if
only a portion of a detected change region falls within
the quadrilateral region 241, then that change region is
handled in a normal manner, as previously described.

This capability is provided to allow certain types of activ-
ity in a monitored area to be intentionally ignored.
[0093] More specifically, as one example, if a compu-
ter printer was located within the monitored area, each
time the printer ejected a sheet of paper, the system 10
would normally detect and log this event. Similarly, if an
unattended computer monitor was within the monitored

area and had a screen-saver displayed, the system 10
would normally detect and log display changes caused
by the screen saver program. By placing the quadrilat-
eral region 241 around theprinter, or around the com-
puter monitor, all activity associated with the printer or
monitor would occur entirely within the quadrilateral
region 241, and would thus be ignored. Consequently,
ejection of paper from the printer or changesin the dis-
play of the monitor would be ignored, so that the system
10 would not log numerous events which wereoflittle or
not interest. In FIGURE 12, the quadrilateral region 241
is within the quadrilateral region 186. If a detected
changeregionis entirely within the quadrilateral region
241, it will be completely ignored even thoughit is also
within the quadrilateral region 186.

[0094] This aspectof the presentinvention provides a
number of technical advantages. One such technical
advantage is that a system operator can rapidly and
accurately define the mapping between a video image
and a site map. So long as the operator is reasonably
careful to draw accurate quadrilateral regions, mapping
errors can be substantially eliminated. For example, an
object detected in the video imagewill not be incorrectly
located on the wrongside of a wall. A further advantage
is that this can be accomplished without any need to
define camera parameters, including internal parame-
ters such as focal length and millimeters per pixel, and
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external parameters such as the location and orienta-
tion of the camera. This is all automatically taken into
account.

[0095] FIGURE 14 is a diagrammatic view of a moni-
toring apparatus 310 which embodies another aspect of
the present invention. The monitoring apparatus 310 is
used to monitor activities in one or more regions or
areasof interest. For example, the monitoring appara-
tus 310 might be used at a residence to monitoractivity

in one or more rooms, in the yard, at the front door,
and/orin the driveway. It could also be used for monitor-
ing one or more areasin a commercialor industrial facil-
ity.
[0096] The monitoring apparatus 310 includes two
image detectors 312 and 313, which in the disclosed
embodiment are video cameras of a knowntype. The
video cameras 312 and 313 each include a not illus-

trated charge coupled device (CCD) sensor, and a not
illustrated zoom lens assembly for adjusting the field-of-
view of the image focused on the CCD sensor. The
video cameras 312 and 313 mayprovide different views
of the same monitored area, or may eachprovide a view
of a completely different monitored area.
[0097] The video cameras 312 and 313 each include

a respective control section 316 or 317. The control sec-
tions 316 and 317 are each capable of automatically
controlling the zoom setting of the zoom lens assembly
in the associated video camera 312 or 313. Further, the

control sections 316 and 317 each include a physical
support for the associated video camera, which can
effect automated adjustment of the physical orientation
of the associated video camera 312 or 313. In other

words, with reference to a detected image of the moni-
tored area, the control sections 316 and 317 can each

adjust the orientation of the associated camera 312 or
313 up, down, left or right, so that the detected imageis
adjusted upwardly, downwardly, leftwardly, or right-
wardly within the monitored area.
[0098] The monitoring apparatus 310 also includes a
sensor 319 that can detect an event of interest in an

area monitored by at least one of the cameras 312 and
313. In the disclosed embodiment, the sensor 319 is

similar to those used in systems which automatically
open doors for customers at retail establishments. In
particular, the sensor 319 is a passive infrared sensor
capable of detecting a heat source within the area it

monitors, including the presence of a human or animal.
[0099] The monitoring apparatus 310 further includes
a system 322, which has therein a computer 324. The
computer 324 may be a personal computer which
includes a processor, and which includes a memory
device such as a hard disk drive.

[0100] A video connection 326is provided between
the video camera 312 and the computer 324,in order to
supply video images from the video camera 312 to the
computer 324. A similar video connection 328 is pro-
vided from the video camera 313 to the computer 324.
Control lines 327 are provided from the computer 324 to
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the control section 316 of the video camera 312, in

orderto provide the control section 316 with information
that determines how the control section 316 will position
the video camera 312, and how the control section 316

will set the zoom factor of the zoom lens assemblyin the
camera 312. A similar set of control lines 329 is pro-

vided from the computer 324 to the control section 317
of the video camera 313. Theinfrared sensor 319 has

an output 331 which is coupled to the computer 324.

[0101] Thesystem 322 furtherincludesa cellular base
station 336 of a known type which is used for communi-
cating with cellular (wireless) teleonones. The computer
324 is operatively coupled to the base station 336 by a
network 338 which includes the Internet, and which may
include one or more other networks such asa local area

network, a wide area network, and so forth. The net-

work 338is coupled to a notillustrated networkinterface
card provided in the computer 324. Since the network
338 includes the Internet, it is capable of transmitting
information in the Internet format known as the World

Wide Web (WWW), where documents called web
pages are transferred between computers in a stand-
ardized format known as hypertext mark-up language
(HTML) format.

[0102] The system 322 also includes a telephoneline
or system 341, which is coupled at one end to a not
illustrated modem in the computer 324, and atits other
end to the cellular basestation 336.

[0103] The monitoring apparatus 310 further includes
a portable communication unit 346, which is a cellular
(wireless) telephone, and which also includes some

additional capability, as discussed below. The portable
unit 346 in the disclosed embodiment may be a unit
which is available under the tradename NOKIA 9000

from NOKIAin Irving, Texas. The portable unit 346 has
an antenna 348, which facilities wireless communica-

tion with the basestation 336 through a radio frequency
(RF) cellular telephonelink 349.
[0104] The portable unit 346 has an LCDdisplay 351
capable of displaying two-dimensional video images at
a low resolution. Further, the portable unit 346 has a
plurality of buttons or keys, one of whichis indicated at
352. A operator can use thesekeysto input information
into the portable unit 346. The keys include an alpha-
numeric keyboard which has a "QWERTY"format simi-
lar to that found on personal computers, and include

several function keys.
[0105] The monitoring apparatus 310 has the capabil-
ity to take a video image detected by one of the video
cameras 312 or 313, carry out some image processing
on the detected image within the computer 324, trans-
mit the resulting processed image to the portable unit
346 through the network 338,the base station 336, and
the wireless link 349, and present the processed image
on the display 351 of the portable unit 346. In the dis-
closed embodiment, the image processing carried out
by the computer 324 includes steps which are explained
below with reference to FIGURE 15.
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[0106] In this regard, each of the video cameras 312
and 313 is capable of producing successive images at a
speed and resolution which represents more informa-
tion than can be transmitted through the wireless link
349. For example, even an inexpensive video camera
can generate 30 frames or images per second, which

each havea resolution of 320 by 240 gray-scale pixels.
To transmit the data representing all of these pixels, a
throughput of about 18 million bits per second would be
needed. Existing wireless cellular links, such as that at
349 in FIGURE14, can sustain a nominal throughputof
about 9600 bits per second, or in other words about
1/2000 of the total video information produced by the
video camera.

[0107] A further consideration is that existing portable
units, such as that shown at 346 in FIGURE 14, have

low-resolution monochromedisplays. That is, the reso-
lution of a display such as that shownat 351is limited to
about 160 by 120 pixels for a video image, where each
pixel is either on or off, or in other words is a selected
one of two different colors such as black and white.

[0108] For these reasons, the images from the video
cameras 312 and 313 in FIGURE 14 are subjected by
the computer 324 to image processing, which is

depicted diagrammatically in FIGURE 15. FIGURE15 is
a flowchart showing successive image processing steps
161 to 163. The first step 161 is temporal sampling,
which involves selecting a subset of the images pro-
duced by a given video camera. For example, of the 30
or so frames or images produced by a video camera
every second, two of these frames or images may be

selected for image processing, and the others may be
discarded.

[0109] Then,at block 362, spatial sampling is carried
out. In other words, subsampling is carried out in order
to reduce the resolution of each of the images selected
at 361. For example, each frame or image may be
reduced to about 80 by 60 pixels.
[0110] Then, at block 363, a dithering processis car-
ried out, in order to reduce the data representing each
pixel to a single bit. That is, the bit associated with each
pixel indicates whetherthat pixel is on or off. Stated dif-
ferently, each pixel has one of two different colors, such
as black and white. The dithering process sets the state
of each pixel of the processed image based on the
states of several pixels of the spatially sampled image,

using a knowntechnique.In the disclosed embodiment,
the sampling and dithering carried out at blocks 361 to
363 of FIGURE 15 will reduce the video output to 9600
bits per second.
[0111] In the disclosed embodiment, the computer
324 takes the images that are processed according to
the techniques discussed above in association with
FIGURE 15, and successively inserts these processed
images into a document or web page whichis in HTML
format, and which can thus be accessed through the
Internet. In this regard, the portable unit 346 includes a
manufactured-installed browser program, which is
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capable of accessing, downloading and displaying on
the display 351 an HTML page or document obtained
through the network 338 from the computer 324.

[0112] FIGURE 16 shows an example of how the dis-
play 351 of the portable unit 346 might present an
HTML page generated by the computer 324. An image
371, which has been sampled anddithered according to
steps 361 to 363 of FIGURE 15,is presented on theleft
side of the display 351. As discussed above,this is a

monochrome(two-color) image,with a low resolution of
60 by 90 pixels. Nevertheless, it is sufficient to permit
visual detection of the presence of a personin thefield-
of-view, for example the person indicated at 372 in the
image 371.
[0113] To the right of the image 371, the HTML page
includes eight icons, which are identified with reference
numerals 381 to 388. To the right of each icon is a par-
enthetical expression in the form of "(FX)", where X is
an integer. To the right of each parenthetical expression
is a label identifying the function of the associated icon.
Each parenthetical expressionidentifies on the portable
unit 346 a function key which will cause the associated
function to be effected. The icons 387 and 388 relate to

the capability of the operator to select one of the two

video cameras 312 and 313. If the operator presses the
function key F7 associated with icon 387, an associated
HTML link back to the WWW serverprogram in compu-
ter 324 will cause the computer 324 to designate the
first video camera 312 as the selected video camera.

The computer 324 will then ignore the output of the sec-
ond video camera 313, will subject only the output of the

video camera 312 to the image processing described
above in association with FIGURE 15, and will forward

to the portable unit 346 only the processed images
obtained from the selected video camera 312. On the

other hand,if the operator pressed the function key F8&
associated with the icon 388, the second video camera

313 will be designated as the selected camera, the
video images from the camera 313 will be subjected to
the image processing described above in association
with FIGURE 15, and only the processed images from
the camera 313 will be forwarded to the portable unit
346.

[0114] The icon 381 is an upwardly pointing arrow-
head. If the operator pressed the function key F1 asso-
ciated with the icon 381, an HTMLlink back to the

WWW server program in the computer 324 will cause
the computer 324 to output control signals at either 327
or 329 to the control section 316 or 317 in the currently
selected video camera 312 or 313. These control sig-
nals will cause the control section 316 or 317 for the

selected cameratotilt the orientation of the camera, so

that the image associated with that camera moves
upwardly in terms of its view of the area being moni-
tored. Similarly, if the operator presses a respective one
of the function keys F2, F3 or F4, which are respectively
associated with icons 382 to 384, the selected camera

312 or 313 will be adjusted respectively down,right or

EP 0 967 584 A2

10

15

20

25

30

35

40

45

50

55

15

28

left.

[0115] If the operator presses the function key F5
associated with the icon 385, an associated HTML link

will cause the computer 324 to output control signals at
327 or 329 to the control section 316 or 317 of the

selected video camera. These control signals will cause
the zoom lens assembly in the selected video camera
312 or 313 to increase its magnification level in a man-
ner commonly known as a zoom-in function. Alterna-

tively, if the operator presses the function key F6
associated with the icon 386, its HTMLlink will cause

the zoom lens assemblyin the selected video camera to
decreaseits magnification level, ina manner commonly
known as a zoom-out function.

[0116] If the portable unit 446 has a mouse-like point-
ing device, such as a small trackball, the operator can
use the pointing device to select and "click" on any one
of the icons 381 to 388,in order to effect the associated

function. Similarly, if the operator happensto be access-
ing this HTML page from someother remote computer,
andif that computer has a mouse, the operator can click
directly on the icons 381 to 388.
[0117] As discussed above,the infrared sensor 319 is
capable of detecting the presence, within its field-of-
view, of a heat source such as a human or animal.

Whenthe sensor 319 outputs a signal at 331 to indicate
that it has detected the presence of such a heat source,
the computer 324 responds by using its not illustrated
modem to place a telephonecall to the telephonein the
portable unit 346, namely through the telephoneline
341, the base station 336 and the wirelesslink 349. This

notifies the person or operator possessing the portable
unit 346 that something is happening in the remote area
being monitored by the system 310 of FIGURE 14. The
operator may then use the browser providedin the unit
346 to access and download the HTML page generated
by the computer 324, in order to obtain a screen display
like that shown in FIGURE 16, so that the operator can
view the image 371 and determine whatis happeningin
the monitored area.

[0118] Alternatively, it would be possible to omit the
sensor 319, and to have the computer 324 detect the
occurrence of an event of interest by appropriate
processing of the raw video images received from either
of the video cameras 312 and 313. For example, FIG-
URE 17A is a diagrammatic view of an image of a mon-

itored area produced by the video camera 312. In this
case, the monitored area happens to be the corner
region of a room. FIGURE 17Bis a subsequent image
from the same camera, which wastaken after a person
396 had walked into the monitored cornerof the room.

[0119] The current image in FIGURE 17B canbe com-
pared to the prior reference image of FIGURE 17A,in
order to determine whetherthe current imagediffers in
any significant way from the reference image. For exam-
ple, this comparison can be carried out on a pixel-by-
pixel basis byfirst determining the absolute value of the
difference betweenthe gray-scale color values for each
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pixel, and by then comparing the result to a threshold
value. If the absolute value of the difference for a given
pixel is less than the threshold value, then the pixel is
turned off. On the other hand, if the absolute value of
the difference is above the threshold value, then the

pixel is turned on.

[0120] The result is a monochrome(two-color) image,
such as that shown in FIGURE 17C. In FIGURE 17C,

there are a group of pixels at 397 which correspond to

the person 396, and which have beenturned onto indi-
cate that something has changed relative to the refer-
ence image of FIGURE 17A.This condition can be used
to trigger a telephonecall from the computer 324 to the
portable unit 346. It should be evident that, while the
infrared sensor 319 detects heat, the alternative

approach described in association with FIGURE 17
detects motion or a changein the video image,rather
than the presence or absence of heat.
[0121] In the disclosed embodiment, the image
processing described in association with FIGURE 15
does notinclude the use of video compression tech-
niques. However,it will be recognized that the computer
324 of FIGURE 14 could be provided with hardware
and/or software capable of performing a known video

compression technique, and that the portable unit 346
could be provided with the capability to decode the com-
pressed video information for purposes of display. For
example, video compression could be effected accord-
ing to the standard known as MPEG-4.In the eventthat
video compression was provided in this manner, it
would increase the amountof video information which

could be transmitted in real-time from the computer 324
to the portable unit 346. Consequently, the image
processing described in association with FIGURE 15
could be adjusted to increase the number of images
processed and transmitted per second, and/or to
increase the resolution of the processed images.
[0122] This third aspect of the present invention pro-
vides a number of technical advantages. One such
technical advantage is that the wireless link to a porta-
ble unit allows the monitored area to be viewed from

almost any remote location and at any convenienttime.
Moreover,it allows the camera position and/or operation
to be adjusted from that remote location. Another
advantageis that the occurrence of an eventof interest
in the monitored area can be detected, and an indica-

tion of the detection of this event can be automatically
sent to the portable unit. The person in possession of
the portable unit can then access images from a cam-
era in the monitored area, in order to determine whether

there is in fact a problem which requires attention. If
there is no problem, the person could make a telephone
call, or otherwise use the portable unit to prevent the
automatic transmission of a messageto the police, the
fire department, a security agency, or the like.
[0123] Still another advantageis that the information
from the video cameras is provided in a documentin
HTMLformat, which can be easily accessed from the
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portable unit, or from any convenient computer having a
WWW-compatible browser. Yet another advantage
results from the use of image processing techniques to
conform the amount of video information to a level

which is compatible with the available bandwidth of a
wireless link and which is compatible with the available

resolution of the portable unit, while still providing at the
portable unit an image that has sufficient resolution to
permit detection of the presence of a person or an
object in the monitored area.

[0124] Although one embodimenthas beenillustrated
and describedin detail, it should be understood that var-

ious changes, substitutions and alterations can be
made therein without departing from the scope of the
present invention. For example, although the disclosed
embodiment has two separate video cameras,it will be
recognized that only one camera could be provided, or
that more than two cameras could be provided. As
another example, the disclosed embodiment uses gray-
scale video cameras,butit will be recognized that color
video cameras could also be used. Further, although
the disclosed embodiment uses image detectors which
are video cameras,it will be recognized that there may
be applications where a different type of image detector

would be appropriate, for example a two-dimensional
staring array infrared detector.
[0125] As still another example, the supplemental
sensor provided in the disclosed embodiment is an
infrared sensor, but it could be some othertype of sen-
sor, such as a photocell, a microphone,or the like. Also,
even though the disclosed embodiment responds to an

output signal from the infrared sensor by placing a tele-
phonecall to the telephonein the portable unit, it will be
recognizedthat this information could be transmitted to
the portable unit in somealternative manner, for exam-
ple by sending a pager messageto a pagercircuit in the
portable unit. Other changes, substitutions and altera-
tions are possible, without departing from the spirit and
scope of the present invention, as defined by the follow-
ing claims.
[0126] Although one embodimenthas beenillustrated
and describedin detail, it should be understood that var-

ious changes, substitutions and alterations can be
made therein without departing from the scope of the
present invention. For example, although the disclosed
embodiment uses quadrilaterals to define regions of

interest on the displayed image and/or map,it will be
recognized that other shapes could alternatively be
used to define regions. Also, the disclosed embodiment
uses a video camera which has a detector responsive to
visual light, but it will be recognized that other types of
detectors could alternatively be used, such as a staring
array infrared detector. Further, the foregoing disclosure
discusses an exemplary application for the disclosed
embodiment, but it will be recognized that there are
numerousotherapplications and environments in which
the disclosed system could also be used. Other
changes, substitutions, and alterations are possible
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without departing from the spirit and scope of the
present invention, as defined by the following claims.

[0127] According to the presentinvention, videoinfor-
mation from the image detector 12 may be compressed
in the following mannerin order to obtain compressed
image information. This process could take place at
image processing section 27 or at workstation 13
depending on the relative capacities of these comput-
ers. For this example this processing as well as the

processing such as described with respect to FIGURE 2
are assumed to take place at image processing section
27. First, the image processing section 27 selects and
saves a high-resolution video image provided by the
image detector 12, which will thereafter serve as a ref-
erence image. For the sake of example,it is assumed
here that the reference image is the reference image
shown in FIGURE2A.The image processing section 27
stores this reference image in a high-resolution format
on the hard disk drive 34. For each subsequent video
image produced by the image detector 12, the image
processing section 27 carries out, relative to the saved
reference image, processing which is analogousto that
described above in association with FIGUREs 2B-2G.

[0128] The image processing section 27 then saves

on the hard disk drive 34 a selected portion of the erode
image of FIGURE 2G, namely the portion which repre-
sents a changefrom the reference image of FIGURE
2A. In other words, the image processing section 27
savesjust the portion of the erode image of FIGURE 2G
which correspondsto the person 41 (FIGURE 2B). Fur-
ther, since the portion of the erode image of FIGURE
2G which is saved corresponds to a single color, the
amount of memory required to save the selected portion
of the erode image is substantially reduced over the
amount of memory which would be required to save the
sameportion of the erode imagein a gray scale format.
In fact, since the portion of the image which is being
saved correspondsto a single color (black or white), it is
possible to store only an identification of this portion of
the image, without any contrast information, or in other
words without any gray scale or color information.
[0129] Thus, for each video image generated subse-
quentto the saved reference image, the image process-
ing section 27 will carry out processing analogous to
that described in association with FIGURES 2Bto 2G,

and then will save only anidentification of the portion of

the resulting erode image which represents differences
from the saved reference image. The saved reference
image, and the saved identification of a change or
motion portion of each subsequent image, collectively
represent compressed imageinformation.
[0130] In order to uncompress and display this com-
pressed image information, which is stored on the hard
disk drive 34, the image processing section 27 would
reconstruct each video image by displaying the saved
reference image (whichin this example is the reference
image of FIGURE 2A), and by then overlaying on the
reference image a region in a single solid color which is
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based on the saved information identifying a change
region (which in this example was derived from the
erode image of FIGURE 2G). The resulting recon-
structed image could be displayed on the display 21 or
workstation 13 as shown in FIGURE 18.

[0131] Since the compressed image information does
not include gray scale or color information, except for
the reference image, the person or other object will
appearin the reconstructed imagein a solid color such

as black or white. Nevertheless, as successive images
are reconstructed and displayed,it is possible to easily
distinguish a person from some other object such as a
briefcase, and to see the person walking or otherwise
moving within the monitored area. In most cases,it is
possible to determine with a relatively high degree of
accuracy where the person went in the monitored area
and what the person did. In many surveillance and/or
security applications, this is more than adequateto sat-
isfy the needs for which the system is provided.
[0132] As an example of the efficiency of this
approach, consider a sequence of 243 frames or
images, each of which has an uncompressed storage
requirement of 16437 bytes.If the uncompressed, high-
resolution information for every one of the 243 images

wasstored, it would require 243x16437 = 3,994,191
bytes to store the entire sequence.In contrast,if the first
of the 243 images wasstoredat full resolution, it would
require 16437 bytes. By then storing only an identifica-
tion of the portions of the other 242 images which are
different from the reference image, the total amount of
storage required for the change regionsfrom all of the

242 images might be about 47610 bytes. Thus, thetotal
memory required for the entire sequence would be
about 16437 + 47610 = 64047bytes. The resulting com-
pressionratio for this particular example is thus 62:1. Of
course, the exact compressionratio will vary from situa-
tion to situation, depending on how many subsequent
images are associated with a given reference image,
and depending onthe extent to which the images sub-
sequentto the reference image differ from the reference
image. If the differences with respect to the reference
image are infrequent and minimal, as is often the case
in a surveillance context, the amount of information

stored will be very minimal, and the effective compres-
sion ratio will be very high.
[0133] The compression ratio discussed above can be

further improved by supplementing the compression
technique according to invention with certain known
compression techniques. For example, the reference
image could be JPEG compressed from 16437 bytes to
3068 bytes, and the information for the other 242
images could be Lempel-Ziv compressed from 47610
bytes to 20777 bytes, for a total of 3068 + 20777 =
23845 bytes for the entire 243 frame sequence. This
represents an effective overall compression ratio of
170:1 with respect to the raw video data of 3,994,191
bytes.
[0134] As analternative to saving the identification of
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the entire change region for an object, as discussed
above in association with FIGURE 2G, it would be pos-
sible to save only a outline of this change region. For
example, FIGURE 19 depicts the outline of the change
region shown in FIGURE 2G. Existing MPEG-4 com-
pression standards provide excellent efficiency in stor-

ing outlines. Then a particular image from the
compressed image information on the hard disk drive
34 is subsequently reconstructed, by overlaying the out-
line over the high-resolution reference image, it will
appear as shownin FIGURE20. There is no gray scale
or color information for any particular object or person,
butit is still possible from the displayed outline to readily

distinguish a person from some other object such as a
briefcase, and to determine where the person moves
and what the person does.

[0135] As discussed above, there are many applica-
tions in which the change region for a person or other
object can be adequately represented without saving
contrast information such as coloror gray scale informa-
tion. However, there are a few applications in which it
may be advantageous to provide contrast information
(color or gray scale information) for a limited portion of
the region of interest. For example, where an object of

interest is a person, it may be desirable to have a gray
scale or color image of the person's face. As discussed
above, the image processing section 27 has the capa-
bility to make a determination of whether or not an
object is a person. If it is determined that an object is a
person, then the image processing section 27 can save
gray scale or color information only as to an upper por-

tion of the change region corresponding to that object,
and can save only an identification of the remainder of
the change region, without gray scale or color informa-
tion. In the present example, this would result in saving
the information which is shown in FIGURE 21. Since a

portion of this information is a gray scale image,it will
require more storage space than simply identifying the
changeregion indicated by the erode image of FIGURE
2G, or the outline of this change region shownin FIG-
URE 19. Nevertheless,it will still require substantially
less storage space than would be neededto save the
entire video image, or to save just the change region
with contrast information for the entire change region.
[0136] As still another variation, the image processing
section 27 could save a high-resolution reference

image, but then compare each subsequent image only
to the image immediately before it. The information
saved for the current image would represent only the
differences from the immediately proceeding image,
rather than all differences relative to the reference

image.In the specific example shownin the drawings,if
the person 41 in FIGURE 2B wasslowly raising his right
arm, but otherwise remaining motionless, the only dif-
ference between the current image and the immediately
proceeding image would be some changes associated
with movement of the right arm, for example as shown
in solid lines in FIGURE 22. Obviously, the information
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required to define this change region is substantially
less than the information that would be required to
define the change region corresponding to the entire
person. As a result, the overall amount of memory
required to store the compressed imageinformation is
very small.

[0137] When this compressed image information is
being reconstructed for display, a representation of the
change region would be maintained in memory, and

would be modified slightly as each successive image
was decompressedfor display. In the present example,
the image of the change region being maintained in
memory would at some point correspond generally to
the region designated by broken lines in FIGURE 22.
Thenthe information correspondingto the solid lines in
FIGURE 22 was retrieved, the image maintained in
memory would be modified based on the information
shownin solid lines, after which the display of the cur-
rent image would be effected by displaying the refer-
ence image of FIGURE 2A and by then using the
information maintained in memoryto overlay on the dis-
played reference image a region corresponding to the
brokenlines in FIGURE22,in order to obtain an overall

image which would appear much like FIGURE 18.

[0138] Aspreviously described, under certain circum-
stances, it may be necessary to periodically save a new
reference image. For example, with reference to FIG-
URE 2A, a person may walk into the room, deposit a
briefcase or other object, then walk out. Absent a new
reference image, the briefcase would be detected indef-
initely as a change region relative to the reference

image, requiring the storage of a substantial amount of
information over time, in an attempt to monitor an object
which no longer needs to be observed or monitored.
Accordingly, if the image processing section 27 deter-
mines that there is an existing difference from the refer-
ence image but that there has been no changein the
current images for a predetermined period of time, for
example five minutes, then at the end of this predeter-
mined time interval the image processing section 27
saves a new reference image, and then analyzesall
subsequently detected imagesrelative to the new refer-
ence imageratherthan the original reference image.
[0139] The techniques described aboveall rely solely
on the video images produced by the image detector
12, which is a video camera. As discussed above,the

system 300 illustrated in FIGURE 14 may optionally
include a further image detector 319, which in the dis-
closed embodimentis an infrared image detector. The
image detectors 312 and 319 are, of course, appropri-
ately aligned, so that the images detected by each are
in alignment with each other. A video image from the
image detector 312 would be selected and saved on the
hard disk drive 34, to serve as a video reference image.
At the same time, an infrared image from the image
detector 319 would be temporarily saved within the
computer 324 as an infrared reference image, but would
not necessarily be stored on an not-illustrates hard disk
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drive as part of the compressed image information.
Subsequentinfrared images from the image detector
319 would then be compared to the reference infrared
image, in a manner analogousto that described above
for video images in association with FIGUREs 2A-2G.
Theninfrared images are processed in this manner, the

identified change regions are, of course, those corre-
sponding to temperature differences, which most typi-
cally represent the presence of a human or animal,
rather than someother type of object such as a brief-
case.

[0140]=Information identifying each detected change
region in eachinfrared image is then stored on the hard
disk drive. When the compressed imageinformation is
to be reconstructed, the saved reference image (which
is a video image)is displayed, and then the savedinfor-
mation identifying the detected change region from the
infrared image is used to reconstruct the change region
and to overlay the change region on the reference video
image. The resulting composite imagewill be very simi-
lar to the image shown in FIGURE 18.
[0141] The foregoing examples each discuss saving
the compressed image information on the hard disk
drive 34 of the image processing section 27. However, it

will be recognized that the image processing section 27
could take somedifferent action with this compressed
image information. For example, the image processing
section 27 could transmit the compressed imageinfor-
mation across the network 14 to workstation 13, and the

workstation 13 could then display the information on the
display 21, and/or store the information on an non-illus-
trated hard disk drive.

[0142] The present invention provides a numberof
technical advantages. One such technical advantageis
that the high-resolution reference image in the com-
pressed image information provides a detailed context
for surveillance, while the information saved from sub-

sequent imagesprovides high temporal resolution with
the use of a relatively small number of bytes. The high
temporal resolution permits a human to observe the
reconstructed images, and to easily determine when a
personis present in the monitored area, and what that
person is doing. A further technical advantage is that
decompression and display can be efficiently handled
by a low-cost, general-purpose computer. Still another
advantageis that the saved information which identifies

changeregionsrelative to the reference image contains
sufficient information to permit automated motion analy-
sis to be carried out using known techniques.
[0143] Although the foregoing disclosure presents
several related techniques which are all encompassed
by the present invention,it will be recognized thatit is
possible to make changes, substitutions and alterations
in these techniques without departing from the spirit and
scopeof the present invention, as defined by the follow-
ing claims.
[0144] An apparatus wherein said system includes a
computer which integrates the detected image into a
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hypertext markup language document, and includes a
computer network operatively coupled to said computer,
said wireless communication link communicating with
said computer through said computer network; and
wherein said portable unit includes a network browser
whichis operative to retrieve the hypertext markup lan-

guage documentfrom said computer through said wire-
less communication link and said computer network,
and to present the document and the image therein on
said display.

[0145] An apparatus further comprising:

a control section coupled to said system and oper-
ative to adjust a predetermined characteristic of the
image detected by said detector;
said portable unit being operative to present the
detected image on said display, being operative to
permit an operator to use said operator input por-
tion to specify a changein the predetermined char-
acteristic, and being operative to transmit to said
control section through said wireless communica-
tion link and said system anindication of the speci-
fied change in the predetermined characteristic;
and

said control section being operative to respond to
the indication received from said portable unit by
effecting the specified changein the predetermined
characteristic.

[0146] An apparatus further comprising:

said portable unit being operative to successively
present the processed images onsaid display as
they are received, said processed images having a
resolution which is less than a resolution of the

detected images and which correspondsto a reso-
lution of said display.

[0147] An apparatus wherein said system is operative
to select a subset of the detected images produced by
said detector, and to carry out the image processing
only on the detected images which are selected for said
subset.

[0148] A method for compressing image information,
comprising the stepsof:

detectingafirst image of selected subject matter;
thereafter detecting a second imageof the selected
subject matter;
identifying a region of the second imagewhichis of
interest; and

preparing compressed image information which
includesthefirst image, which includes information
corresponding to the region of interest in the sec-
ond image, and which excludesat least a portion of
the second image, the information which corre-
spondsto the region of interest in the second image
being free of contrast information from a substantial
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portion of the region of interest in the second
image.

[0149] A methodincluding the step of displaying the
compressed image information by displaying the first
image therefrom, and by modifying the displayed first
image based on the information from the compressed
image information which corresponds to the region of
interest in the second image.

[0150] A method wherein said step of identifying a
region of the second image whichis of interest includes
the step of identifying a portion of the second image
whichdiffers from thefirst image.
[0151] A method wherein the information correspond-
ing to the region of interest in the second image is an
outline of the region of interest of the second image.
[0152] A method wherein the information correspond-
ing to the region of interest in the second image is con-
trast-free information representing only the region of
interest.

[0153] A method wherein the information correspond-
ing to the region of interest in the second image
includes contrast information for part of the region of
interest, and is free of contrast information from a

remaining part of the region of interest.

Claims

1. A method of monitoring an area, comprising the
stepsof:

periodically detecting an image of the area;
identifying and tracking a moving object in a
successionof the detected images;
automatically selecting an image of each iden-
tified object using selection criteria; and
saving the selected image of each identified
object
saving one of the detected images asa refer-
ence image;
carrying out said step of identifying by evaluat-
ing images detected subsequentto the refer-
ence image in order to identify therein each
change region where the evaluated image dif-
fers from the reference image; and
carrying out said step of tracking by tracing

movement of each change region in succes-
sive evaluated images.

2. A method according to Claim 1, wherein said step
of automatically selecting includes the stepsof:

saving oneof the detected images asa refer-
ence image;
carrying out said step of identifying by evaluat-
ing images detected subsequentto the refer-
ence image in order to identify therein each
change region where the evaluated imagedif-
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fers from the reference image;

determining a bounding box for a given change
region in each image of a set of images in
which the given change region appears; and
selecting the selected image for the given
change region by discarding images from the
set in which a lowermost side of the bounding
box is higher than in other images of the set,
and by selecting from the remaining images of

the set an imagein which a size of the bound-
ing box is larger than in the other remaining
images of the set.

3. A method according to Claim 2, wherein said step
of automatically selecting is carried out using image
selection criteria which cause a current image to be
selected overa prior imageif a lowermost point of a
detected change region is lower in the current
image thanin the prior image.

4. A method according to Claim 2, wherein said step
of automatically selecting is carried out using image
selection criteria which cause a current image to be
selected over a prior image if a detected change

region has increased in size relative to a prior
image.

5. A method according to claim 1, further comprising
the step of:

automatically saving information which identi-

fies the path of movement of the object, said
information being retained after the object is no
longer present in newly detected images.

6. A method according to claim 1, further comprising
the stepsof:

detecting successive images of the monitored
area;

evaluating the detected images in order to
identify events of interest in the monitored area;
selecting and saving, for each event ofinterest,
image information from the detected images:
saving identifying information for each event of
interest;

presenting a list of the saved identifying infor-
mation to a user;

permitting the user to select the identifying
information corresponding to one of the events
of interest; and

displaying for the user the saved imageinfor-
mation for the event of interest that corre-

spondsto the selected identifying information.

7. Anapparatus, comprising:

a detector operative to periodically detect an
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image of a monitored area;

a system operative to receive the detected
image from said detector;
a portable unit having a display; and
a wireless communication link which includes

portions of said system and said portable unit
and which is operative to facilitate wireless
communication between said system and said
portable unit, including transmission of the

detected image from said system to said porta-
ble unit;

said portable unit being operative to present
the detected imageon said display; and
said system being further operative to detect
an occurrence of an event of interest in the

monitored area, and to automatically transmit
through said wireless communication link to
said portable unit an indication of the occur-
rence of the eventof interest.

An apparatus according to Claim 7, wherein the
event of interest is detected through image
processing of a succession of the images detected
by said detector.

An apparatus according to Claim 7, wherein said
system includes a computer which integrates the
detected image into a hypertext markup language
document, and includes a computer network opera-
tively coupled to said computer, said wireless com-
munication link communicating with said computer

through said computer network; and wherein said
portable unit includes a network browser whichis
operative to retrieve the hypertext markup language
document from said computer through said wire-
less communication link and said computer net-
work, and to present the document and the image
therein on said display.

An apparatus according to claim 7, further compris-
ing:

a control section coupled to said system and
operative to adjust a predetermined character-
istic of the image detected by said detector;
said portable unit being operative to present

the detected image onsaid display, being oper-
ative to permit an operator to use said operator
input portion to specify a changein the prede-
termined characteristic, and being operative to
transmit to said control section through said
wireless communication link and said system
an indication of the specified changein the pre-
determined characteristic; and

said control section being operative to respond
to the indication received from said portable
unit by effecting the specified change in the
predetermined characteristic.
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11. An apparatus according to claim 7, further compris-
ing:

said portable unit being operative to succes-
sively present the processed images on said
display as they are received, said processed
images having a resolution whichis less than a
resolution of the detected images and which
correspondsto a resolution of said display.

12. An apparatus according to Claim 11, wherein said
system is operative to select a subset of the
detected images produced bysaid detector, and to
carry out the image processing only on the
detected images which are selected for said sub-
set.
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VIDEO SURVEILLANCE SYSTEM EMPLOYING VIDEO PRIMITIVES

BACKGROUND OF THE INVENTION

Field of the Invention

 

 

[1] The invention relates to a system for automatic video surveillance

employing video primitives.

References

[2] For the convenience of the reader, the references referred to herein are

listed below. In the specification, the numerals within brackets refer to respective

references. Thelisted references are incorporated herein by reference.

[3] The following references describe moving target detection:

[4] {1} A. Lipton, H. Fujiyoshi and R.S. Patil, “Moving Target Detection
and Classification from Real-Time Video,” Proceedings ofREE WACV 798, Princeton,

NJ, 1998, pp. 8-14.

[5] {2} W.E.L. Grimson,et al., “Using Adaptive Tracking to Classify and

Monitor Activities in a Site”, CVPR, pp. 22-29, June 1998.

[6] {3} A.J. Lipton, H. Fujiyoshi, R.S. Patil, “Moving Target Classification

and Tracking from Real-time Video,” JUW,pp. 129-136, 1998.

[7] {4} T.J. Olson and F.Z. Brill, “Moving Object Detection and Event

Recognition Algorithm for Smart Cameras,” IUW,pp. 159-175, May 1997.

 

 

[8] The following references describe detecting and tracking humans:

[9] {5} A. J. Lipton, “Local Application of Optical Flow to Analyse Rigid
Versus Non-Rigid Motion,”International Conference on Computer Vision, Corfu,

Greece, September 1999.

[10] {6} F. Bartolini, V. Cappellini, and A. Mecocci, “Counting people

getting in and out of a bus byreal-time image-sequenceprocessing,” IVC, 12(1):36-41,

January 1994.

 

[11] {7} M. Rossi and A. Bozzoli, “Tracking and counting moving people,”

ICIP94, pp. 212-216, 1994.
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[12] {8} C.R. Wren, A. Azarbayejani, T. Darrell, and A. Pentland, “Pfinder:
Real-time tracking of the human body,” Vismod, 1995.

[13] {9} L. Khoudour, L. Duvieubourg,J.P. Deparis, “Real-Time Pedestrian
Counting by Active Linear Cameras,” JEL, 5(4):452-459, October 1996.

[14] {10} S. loffe, D.A. Forsyth, “Probabilistic Methods for Finding People,”
IJCV, 43(1):45-68, June 2001.

[15] {11} M.Isard and J. MacCormick, “BraMBLe: A Bayesian Multiple-

Blob Tracker,” ICCV, 2001.

 

 

[16] The following references describe blob analysis:

[17] {12} D.M. Gavrila, “The Visual Analysis of Human Movement: A

Survey,” CVIU, 73(1):82-98, January 1999.

[18] {13} Niels Haering and Niels da Vitoria Lobo, “Visual Event

Detection,” Video Computing Series, Editor Mubarak Shah, 2001.

[19] The following references describe blob analysis for trucks, cars, and

people:

[20] {14} Collins, Lipton, Kanade, Fujiyoshi, Duggins, Tsin, Tolliver,

Enomoto, and Hasegawa, "A System for Video Surveillance and Monitoring: VSAM

Final Report," Technical Report CMU-RI-TR-00-12, Robotics Institute, Carnegie

Mellon University, May 2000.

[21] {15} Lipton, Fujiyoshi, and Patil, “Moving Target Classification and

Tracking from Real-time Video,” 98 Darpa IUW,Nov.20-23, 1998.

[22] The following reference describes analyzing a single-person blob and its
contours:

[23] {16} C.R. Wren, A. Azarbayejani, T. Darrell, and A.P. Pentland.
“Pfinder: Real-Time Tracking of the Human Body,” PAMI,vol 19, pp. 780-784, 1997.

 

[24] The following reference describesinternal motion ofblobs, including

any motion-based segmentation:

[25] {17} M.Allmen and C. Dyer, “Long--Range Spatiotemporal Motion

Understanding Using Spatiotemporal Flow Curves,” Proc. IEEE CVPR, Lahaina, Maui,

Hawaii, pp. 303-309, 1991.

[26] {18} L. Wixson, "Detecting Salient Motion by Accumulating

Directionally Consistent Flow", IEEE Trans. Pattern Anal. Mach. Intell., vol. 22, pp.

774-781, Aug, 2000.
-2-
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Backgroundof the Invention

[27] Video surveillance ofpublic spaceshas become extremely widespread
and accepted by the general public. Unfortunately, conventional video surveillance
systems produce such prodigious volumesof data that an intractable problem results in
the analysis ofvideo surveillance data.

[28] Aneed exists to reduce the amount of video surveillance data so analysis
of the video surveillance data can be conducted.

[29] Aneedexiststo filter video surveillance data to identify desired portions
of the video surveillance data.

SUMMARYOF THE INVENTION 

[30] An object of the invention is to reduce the amount ofvideo surveillance
data so analysis of the video surveillance data can be conducted.

[31] An objectof the inventionis to filter video surveillance data to identify
desired portions of the video surveillance data.

[32] An object of the invention is to produce a real time alarm based on an
automatic detection of an event from video surveillance data.

[33] An object of the invention is to integrate data from surveillance sensors

other than video for improved searching capabilities.

[34] An object of the invention is to integrate data from surveillance sensors

other than video for improved event detection capabilities

[35] The invention includes an article ofmanufacture, a method, a system,

and an apparatus for video surveillance.

[36] The article of manufacture of the invention includes a computer-readable

medium comprising software for a video surveillance system, comprising code

segments for operating the video surveillance system based on video primitives.
[37] The article of manufacture of the invention includes a computer-readable

medium comprising software for a video surveillance system, comprising code

segments for accessing archived video primitives, and code segments for extracting
event occurrences from accessed archived video primitives.
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[38] The system of the invention includes a computer system including a

computer-readable medium having software to operate a computer in accordance with

the invention.

[39] The apparatus of the invention includes a computer including a

computer-readable medium having software to operate the computer in accordance with

the invention.

[40] The article ofmanufacture of the invention includes a computer-readable

medium having software to operate a computer in accordance with the invention.

[41] Moreover, the above objects and advantages of the invention are

illustrative, and not exhaustive, of those that can be achieved by the invention. Thus,

these and other objects and advantages of the invention will be apparent from the

description herein, both as embodied herein and as modified in view of any variations

whichwill be apparent to those skilled in theart.

Definitions

[42] A “video” refers to motion pictures represented in analog and/ordigital

form. Examples of video include: television, movies, image sequences from a video

camera or other observer, and computer-generated image sequences.

[43] A “frame” refers to a particular image or other discrete unit within a

video.

[44] An “object” refers to an item of interest in a video. Examples of an

object include: a person, a vehicle, an animal, and a physical subject.

[45] An “activity” refers to one or more actions and/or one or more

composites of actions of one or more objects. Examples of an activity include: entering;

exiting; stopping; moving; raising; lowering; growing; and shrinking.

[46]<A“location” refers to a space where an activity may occur. A location

can be, for example, scene-based or image-based. Examples of a scene-based Iecation

include: a public space; a store; a retail space; an office; a warehouse; a hotel room; a

hotel lobby; a lobby of a building; a casino; a bus station; a train station; an airport; a

port; a bus; a train; an airplane; and a ship. Examples of an image-based location

include: a video image; a line in a video image; an area in a video image;a rectangular

section of a video image; and a polygonal section of a video image.

-4-
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[47] An “event” refers to one or more objects engaged in an activity. The
event may be referenced with respect to a location and/ora time.

[48] A “computer”refers to any apparatus that is capable of accepting a
structured input, processing the structured input according to prescribed rules, and

producing results of the processing as output. Examples of a computer include: a
computer; a general purpose computer; a superconiputer; a mainframe; a super mini-
computer; a mini-computer; a workstation; a micro-computer; a server; an interactive
television; a hybrid combination of a computer and an interactive television; and

application-specific hardware to emulate a computer and/or software. A computer can
have a single processor or multiple processors, which can operate in parallel and/or not

in parallel. A computeralso refers to two or more computers connected together via a
network for transmitting or receiving information between the computers. An example

of such a computer includes a distributed computer system for processing information

via computers linked by a network.

[49] A “computer-readable medium”refers to any storage device used for

storing data accessible by a computer. Examples of a computer-readable medium
include: a magnetic hard disk; a floppy disk; an optical disk, such as a CD-ROM and a
DVD; a magnetic tape; a memory chip; and a carrier wave used to carry computer-

readable electronic data, such as those used in transmitting and receiving e-mail or in

accessing a network.

[50] "Software” refers to prescribed rules to operate a computer. Examples of
software include: software; code segments; instructions; computer programs; and

programmedlogic.

[51] A “computer system” refers to a system having a computer, where the
computer comprises a computer-readable medium embodying software to operate the

computer.

[52] A “network” refers to a number of computers and associated devices that
are comnected by communication facilities. A network involves permanent connections

such as cables or temporary connections such as those made through telephone or other
communication links. Examples of a network include: an internet, such as the Internet;

an intranet; a local area network (LAN); a wide area network (WAN);and a

combination of networks, such as an internet and an intranet.

-5-

Canon Ex. 1002 Page 241 of 437



Canon Ex. 1002 Page 242 of 437

10

15

20

25

30

_, WO 03/044727 PCT/US02/22688

BRIEF DESCRIPLION OF THE DRAWINGS

[53] Embodiments ofthe invention are explained in greater detail by way of

 

the drawings, where the same reference numerals refer to the same features.

[54] Figure 1 illustrates a plan view of the video surveillance system of the
invention.

[55] Figure 2 illustrates a flow diagram for the video surveillance system of
the invention.

[56] Figure 3 illustrates a flow diagram for tasking the video surveillance

system.

[57] Figure 4 illustrates a flow diagram for operating the video surveillance

system.

[58] Figure 5 illustrates a flow diagram for extracting video primitives for the

video surveillance system.

[59] Figure6illustrates a flow diagram for taking action with the video

surveillance system.

[60] Figure 7 illustrates a flow diagram for semi-automatic calibration of the

video surveillance system.

[61] Figure 8 illustrates a flow diagram for automatic calibration of the video

surveillance system.

[62] Figure 9 illustrates an additional flow diagram for the video surveillance

system of the invention.

[63] Figures 10-15 illustrate examples of the video surveillance system of the

invention applied to monitoring a grocerystore.

DETAILED DESCRIPTION OF THE INVENTION

[64] The automatic video surveillance system ofthe invention is for

 

monitoring a location for, for example, market research or security purposes. The

system can be a dedicated video surveillanceinstallation with purpose-built surveillance

components, or the system canbearetrofit to existing video surveillance equipment that

piggybacksoff the surveillance video feeds. The system is capable of analyzing video
data from live sources or from recorded media. The system can have a prescribed

response to the analysis, such as record data, activate an alarm mechanism,or active

another sensor system. The system is also capable of integrating with other surveillance
-6-
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system components. The system producessecurity or market research reports thal can
be tailored according to the needs of an operator and, as an option, can be presented

through an interactive web-based interface, or other reporting mechanism.

[65] An operator is provided with maximum flexibility in configuring the

system by using event discriminators. Event discriminators are identified with one or
more objects (whose descriptions are based on video primitives), along with one or

more optional spatial attributes, and/or one or more optional temporal attributes. For

example, an operator can define an event discriminator (called a "loitering" event in this
example) as a “person”object in the “automatic teller machine” space for “longer than
15 minutes” and “between 10:00 p.m. and 6:00 a.m.”

[66] Although the video surveillance system of the invention draws on well-

known computer vision techniques from the public domain, the inventive video

surveillance system has several unique and novel features that are not currently

available. For example, current video surveillance systems use large volumesofvideo

imagery as the primary commodity of information interchange. The system of the

invention uses video primitives as the primary commodity with representative video

imagery being used as collateral evidence. The system of the invention can also be

calibrated (manually, semi-automatically, or automatically) and thereafter automatically

can infer video primitives from video imagery. The system can further analyze

previously processed video without needing to reprocess completely the video. By
analyzing previously processed video, the system can perform inference analysis based

on previously recorded video primitives, which greatly improves the analysis speed of

the computer system.

[67] As another example, the system of the invention provides unique system

tasking. Using equipment control directives, current video systems allow a user to

position video sensors and, in some sophisticated conventional systems,to mask out
regions ofinterest or disinterest. Equipment control directives are instructions to
control the position, orientation, and focus of video cameras. Instead of equipment

control directives, the system of the invention uses event discriminators based on video

primitives as the primary tasking mechanism. With event discriminators and video

primitives, an operator is provided with a much more intuitive approach over
conventional systems for extracting useful information from the system. Rather than

tasking a system with an equipmentcontrol directives, such as “camera A pan 45
-7-

Canon Ex. 1002 Page 243 of 437



Canon Ex. 1002 Page 244 of 437

10

15

30

_, .WO03/044727 PCT/US02/22688

degreesto the left,” the system of the invention can be tasked in a human-intuitive
manner with one or more event discriminators based on video primitives, such as “a

person enters restricted area A.”

[68] Using the invention for market research, the following are examples of
the type of video surveillance that can be performed with the invention: counting people
in a store; counting people in a part of a store; counting people who stop in a particular

place in a store; measuring how long people spendin a store; measuring how long
people spend inapart of a store; and measuring the length of a line in a store.

[69] Using the invention for security, the following are examples of the type
of video surveillance that can be performed with the invention: determining when

anyone enters a restricted area and storing associated imagery; determining when a
person enters an area at unusual times; determining when changes to shelf space and
storage space occur that might be unauthorized; determining when passengers aboard an
aircraft approach the cockpit; determining when peopletailgate through a secure portal;
determiningifthere is an unattended bag in an airport; and determining if there is a theft
of an asset.

[70] Figure 1 illustrates a plan view of the video surveillance system of the
invention. A computer system 11 comprises a computer 12 having a computer-readable
medium 13 embodying software to operate the computer 12 according to the invention.

The computer system 11 is coupled to one or more video sensors 14, one or more video
recorders 15, and one or more input/output(I/O) devices 16. The video sensors 14 can

also be optionally coupled to the video recorders 15 for direct recording of video
surveillance data. The computer system is optionally coupled to other sensors 17.

[71] The video sensors 14 provide source video to the computer system 11.
Each video sensor 14 can be coupled to the computer system 11 using, for example, a

direct comection(e.g., a firewire digital camera interface) or a network. The video

sensors 14 can exist prior to installation of the invention or can be installed as part of

the invention. Examples of a video sensor 14 include: a video camera, a digital video

camera; a color camera; a monochrome camera; a camera; a camcorder, a PC camera; a

webcam; an infra-red video camera; and a CCTV camera.

[72] The video recorders 15 receive video surveillance data from the
computer system 11 for recording and/or provide source video to the computer system
11. Each video recorder 15 can be coupled to the computer system 11 using, for

-8-
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example, a direct connection or a network. The video recorders 15 can exist prior to
installation of the invention or can be installed as part of the invention. Examples of a

video recorder 15 include:a video tape recorder; a digital video recorder; a video disk; a

DVD; and a computer-readable medium.

[73] The I/O devices 16 provide input to and receive output from the

computer system 11. The I/O devices 16 can be used to task the computer system 11
and produce reports from the computer system 11. ExamplesofI/O devices 16 include:
a keyboard; a mouse;a stylus; a monitor; a printer; another computer system; a network;
and an alarm.

[74] The other sensors 17 provide additional inputto the computer system 11.
Each other sensor 17 can be coupled to the computer system 11 using, for example, a

direct connection or a network. The other sensors 17 can exit prior to installation of the

invention or can beinstalled as part of the invention. Examples of another sensor 17
include: a motion sensor; an optical tripwire; a biometric sensor; and a card-based or

keypad-based authorization system. The outputs of the other sensors 17 can be recorded
by the computer system 11, recording devices, and/or recording systems.

[75] Figure 2 illustrates a flow diagram for the video surveillance system of
the invention. Various aspects of the invention are exemplified with reference to

Figures 10-15, which illustrate examples of the video surveillance system of the

invention applied to monitoring a grocery store.

[76] In block 21, the video surveillance system is set up as discussed for

Figure 1. Each video sensor 14is orientated to a location for video surveillance. The
computer system 11 is connected to the video feeds from the video equipment 14 and
15. The video surveillance system can be implemented using existing equipment or

newly installed equipmentfor the location.

[77] In block 22, the video surveillance system is calibrated. Once the video

surveillance system is in place from block 21, calibration occurs. The result ofblock 22

is the ability of the video surveillance system to determine an approximate absolute size

and speed ofa particular object(e.g., a person) at variousplacesin the video image

provided by the video sensor. The system can be calibrated using manual calibration,
semi-automatic calibration, and automatic calibration. Calibration is further described

after the discussion ofblock 24.
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[78] In block 23 of Figure 2, the video surveillance system is tasked. Tasking
occursafter calibration in block 22 and is optional. Tasking the video surveillance

system involves specifying one or more event discriminators. Without tasking, the
video surveillance system operates by detecting and archiving video primitives and
associated video imagery without taking any action, as in block 45 in Figure 4.

[79] Figure 3 illustrates a flow diagram for tasking the video surveillance

system to determine event discriminators. An event discriminator refers to one or more

objects optionally interacting with one or morespatialattributes and/or one or more

temporal attributes. An event discriminator is described in terms ofvideo primitives. A
video primitive refers to an observable attribute of an object viewed in a video feed.
Examples of video primitives include the following: a classification; a size; a shape; a
color; a texture; a position; a velocity; a speed; an internal motion; a motion; a salient

motion; a feature of a salient motion; a scene change; a feature of a scene change; and a

pre-defined model.

[80] Acclassification refers to an identification of an object as belonging to a

particular category or class. Examples ofa classification include: a person; a dog; a
vehicle; a police car; an individual person; and a specific type of object.

[81] A size refers to a dimensionalattribute of an object. Examples of a size

include: large; medium; small; flat; taller than 6 feet; shorter than 1 foot; wider than 3

feet; thinner than 4 feet; about humansize; bigger than a human; smaller than a human;

aboutthe size of a car; a rectangle in an image with approximate dimensionsin pixels;

and a number of image pixels.

[82] Acolor refers to a chromatic attribute of an object. Examplesof a color
include: white; black; grey; red; a range ofHSV values; a range of YUV values; a range

of RGB values; an average RGB value; an average YUV value; and a histogram of

RGBvalues.

[83] A texture refersto a pattern attribute of an object. Examples of texture
features include: self-similarity; spectral power; linearity; and coarseness.

[84] An internal motionrefers to a measure of the rigidity of an object. An

example of a fairly rigid object is a car, which does not exhibit a great amount of
internal motion. An example of a fairly non-rigid object is a person having swinging

arms and legs, which exhibits a great amount of internal motion.

-10-
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[85] A motion refers to any motion that can be automatically detected.
Examples of a motion include: appearance of an object; disappearance of an object; a
vertical movement of an object; a horizontal movement of an object; and a periodic

movement of an object.

[86] A salient motion refers to any motion that can be automatically detected
and can be tracked for someperiod of time. Such a moving object exhibits apparently

purposeful motion. Examples of a salient motion include: moving from one place to
another; and moving to interact with another object.

[87] A feature of a salient motion refers to a property of a salient motion.
Examples ofa feature of a salient motion include: a trajectory; a length of a trajectory in
image space; an approximate length of a trajectory in a three-dimensional representation
of the environment; a position of an object in image space as a function of time; an

approximate position of an object in a three-dimensional representation of the
environmentas a function of time; a duration ofa trajectory; a velocity (¢.g., speed and

direction) in image space; an approximate velocity (¢.g., speed and direction) in a three-
dimensional representation of the environment; a duration of timeat a velocity; a

change ofvelocity in image space; an approximate change of velocity in a three-
dimensional representation of the environment; a duration of a change ofvelocity;
cessation ofmotion; and a duration of cessation ofmotion. A velocity refers to the

speed and direction of an object at a particular time. A trajectory refers a set of
(position, velocity) pairs for an object for as long as the object can be tracked or fora
time period.

[88] A scene changerefers to any region of a scene that can be detected as

changing over a period of time. Examples of a scene change include: an stationary
object leaving a scene; an object entering a scene and becoming stationary; an object
changing position in a scene; and an object changing appearance (e.g. color, shape, or

size).

[89] A feature of a scene changerefers to a property of a scene change.
Examples of a feature of a scene changeinclude:a size of a scene change in image
space; an approximate size of a scene change ina three-dimensional representation of
the environment; a time at which a scene change occurred;a location of a scene change

in image space; and an approximate location of a scene changein a three-dimensional

representation of the environment.
-li-
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[90] A pre-defined modelrefers to an a priort known model of an object.
Examples of a pre-defined include: an adult; a child; a vehicle; and a semi-irailer.

[91] Inblock 31, one or more objects types of interests are identified in terms
of video primitives or abstractions thereof. Examples of one or more objects include: an
object; a person; a red object; two objects; two persons; and a vehicle.

[92] Inblock 32, one or more spatial areas of interest are identified. An area
refers to one or more portions of an image from a source video ora spatial portion of a
scene being viewed by a video sensor. An area also includes a combination of areas
from various scenes and/or images. An area can be an image-based space(e.g., a line, a

rectangle, a polygon, or a circle in a video image) or a three-dimensional space (¢.¢g., a
cube, or an area of floor space in a building).

[93] Figure 12 illustrates identifying areas along an aisle in a grocery store.
Four areas are identified: coffee; soda promotion; chips snacks; and bottled water. The

areas are identified via a point-and-click interface with the system.

[94] In block 33, one or more temporalattributes of interest are optionally
identified. Examples of a temporalattribute include: every 15 minutes; between 9:00

p.m. to 6:30 a.m.; less than 5 minutes; longer than 30 seconds; over the weekend; and
within 20 minutesof.

[95] In block 34, a responseis optionally identified. Examples of a response
includes the following: activating a visual and/or audioalert on a system display;

activating a visual and/or audio alarm system at the location; activating a silent alarm;
activating a rapid response mechanism; locking a door; contacting a security service;
forwarding data(e.g., image data, video data, video primitives; and/or analyzed data) to
another computer system via a network, suchas the Internet; saving such data to a
designated computer-readable medium; activating some other sensor or surveillance
system; tasking the computer system 11 and/or another computer system; and directing
the computer system 11 and/or another computer system.

[96] In block 35, one or more discriminators are identified by describing
interactions between video primitives (or their abstractions), spatial areas ofinterest,

and temporal attributes of interest. An interactionis determined for a combination of
one or more objecis identified in block 31, one or morespatial areas of interest
identified in block 32, and one or more temporal attributes of interest identified in block
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33. One or more responsesidentified in block 34 are optionally associated with each
event discriminator.

[97] Examples of an event discriminator for a single object include: an object

appears; a person appears; and a red object movesfaster than 10m/s.

[98] Examples of an event discriminator for multiple objects include: two

objects come together; a person exits a vehicle; and a red object moves next to a blue

object.

[99] Examples of an event discriminator for an object and a spatial attribute

include: an object crosses a line; an object enters an area; and a person crosses a line

from theleft.

[100] Examples of an event discriminator for an object and a temporal attribute

include: an object appears at 10:00 p.m.; a person travels faster then 2m/s between 9:00

a.m. and 5:00 p.m.; and a vehicle appears on the weekend.

[101] Examples of an event discriminator for an object, a spatial attribute, and

a temporalattribute include: a person crosses a line between midnight and 6:00 a.m.;

and a vehicle stops in an area for longer than 10 minutes.

[102] An example of an event discriminator for an object, a spatial attribute,

and a temporalattribute associated with a response include: a person enters an area

between midnight and 6:00 a.m., and a security service is notified.

[103] In block 24 of Figure 2, the video surveillance system is operated. The

video surveillance system of the invention operates automatically, detects and archives

video primitives of objects in the scene, and detects event occurrencesin real time using

event discriminators. In addition, action is takenin real time, as appropriate, such as

activating alarms, generating reports, and generating output. The reports and output can

be displayed and/or stored locally to the system or elsewhere via a network, such as the

Internet. Figure 4 illustrates a flow diagram for operating the video surveillance system.

[104] In block 41, the computer system 11 obtains source video from the video

sensors 14 and/or the video recorders 15.

[105] In block 42, video primitives are extracted in real time from the source

video. As an option, non-video primitives can be obtained and/or extracted from one or

more other sensors 17 and used with the invention. The extraction ofvideo primitivesis

illustrated with Figure 5.
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[106] Figure 5 illustrates a flow diagram for extracting video primitives for the

video surveillance system. Blocks 51 and 52 operate in parallel and can be performed

in any order or concurrently. In block 51, objects are detected via movement. Any

motion detection algorithm for detecting movement betweenframesat the pixel level

can be usedfor this block. As an example, the three frame differencing technique can

be used, which is discussed in {1}. The detected objects are forwarded to block 53.

[107] In block 52, objects are detected via change. Any change detection

algorithm for detecting changes from a background model can be used forthis block.

An object is detected in this block if one or more pixels in a frame are deemed to be in

the foreground of the frame because the pixels do not conform to a background model

of the frame. As an example, a stochastic background modeling technique, such as

dynamically adaptive background subtraction, can be used, whichis described in {1}

and U.S. Patent Application No. 09/694,712 filed October 24, 2000. The detected

objects are forwarded to block 53.

[108] The motion detection technique of block 51 and the change detection

technique of block 52 are complimentary techniques, where each technique

advantageously addresses deficiencies in the other technique. As an option, additional
and/or alternative detection schemes can be used for the techniques discussed for blocks

51 and 52. Examples of an additional and/or alternative detection scheme include the

following: the Pfinder detection schemefor finding people as described in {8}; a skin

tone detection scheme; a face detection scheme; and a model-based detection scheme.

The results of such additional and/or alternative detection schemesare provided to block

53.

[109] As an option, if the video sensor 14 has motion(e.g., a video camera that

sweeps, zooms, and/or translates), an additional block can be inserted before blocks

between blocks 51 and 52 to provide input to blocks 51 and 52 for videostabilization.

Video stabilization can be achieved by affine or projective global motion compensation.

For example, image alignment described in U.S. Patent Application No. 09/609,919,

filed July 3, 2000, which is incorporated herein by reference, can be usedto obtain

video stabilization.

[110] In block 53, blobs are generated. In general, a blob is any object ina

frame. Examples ofa blob include: a moving object, such as a person or a vehicle; and

a consumer product, such as a piece of furniture, a clothing item, ora retail shelf item.
-14-

Canon Ex. 1002 Page 250 of 437



Canon Ex. 1002 Page 251 of 437

10

15

20

25

30

WO 03/044727 PCT/US02/22688

Blobs are generated using the detected objects from blocks 32 and 33. Any technique

for generating blobs can be used for this block. An exemplary technique for generating

blobs from motion detection and change detection uses a connected components

scheme. For example, the morphology and connected components algorithm can be

used, which is described in {1}.

[111] In block 54, blobs are tracked. Any technique for tracking blobs can be

used for this block. For example, Kalmanfiltering or the CONDENSATIONalgorithm

can be used. As another example, a template matching technique, such as described in

{1}, can be used. As a further example, a multi-hypothesis Kalman tracker can be used,

which is described in {5}. As yet another example, the frame-to-frame tracking

technique described in U.S. Patent Application No. 09/694,712 filed October 24, 2000,

can be used. For the example of a location being a grocery store, examples of objects

that can be tracked include moving people, inventory items, and inventory moving

appliances, such as shopping carts ortrolleys.

[112] As an option, blocks 51-54 can be replaced with any detection and

tracking scheme, as is known to those of ordinary skill. An example of such a detection

and tracking schemeis described in {11}.

[113] In block 55, each trajectory of the tracked objects is analyzed to

determineif the trajectory is salient. If the trajectory is insalient, the trajectory

represents an object exhibiting unstable motion or represents an object of unstable size

or color, and the corresponding object is rejected and is no longer analyzed by the

system. If the trajectory is salient, the trajectory represents an object that is potentially

of interest. A trajectory is determined to be salient or insalient by applying a salience

measure to the trajectory. Techniques for determining a trajectory to be salient or

insalient are described in {13} and {18}.

[114] In block 56, each objectis classified. The general type of each objectis

determined as the classification of the object. Classification can be performed by a

number of techniques, and examples of such techniques include using a neural network

classifier {14} and using a linear discriminatant classifier {14}. Examples of

classification are the same as those discussed for block 23.

[115] In block 57, video primitives are identified using the information from

blocks 51-56 and additional processing as necessary. Examples of video primitives

identified are the same as those discussed for block 23. As an example,forsize, the
-15-
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system can use information obtained from calibration in block 22 as a video primitive.

Fromcalibration, the system has sufficient information to determine the approximate

size of an object. As another example, the system can use velocity as measured from

block 54 as a video primitive.

[116] In block 43, the video primitives from block 42 are archived. The video

primitives can be archived in the computer-readable medium 13 or another computer-

readable medium. Along with the video primitives, associated frames or video imagery

from the source video can be archived.

[117] In block 44, event occurrences are extracted from the video primitives

using event discriminators. The video primitives are determined in block 42, and the
event discriminators are determined from tasking the system in block 23. The event

discriminators are used to filter the video primitives to determine if any event

occurrences occurred. For example, an event discriminator can be looking for a “wrong

way” event as defined by a persontraveling the "wrong way" into an area between

9:00a.m. and 5:00p.m. The event discriminator checks all video primitives being

generated according to Figure 5 and determinesifany video primitives exist which have

the following properties: a timestamp between 9:00a.m. and 5:00p.m., a classification of

“person” or “group ofpeople”, a position inside the area, and a “wrong”direction of

motion.

[118] In block 45, action is taken for each event occurrence extracted in block

44, as appropriate. Figure 6 illustrates a flow diagram for taking action with the video

surveillance system.

[119] In block 61, responses are undertaken as dictated by the event

discriminators that detected the event occurrences. The response, if any, are identified

for each event discriminator in block 34.

[120] In block 62, an activity record is generated for each event occurrence that

occurred. The activity record includes, for example: details of a trajectory of an object;

a time of detection of an object; a position of detection of an object, and a description or

definition of the event discriminator that was employed. Theactivity record can include

information, such as video primitives, needed by the event discriminator. Theactivity

record can also include representative video orstill imagery of the object(s) and/or

area(s) involved in the event occurrence. The activity record is stored on a computer-

readable medium.
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[121] In block 63, output is generated. The output is based on the event

occurrences extracted in block 44 and a direct feed of the source video from block41.

The output is stored on a computer-readable medium, displayed on the computer system

11 or another computer system, or forwarded to another computer system. As the

system operates, information regarding event occurrencesis collected, and the

information can be viewed by the operator at any time, including real time. Examples

of formats for receiving the information include: a display on a monitor of a computer

system; a hard copy; a computer-readable medium; and an interactive web page.

[122] The output can include a display from the direct feed of the source video

from block 41. For example, the source video can be displayed on a window ofthe

monitor of a computer system or on a closed-circuit monitor. Further, the output can

include source video marked up with graphics to highlight the objects and/or areas

involved in the event occurrence.

[123] The output can include one or more reports for an operator based on the

requirements of the operator and/or the event occurrences. Examples of a report

include: the numberof event occurrences which occurred; the positions in the scene in

which the event occurrence occurred; the times at which the event occurrences

occurred; representative imagery of each event occurrence; representative video of each

event occurrence; raw statistical data; statistics of event occurrences(e.g., how many,

how often, where, and when); and/or human-readable graphical displays.

[124] Figures 13 and 14 illustrate an exemplary report for the aisle in the

grocery store of Figure 15. In Figures 13 and 14, several areas are identified in block 22

and are labeled accordingly in the images. Theareas in Figure 13 match those in Figure

12, and the areas in Figure 14 are different ones. The system is tasked to look for

people whostop in the area.

[125] In Figure 13, the exemplary report is an image from a video marked-up

to include labels, graphics, statistical information, and an analysis ofthestatistical

information. For example, the area identified as coffee has statistical information of an

average number of customers in the area of 2/hour and an average dwell timein the area

as 5 seconds. The system determinedthis area to be a “cold” region, which means there

is not much commercial activity through this region. As another example,the area

identified as sodas hasstatistical information of an average numberof customers in the

area of 15/hour and an average dwell time in the area as 22 seconds. The system
-17-
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determinedthis area to be a “hot” region, which means there is a large amount of

commercialactivity in this region.

[126] In Figure 14, the exemplary report is an image from a video marked-up

to include labels, graphics, statistical information, and an analysis ofthestatistical

information. For example, the area at the back of the aisle has average number of

customers of 14/hour and is determined to have low traffic. As another example, the

area at the front of the aisle has average number of customers of 83/hour andis

determined to have hightraffic.

[127] For either Figure 13 or Figure 14, if the operator desires more

information about any particular area or any particular area, a point-and-click interface
allows the operator to navigate through representative still and video imagery of regions

and/or activities that the system has detected and archived.

[128] Figure 15 illustrates another exemplary report for an aisle in a grocery

store. The exemplary report includes an image from a video marked-up to include

labels and trajectory indications and text describing the marked-up image. The system

of the example is tasked with searching for a numberof areas: length, position, and time

of a trajectory of an object; time and location an object was immobile; correlation of

trajectories with areas, as specified by the operator; and classification of an object as not

a person, one person, two people, and three or more people.

[129] The video imageofFigure 15 is from a time period wherethetrajectories

were recorded. Of the three objects, two objects are each classified as one person, and

one objectis classified as not a person. Each object is assigned a label, namely Person

ID 1032, Person ID 1033, and Object ID 32001. For Person ID 1032, the system

determined the person spent 52 secondsin the area and 18 secondsat the position

designated by the circle. For Person ID 1033, the system determined the person spent 1

minute and 8 secondsin the area and 12 secondsat the position designated by ‘thecircle.

Thetrajectories for Person ID 1032 and Person ID 1033 are included in the marked-up

image. For Object ID 32001, the system did not further analyze the object and indicated

the position of the object with an X.

[130] Referring back to block 22 in Figure 2, calibration can be (1) manual, (2)

semi-automatic using imagery from a video sensor or a video recorder, or (3) automatic

using imagery from a video sensor or a video recorder. If imagery is required, it is
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assumedthat the sourcevideo to be analyzed by the computer system 11 is from a video

sensor that obtained the source video used for calibration.

[131] For manual calibration, the operator provides to the computer system 11

the orientation and internal parameters for each of the video sensors 14 and the

placement of each video sensor 14 with respect to the location. The computer system

11 can optionally maintain a map ofthe location, and the placementof the video sensors

14 can be indicated on the map. The map can be a two-dimensionalora three-

dimensional representation of the environment. In addition, the manualcalibration

provides the system with sufficient information to determine the approximate size and

relative position of an object.

[132] Alternatively, for manualcalibration, the operator can mark up a video

image from the sensor with a graphic representing the appearance of a known-sized

object, such as a person. If the operator can mark up an imagein at least two different

locations, the system can infer approximate camera calibration information.

[133] For semi-automatic and automatic calibration, no knowledgeofthe

camera parameters or scene geometry is required. From semi-automatic and automatic

calibration, a lookup table is generated to approximate the size of an object at various

areas in the scene, or the internal and external camera calibration parameters of the

camera are inferred.

[134] For semi-automatic calibration, the video surveillance system is

calibrated using a video source combined with input from the operator. A single person

is placed in the field ofview ofthe video sensor to be semi-automatic calibrated. The

computer system 11 receives source video regarding the single person and automatically

infers the size of person based onthis data. As the numberof locationsin the field of

view of the video sensorthat the person is viewed is increased, and as the period of time

that the personis viewedin the field of view ofthe video sensor is increased,the

accuracy of the semi-automatic calibration is increased.

[135] Figure 7 illustrates a flow diagram for semi-automatic calibration of the

video surveillance system. Block 71 is the same as block 41, except that a typical object

movesthroughthe scene at various trajectories. The typical object can have various

velocities and be stationary at various positions. For example, the typical object moves

as close to the video sensor as possible and then movesas far away from the video

sensor as possible. This motion by the typical object can be repeated as necessary.
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[136] Blocks 72-25 are the same as blocks 51-54, respectively.

[137] In block 76, the typical object is monitored throughoutthe scene. It is
assumedthat the only (orat least the most) stable object being tracked is the calibration

object in the scene(i.e., the typical object moving through the scene). The size of the
stable object is collected for every point in the scene at which it is observed, and this
information is used to generate calibration information.

[138] In block 77, the size of the typical object is identified for different areas

throughout the scene. The size of the typical object is used to determine the

approximate sizes of similar objects at various areas in the scene. With this

information, a lookup table is generated matching typical apparent sizes of the typical

object in various areas in the image, or internal and external camera calibration

parameters are inferred. As a sample output, a display of stick-sized figures in various

areas of the imageindicate what the system determined as an appropriate height. Such a

stick-sized figure is illustrated in Figure 11.

[139] For automatic calibration, a learning phase is conducted where the

computer system 11 determines information regarding the location in the field of view
of each video sensor. During automatic calibration, the computer system 11 receives

source video ofthe location for a representative period oftime (e.g., minutes, hours or

days) that is sufficient to obtain a statistically significant sampling of objects typical to

the scene and thus infer typical apparent sizes and locations.

[140] Figure 8 illustrates a flow diagram for automatic calibration ofthe video

surveillance system. Blocks 81-86 are the sameas blocks 71-76 in Figure7.

[141] In block 87, trackable regionsin the field ofview ofthe video sensor are

identified. A trackable region refers to a region in the field of view of a video sensor

where an object can be easily and/or accurately tracked. An untrackable regionrefers to

a region inthe field of view of a video sensor where an object is not easily and/or

accurately tracked and/oris difficult to track. An untrackable region can bereferred to

as being an unstable or insalient region. An object maybe difficult to track becausethe

object is too small (e.g., smaller than a predetermined threshold), appear for too short of

time (e.g., less than a predetermined threshold), or exhibit motion thatis notsalient

(e.g., not purposeful). A trackable region can be identified using, for example, the

techniques described in {13}.
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[142] Figure 10 illustrates trackable regions determined for an aisle in a

grocery store. The area at the far end of the aisle is determined to be insalient because

too many confusers appear in this area. A confuser refers to something in a video that

confuses a tracking scheme. Examples of a confuser include: leaves blowing;rain; a

partially occluded object; and an object that appears for too short of time to be tracked

accurately. In contrast, the area at the near end ofthe aisle is determined to be salient

because good tracks are determined forthis area.

[143] In block 88, the sizes of the objects are identified for different areas

throughout the scene. The sizes of the objects are used to determine the approximate

sizes of similar objects at various areas in the scene. A technique, such as using a

histogram or a statistical median, is used to determine the typical apparent height and

width of objects as a function of location in the scene. In one part of the image of the

scene, typical objects can have a typical apparent height and width. With this

information, a lookup table is generated matching typical apparent sizes of objects in

various areas in the image, or the internal and external camera calibration parameters

can be inferred.

[144] Figure 11 illustrates identifying typical sizes for typical objects in the

aisle of the grocery store from Figure 10. Typical objects are assumedto be people and

are identified by a label accordingly. Typical sizes of people are determined through

plots of the average height and average width for the people detected in the salient

region. In the example, plot A is determined for the average height of an average

person, and plot B is determined for the average width for one person, two people, and

three people.

[145] For plot A, the x-axis depicts the height of the blob in pixels, and the y-

axis depicts the number of instances of a particular height, as identified on the x-axis,

that occur. The peak of the line for plot A corresponds to the most common height of

blobs in the designated region in the scene and, for this example, the peak corresponds

to the average height of a person standing in the designated region.

[146] Assuming people travel in loosely knit groups, a similar graph to plot A

is generated for width as plot B. For plot B, the x-axis depicts the width of the blobs in

pixels, and the y-axis depicts the numberofinstances of a particular width, as identified

on the x-axis, that occur. The peaks of the line for plot B correspond to the average

width of a numberofblobs. Assuming most groups contain only one person, the largest
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peak correspondsto the most commonwidth, which corresponds to the average width of

a single person in the designated region. Similarly, the second largest peak corresponds

to the average width of two people in the designated region, and the third largest peak

correspondsto the average width of three people in the designated region.

[147] Figure 9 illustrates an additional flow diagram for the video surveillance

system of the invention. In this additional embodiment, the system analyses archived

video primitives with event discriminators to generate additional reports, for example,

without needing to review the entire source video. Anytime after a video source has

been processed according to the invention, video primitives for the source video are

archived in block 43 of Figure 4. The video content can be reanalyzed with the

additional embodimentina relatively short time because only the video primitives are

reviewed and because the video source is not reprocessed. This provides a great

efficiency improvement over current state-of-the-art systems because processing video

imagery data is extremely computationally expensive, whereas analyzing the small-

sized video primitives abstracted from the video is extremely computationally cheap.

As an example, the following event discriminator can be generated: “The number of

people stopping for more than 10 minutes in area A in the last two months.” With the

additional embodiment, the last two months of source video does not need to be

reviewed. Instead, only the video primitives from the last two months need to be

reviewed, whichis a significantly more efficient process.

[148] Block 91 is the same as block 23 in Figure 2.

[149] In block 92, archived video primitives are accessed. The video

primitives are archived in block 43 of Figure 4.

[150] Blocks 93 and 94 are the same as blocks 44 and 45 in Figure 4.

[151] Asan exemplary application, the invention can be usedto analyzeretail

market space by measuring the efficacy ofa retail display. Large sums ofmoney are

injected into retail displays in an effort to be as eye-catching as possible to promote

sales of both the items on display and subsidiary items. The video surveillance system

of the invention can be configured to measurethe effectiveness of these retail displays.

[152] For this exemplary application, the video surveillance system is set up by

orienting the field ofview of a video sensor towards the space around the desired retail

display. During tasking, the operator selects an area representing the space around the

desired retail display. As a discriminator, the operator defines that he or she wishesto
~22-

Canon Ex. 1002 Page 258 of 437



Canon Ex. 1002 Page 259 of 437

10

15

WO 03/044727 PCT/US02/22688

monitor people-sized objects that enter the area and either exhibit a measurable

reduction in velocity or stop for an appreciable amountoftime.

[153] After operating for some period oftime, the video surveillance system

can provide reports for market analysis. The reports can include: the number ofpeople
who slowed down aroundtheretail display; the number ofpeople who stopped at the

retail display; the breakdownofpeople who were interested in the retail display as a

function of time, such as how many were interested on weekends and how many were

interested in evenings; and video snapshots of the people who showedinterest in the

retail display. The market research information obtained from the video surveillance

system can be combined with sales information from the store and customer records

from the store to improve the analysts understanding ofthe efficacy ofthe retail display.

[154] The embodiments and examples discussed herein are non-limiting

examples.

[155] The invention is described in detail with respect to preferred

embodiments, and it will now be apparent from the foregoing to those skilled in the art

that changes and modifications may be made without departing from the invention in its

broader aspects, and the invention, therefore, as defined in the claims is intended to

coverall such changes and modifications as fall withinthe true spirit of the invention.
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CLAIMS

What is claimedis:

1. A computer-readable medium comprising software for a video surveillance

system, comprising code segments for operating the video surveillance system based on

video primitives.

2. A computer-readable medium as in claim 1, wherein the code segments for

operating the video surveillance system comprise:

code segments for extracting video primitives; and

code segments for extracting event occurrences from the video primitives.

3. A computer-readable medium as in claim 2, wherein the event occurrences

are extracted using event discriminators.

4. A computer-readable medium as in claim 2, further comprising code

segments for archiving the extracted video primitives.

5. A computer-readable medium as in claim 2, further comprising code

segments for undertaking a response based on extracted event occurrences.

6. A computer-readable medium as in claim 5, wherein the response comprises

initiating another sensor system.

7. A computer-readable medium as in claim 1, further comprising code

segments for calibrating the video surveillance system.

8. A computer-readable medium as in claim 7, wherein the code segments for

calibrating comprise code segmentsforself-calibrating the video surveillance system.

9. A computer-readable medium as in claim 8, wherein the code segments for

self-calibrating comprise:

code segments for detecting as least one object in a source video; and.

code segments for tracking the object.
- 24 -
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10. A computer-readable medium as in claim 9, wherein the code segments for

detecting at least one object comprise:

code segments for detecting at least one object via motion of the object; and

code segmentsfor detecting at least one object via change in a background
model.

11. A computer-readable medium as in claim 7, wherein the code segments for

self-calibrating comprise:

code segments for identifying trackable areas; and

code segments for identifying typical sizes of typical objects.

12. A computer-readable medium as in claim 7, wherein the code segments for

calibrating comprise:

code segments for manual calibration;

code segments for semi-automatic calibration; and

code segments for automatic calibration.

13. A computer-readable mediumas in claim 1, further comprising code

segments for tasking the video surveillance system with event discriminators.

14. A computer-readable medium as in claim 13, wherein the code segments for

tasking comprise code segmentsfor identifying at least one object.

15. A computer-readable medium as in claim 13, wherein the code segments for

tasking comprise code segments for identifying at least one spatial area.

16. A computer-readable medium as in claim 13, wherein the code segments for

tasking comprise code segments for identifying at least one temporal attribute.

17. A computer-readable medium as in claim 13, wherein the code segments for

tasking identify at least one interaction.

~25 -
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18. A computer-readable medium as in claim 13, wherein the code segments for

tasking identify at least one alarm.

19. A computer-readable mediumas in claim 1, wherein the video primitives

5 are from at least one of a video sensor and another sensor.

20. A computer-readable medium as in claim 1, wherein the video primitives
are

retrieved from an archive ofvideo primitives.

10

21. A computer system comprising the computer-readable medium of claim 1.

22. A computer-readable medium comprising software for a video surveillance

system, comprising:

15 code segments for accessing archived video primitives; and

code segments for extracting event occurrences from accessed archived video

primitives.

23. A computer-readable medium as in claim 22, wherein the event occurrences

20 are extracted using event discriminators.

24. A computer-readable mediumas in claim 22, further comprising code

segments for undertaking a response based on extracted event occurrences.

25 25. A method comprising the step of operating a video surveillance system

based on video primitives.

26. A method comprising the steps of:

accessing archived video primitives; and

30 extracting event occurrences from accessed video primitives.

- 26 -
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AMETHOD AND SYSTEM FOR EFFECTIVELY PERFORMING

EVENT DETECTIONINA LARGE NOMBER OF CONCURRENT

IMAGE SEQUENCES

Field ofthe Invention

The present invention relates to the field of video processing. More

particularly, the invention relates to a method and system for obtaining

meaningful knowledge, in real time, from a plurality of concurrent

compressed image sequences, by effective processing of a large number of

concurrent incoming image sequences and/or features derived from the

acquired images.

Backeround ofthe Invention

Many efforts have been spent to improve the ability to extract meaningful

data out of images captured by video and siill cameras. Such abilities are

being used im several applications, such as commamer, industrial, medical,

and business appheations. Many cameras are deployed im the streets,

airports, schools, banks, offices, residencies — as standard security

messures. These camerss are used either for allowing an operator to

remotely view security events im real time, or for recording and analyzing

a security event at some later time,

The introduction of new technologies is shifting the video surveillance

industry into new directions that significantly enhance the functionality of

such systems. Several processing algorithms are wsed both for real-time

and offline applications. These algorithms are implemented on a range of

platiorms from pure software to pure hardware, depending on the

application. However, these platforms are usually designed to

simultaneously precess a relatively small muamber of incoming image
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sequences, due to the substantial computational resources required for

image processing. In addition, most of the common image processing

systems are designed to process only uncompressed image data, such as

the system disclosed im U.S. Patent 6,158,381. Modern networked video

environments require efficient processing capability of a large number of

compressed video steams, collected from a phurality of image sources.

Increasing operational demands, as well as cost. constrains created the

need for automation of event detection. Such event detection solutions

provide a higher detection level, save manpower, replace other types of

sensors and lower false alarm rates.

Although conventional solutions are available for automatic intruder

detection, license plate identification, facial recognition, traffic violations

detection and other image based applications, they usually support few

simultaneous videe sources, using expensive hardware platforms that

require field installation, which implies high installation, maintenance

and upgrade costs.

Conventional surveillance systems employ digital video networking

technology and automatic event detection. Digital video networking is

implemented by the development of Digital Video Compression technology

and the availability of IP based networks. Compression standards, such as

MPEG-4 and similar formats allow transmitting high quality images with

a relatively narrow bandwidth.

A major limiting factor when using digital video networking is bandwidth

requirements. Because it is too expensive to transmit all the cameras all
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the time, networks are designed to concurrently transmit data, only from

few cameras. The transmission of data only from cameras that are

capturing important events at any given, moment is crucial for establishing

an efficient and cost-effective digital video network.

Automatic video-based event detection technology becomes effective for

this purpose. This technology consists of a series of algorithms that are

able to analyze the camera image in real time end provide notification of «

special event, if it occurs. Currently available event-detection solutions use

conventional image processing methods, which requive heavy processing

resources. Furthermore, they allocate a fixed processing power (usually

one processor) per cach camera input. Therefore, such systems either

provide poor performance due to resources limitation or are extremely

expensive.

As a result, the needs of large-scale digital surveillance installations —

namely, reliable detection, effective bandwidth usage, flexible event

definition, large-scale design and cost, cannot be met by any of the current

automatic event detection solutions.

Video Motion Detection (VMD) methods are disclosed, for example, m U.S.

Patent 6,349,114, WO 02/37429, in U.S. Patent Application Publication

2002,041,626, in U.S. Patent Application Publication No. 2002,054,210, in

WO 01/63937, in EP1107609, m EP1173026 , im U.S. Patent 6,384,862 , im

U.S. Patent 6,188,381, in U.S. Patent 6,130,707, and in U.S. Patent

6,069,655. However, all the methods described above have not yet provided

satisfactory solutions to the problem of effectively cbtaining meaningful

knowledge, in real time, from a plurality ofconcurrent image sequences.
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It is an object of the present invention to provide a method and system for

obtaining meaningful knowledge, from a plurality of concurrent image

sequences, in real time.

it is amother object of the present invention to provide a method and

system for obtaining meaningful knowledge, from a plurality of concurrent

image sequences, which are cost effective.

it is a further object of the present invention to provide a method and

system for obtaining meaningful knowledge, from a plurality of concurrent

image sequences, with reduced amount ofbandwidth resources.

It is stil another object. of the present invention to provide a method and

systera for obtaining meaningful knowledge, from a plurality of concarrent.

image sequences, which is reliable, and having high sensitivity im noisy

environments.

it is yet another object of the present invention te provide a method and

system for obtaining meaningful knowledge, from a plurality of concurrent

image sequences, with reduced installation and maintenance costs.

Other objects and advantages of the invention will become apparent as the

description proceeds.

Sunuuary ofthe Invention

While these specifications discuss primarily video cameras, a person

skilled in the art will vecognize that the invention extends to any

appropriate image sowree, such as still cameras, computer generated

images, pre-recorded video data, and the like, and that image sources
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should be equivalently considered. Similarly, the terms video and video

stream, should be construed broadly to include video sequences, still

Pictures, computer generated graphics, or any other sequence of images

provided or converted to an electronic format that may be processed by a

computer.

The present invention is directed to a method for performing event

detection and object tracking in image streams. A set of image acquisition

devices is installed in field, such that each device comprises a local

programmable processor for converting the acquired image stream, that

consists of one or more images, to a digital format, and a local encoder, for

generating features from the image stream. The features are parameters

that are related to attributes of objects in the image stream. Each device

transmits a feature stream, whenever the number and type of features

exceed a corresponding threshold. Each image acquisition device is

connected te a data network through a corresponding data communication

channel. An image processing server connected to the data network

determines the threshold and processes the feature stream. Whenever the

server receives features from a local encoder through its corresponding

data communication channel and the data network, the server obtains

indications regarding events in the image streams by processing the

feature stream and transmitting the indications to an operator.

The local encoder may be a composite encoder, which is a local encoder

that further comprises circuitry for compressing the image stream. The

composite encoder may operate in a first mode, during which it generates

and transmits the features to the server, and in a second mode, during

which it transmits to the server, in addition to the features, at least a

portion of the image stream in a desired compression level, according to
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commands sent from the server. Preferably, each composite encader is

controlled by a command sent from the server, to operate im its first mode.

As long as the server receives features from a composite encoder, that

composite encoder is controlled by a command sent from the server, to

operate in its second mode. The server chiains indications regarding

events im the image streams by processing the feature stream, and

transmitting the indications and/or their corresponding Image streams to

an operator.

Whenever desired one or more compressed image streams containing

events are decoded by the operator station, and the decoded image streams

are transmitted to the display of an operator, for viewing. Compressed

image streams obtained while their local encoder operates in its second

mode may be recorded.

Preferably, additional image processing resources, in the server, are

dynamically allocated to data commumication channels that receive image

streams. Feature streams obtained while operating im the first mode may

comprise only a portion of the image.

A graphical polygon that encompasses an object of interest, being within

the frame of an image or an AOL (Area Of Interest) in the image may be

generated by the server and displayed to an operator for viewmeg. In

addition, the server may generate and display a graphical trace indicating

the history of movement of an object of mterest, being within the frame of

an image or an AOI m the image.

The image stream may be selected from the group of images that

comprises video streams, still images, computer generated images, and

pre-recorded digital, analog video data, or wideo streams, conmypressed
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using MPEG format. The encoder may use different resolution and frame

rate during operation in each mode.

Preferably, the features may include motion features, color, portions of the

image, edge data and frequency related information.

The server may perform, using a feature stream, received from the local

eneoder of at least one image acquisition device, one or more of the

following operations and/or any combination thereof

- License Plate Recognition (LPR);

- Facial Recognition (FR);

- detection oftraffic rules violations;

- behavior recognition;

- fire detection;

- traffic flow detection;
- smoke detection.

The present invention is also directed to a system for performing event

detection and object tracking in image streams, that conyprises:

a) a set of image acquisition devices, installed in field, each of which

includes:

a.1) a local programmable processor fer converting the acquired

image stream, to a digital format

a.2Z) a local encoder, for generate, from the image stream, features,

being parameters related to attributes of objects in the image

stream, and for transmitting a feature stream, whenever the motion

features exceed a corresponding threshold;

b) a data network, te which each image acquisition device is connected

through a corresponding data communication channel;
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c); and

d) an image processing server connected to the data network, the server

being capable of determining the threshold, of obtaining indications

regarding events in the image streams by processing the feature stream,

and of transmitting the indications to an operator.

The system may further comprise an operator display, for receiving and

displaying one or more image streams that contain events, as well as a

network video recorder for recording one or more image streams, obtained.

while their local encoder eperates in its first mode.

Brief Description ofthe Drawings

The above and other characteristics and advantages of the invention will

be better understood through the following Wlustrative and non-limitative

detailed description of preferred embodiments thereof, with reference to

the appended drawings, wherein:

Fig. 1 schematically illustrates the structure of a surveillance system that

comprises a phurality of cameras connected to a data network, according to

a preferred embodiment of the invention;

Fig. 2 lustrates the use of AOPs (Area of Interest) for

designating areas where event detection will be performed and for

reducing the usage of system resources, according to a preferred

embodiment of the invention; and

Figs. 8A to 3C illustrate the generation of an object of interest

and its motion trace, according to a preferred embodiment of the

invention.

Detailed Description ofPreferred Embodiments

A significant saving in system resources can be achieved by applying novel

data veduction techniques, proposed by the present invention. In a
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situation where thousands of cameras are connected to a single server,

only a small number of the cameras actually acquire important events

that should be analyzed. A large-scale system can function properly only if

it has the capability of identifying the inputs that may contain useful

information and perform further processing only on such inputs. Such a

filtering mechanism requires minimal processing and bandwidth
resources, so that it is possible to apply it concurrently on a large number

of image streams. The present mvention proposes such a filtering

mechanism, called Massively Concurrent Image Processing (MCIP)

technology that is based on the analysis of incoming image sequences

and/or feature streams, derived from the acquired images, so as to fulfill

the need for automatic image detection capabilities in a large-scale digital

video network environment.

MCIP technology combines diverse technologies such as large scale data

reduction, effective server design and optimized image processing

algorithms, thereby offering a platform that is mainly directed to the

security market and is not rivaled by conventional solutions, particularly

with vast numbers of potential users. MCIP is a networked solution for

event detection in distributed installations, which ie designed for large

scale digital video surveillance networks that concurrently support

thousands of camera inputs, distributed in an arbitrarily large

geographical area and with real time performance. MCIP employs a

unique feature transmission method that consumes narrow bandwidth,

while maintaining high sensitivity and probability of detection. MCIEP is a

server-based solution that is compatible with modern monitoring and

digital video recording systems and carries out complex detection

algorithms, reduces field maintenance and provides improved scalability,

high availability, low cost per channel and backup utilities. The same
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system provides concurrently multiple applications such as VMD, LPE

and FR. In addition, different detection applications may be associated

with the same camera.

MCIP is composed of a server platform with various applications, camera

encoders (cither internal or external to the camera), a Network Video

Recorder (NVR) and an operator station. The server contains a computer

that includes proprietary hardware and software components. MCIP is

based on the distribution of image processing algorithms between low-

level feature extraction, which is performed by the encoders which are

located in field (.e., in the vicinity of a camera), and high-level processing

applications, which are performed by a remote central server that collects

and analyzes these features.

The MCIP system described hereafter solves not only the bandwidth

problem but also reduces the load from the server and uses a unique type

of data stream (mot a digital video stream), and performs an effective

process for detecting events at teal time, in a large scale video surveillance

environment.

A major element in MCIP is data reduction, which is achieved by the

distribution of the image processing algorithms. Since all the video

sources, which require event detection, transmit concurrently, the

required network bandwidth is reduced by generating a reduced

bandwidth feature stream in the vicinity of each camera. In order to detect

and track moving objects in digitally transmitted video sources by

analyzing the transmitted reduced bandwidth feature, there is no need to
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transorit fall video streams, but only partial data, which contains

information regarding moving objects.

By doimg so, a significantly smaller data bandwidth is used, which

reduces the demands for both the network bandwidth and the event

detection processing power. Furthermere, if only the shape, size, direction

of movement and velocity should be detected, there is no need to transmit

data regarding their intensity or color, and thus, a further bandwidth

reduction is achieved. Another handwidth optimization may be achieved if

the encoder in the tramsmitiing side filters out all motions which are

under a motion threshold, determined by the remote central server. Such

threshold may be the AC level of a moving object, motion distance or any

combination thereof, and may be determined and changed dynamically,

according to the attributes of the acquired image, such as resolution, AOL

compression level, ete. Moving objects which are under the threshold are

considered either as noise, or non-interesting motions.

One method for extracting features at the encoder side is by slightly

modifying and degrading existing tenyporal-based video compressors which

were originally designed to transmit digital video. The features may also

be generated by a specific feature extraction algorithm (uch as any

motion vector generating algorithm) that is not related to the video

compression algorithm. When working m this reduced bandwidth mode,

the output streams of these encoders are definitely not a video stream, and

therefore cannot not be used by any receiving party to produce video

images.

Fig. 1 schematically illustrates the structure of a surveillance system that

comprises a plurality of cameras connected to a data network, according to

a preferred embodiment of the invention. The system 100 comprises n
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image sources (mn this example, n cameras, CAM1,.....CAMn), cach of

which connected io a digital encoder ENC), for converting the images

acquired by CAM) to a compressed digital format. Each digital encoder

ENC] is commected to a digital data network 101 at pomt pj) and beige

capable of transmitting data, which may be a reduced bandwidth feature

stveam or a full commpressed video stream, through its corresponding

channel Cj. The data network 101 collects the data transmitted from ali

ehannels and forwards them te the MCIP server 102, through data-bus

103. MCIP server 102 processes the data received from each channel and

controls one or more cameras which transmit, any combination of the

reduced bandwidth feature stream and the full compressed video stream,

which can be analyzed by MCIP server 102 in real time, or recorded by

NVE 104 and analyzed by MCIP server 102 later. An operator station 105

is also connected to MCIP server 102, for real time monitorimeg of selected

full compressed video streams. Operator station LO5 can manually control

the operation ofMCIP server 102, whenever desired.

The MCIP (Massively Concurrent Image Processing) server is connected to

the image seurces (depicted as cameras in the drawing, but may also be

any image source, such taped wideo, still cameras, video cameras,

computer generated images or graplies, and the like.) through data-bus

103 and network 101, and zvereives features or images in a compressed

format. In the broadest sense this is any type of network, wired or

wireless. The images can be compressed using any type of compression.

Practically, TP based networks are used, as well as compression schemes

that use DCT, VideoLAN Client (VLC, which is a highly portable

multimedia player for various audio and video formats as well as Digital

Versatile Dises (DVDs), Video Compact Discs (VCDs), and various

streaming protocols, disclosed in WO 01/63937) and motion estimation

techniques such as MPEG.
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The system 100 uses an optional load-halancimg module that allows it to

easily scale the number of inputs that can be processed and also creates

the ability to remove a single point of failure, by creating backup MCIP

servers. The system 100 also has a configuration component that is used

for defining the type ofprocessing that should he performed for each input

and the destination of the processing results. The destination can be

another computer, an email address, a monitormg application, or any

other device that is able to receive textual and/or visual messages.

The system can optionally be connected to an external database to assist

image processing. For example, a database of suspect, stolen cars, of

license plate mumbers can be weed for identifying vehicles.

Fig. 2 illustrates the use of AOTs (Area of Interest) for reducing the usage

of system resources, according to a preferred embodiment of the invention.

An AOT is a polygon (in this Pic., an hexagon) that encloses the area where

detection will eccur. The rectangles indicate the estimated cbjecct size at

various distances from the camera. In this example, the scene of interest

comprises detection mevement of a person in a field (shown in the first

rectangle). Ii may be used in the filtering unit to decide if further

processing is required. In this ease, the filtering unit examines the feature

data. The feature stream is analyzed to determine if enough significant

features lie within the AOI. If the number of features that are located

inside the AOI and comprise changes, exceeds the threshold, then this

frame is designated as possibly containing an event and is transferred for

further processing. Otherwise, the frame is dropped and no further

processing is performed.
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The MCIP server receives the reduced bandwidth feature stream (such a

feature stream is not 2 video siream at all, and hence, no viewable image

can be reconstructed thereof) from ali the video sources which require

event detection. When an event is detected within a reduced bandwidth

stream that is transmitted from a specific video source, the central server

may instruct this video source to change iis operation made to a video

stream mode, tn which that video source may operate as a regular video

encoder and transmits a standard video stream, which may be decoded by

the server or by any receiving party for observation, recording, further

processing or any other purpose. Optionally the video encoder also

continues transmitting the feature stream at the same time.

Working according to this scheme, most of the video sources remain in the

reduced bandwidth mode, while transmitting a narrow bandwidth data

stream, yet sufficient to detect events with high resolution and frame rate

at the MCIP server. Only a wery small portion of the sources Gn which

event is detected) are controlled to work concurrently in the video stream

mode. This results in a total network bandwidth, which is significantly

lower than the network bandwidth required for concurrently transmitting
from all the video sources.

For example, if a conventional video surveillance installation that uses

1000 cameras, a bandwidth of about 500Kbp/s is needed by each camera,

in order to transmit at an adequate quality. In the reduced bandwidth

mode, only about 5Kbp/s is required by each camera for the transmission

of information regarding moving objects at the same resolution and frame

rate. Therefore, all the cameras working in this mode are using a total

bandwidth of 5Kbp/s times 1000 = 5Mbp/s. Assuming that at steady state
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suspected objects appear in 1% of the cameras (10 cameras) and they are

working im video stream mode, extra bandwidth of 10 times 500Kbp/s =

5Mbp/s is required. Thus, the total required network bandwidth using the

solution proposed by the present invention is 10Mbp/s. A total required

network bandwidth of 50OMbp/s would be consumed by conventional

systems, if all the 1000 cameras would concurrently transmit video

streams.

The proposed solution may be applicable not only for high-level moving

objects detection and tracking in live cameras but also in recorded video.

Huge amounts of video footage are recorded by many surveillance systems.

In order to detect interesting events in this recorded video, massive

processing capabilities are needed. By converting recorded video, either

digital or analog, to a reduced bandwidth stream according to the

techniques described above, event detection becomes much easier, with

lower processing requirements and faster operation.

The system proposed in the present invention comprises the following

components:

1. Qne or more MCIP servers

2. One or more dual mode video encoders, which may be operated at

reduced bandwidth modeor at. video stream mode, according ta

remote instructions.

3. Dhgital network, LAN or WAN,IP or other, which establishes

communication between the system components.

4, Qne or more operator stations, by which operators may define events

criteria and other system parameters and manage events im real time.
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5. An optional Network Video Recorder (NVR), which is able to record

and play, on demand, any selected video source which is available on the

network.

Implementation for security applications:

Following is a partial list of types of image processing applications which

can be implemented very effectively using the method proposed by the

present invention:

Video Motion Detection — for both indoor and outdoor applications. Such

application is commonly used to detect intruders to protected zones, It is

desired to ignore nuisances such as moving trees, dust and animals. Tn

this embodiment of the present invention manipulates input images at the

siveam level in order to filter out certain images and image changes.

Examples of such filtering are motion below a predetermined threshold,

size or speed related filtering all preferably applied within the AOTs, thus

reducing significantly the amount of required system resources for further

processing. Since the system is server-based and there is no need for

installation of equipment in the field (except the camera), this solution is

very attractive for low budget application such as in the residential

raarket.

Exceptional static objects detection -. this application is used to detect

static objects where such objects may require an alarm, By way of

example, such objects may comprise an wnattended bag at the airport, a

stopped car on a highway, a person stopped at a protected location and the

like. In this embodiment the present invention manipulates the input

images ai the stream level and examines the motion vectors at the AOIs.

Objecis thai. stopped moving are further processed.
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License Plate Recognition, - this application is used for vehicles access

control, stolen or suspected car detection and parking automation. In this

embodiment, it is possible to detect wanted cars using hundreds or more
cameras installed in the field, thus providing a practical detection
solution.

Facial Recognition - this application is desired for biometric verification or

detection device, for tasks such as locating criminals or terrorists and for

personal access control purposes. Using this embodiment offers facial

recognition capability to many cameras in the field. This is a very useful

tool for large installations such as airports and public surveillance.

Smoke and flames detection - this application is used for fire detection.

Using this embodiment of the invention, all the sites equipped with

cameras may receive this service in addition to other application without

any installation of smoke or flarne detectors.

Traffic violations - this application detect a variety of traffic violation such

as red light crossing, separation line crossing, parking or stopping at

forbidden zone and the like. Using this embodiment, this functionality

may be applied for many cameras located along roads and intersections,

thus significantly optimizing police work.

Traffic flow analysis - this application is useful for traffie centers by

automatically detecting any irregular traffic events such as traffic

obstacles, accidents, too slow or too fast or too crowded traffic and the like.

Using this embodiment, traffie centers may use many cameras located as

desired at the covered area in order to provide a significantly better

control level,
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Suspicious vehicle or person tracking - this application is used to track

objects of interest. This is needed to link a burglar to an escape car, locate

a ronning suspect and more. Using this embodiment, this functionality

may be associated with any selected camera or cameras in the field.

It, should be noted that each of those applications or their combination

may each be considered as = separate embodiment of the invention, all

while using the basic structure contemplated herem, while specific

embodiments may ufilize specialized components. Selection of such

component and the combination of features and applications provided

herein is a matter of technical choice that will be clear to those skilled in

the art.

Figs. 3A to 3C illustrate the generation of an object of interest and its

motion trace, according to a preferred embodiment of the invention. Fig.

3A is an image of a selected AOI Gn this example, an clongated zone, in

which the presence of any person is forbidden), on which the MCIP server

102 generates an object, which is determined according to predefined size

and motion parameters, received from the corresponding encoder, The

object encompasses the body of a person, penetrating into the forbidden

zone and walking from right to left. The motion parameters are

continuously updated, such that the center of the object is tracked, The

MCIP server 102 generates a trace (solid line) that provides a graphical

indication regarding his motion within the forbidden zone. Fig. 3B is an

image of the same selected AOT, on which the MCIP server 102 generates

the object and the trace (solid line) that provides a graphical indication

regarding his motion within the forbidden zone from left to right and more

closely to the camera. Fig. 3C is an image of the same selected AOI, on

which the MCIP server 102 generates the object and the trace (solid line}

that provides a graphical indication regarding his motion within the
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forbidden zone again from right to left and more closely to the camera. The

filtration performed by the corresponding encoder prevents the generation

of background movements, such as tree-tops and lower vegetation, which

are considered as background noise.

The above examples and description have of course been provided only for
the purpose of illustration, and are not intended to limit the invention in

any way. As will be appreciated by the skilled person, the invention can be

carried owt in a great variety of ways, employing more than one technique

from those described above, all without exceeding the scope of the
invention.
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CLAIMS

1. Method for performing event detection and object tracking in image

streams, comprising:

a) installing im field, a set of image acquisition devices, each of which

comprising a local programmable processor for converting the acquired

image siream, consisting of one or more images, to a digital format, and a

local encoder, for generating, from said image stream, features, being

parameters related to attributes of objects in said image stream, and for

transmitting a feature stream, whenever said motion features exceed 2

corresponding threshold,

b) connecting each image acquisition device to a data network through a

corresponding data communication channel:

c) connecting an image processing server to said data network, said server

bemg capable of determining said threshold, and of processing said feature

stream: and

d) whenever said server receives features from a local encoder through its

corresponding data communication channel and said data network,

obtaining indications regardime events in said image streams hy

processing, by said server, said feature stream, and transmitting said

imdications to an operator.

2. Method according to claim 1, wherein the local encoder is a composite

encoder, being the loreal eneoder that further comprises circuitry for

compressing the image stream, said composite encoder bemg capable of

operating in a first mode, durimg which it generates and transmits the

features to the server, and in a second mode, during which it transmits to

said server, in addition to said features, at least a portion of said image

stream in a desired compression level, according to commands sent from

said server.
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3. Method according to claim 2, farther comprising,

controlling each composite encoder, by a command sent from said server,

to operate in its first mode:

as long as the server receives features from a composite encoder:

a) controlling that composite encoder, by a command sent from said server,

‘to operate in its second mode; and

b) obtaining indications regarding events m said image streams by

processing, by said server, said feature stream, and transmitting said

indications and/or their corresponding image streams to an operator.

4, Method according to claim 1 or 2, further comprising decoding one or

more compressed image streams contaiming events by ssid server, and

transmittimge the decoded image streams to the display of an operator, for

viewing.

5. Method according to claim 1 or 2, further eomprising recording one or

more compressed image streams obtained while their local encoder

operates im its second mode,

6. Method according to claim 1 or 2, further comprising dynamically

allocating additional image processing resources, in the server, to data

communication channels that receive image streams.

7. Method according to claim 1 or 2, wherein one or more feature streams

obtained while operating in the first mode, comprises only a portion of the

image.

8. Method according io claim 6, further comprising generating and

displaying a graphical polygon that encompasses an object of interest,

being within the frame of an image or an AOI im said image.
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9. Method according to claim 8, further comprising generating and

displaying a graphical trace indicating the history of movement of an

object of interest, bemg within the frame of an image or an AOI im said

image.

10. Method according to claim 1 or 2, wherein the image stream is

selected from the group of images that comprises video streams, still

images, computer generated images, and pre-recorded digital or analog

video data.

11. Method according to claim 1 or 2, wherein the image streams are video

streams, compressed using MPEG format.

12. Method according to claim 1 or 2, wherein during each mode, the

encoder uses different resolution and frame rate.

13. Method according to claim 1 or 2, wherein the features are selected

from the following group:

- motion features;

- color;

- portion ofthe image;

- edge data; and

- frequency related information.

14. Method according to claim 1 or 2, further comprising performimeg, by

the server, one or more of the following operations and/or any combination

thereof:

- License Plate Recognition (LPR);
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- Facial Recognition (FR);

- detection of traffic rales violations;

- behavior recognition;

- fire detection;

- traffic flow detection:

- smoke detection,

using a feature stream, received from the local encoder of at least one

image acquisition device, through its data communication channel.

15. System For performing event detection and object tracking in image

streams, comprising:

a) a set of image acquisition devices, installed in field, each of which

includes:

a.1} a local programmable processor for converting the acquired

image stream, to a digital format

a.2) a local emcoder, for generating, from said image stream,

features, being parameters related to attributes of objects in said

image stream, and for transmitting a feature stream, whenever said

motion features exceed. a corresponding threshold;

b) a data network, to which each image acquisition device is connected

through a corresponding data communication channel:

ce); and

d) an image processing server connected to said data network, said server

being capable of determining said threshold, of obtainmg indications

regarding events in said image streams by processing said feature stream,

and of transmitting said indications to an operator.

16. System according to claim 15, in which the local encoder is a composite

encoder, beimg the local encoder that further comprises circuitry for

compressing the image stream, said composite encoder being capable of
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operating in a first mode, during which it generates and transmits the

features to the server, and in a second mode, during which it transmits to

said server, in addition to said features, at least a portion of said image

stream im a desired compression level, according to commands sent from

said server.

17. System according to claim 15 or 16, further comprising an operator

display, for receiving one or more image streams that are decoded by the

server and contain events.

18. System according to claim 15 or 16, further comprising a network video

recorder for recording one or more image streams, obtained while their

local encoder operates in its first mode.

19. System according to claim 15 or 16, in which the server is capable of

dynamically allocating additional image processing resources to data

communication channels that receive image streams.

20. System according to claim 15 or 16, in which one or more image

streams obtained while operating in the first mode, comprises only a

portion of the image that corresponds to a desired AOL

21. System according to claim 15 or 16, in which the server further

comprises processing means for generating and displaying a graphical

polygon that encompasses an object of interest, bemg within the frame of

an image or an AOI im said image.

22. System according to claim 21, im which the server further comprises

processing means for generating and displaying a graphical trace
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mdicating the history of movement of an object of interest, being within

the frame of an image or an AOIin said image.

23. System according to claim 15 or 16, in which the image stream is

selected from the group of images that comprises video streams, still

images, computer generated images, and pre-recorded digital or analog

video data.

24, System according to claim 15 or 16, in which the image streams are

video streams, compressed using MPEG format.

25. System aecording to claim 15 or 16, in which during each mode, the

encoder uses different resolution and frame rate.

26. System according to claim 15 or 16, in which the features are selected

from the following group:

- motion features;

- color:

- portion of the image;

- edge data; and

- frequency related information.

27. System according to claim 15 or 16, in which the server further

comprises processing means for performing one or more of the following
operations and/or any combination thereof:

- License Plate Recognition (LPR);

- Facial Recognition (FR);

- detection of traffic rules violations:
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- behavior recognition;

- fire detection;

- traffic flow detection;

- smoke detection,

using a feature stream, received from the local encoder of at least one

image acquisition device, through its data communication channel.

28. Method for performing event detection and object tracking in image

streams, substantially as described and illustrated.

29. System for performing event detection and object tracking in image

streams, substantially as described and Wlustrated. -
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Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313

DearSir:

Pursuant to 37 C.F.R. 1.56 and 1.97(b), Applicant brings to the attention of the

Examinerthe listed documents on the attached SB/08 Form. This Information Disclosure

Statementis beingfiled, to the best of Applicant’s knowledge, before the mailing date of

a first Office Action.

The present application is a continuation of Application Serial No. 09/987,707,filed

November 15, 2001. Documents listed in this Information Disclosure Statement are

those which were recently cited by the Examiner in related Application Serial No.

11/098,385 (also a continuation of Application Serial No. 09/987,707) that have not been

previously submitted in the present application.

Applicants respectfully request that the Examiner consider the listed documents and

indicate that they were considered by making appropriate notations on the attached form.
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fees are required in connection with this paper, please charge the Deposit Account No.

 

50-4574.

Respectfully submitted,

/Patrick D. Muir/ Reg. #37403

MUIR PATENT CONSULTING,PLLC. Patrick D. Muir

758 Walker Rd., Suite C Attorney for Applicants,

Great Falls, VA 22066 Registration No. 37,403

Fax: (703) 757-7447 Tel: (703) 757-7880
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Title:Video Surveillance System Employing Video Primitives

Publication No.US-2010-0013926-A1

Publication Date:01/21/2010

NOTICE OF PUBLICATION OF APPLICATION

The above-identified application will be electronically published as a patent application publication pursuant to 37
CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databasesvia the
Internet at www.uspto.gov. The direct link to access the publication is currently http:/Awww.uspto.gov/pattt/.

The publication process established by the Office does not provide for mailing a copy of the publication to
applicant. A copy of the publication may be obtained from the Office upon paymentof the appropriate fee set forth
in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO's Office of
Public Records. The Office of Public Records can be reached by telephone at (703) 308-9726 or (800) 972-6382,
by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the
dates of receipt of correspondencefiled in the Office, may also be accessed via the Internet through the Patent
Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and
Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.-uspto.gov/. Prior to
publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.

 

Office of Data Managment, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101
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A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
requestinvolving an individual, to whom the record pertains, whentheindividual has requested assistance from the
Memberwith respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSAaspart of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any otherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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OR

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification
after making reasonable inquiry, no item of information contained in the information disclosure statement was known to

[-] any individual designated in 37 CFR 1.56(c) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).

[_] See attached certification statement.

[_] Fee set forth in 37 CFR 1.17 (p) has been submitted herewith.
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Name/Print Patrick D. Muir, Reg. #37403 Registration Number 37,403 
This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the
public whichis to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed
application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND
FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.
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The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1} the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record may be
disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in an application
which became abandonedorin which the proceedings were terminated and which application is referenced by either a
published application, an application open to public inspections or an issued patent.

9.

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552} and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Departmentof Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counselin the course of settlement
negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
requestinvolving an individual, to whom the record pertains, whentheindividual has requested assistance from the
Memberwith respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSAaspart of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any otherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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Please see 37 CFR 1.97 and 1.98 to makethe appropriate selection(s):

That each item of information contained in the information disclosure statement was first cited in any communication
[_] from a foreign patent office in a counterpart foreign application not more than three months prior to thefiling of the

information disclosure statement. See 37 CFR 1.97(e}(1).

OR

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification
after making reasonable inquiry, no item of information contained in the information disclosure statement was known to

[-] any individual designated in 37 CFR 1.56(c) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).
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public whichis to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed
application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND
FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.
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The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1} the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record may be
disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in an application
which became abandonedorin which the proceedings were terminated and which application is referenced by either a
published application, an application open to public inspections or an issued patent.

9.

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552} and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Departmentof Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counselin the course of settlement
negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
requestinvolving an individual, to whom the record pertains, whentheindividual has requested assistance from the
Memberwith respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSAaspart of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any otherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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(54) Video communication system

(57) The present invention provides a video com-
munication system 100 and a method for operating a

video communication system 100. An event is moni-
tored with a video camera 112' to generate a sequence
of frames of a video image. Video data is selected only
from those regions of the video image in which motion
exceeds a predetermined level. The selected video data
and audio data corresponding to each frame of the

video image are compressedbefore a signal comprising
the compressed video data and the compressed audio
data is generated and transmitted to a receiver 111".
The receiver 111" decompressesthe received signal to
produce audio data andafirst portion of said video
data. A second portion of the video data for regions ofa

current frame of the video image that differ from a pre-
ceding frame of the video image is predicted from the
decompressed audio data. The first and second por-
tions of said video data are then combined to generate
a display video image.
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1 EP 0 893 923 A1 2

Description

FIELD OF THE INVENTION

The present invention relates generally to the com-
pression of data in a signal having a video component
and an audio component, and more particularly to a
method and apparatus for reducing the data transmis-
sion requirements of signals transmitted between

remote terminals of a video communication system.

BACKGROUND OF THE INVENTION

Recently, the use of video communication systems
has become more prevalent. The more widespread

acceptance of video communication systems has been
restricted by the relatively poor quality of the displayed
video images. This can largely be attributed to the use
of the existing telecommunications infrastructure which
was designedfor the transmission of audio data only.

Current video communication systems generate
poor quality video images providing small display areas,

jerky motion, blurriness, blocky looking artefacts andin
many instances the audio fails to fully synchronise with
the video images. This is largely due to group delay
introduced by the compression/decompression of the
video signal for transmission.

The fundamental objective of recent developments

in video communication systems has been to provide
the best quality video image within the available data
rate. Typically, video data is compressedpriorto trans-
mission and decompressed prior to generating an
imagefollowing transmission.

Various national and international bodies have

defined standards for the operation of video communi-
cation systems. One such standard is the H.320 video
conferencing standard issued by the International Tele-
communications Union (ITU).

The ITU H.320 standard supports a wide range of
transmission data rates. Sophisticated, video communi-

cation systems provide greater levels of data to a single
frame of the video image, generating an image having
greater resolution. Commonly, the data rates used by
video communication systems are 128Kbits per second
(known as baseband ISDN) and 384K bits per second
(Knownastriple baseband ISDN). To date video com-

munication systems using data rates substantially lower
than 128/K bits per second have not been accepted due
to the poor quality of the received image.

It should be noted that the audio component and

the synchronisation componentof the generated signal
must be subtracted from these data rates. The most

commonly used audio compression standard is the ITU
G.728 standard that requires 16K bits per second.

Since the bandwidth is dictated by the available
transmission medium, video communication systems
requiring lower data rates generally require greater
compression of the video image. Conventional com-
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pression rates for video compression systemsare in the
range of 100-to-1 to 300-to-1. However, high compres-
sion of the video imagewill invariably result in a loss in

the quality of the video image, particularly in sequences
with significant changes from frame-to-frame. High
compression of the video image also invariably results
in increased group delay due to the computation time
required in the coder and decoder.

Recent developments in video communication sys-
tems have attempted to alleviate some of the problems
described by reducing the level of data required by the

receiver for generating the display video image. This
has been achieved by selecting and compressing video
data only from those regionsof the video image contain-
ing significant changes from frame-to-frame for trans-

mission to the receiver. However, the quality of the
display video image remains compromised where the

monitored event comprises a situation where high levels
of motion in separate regions of the video image occur,
for example in a video conference situation where the
monitored event comprises a group of users.

In video conferencing situations users derive a
greater comfort factor from systems that are able to

generate a display image in which the video component
and the audio component are synchronised. Further-
more, it has been found that users are better able to

comprehend audio data (speech) where the facial
movements of other users are distinct. Therefore, it is
desirable to maintain and even enhancethe resolution

of the display video image in regions comprising the
facial features of the user.

SUMMARYOF THE INVENTION

The present invention provides a video communica-

tion system and method for operating a video communi-
cation system that reduce the levels of data required by
the receiver for generating the display video image. This

is achieved by transmitting only video data for regions of
successive frames that contain "substantial" differences

frame-to-frame. Video data corresponding to the facial

region of the "active" user at any instant is predicted
from the received audio data.

Since a large part of facial movement that takes
place during a conversation is produced to generate
spoken information, there is an inherent correlation
between the generated speech and the facial features

of the user at any instant. Therefore, it is possible to
transmit the audio data (speech) to the receiver without
the video data that corresponds to these facial features.

The received audio data can then be used to predictpix-
els of the display video image that have changed froma
preceding frame, in order that the current frame of the
display video image can be reconstructed. This leads to

a reduction in the data rate requirements of the video
communication system.

Removing the duplication of audio data (speech)
and video data corresponding to these facial features
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reduces the data rate for transmission. Furthermore,

since changesof these facial features are derived from

the audio data (speech)it enables bidirectional and sub-
stantially synchronised audio and video data to be
transmitted with a much reduced group delay when
compared with conventional video communication sys-
tems.

Accordingly, a first aspect of the present invention
provides a methodfor operating a video communication

system comprising the steps of; monitoring an event
with a video camera to generate a sequence of frames
of a video image, selecting video data only from those
regions of the video image comprising motion exceed-
ing a predetermined level, compressing video data cor-
responding to said selected regions and compressing

audio data for each of said frames of said video image,
generating a signal comprising said compressed video
data and compressed audio data and transmitting said
signal to a receiver, at a receiver decompressing said
received signal to produce audio data andafirst portion
of said video data, predicting a second portion of the
video data for regions of a subsequent frame of the

video image that differ from a preceding frame of the
video image from said audio data, and combining said
first and second portions of said video data to generate
a display image.

According to a second aspectof the present inven-

tion there is provided a video communication system

comprising; means for receiving an input from a video
camera arranged for monitoring an event and for gener-
ating a sequenceof frames of a video image, meansfor
selecting video data only from those regions of the cur-
rent video image including motion exceeding a prede-
termined level, a data compression module for

compressing video data corresponding to said selected
regions and audio data for each of said frames of said
video image, meansfor generating a signal comprising
said compressed video data and compressed audio

data and transmitting said signal to a receiver, said
receiver comprising a data decompression module for

decompressing said received signal to produce audio
data andafirst portion of said video data, means for
predicting a second portion of the video data for regions
of the current frame of the video image thatdiffer froma
preceding frame of the video image from said audio
data, and means for combining said first and second

portions of said video data to generate a display image.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present
invention, and further features and advantages thereof,

reference is now made, by way of example, to the follow-
ing description taken in conjunction with the accompa-
nying drawings,in which;

Figure 1 is a schematic block diagram of a conven-
tional high-specification video communication sys-
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tem;

Figure 2a is a schematic block diagram of a trans-

mission portion of a video communication system in

accordancewith the presentinvention;

Figure 2b is a schematic block diagram of a receiv-
ing portion of a video communication system in
accordancewith the presentinvention;

Figure 3a is a flow diagram illustrating a method of

operating the transmitting portion of Figure 2a; and

Figure 3bis a flow diagram illustrating a method of
operating the receiving portion of Figure 2b; and

Figure 4 shows example display video image from a

conferencing situation illustrating the operation of
the video communication system in accordance
with the present invention.

For conveniencelike and corresponding features of
the drawingswill be referenced by like and correspond-

ing reference numerals wherepossible.

DETAILED DESCRIPTION OF THE DRAWINGS

As previously described herein, resolution is lost
from the generated video image due to the compression

of the video data for transmission and its subsequent
decompression. Video communication systems having
greater processing power are more capable of imple-
menting the ITU H.320 standard to produce greater
quality video images.

Video communication systems using devices such

as the TMS320C80 Multimedia Video Processor pro-
duced by Texas Instruments Inc. utilize a codec
(coder/decoder) having H.320/MPEG-1/YPEG function-

ality for producing high quality video images. However,
with so many variables the quality of the video image
generated by the video communication systems can dif-

fer greatly. To provide the optimal quality of video image,
a video communication system must provide an imple-
mentation of the ITU H.320 standard that is capable of
determining bit allocation decisions to obtain the best
quality video image within the available data rate and
bandwidth.

The ITU H.320 standard is capable of supporting a
range of compression techniques. Different compres-
sion techniques may be implemented to compressdif-

ferent portions of a single video frame according to the
content of the video image. For example, a first com-
pression technique may be used for compressing por-
tions of the video data containing a background image

that remains substantially constant from frame-to-
frame, and a second compression technique may be
used for compressing portions of the video data that
comprise changesin the foreground image from frame-
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to-frame as may occur with a user waving his hand or
nodding his head.

Furthermore, the operating characteristics of the

individual video communication system may effect the

quality of the video image perceived by the user. These
operating characteristics may make a particular video
communication system inherently suitable for certain
applications, while unsuitable for other applications.

Figure 1 shows a schematic blockillustration of a

typical high-specification video communication system
10. For convenience, the video communication system
10 will be described in terms of a transmitting portion
11' and a receiving portion 11". However, it will be
understood by the skilled person that generally opera-
tion of the video communication will require both the

portion 11' and the portion 11" to be capable of both
generating and transmitting video data, and receiving
and converting the video data to generate a video
image.

The transmitting portion 11' includes a video cam-
era 12', quantization module 14', coding module 15',
pre-processing module 16', loop filtering circuit 17',

motion estimation module 18', memory 19', and com-
pression module 20'. Similarly, the receiving portion
comprises a video display 12", dequantization module
14", decoding module 15", post-processing module 16",
loopfiltering circuit 17", motion estimation module 18",

memory 19", and decompression module 20". It should

be understood that various components described may
perform dual functions dependant uponthe portion 11'
or the portion 11" operating in a transmitting or receiv-
ing mode of operation. It will should further be under-
stood that the transmitting portion 11' and the receiving
portion 11" are connected by a transmission medium

21, that may comprise a "hard-wired" electrical connec-
tion, a fibre optic connection, or a radio frequency con-
nection.

The video camera 12' of the transmitting portion 11'

is connected to the quantization module 14’. The quan-
tization module 14' is capable of assigning each bit of
the video data received from the video camera 12' toa

predetermined quantization level. The quantisation
module 14' is further connected to coding module 15'
which receives the quantized video data and encodes
each 16x16 pixel block in a frame using either an “inter-
frame" or an "intraframe" coding technique. The "inter-

frame" coding technique relies upon error terms used
for correction of prediction data contained in a previous
reference frame of the video image. Conversely, the
"intraframe" coding technique relies upon actual pixel

data. Selection of the appropriate coding technique will
provide a greater quality video image, but use of the

"interframe" coding technique is generally limited to
video communication systems of greater complexity.

The pre-processing module 16' receives the
encoded video data from the coding module 15' and
eliminates the randomly generated noise that may
causesingle pixel errors originating from the video cam-
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era 12'. Subsequent compression of this noise will
increase the data transmission requirements of the sys-
tem and waste data bandwidth of the transmission

medium. Although simple low passfiltering can reduce
the noise, it generally results in blurring of the resulting
video image. Therefore, more complex filtering tech-
niques are used (linear or non-linearfiltering) in order
that the noise generated by the video camera 12' is
reduced, while preserving the resolution of the resulting

video image.

The compression module 20' receives the encoded

and preprocessed video data and performs a compres-
sion process on the video data. The compressed video
data is then transmitted via the transmission medium 21

to the receiving module 11", but is also stored in mem-

ory 19" to assist with reducing the data content of sub-
sequently transmitted frames of the video image.

At lower bandwidths and with sequencesof frames
of the video image that are not effectively compressed
(i.e. those involving substantial motion), a reduction of
the frame rate generally improves the quality of the
video image. At relatively low data rates, as may be nec-
essary dueto the available bandwidth of standard trans-

mission media, a frame rate that is too high will result in
too few bits of the video image being provided to gener-
ate an adequate video image. Typically, video communi-
cation systems operating in accordance with the H.320

standard will provide a 128K data rate to produce
between 7 and 15 frames per second. However, a lower

frame rate may be required during sequences when
there is substantial motion between subsequent frames
of the video image.

In typical operational situations, the background
and various features monitored by the video camera 12'
remain substantially stationary from one frame period of

the video image to the next frame period. However,
movementof a feature between subsequentframeperi-
ods will cause pixels reproducing that feature to move
as a block.

The encoded video data stored in memory 19' is
used by motion estimation module 18' to generate

motion vectors that estimate the position of the each
pixel or block of pixels according to the position of that
pixel or block of pixels in a preceding frame. Since
motion between subsequent frame periods mayberel-
atively complex (e.g. a rotating hand), motion vectors
are only capable of providing rough approximations of

the position of a pixel or block of pixels. Although addi-
tional data can be provided to improve the approxima-
tion of the position of the pixel (s), the provision of more

accurate approximations of the position of the pixel{s)
requires the transmission of less correcting data.

The methods for computing motion vectors vary
widely between video communication systems since the

ITU H.320 standard does not specify how these motion
vectors should be obtained. Video communication sys-
tems providing limited motion estimation may comply
with the H.820 standard,butwill typically provide a rela-
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tively poor quality video image. In more complex video
communication systems utilising devices such as the
TMS320C80, effective motion estimation is achieved

through software implementedintelligent algorithms.

Following the generation of motion vectors by
motion estimation module 18', a further improvementin
the quality of the video image is obtained by reducing
large errors in the prediction data and estimation vec-
tors. This is achieved by loopfiltering module 17' that

performs a loop filtering process when using "intra-
frame" coding techniques.

Referring now to the receiving portion 11", com-
pressed and encoded video data is received from the
transmitting portion 11' via the transmission medium 21.
The received video data is decompressed at decom-

pression module 20". However, the compression algo-
rithms implemented by video communication systems
may generate "mosquito noise" in the video data that
causes artefacts in the resulting video image. Mosquito
noise can be attributed to excessive quantization of the
video data resulting in the elimination of important high
frequency information along contours in the video

image (e.g. the edge between a face and the back-
ground). Post-processing module 16" provides a reduc-
tion in the effects of "mosquito noise" by post-
processing of the video data prior to the display of the
video image.

Following post-processing the video data is passed

via decoding module 15" and dequantization module
14" to video display 12" for generation of the video
image.

It is preferred that motion estimation and loopfilter-
ing be performed by the transmitting module 11" in
order that unnecessarybits of data do notutilize band-

width that may be moreeffectively utilized by bits of data
that change from frame-to-frame. However, motion esti-
mation can also be performed at the receiving portion
11".

Furthermore, delays in the transmission of video
data and in the generation of the video image result

from the need to compress and decompress the video
data, together with any inherent delays introduced by
the transmission medium 21. Typically therefore, audio
data is delayed in order that it may be synchronized with
the video data. However, where a reduction in the data

rate results in fewer frames of the video image being

provided in a defined time period, as may occur where
substantial motion occurs between subsequent frames
of the video image, a loss of synchronisation may occur
between the audio and video data. Therefore, the com-

fort factor for the user of the video communication sys-
tem is greater where the delay due to compression of
the video data is reduced.

Each of the previously described factors, and addi-
tional factors not detailed herein but recognizable to the
skilled person, contribute to the quality of the video
image perceived by the user of the video communica-
tion system. However, it should be understood that
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although the presentinvention is described in terms of a
video communication system complying with the ITU
H.320 standard, the present invention is not limited to

systems of the H.320 standard or to factors not specifi-
cally detailed herein.

Referring now to Figures 2a and 2b there are
shown the transmitting portion 111' and the receiving
portion 111' of a video communication system in
accordance with the invention. The skilled person will
clearly identify that many features of the conventional
video communication system illustrated in Figure 1 are

retained, and indeed perform like and corresponding
functions to similarly identified features illustrated
therein. For convenience the operation of portions 111'
and 111" are described in terms of transmitting and

receiving video signal respectively. However, in practise
both portions 111' and 111" will be operable in either a

transmitting mode of operation or a receiving mode of
operation.

Figure 2a illustrates the transmitting portion 111'
which differs from the corresponding transmitting por-
tion 11' of Figure 1 merely by the addition of processor
130 between the coding module 115' and the pre-

processing module 116', storage unit 132 connected to
the processor 130, and by separate video qunatizatin
module 114' and audio quantization module 131’.

Similarly, Figure 2b illustrates the receiving portion

111" which differs from the corresponding receiving por-
tion 11" of the Figure 1 merely by the addition of the

processor 130' between post-processing module 116"
and decoding module 115", storage unit 132" con-
nected to the processor 130' and combining module
134.

Referring now to Figure 4, an example display
video image from a video conferencing situationis illus-

trated. The display video image comprises the head and
shoulder region of a user, monitored by the video cam-
era 112'. The processor 130' selects integers corre-

sponding to predetermined facial features (marked by
crosses). For example, the selected integers in Figure 4
are the chin 312, opposing edges of the mouth 314' and

314" respectively, the nose 316, and the outer edge of
each eye 318 and 320 respectively. Since the facial fea-
tures around the region of the mouth vary substantially
during speech these features are selected in more
detail for example, around the position of the lips
defined by 321, 322, 323 and 324. Details of this

approach can be found in the paper "view based and
modular eigen spacesfor face recongnition™, Pentlan A.
et al, IEEE Data Compression Conference, Utah, March
1995.

Preferably, the video image is divided into substan-
tially triangular regionsorblocksof pixels. Each of these
regions is represented by an eigen feature. In regions

where motionis likely to be less frequent(i.e. the back-
grounq)butassist the user little in his comprehension of
the audio data (speech), the regions comprise a larger
area of pixels than regions from which the user gains
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much assistance in comprehension of the audio data
(e.g. mouth, chin, eyes, nose). Therefore, eigen fea-

tures for video data corresponding to the region
enclosed bythe integers 312, 314, 316, 318, 320, 321,
322, 323 and 324 are representative of a smaller area of
pixels than eigen features corresponding to an area of
the video image that is external to the region enclosed
by the integers.

TRANSMITTING PORTION

Operation of the transmitting portion 111' of Figure
2a will now be described in detail with reference to Fig-
ure 3a and Figure 4. For convenience, the operation of
the transmitting portion 111' will be discussed for a situ-
ation where the video camera 112' monitors the head

and shoulderregion of an active user.
Referring firstly to Figure 3a, the transmitting por-

tion 111' of the video communication system 110 moni-
tors an event with video camera 112' (Block 210).
Typically, the monitored eventwill comprise a video con-
ferencing situation where a first user or group of users

are monitored by the camera 112'. As is well known in
the art, the video camera 112' is arranged to monitor the
active user (i.e. the currently speaking user).

Quantization module 114' assigns each bit of the
video data received from the video camera 112' toa

predetermined quantization level. The processor 130'

receives the quantized video data and_identifies
selected integers of the user facial features. For exam-
ple, it is commonly knownthat the facial features which
provide user's with the most assistance when compre-
hending speech are the regions around the eyes, nose,
mouth and chin.

The processor 130' assigns each area of the video
image to an eigen feature. Typically, eigen features that
are representative of regions betweenthe integers have
a smaller area of pixels than regions not enclosed by the

integers.
It will be appreciated by the skilled person thatit is

advantageous to assign eigen features representative
of a smaller area of pixels to those regions of the video
image in which significant motion is probable, and to
assign eigen features representative of a greater area of
pixels to those regions of the video image in which
motion and/or the relevance of the information content

of the video data are less. The use of an appropriate
digital signal processor, such as the TMS320C6X man-
ufactured by Texas Instruments Inc., will provide a sys-
tem that is reactive to the information content of the

video data at any instant.
The processor 130' synchronizes the correspond-

ing speech patterns accompanying the video image by
adding a fixed delay equivalent to any differences in
delay occurring inthe video quantization module 114'
and audio quantization module 131'. The processor
130' then comlputes using an algorithm and/or look up
table stored in the storage unit 132' , the key eigen fea-
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tures of the face corresponding to the quantized audio
data. For example the location of the corners of the
mouth (314' and 314"), the position of the top of the

upper lip 321', the position of the lowerpart of the upper
lip 324', the position of the upper part of the lower lip
323 and the position of the lower part of the lower lip
322 are dependent on the speech associated with a
particular frame of video. In addition the position of the
corners of the mouth (314' and 314") relative to the chin

312 and nose 316 and the eyes (318 and 320) are again

dependent on the speech associated with a particular
frame of video.

The computed eigen features are comparedto the
features that have been determined by analysis of the
data received from the video quantization module 114’.

If the error between the eigen features computed from
the data received from the audio quantization module

131' and the corresponding eigen features determined
from the data obtained from the video quantization mod-
ule are below a predefined limit the corresponding eigen
features are not forwarded to the coding module 115’.
To further reduce the data rate required for transmission
of the video it is possible that the video communication

system 110 could undergo a period of ‘learning’ where
the parametersof the algorithm and/or look up table can
be modified to reduce the error between the eigen fea-
tures computed from the data received from the audio

quantization module 131' and the corresponding eigen
features determined from the data obtained from the

video quantization module 114'. During the period of
‘learning’ synchronization of the receiver section of the
video communciation system 111' is achieved by trans-
mission of information relating to the modicications to
the algorithms and/or look up table that take place in the
encoding section of the video communication system

(110).
The coding module 115' receives the video data

from the processor 130' and encodes residual eigen

feature in a frame of the video image (Block 222).
The pre-processing module 116' receives the

encoded video data from the coding module 115' and

eliminates the randomly generated noise that may
causesingle pixel errors originating from the video cam-
era 12' (Block 224).

Compression module 120' receives the encoded
and pre-processed video data and performs a compres-
sion process on the video data (Block 226). The com-

pressed video data is then transmitted via the
transmission medium 121 to the receiving module 111".
(Block 228), but is also stored in memory 119' (Block

230) to assist with reducing the data content of subse-
quently transmitted frames of the video image.

In typical operational situations, the background
and various features monitored by the video camera

112' remain substantially stationary from one frame
period of the video image to the next frame period. The
encoded video data stored in memory 119' is used by
motion estimation module 118" to generate motion vec-
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tors that estimate the position of each residual eigen
feature according to the position of that residual eigen

feature in a preceding frame (Block 232). Since motion
between subsequent frame periods may berelatively
complex (e.g. a rotating hand), motion vectors are only
capable of providing rough approximations of the posi-
tion of an eigen feature. Although additional data can be
provided to improve the approximation of the position of

the eigen feature(s), the provision of more accurate
approximations of the position of the eigen feature(s)

requires the transmission of less correcting data.

Following the generation of motion vectors by
motion estimation module 118', a further improvement
in the quality of the video image is obtained by reducing
large errors in the prediction data and estimation vec-

tors. This is achieved by loopfiltering module 117' that
performsa loopfiltering process using "intraframe" cod-
ing techniques (Block 234).

During an initial period of operation, video data cor-
responding to each residual eigen feature of the display
video image is selected (Block 218), quantised (Block
220), encoded (Block 222), filtered to eliminate random

noise (Block 224), compressed (Block 226), and trans-
mitted to receiving portion 111" (Block 228). Similarly,
the transmitting portion 111' operates in accordance
with the initial period of operation for a new video image,
as may occur where a new user becomesthe active

user. Operation of the transmitting portion 111' of the

video communication system during this period sub-
stantially corresponds with the operation of the transmit-
ting portion 11' of the prior art video communication
system of Figure 2a.

During subsequent periods of operation, the proc-
essor 130' identifies regions between the selected inte-

gers (312, 314, 316, 318, 320) and determines whether
the eigen features calculated from the audio quantized
data are within predetermined limits of the eigen fea-
tures extracted from the video quantized data. A sub-

stantial difference in the eigen features calculated and
extracted from the video quantized datais indicative of

the following; (i) the monitored user is speaking but the
algorithm and/or tables need training to the specific
eigen features of the speaker; (ii) the frame of the video
image of the monitored active user differs from the pre-
ceding frame (i.e. motion of the active user); (iii) the
monitored event has changed.

(i) Speech, No Motion

Processor 130' identifies for comparison eigen fea-

tures of the display video image that substantially corre-
spond with regions of the display video image that move

with speed. For example, the head and shouldersof the
monitored user may remain stationary for a sequence of
frames although there will be motion of the regions
around the eyes, nose and mouth as the monitored
active user speaks.

For example, when expressing the syllable "Ahh"
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the mouth is opened wide and consequently the chin
drops, but eyes and nose remain substantially station-
ary.

Consequently by detecting the audio quantization

data corresponding to the syllable "Ahh" one canpredict
the corresponding movement of the eigen features rep-
resenting the chin (312) the corners of the mouth (314'
and 314"), the top of the upper lip (321), the bottom of
the upper lip (324), the top of the lower lip (323), the bot-
tom of the lower lip (822) relative to the eyes (818 and
320) and the nose (316). The calculated movement of

the eigen features is smoothed over a numberof frames
corresponding to the initial formation, duration of the
syllable and transition to the next syllable.

(ii) Speech and Motion

Processor 130' identifies regions of the display
video image that substantially correspond with regions
of the preceding display video image. For example, the
shoulders of the monitored user may remain stationary
for a sequence of frames, but the user may change the
orientation of his head and there may be motion of the

regions around the eyes, nose and mouth as the moni-
tored active user speaks.

Processor 130' selects those regions of the moni-
tored video image where motion greater than a prede-

termined level is detected. This may be achieved by
meansof additional integer reference points selected by

the processor 130', where a changein the position of
eigen features between adjacentintegers is indicative of
motion.

For example,if the active user changesorientation
of his/her head by looking to the right, the distance
between the integers 320 and 318 and between 314'

and 314" would decrease and the right ear would go out
of display video image. Consequently the difference
between the eigen features calculated by processor

(130') from the audio quantized data and the eigen fea-
tures extracted from the video quantized data would
increase beyond the presentlimit. Under these condi-

tions the eigen features extracted from the video quan-
tized data are passed onto the coding module (115')
and subsequently compressed and trasmitted to the
receiver. If the movement of the headto the right per-
sists for a number of video frames the ‘learning’ syn-
chronization at the coding module 115' of the video

communication system will modify the algorithm and/or
lookup tables to produce the corresponding eigen fea-
tures to the head turned right position. During the 'learn-

ing’ synchronization period the changesin the algorithm
and/or lookup table are transmitted to the receiver of the
video communication system. The net result is the grad-
ual reduction of the difference between the eigen fea-

tures calculated from the audio quanitzed data and
those extracted from the video quantized data until they
are within the preset limits such that the eigen features
are not passed to the coding module (115') for subse-
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quent transmission to the receiver of the video commu-
nication system.

However, in general use the head and shoulders of

the monitored user may remain stationary for a

sequence of frames while the user emphasizes his/her
speech by hand motions. Therefore, all video data
except that corresponding to the hand of the user may
be excised for transmission, the eigen features being
constructed at the receiver of the video communication

system from the corresponding audio.

(iii) Monitored Event Changed

Operation of the transmitting portion where a
changein the monitored event occurs, as for example a

change of active user, will substantially correspond to
the initial period of operation.

The eigen features of the active user are extracted
from the video quantized data and sent to the coding
module (115') for subsequent transmission to the
receiver of the video communication system. As the
active user starts to speak, the processor (130') calcu-

lates the eigen features from the audio quantized data
using algorithms and/or lookup tables. The eigen fea-
tures extracted from the video quantized data are com-
pared to those that are calculated from the audio
quantized data. If the error is above a preset limit the

eigen features extracted from the video quantized data

are forwarded to the coding module (115') for subse-
quent transmission to the receiver of the video commu-
nication system. During this initial period of operation
the ‘learning’ synchronisation sequence modifies the
algorithm and/or lookup tables are modified to reduce
the error between the eigen features extracted from the

video quantized data and that calculated by the proces-
sor (130') to be within the preset limits. During the
‘learning’ synchronization period the changes in the
algoritm and/or lookup table are transmitted to the

receiver of the video communication system.

RECEIVING PORTION

Operation of the receiving portion 111" of Figure 2b
will now be describedin detail with reference to Figure
3b and Figure 4.

Referring firstly to Figure 3b, the receiving portion

111" receives a video signal from the transmitting por-
tion 111' corresponding to an event monitored with
video camera 112' (Block 250).

Decompression module 120" decompresses video

and audio data from the received signal (Block 252).
The video and audio data is then filtered by the post

processing module (116") to remove noise introduced
by the compression (Block 254).

The filtered video and audio data and any informa-
tion transmitted during the ‘learning’ synchronization
period are received by the processor 130". The proces-
sor 130" reconstructs the eigen features from the audio
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data either using an algorithm and/or a lookup table
modified by information transmitted during the "learn-
ing" synchronization period.

In the case of the period when the encoder section

of the video communication system is in the ‘learning’
synchronization period, the processor 130" insert only
the eigen features reconstructed from the audio data
that are not transmitted from the encoderwith the video
data.

For video frames where the active user is moving,
for example if the active user changes orientation of

his/her head by looking to the right, the distance
between the integers 320 and 318 and between 314'
and 314" would decrease andthe right ear would go out
of display video image. Consequently the difference

between the eigen features calculated by processor
(130") form the audio quantized data and the eigen fea-

tures extracted from the video quantized data would
increase beyond the preset limit. Under these condi-
tions the eigen features extracted from the video quan-
tized data are passed onto the decoding module
(115")and subsequently decompressed and displayed.
If the movement of the head to the right persists for a

numberof video framesthe 'learning' synchronization at
the coder of the video communication system will mod-
ify the algorithm and/or lookup tables to produce the
corresponding eigen features to the head turned right

position. The updated information is transmitted to the
receiver enabling a new set of eigen features to be gen-

erated from the audio data by the processor (130") cor-
responding to the head turn right position and
subsequently these eigen features are inserted into the
video data after the ‘learning’ synchronization period
has been completed.

For video frames wherethe active user is speaking

and the head is deemedto be stationary and the system
has been successfully through the ‘learning’ synchroni-
zation period all the eigen features reconstructed from
the audio data can be inserted into the video data

stream. Under these circumstances one achieves syn-
chronization of the audio and video, minimal delaysin

transmission due to reduced data rates and a high
frame refresh rate leading to an optimum comfort factor
from the system.

Since the system only inserts eigen features that
are reconstructed from the audio data when they are not
presentin the video data stream the receiver section of

the video communication system is to all intense and
purposes compatible with existing video telephony sys-
tems as outlined in Figure 1. The system will operate as

if it is in the ‘learning’ synchronization period with
reduced synchronization between audio and video,
increased delay in transmission and lower frame refresh
rates i.e. without the improved comfort factor for the
user.

In addition one can store the video and audio data

and any information transmitted during the ‘learning’
synchronization period within a memory for reconstruc-
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tion at a later date.

Following the combination of the received and
reconstructed portions of the video data, the video data

is passed via coding module 15" (Block 262) and quan-

tization module 14" (Block 264) to video display 12" for
generation of the video image (Block 266).

Video data from the combinedfirst and second por-
tions of the video image may be stored in storage unit
132"prior to quantization (Block 268). The stored video

data may be used for comparing eigen phasesof a cur-
rent frame of the video image with eigen phaseof a pre-
ceding frame of the video image or may be used for
refreshing eigen features of the current frame of the
video imageif required.

It is preferred that motion estimation and loopfilter-

ing be performed by the transmitting module 111° in
order that unnecessarybits of data do notutilize band-
width that may be moreeffectively utilized by bits of data
that change from frame-to-frame. However, motion esti-
mation can also be performed at the receiving portion
111".

Each of the previously described factors, and addi-

tional factors not detailed herein but recognizable to the
skilled person, contribute to the quality of the video
image perceived by the user of the video communica-
tion system. However, it should be understood that
although the present invention is described in terms of a

video communication system complying with the ITU

H.320 standard, the present invention is not limited to
systems of the H.320 standard orto factors not specifi-
cally detailed herein.

During an initial period of operation, video data cor-
responding to each eigen feature of the display video
image is received from the transmitting portion 111'

(Block 250). The receiving portion 111" operates in
accordancewith the initial period of operation for a new
video image, as may occur where a new user becomes
the active user. Operation of the receiving portion 111"

of the video communication system during this period
substantially corresponds with the operation of the

receiving portion 11" of the prior art video communica-
tion system of Figure 2b.

(i) Speech, No Motion

The filtered video and audio data and any informa-

tion transmitted during the ‘learning’ synchronization
period are received by the processor 130". The proces-
sor 130" reconstructs the eigen features from the audio
data either using an algorithm and/or a lookup table

modified by information transmitted during the "learn-
ing" synchronization period.

In the case of the period when the encodersection
of the video communication system is in the ‘learning'
synchronization period, the processor 130" insert only
the eigen features reconstructed from the audio data
that are not transmitted from the encoder with the video
data.
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For video frames where the active user is moving,
for example if the active user changes orientation of
his/her head by looking to the right, the distance

between the integers 320 and 318 and between 314'
and 314" would decrease and the right ear would go out
of display video image. Consequently the difference
between the eigen features calculated by processor
(130") form the audio quantized data and the eigen fea-
tures extracted from the video quantized data would

increase beyond the preset limit. Under these condi-

tions the eigen features extracted from the video quan-
tized data are passed onto the decoding module
(115")and subsequently decompressed and displayed.
If the movement of the head to the right persists for a
numberof video framesthe ‘learning’ synchronization at

the coder of the video communication system will mod-
ify the algorithm and/or lookup tables to produce the
corresponding eigen features to the head turned right
position. The updated information is transmitted to the
receiver enabling a new set of eigen features to be gen-
erated from the audio data by the processor (130") cor-

responding to the head turn right position and

subsequently these eigen features are inserted into the
video data after the ‘learning’ synchronization period
has been completed.

For video frames wherethe active user is speaking
and the head is deemedto be stationary and the system

has been successfully through the ‘learning’ synchroni-
zation period all the eigen features reconstructed from
the audio data can be inserted into the video data

stream. Under these circumstances one achieves syn-
chronization of the audio and video, minimal delays in
transmission due to reduced data rates and a high
frame refresh rate leading to an optimum comfort factor
from the system.

Since the system only inserts eigen features that
are reconstructed from the audio data when they are not
presentin the video data stream the receiver section of

the video communication system is to all intense and
purposes compatible with existing video telephony sys-
tems as outlined in Figure 1. The system will operate as

if it is in the ‘learning’ synchronization period with
reduced synchronization between audio and video,
increased delay in transmission and lower frame refresh
rates i.e. without the improved comfort factor for the
user.

In addition one can store the video and audio data

and any information transmitted during the ‘learning'
synchronization period within a memory for reconstruc-
tion at a later date.

For example, when expressing the syllable "Ahh"
the mouth is opened wide and consequently the chin
drops, but eyes and nose remain substantially station-
ary.

Consequently, the number of eigen phases
between the chin (312) and each edge of the mouth
(314',314"), and the nose (316), and between each
edge of the mouth (314' ,314") and nose (316) will
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increase. Therefore, the display video image generally
corresponds with the preceding display video image

where the users mouth is closed, except in those
regions between the mouth, nose and chin.

(ii) Speech and Motion

The filtered video and audio data and any informa-
tion transmitted during the ‘learning’ synchronization

period are received by the processor 130". The proces-
sor 130" reconstructs the eigen features from the audio
data either using an algorithm and/or a lookup table
modified by information transmitted during the "learn-
ing" synchronization period.

In the case of the period when the encodersection

of the video communication system is in the ‘learning’
synchronization period, the processor 130" insert only
the eigen features reconstructed from the audio data
that are not transmitted from the encoderwith the video
data.

For video frames where the active user is moving,
for example if the active user changes orientation of

his/her head by looking to the right, the distance
between the integers 320 and 318 and between 314'
and 314" would decrease and the right ear would go out
of display video image. Consequently the difference
between the eigen features calculated by processor

(130") form the audio quantized data and the eigen fea-

tures extracted from the video quantized data would
increase beyond the presetlimit. Under these condi-
tions the eigen features extracted from the video quan-
tized data are passed onto the decoding module
(115")and subsequently decompressed and displayed.
If the movement of the head to the right persists for a

numberof video framesthe 'learning' synchronization at
the coder of the video communication system will mod-
ify the algorithm and/or lookup tables to produce the
corresponding eigen features to the head turned right

position. The updated information is transmitted to the
receiver enabling a new set of eigen features to be gen-

erated from the audio data by the processor (130") cor-
responding to the head turn right position and
subsequently these eigen features are inserted into the
video data after the ‘learning’ synchronization period
has been completed.

For video frames wherethe active user is speaking

and the head is deemed to be stationary and the system
has been successfully through the ‘learning’ synchroni-
zation period all the eigen features reconstructed from
the audio data can be inserted into the video data

stream. Under these circumstances one achieves syn-
chronization of the audio and video, minimal delays in

transmission due to reduced data rates and a high
frame refresh rate leading to an optimum comfort factor
from the system.

Since the system only inserts eigen features that
are reconstructed from the audio data when they are not
presentin the video data stream the receiver section of
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10

the video communication system is to all intense and
purposes compatible with existing video telephony sys-
tems as outlined in Figure 1. The system will operate as

if it is in the ‘learning’ synchronisation period with
reduced synchronization between audio and video,
increased delay in transmission and lower frame refresh
rates i.e. without the improved comfort factor for the
user.

In addition one can store the video and audio data

and any information transmitted during the ‘learning’
synchronization period within a memory for reconstruc-
tion at a later date.

Processor 130" receives video data for only those
regions betweenselected integers where the numberof
eigen phases is different from the preceding display

video image as described in referenceto(i).

(iii) Monitored Event Changed

Operation of the receiving portion 111" where a
change in the monitored event has occurred, as for
example a changeof active user, will substantially cor-
respondto the initial period of operation. Video data cor-

responding to each eigen phase of the display video
image is received from the transmitting portion 111'
(Block 228).

While the present invention has been described by

the foregoing detailed description, it will be understood
by those skilled in the art that various changes, substi-

tutions and alterations may be made to elements of the
video communication system of the invention without
departing from the spirit and scopeof the invention.

Claims

1. A method of operating a video communication sys-
tem comprising:

monitoring an event with a video camera to
generate a sequence of frames for forming a
video image;

selecting video data only from those regions of
a current frame of the video image thatare dif-
ferent from corresponding regions of a preced-
ing frame of the video image;
compressing video data corresponding to said
selected regions of the current frame of the

video image and audio data for each of said
frames of said video image;
generating a video signal comprising com-

pressed video data and compressed audio
data and transmitting said video signal to a
receiver;

receiving said transmitted video signal at a
receiver;

decompressing said received video signal to
produce audio data andafirst portion of said
video data;
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predicting a second portion of the video data 6. The video communication system as claimed in
for regions of a current frame of a video image Claim 4 or Claim 5 further comprising;

that differ from a preceding frame of the video

image from said audio data; and means for generating an audio component
combining said first and second portions of 5 from said audio data.
said video data to generate the current frame of
a display video image.

2. The method as claimed in Claim 1 further compris-

ing; 10

performing the step of identifying regions of the
current frame of the video image that differ
from a preceding frame of the video image.

15

3. The method as claimed in Claim 1 or Claim 2 fur-

ther comprising;

generating an audio component from said
audio data. 20

4. A video communication system comprising;

a video camera for monitoring an event and for
generating a sequence of frames for forming a 25
video image;
meansfor selecting video data only from those

regions of a current frame of the video image

that are different from corresponding regions of
a preceding frame of the video image; 30
a data compression module for compressing
video data corresponding to said selected
regions of the current frame of the video image
and audio data for each of said frames of said

video image; 35
meansfor generating a video signal comprising
said compressed video data and compressed
audio data and transmitting said video signal to
a receiver;

a data decompression module for decompress- 40

ing a received video signal to produce audio
data andafirst portion of said video data;
means for predicting a second portion of the
video data for regions of a subsequentframe of
the video image that differ from a preceding 45
frame of the video image from said audio data;
and

meansfor combining said first and second por-
tions of said video data to generate a display
image. 50

5. The video communication system as claimed in

Claim 4 further comprising;

means for performing the step of identifying 55
regions of a subsequent frame of the video
image that differ from a preceding frame of the
video image.

11
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