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Abstract

This paper presenis o framework for dele modeling
and semantic absiraction of image/video data. The
framework is based on spatio-temperal information as-
socigied with salien? objecls in an image or in g se-
guence of videe frames end on o sef of gemeralized
n-ary operalors defined to specify spatial and fempo-
rai relationships of objecls present in the deta. The
methodology presented in this paper can manifest i-
self effectively in concepinalizing events and heleroge-
neous views in mullimedia dala as perceived by indi-
vidual users. The proposed paredigm tnduces a multi-
level indezing and searching mechantsm fhat models
information al various {evele of granulardly and hence
allows processing of conteni-based queries in read time.
We also devise a unified objeci-orienied inlerface for
users with heleregencous views o specify gueries om
the unbigsed encoded data. Currently ihis framework
is besng developed 1o realize o highly integrated mulls-
media database srchitecture.

1 Intreduction

Recent advances in broadband networking, high
performance compubing, and storage systems have
resnlied 10 o iremendous intevest in digitizing large
archives of multimedia data and providing interactive
accegs to users. Many fubure multimedia applications
will require refxieval of video data including search-
ing, browsing, selective replays, editing, efe. Due to
the shear volume of the data, all these capabilities
require efficient computer vision/image processing al-
gorithms for automatic indexing and abstraction of
video data. Subsequently, powerful indexing and data
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retrieval techniques need o be employed to suppord
content-based guery processing.

The key characteristic of video dala is the spa-
sial/temporal semantics associated with i, maling
vided data quite different from other types of data such
a3 text, volce and irnages, A user of video database can
generate gueriss containing both temporal and spatial
concepts. However, considerable semantic heterogene-
iy may exist among users of such data due to differ-
ence in their pre-concelved inferprefation or intended
use of the fnformation given in & video clip. Sermndn-
tic heterogeneity has besn a difficult problem for con-
ventional database (8], and even today this probiem
is not clearly understood. Conseguently, providing 3
comprehensive interpreiation of video data is a mmch
more complex problem,

Most of the existing video database systems either
employ image processing techniques for indexing of
video data B, 3, 10, 2 or nse tvaditional database
approaches bagsed on keywords or annotated texiuval
descriptors {11, 18], However, most of these sysiems
iack the ability to provide a general-purpose, anto-
malic indexing mechanism which renders an nnblased
description of vidso dats. Also they do not handls
the semantic hetarogeneity sfficiently In crder to ad-
dress ihe asaes related io user-independent view and
semantic helerogeneily, we propose a framework for
sernantically unhiased abstraction of vides data. The
framework is based on spatio-tempora! information as-
sociated with salient objects in an image or in a se-
quence of video frames and on a set of gensralized
n-ary operators defined to specify spaiial and tempo-
tal relationships of objects present in the data. The
methodelogy presented in this paper ¢su manifest it-
self effectively in conceptualizing events and heteroge-
neous views in multimedia data as perceived by indi-
vidual ngees. The proposed paradigm induces a multi-
level indexing and searching mechaniom that models
informuation at various levels of granularity and hence
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Figure 1: System abstraction

allows processing of conteni-based queries in real time,
Bowever, g unified framework is needed for the users
to express and for the systern o process semantically
heterogeneous queries on the encoded datas. For this
purpose, we propose an cbjsct-oriented interface that
provides an elegant paradigm for representing hetero-
geneous views of the users. The architecture of the
proposed system is shown in Figure 1.

The organisation of this paper is as follows. Section
2 presents the framework for characterizing various
evenis in video data. A video database architecture
based on that framework i proposed in Section 3. In
Section 4, an object-oriented approach is presented for
users to specify the perceived view of video data. The
paper. is concluded in Section 5.

2 Framework for
Events in Video Data

Characterizing

Generaily, a video sequence consists of ordered
frames that can be partitioned into a collection of
shots wsing various image processing techniques like
histogram comparisons, motion-based indexing, and
optical flow determination. Each shot contains no
scene changes and is the basic element for characteriz-
ing the video date [14]. Several shots can be grouped
logically into episodes or scenes., Le., an episode is a
specific sequence of shota [15]. Several episodes can be

T
M

88

put in one sequence. The term clip is 8 generic object
without any structural meaning, which is a portion
of a video sequence with a starting and ending frame
numbers. In order to put things in perspective, we
first suggest the following definitions,

Generie iodexing : It is the process of identifying a
chip from & video sequence and using image processing
algorithms (histograms or equivalents) to partition the
clip into crdered shots.

Structural indexing : It is the process of group-
ing continuous shois to form an episode and grouping
continuous episodes to form a program,

In this paper we address issues related to strue-
tural indexing only. Generally, most of the episodes
and programs can be sxpressed in the form of worldly
knowledge by describing the interplay among physi-
cal objects in the course of time and their relation-
ship in space. Physical objecie may include persons,
buildings, vehicles, ete. Video is a typical replica of
this worldly environment. In conceptual modeling of
video data for the purpose of structural indexing, it
is therefore important that we identify physical ob-
jecks and their relationship in time and space. Subse-
quently, we can represent these relations in a suitable
data structure that is useful for users to manipulate.
Temporal relations among objects have been previ-
ously modeled by using methods like temporal-interval
[8]. For spatial relations, most of the techniques are
based on projecting objecis on a two or three dimen-
sional coordinate system. Very little attempt hag been
made to formally express spatio-temporal interactions
of objects in a single framework. Though in (8], spa-
tial/temporal metadata for video databage is defined,
yeb no detailed modeling is provided. In the follow-
ing sections, we describe a generalized framework de-
seribing spatio-temporal relationships of objects in an
image or video,

2.1 Generalized Spatial and Temporal
Operations

Generalized spatial and temporal operations pre-
sented in this section are an extension to our eatlier
work [8]. The reason of introducing the generalization
in both spatial and temporal domains is to simphify
deseribing complex spatial or temporal events, which
otherwise are rather cumbersome to express [4]. We
fiest give s definition for the generalized n-ary relation.

Definition 1 :  Generalized n-ary relation A
generalized n-avy relation R{ry,..., 7} 45 & relation
among n objects, 7:s, thal satisfies one of the condi-
tions in Table 1 according fo their positions in space
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Figure 2! n-sry relations

ar lime domain with respect do ecach other.

The relation is represented by the corresponding
name and symabol, The operands of the relations, i.e.
7, {§ = 1,...,n} are either the projections of the
positions of the objects {spatial domain} or time span
of a certain object/event (temporal dumalm

The generalized n-ary relations and the a.orrespond-
ing interval constraints are shown in Figure 2 and Ta-
bile 1, respectively. The same fundamenial relations
can be used either in space or time domasins. The dif-
ference is in the meaning of the operands rather than
the operation. For the spalial domain the operands
represent the physical location of the ohjects while in
the temporal cage they represent the duration of 3 cer-
tain temporal event {such as presence). The nurnber of
operands, n, in the relations is assumed variable. This
generality enables any spatial or temporal situation to
be represented in terrus of the seven fundamental n
ary relations in Figure 2.

2.2 Modeling of Spatial
Frame

Evenis in a Siagle

Assurae that computer visionfiraage processing al-
s;omhmq for object identification and recognition have
been applied to vides frames and a spatial atiribuie,
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7;° = ending coordinate of object v

Table 1: n-ary relations

called bounding valume, V, for each salient physical
object present in the frames has been exbracted and
stored in VDG (Video Semantic Divected Graph) [7]
or equivalent data structure. The volume describes
the spatial projection of sn object in &, p, and z axes
and is defined in the following way:
Bounding Volume (V) =
{1, ®2, 11, Y3, 21, 72}

A 2-D Bounding Bos is used in those cases where
only 2-D information is available. For all three coos-
dinates, the points with subscripts 1 and 2 specify the
beginning and end points of the projsctions respec-
tively. '

The information provided by the bounding volumes
is not sufficient to describe meaningful semantic infor-
mation present in a frame, Although it provides the
most fundarmental information about s frame, e.g., the
locations of individual ohjects, it needs to be cxpanded
to coustruct kigher level contents in the ffame. Such
detailed information contenis in a amgle fearne can be
termed as spatiaf events,

Tor example, presiding 3 meeling attaches a mean-
g to some spatial area. For this event, a person in
a frame may be identified such thai he/she is either
standing or sitting on a chair in the center or front of a
meetlng room: Aunother example of » spabial concept
is three point posilion in a baskethall feld. Similarly,
a person may be siffing on a chair or some physical
object. In this case, we have & conceptual spatial ob-
ject ‘sitting’ with attribuies ‘s physical object which
site” and ‘a physical object being sit on’, and they are
related by the ‘sitéing’ relationship.

in order fo express events in an unambiguous way,
we present a formal definition of a spatial evend based
on the spatial operations discussed in the previous see-
tion.
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A spatial event describes the relative positions of

chjects i & frame

Definition 2 : Spatial Event 4 spatial cveni £, is
a logical expression consisting of various generalized -
ary spatial operalions on projections and is dfscnéed
aa follows

B, = Rl('lls'- 1oy t) ‘3‘1 Ry(mi?,... me,%) O2 ...
Ommi Rm('f Tnm ’

where By, j = 1 s i85 ¢ generalized n-ary relation,
O, k=1, a,,mwi is one of the logical eperaiors (A

or v} and Uk the projection of object § in relation i
on &,Y, or # azia

Mote that more complex spatial events can be con-
structed by relating several spatial events using logical
aperators.

As an example of spatial event, consider a player
holding the ball in a baskeiball game. To simplify
the characierization of this situation, we assume when
the bounding boxes of the objects player and ball are
in contact with each other, ik is considered that the
frame contains event “player holding the ball”. This
is characterized by six of the n-ary relations in both x
and y cocrdinates and can be fmmaiiy expressed as

= (M(T,; ,rxb} V O{rsl, by v Ot ) v
S(Tz Tt} ¥ OOt "r,,&) Y E(r,m, 03 A
(M{r*, Ty")vﬂ’(fy Ty )‘v’(’(’ry IV S(nt v
CO(rh, Ty BV Bt o),
where 7' i the projection of the boundmg box 2980~
ciated with object player 1 on the x-axis and 7% is the
projection of the bounding box associated with the ob-
ject ball on the x-axis, etc. If the specified condition
is satisfied for a given frame, the event £, exista.

As a side note, we need to mention that one can
msintain the spatial events information for each frams.
However, the overhead associated with such detailed
specification may be formidable. Also, tracking such
detailed information may not even be needed for many
applications. We, therefore, can maintain t.emporai in-
formation by only 1dent.1fymg spatial events in frames
at ¢ distance {in frames} apart.

Spatial events can serve as the low level (fine-grain)
indexing mechanisms for video dats where information
contents ab the frame-level are generated. Modeling
mose complex information contents, such as gloemy
weaiher is a more challenging problem.

2.3 Temporal Events
The next level of video information modeling in-

volves temporal dimension. Temporal modeling of a
video clip is crucial for users to ultimately construct
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complex views or to describe episodesfevents in the
clip. Episodes can be expressed by collectively inter-
preting the behavior of physical objects. The behavior
can be described by observing the total duration an
object appears in a given video clip and its relative
movement over the sequence frames in which i ap-
pears. For example, occurrence of a slam-dunk in a
sport video clip can be an episode in a user’s specified
query.

Modeling of this episode requires tracking motion
of the player for whom slam~dunk is being gueried
and tracking motion of the ball in a careful manuger
especially when it approaches the hoop. Tracking the
motion of the player and the motion of the ball are
two simple lemporel evenis. These temporal events
need to be expressed prior fo compesing the complex
episodes of slam-dunk. I s obvicus that these sirn-
ple evends can be expressed formally 88 a temporal se-
guence of varicus spatial events, spanning over a nurng-
ber of frames. Composite temporal evenis are defined
in terms of other simiple or complex temporal events
relating them by the n-ary relations. We formally de-
fine a temporal event as follows.

Definition 3 : Temporal Events 4 simple tempo-

val evend (Ey} is defined as a logical operation on a

set of spatial events the durations of which are related

by one of the n-ary temporal relations. Formally,

Eo =

Ri(d(E,),.. ., d{E, ) O Rold(E, ), ...

-1 (d(E51)>°":d(Eﬂn>}r

where Ry is o generalized n-ary relation and d(E,} is

the duraiion of the spelial cvent B, A composite lem-

poral event (B ) is formed by further relating the ex-

isting femporal evenis using the same spatio-lemporal

generalized operaiors. Formally,

By =

Ry{d{EFy ), ..., 4{E: )} ©1 Re{d(E,)), ...
Oy Rm(d(Eh): reey d(\Etu));

3 d(Ea")) 02

s d(E{“)) 02

where d{ By} ’s in this case ave durations of lemporal
evenis which could be esther simple or composite.

In video data, associated with each spatial event
is its duration d{F,} during which the spatial event
persists, If the event starts at frame # « and ends al
frame # fihen d(8,) = F-~ o+ 1. The duration of the
result of an n-ary operation is the aggregate duration,
i.e. the time interval between the earliest starting time
and the latest ending time of the involved objects.

A get of spatial/temporal events can be arranged in
a nondecreasing order in terms of the (approximate)
start time. However, we may not know the exact injer-
interval delays in many cases during the definition of
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