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I, Kenneth A. Zeger, declare as follows:

L My name is Kenneth A. Zeger. I am a Full Professor of Electrical and Computer

Engineering at the University of California, San Diego (UCSD). I understand that my

declaration is being submitted in connection with the above-referenced reexamination

proceeding pending in the United States Patent and Trademark Office.

I. Qualifications, Background, and Experience

2. I have studied, taught, and practiced electrical and computer engineering for over

thirty years.

3. I attended the Massachusetts Instirute of Technology ("MIT") and earned

Bachelors (SB) and Masters (SM) of Science Degrees in Electrical Engineering and Computer

Science in 1984. I earned a Masters of Arts (MA) Degree in Mathernatics in 1989 from the

University of Califomia" Santa Barbara. I also earned my Ph.D. in Electrical and Computer

Engineering from the University of Califomia, Santa Barbara in 1990.

4. I have held the position of Full Professor of Electrical and Computer Engineering

at UCSD since 1998, having been promoted from Associate Professor after two years at UCSD.

I teach courses full-time at UCSD in the fields of Electrical and Computer Engineering, and

specifically in subfields including information theory and image coding, at the undergraduate

and graduate levels. Prior to my employment at UCSD, I taught and conducted research as a i
faculty member at the University of Illinois, Urbana-Champaign for four years, and at the

University of Hawaii for two years.

5. I am president of ZundaLLC ("Zunda") a California company located in San

Diego, California. Zunda provides expert witness and technical consulting services in the fields

of electical engineering and computer hardware/software.
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6. My twenty-plus years of industry experience include consulting work for the

United States Department of Defense as well as for private companies such as Xerox, Nokia,

MITRE, ADP, and Hewlett-Packard. The topics upon which I provide consulting expertise

include image, video, and speech coding; data compression; networks; digital communications;

pattern recognition; computer software; and mathematical analyses.

7 . I have authored almost 70 peer-reviewed journal articles, the majority of which

are on the topic of compression or information theory. I have also authored over 100 papers at

various conferences and symposia over the past twenty-plus years, such as the IEEE

International Symposium on Information Theory, the Intemational Conference on Image

Processing, and the Data Compression Conference,

8. I was elected a Fellow of the IEEE in 2000, an honor bestowed upon only a small

percentage of IEEE members. I was awarded the National Science Foundation Presidential

Young Investigator Award in 1991, which included $500,000 in research funding. I received

this award one year after receiving my Ph.D.

9. I have served as an Associate Editor for the IEEE Transactions on Information

Theory publication and have been an elected member of the IEEE Information Theory Board of

Governors for three, tlrree-year terms. I organized and have been on the technical advisory

committees of numerous workshops and symposia in the areas of image coding, information

theory, and data compression. I regularly review submitted journal manuscripts, government

funding requests, conference proposals, sfudent theses, and textbook proposals. I also have

glven many lecfures at conferences, universities, and companies on topics in image coding, data

compression, and information theory.

10. I have extensive experience in electronics hardware and computer software, from

academic studies, work experience, and supervising students. I personally program computers

on an almost daily basis and have fluency in many different computer languages.

I l. A more complete recitation of my professional experience including a list of my

publications is set forth in my curriculum vitae, attached to my declaration as Exhibit Zl.

U. Compensation and Engagement

12. Zvnda is being compensated for my work in this matter by Rothwell, Figg, Emst

& Manbeck, at my current rate of $690 per hour. Neither Zunda nor I have any personal or
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financial stake or interest in the outcome of the above-referenced reexamination or any related

litigation matter. Neither Zunda's nor my compensation is dependent upon my testimony or the

outcome of this proceeding or any related litigation matter. Neither Zvndanor I have any

relation with or financial interest in the assignee of U.S. Patent No. 7,868,912 ("the'912

patent"), ObjectVideo, Inc.

III. The Reexamination Proceeding

13. It is myunderstanding that, on May 24,.2013, an anonymous Requestor ("the

Requester") filed a Request for Er Parte Reexamination (the "Request") with the United States

Patent and Tradernark Office (the "Office") requesting reexamination of the 'gl}patentand that,

on June 20,2013, the Office issued an Order granting the Request (the "Order"). I understand

that the Office determined that the Request established a substantial new question of
patentability with respect to claims l-22 of the '912 patent. Thus, it is my understanding that the

Offrce is reexamining claims l-22 of the'912 patent.

14. It is also my understanding that, on August 30, 2013, the Office issued an Office

Action (the "Office Action" or'nOA"). In the Office Action, claims l-22 of the '912 patent are

rejected under 35 U.S.C. $ l02O) as anticipated by certain of the references identified in the

Office Action and/or under 35 U.S.C. $ 103(a) as being obvious in view of certain of the

references identified in the Office Action.

15. I have read and understand the'912 patent, its prosecution history, and the

references cited in the '912 patent. I have read and understand the Request, the Order, the Office

Action, and the references cited in the Office Action. I have also read and understand the

comments filed by the Bosch, the third party requester, on July 1I,2012, in the previous inler

partes reexamination (Control No. 951001,912) of the '912 patent ("Bosch's comments").

16. I was asked to consider and address the following rejections of claims l-4 and 6-

22 of the '912 patent raised in the Office Action:

(i) Claims l-3 and 6-22vnder 35 U.S.C. $ 102(b) as anticipatedby German Patent
Publication No. DE l0l 53 484 Al to Gilge ("Gilge");

(ii) Claims l-4 and 6-22 under 35 U.S.C. $ 102(b) as anticipated by "ObjectVideo
Forensics: Activity-Based Video Indexing and Retrieval For Physical Security
Applications," Lipton et al. ("Lipton");

(iii) Claims 1,3,4,6,8,9, ll-13, 15-20,and22 under35 U.S.C. $ l02O) as anticipated
by U.S. Patent No. 5,969,755 to Courtney ("Courtney'');
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(iv) Claims 1,3,4,6, 8, 9, I l-13, l5-20, and22 under 35 U.S.C. g 1020) as anticipated
by "Moving Object Detection and Event Recognition Algorithms for Smart
Cameras," Olson e/ a/. ("Olson");

(v) Claims l-3 and 6-22under 35 U.S.C. g 103(a) as unpatentable over Gilge in view of
U.S. Patent No. 6,628,835 to Brill et a/. ("Brill");

(vi) Claims 1-4 and 6-22 under 35 U.S.C. $ 103(a) as unpatentable over Lipton in view of
Brill;

(vii) Claims 1,3, 4,6,8,9, ll-13, 15-20,and22 under35 U.S.C. g 103(a) as

unpatentable over Courtney in view of Brill;

(viii) Claims 1, 3, 4,6,8,9, I l-13, 15-20, and22 under 35 U.S.C. g 103(a) as

unpatentable over Olson in view of Brill;

(ix) Claims l-3 and 6-22under 35 U.S.C. g 103(a) as unpatentable over Gilge in view of
"Object Oriented Conceptual Modeling of Video Data," Day et al. ("Day");

(x) Claims l-4 and 6-22 under 35 U.S.C. g 103(a) as unpatentable over Lipton in view of
Duy;

(xi)Claims 1,3,4,6,8,9,11-13, 15-20,andZ2under35U.S.C. $ 103(a)asunpatentable
over Courtney in view of Day; and

(xii) Claims l, 3,4, 6, 8, 9, I l-13, 15-20,and22 under 35 U.S.C. $ 103(a) as

unpatentable over Olson in view of Day.

My opinions regarding these rejections are set forth below.l

IV. Applicable Laws/Rule

A. Claim Interpretation

17. I understand that, during reexamination, the pending claims must be given their

broadest reasonable interpretation consistent with the specification, and that the broadest

reasonable interpretation of the claims must also be consistent with the interpretation that those

skilled in the art would reach.

B. Priority

18. I understand that claims of an application that is a continuation or continuation-in-

part of an earlier U.S. application or international application which are fully supported under 35

U.S.C. $ I l2 by the earlier parent application have the effective filing date of that earlier parent

application. A claim is adequately disclosed/fully supported under 35 U.S.C. $ I l2 by an earlier

parent application if the earlier parent application satisfies the written description requirement.

t The Office Actioa also included several rejections of claim 5. See Oftice Action atpp.7,8, l5-18. However,I
was not asked to consider and address these rejections because I understand that the Patent Owner plans to propose
cancellation of claim 5.
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To satisff the written description requirement, a patent specification must describe the claimed

invention in sufficient detail that one skilled in the art can reasonably conclude that the inventor

had possession of the claimed invention.

C. Anticipation (35 U.S.C. g 102)

19. To support a rejection based on 35 U.S.C. $ 102, I understand that the Examiner

bears the burden of showing that a single prior art reference discloses all of the elements of the

claim, arranged in the same manner as required by the claim, either explicitly or inherantly.

D. Obviousness (35 U.S.C. g 103)

20. I also understand that a claim is not patentable if the differences between the

subject matter of the claim and the disclosure of the prior art are such that the subject matter of

the claim, as a whole, would have been obvious at the time of invention to a person having

ordinary skill in the art to which the subject matter pertains.

21. In determining obviousness, I understand that it is necessary to consider the scope

and content of the prior art; the differences between the prior art and the claims at issue; the level

of ordinary skill in the pertinent art; and any objective evidence of non-obviousness related to the

alleged merits of the claimed invention (which I understand is referred to as "objective indicia of

non-obviousness"), such as commercial success, long-felt but unsolved needs, industry

recognition, failure of others, and copying.

22. [n determining obviousness based on a combination of prior art references, I also

understand that evidence of some reason to combine the teachings is required to make the

combination, and thus such evidence must be considered, along with any evidence that one or

more of the references would have taught away from the claimed invention at the time of the

invention.

23. I have been informed that the hypothetical person of ordinary skill in the art is

presumed to know all of the teachings known in the art at the time the alleged invention was

made. That person is presumed to have the technical competence and experience of skilled

artisans working in the area of the subject invention and of the m:ulner in which problems were

solved. Factors that may be considered in determining the level of ordinary skill in the art

include the tlpes of problems encountered in the art, prior art solutions to those problems, the
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rapidity with which innovations are made, the sophistication of the technology, and the

educational level of active workers in the field.

V. Claim Construction

A. Attributes and Events

24. Given its broadest reasonable interpretation, it is my opinion that the claim

language "attributes," as used in claims l-22 of the '912 patent, means: observable

characteristics. My "observable characteristics" definition is informed by how this phrase is

used in the specification, including the claims, of the '912 patent. See U.S. Patent Application

No. 09/987,707 ("the'707 application") at !f 80.2 Further, the plain and ordinary meaning of the

term "attributes" is that they are observable characteristics of something. See Exhibit 23,

Webster's New World Dictionary of Computer Terms (sth Ed. 1994) (providing "[a]

characteristic quality of a data type, data structure, element of a data model, or system" as a

definition of "attribute"). The specification of the '912 patent supports this plain meaning, such

as when it discloses that:

A video primitive refers to an observable attribute of an object viewed in a video
feed. Examples of video primitives include the following: a classification; asize;
a shape; a color; a texture; a position; a velocity; a speed; an internal motion; a
motion; a salient motion; a feafure of a salient motion; a scene change; a feature
of a scene change; and a pre-defined model.

'707 application at fl 80.

25. Given its broadest reasonable interpretation, it is my opinion that the claim

language "event" means: one or more objects engaged in an activity. The specification expressly

defines an "event" as "one or more objects engaged in an activity." See'707 application at tf 48

("An 'event' refers to one or more objects engaged in an activity."). My "one or more objects

engaged in an activity''definition is informed by this express definition in the specification.

26. The specification of the '912 patent refers to the claimed "attributes" as

"primitives,", ard gives numerous examples of attributes/primitives, such as: "a classification; a

size; ashape; acolor; atexture; aposition; avelocity; aspeed;anintemalmotion; amotion; a

salient motion; a feature of a salient motion; a scene change; a feature of a scene change; and a

pre-defined model." '707 application at tf 80. The '912 patent also gives numerous examples of

2 Citations to the specification of the '912 patent refer to the '707 application, which was filed on November 15,

200l,andisincorporatedbyreferenceinthe'9l2patent. '9l2patentatcol. l,linesT-12.
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events, such as: an object appears; a person appears; a red object moves faster than 10 m/s, two

objects come together; a person exits a vehicle; a red object moves next to a blue object, an

object crosses a line; an object enters an area; a person crosses a line from the left, an object

appeils at 10:00 p.m.; a person travels faster then [sic] 2 mls between 9:00 a.m. and 5:00 p.m.; a

vehicle appears on the weekend, a person crosses a line between midnight and 6:00 a.m.; a

vehicle stops in an area for longer than l0 minutes; a person enters an area between midnight and

6:00 a.m.; and a security service is notified. id at 1198-103. Generally speaking, attributes are

simpler concepts than events.

27. More precisely, the '912 patent teaches that multiple detected attributes are to be

examined and then, based upon such attributes, a decision is made as to whether or not certain

events occurred. '707 application at fl I18. The system described in the '912 patent is

configured to detect attributes by analyzing a video, but the choice of which attributes the system

is configured to detect is not based upon which events are later to be identified. See id. atl79.

ln fact, tasking of the system to identifu one or more events from the detected attributes is not

even necessary. Id. atl79 ("Tasking occurs after calibration in block 22 ard is optional.

Tasking the video surveillance systern involves specifying one or more event discriminators.

Without tasking, the video surveillance systern operates by detecting and archiving video

primitives and associated video imagery without taking any action, as in block 45 in FIG. 4.").3

While the specification of the '912 patent does not explicitly use the term "independence"

(outside of the claims themselves), a person of ordinary skill in the art of the '912 patent would

understand the '912 patent to teach that the choice of which events are to be identified (i.e.,

tasking) is made at a time after configuration of the system to detect attributes, and furthermore

that the choice of which attributes the system is configured to detect is not dictated/determined

by which events the system might later be tasked to identify. See id. at\79. This indeed means

that the attributes collected are independent of the events identified. Moreover, this

independence of the attributes from the events in the '912 patent means that that the selection of

which attributes to detect is not based upon a predefined list of events to be determined.

3 Tasking the system determines the event discriminators that may be used in identiffing events. See '707
application at { I l8 ("event discriminators are determined from tasking the system in block 23" and "ate used to
filter the video primitives to determine if any event occurrences occurred").
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28. The specification of the '912 patent does not prohibit a determined event from

being the same as a determined attribute, but such a scenario is not within the scope of the claims

of the '912 patent, which require that the determined event not be one of the determined

attributes. Claim I ("determines a first event that is not one of the determined attributes"); claim

6 ("determine an event that is not one of the detected attributes"); claim 9 ("detect an event that

is not one of the detected attributes"); claims 12 and l8 ("the event not being one of the

determined attributes").

29. To help clarify the distinction between the claimed "events" and the claimed

"attributes," I will illustrate the concepts with an example based upon events such as an object

moving, entering, or growing. The specification of the '912 patent discloses that "an 'event'

refers to one or more objects engaged in an activity" and provides, as examples of an activity,

"entering; exiting; stopping;moving;raising; lowering; growing; and shrinking." '707

application at J[J[46 & 48. Multitudes of attributes/characteristics of an object that is engaging in

any one such activity may be associated with the event that refers to the activity. The

attributes/characteristics may include, for example, one or more of the object's position, width,

length, (linear) speed, velocity, acceleration, third order and higher derivatives of motion vs.

time, direction of motion, momenfum, rotation, angular velocity, moment of inertia, angular

momenfum, occlusions, shading, proximity to nearby objects, etc. None of these

attributes/characteristics is itself an "activity." Instead, these atkibutes/characteristics are

numerical descriptions of particular observable aspects of the object that may be engaging in an

activity. One migbt be able to logically deduce, from one or more of these

attributes/characteristics, a particular activity in which an object is engaging, but that involves

inference. Each of these example characteristics is an attribute that does not refer to an activity

in which the object is engaged. In contrast, a hypothetical Boolean variable such as Is_Entering,

Is Exiting, Is_Moving, etc., which is true if the object is engaging in the associated activity and

false if the object is not engaging in such activity, would be an example of an attribute that refers

to an activity in which the object is engaged, because, in this case, no deductive reasoning is

required to determine that a particular event referring to the object engaged in the activity

occurred.
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30. Inferring events based on the attributes (or primitives) provides several

advantages. First, "[a]n operator is provided with maximum flexibility in configuring the systern

by using event discriminators," '707 application at $ 66, as opposed to the limitations associated

with using prerecorded events. Second, inference analysis based on previously extracted

attributes "greatly improves the analysis speed of the computer system" as the system can

process only the attributes instead of reprocessing the video. See id. at J[67. Third, inventing a

system for analyzing "small-sized video primitives abstracted from the video" has many

corresponding size-based benefits. Id. atll 148. For example, the storage space and bandwidth

necessary to manage the small-sized attributes is far less than for managing the video itself, even

if the video is highly compressed. See id.

B. Independence-Based Claim Elements

3l. Claims l-4 and 6-22 of the '912 patent all contain limitations that require that the

attributes must be independent from the event to be identified. The following claim elements

(the "independence-based elernents") incorporate this requirement:

Claim Element Claims
which determines a first event that is not one of the determined
attributes by analping a combination of the received determined
attributes

'912 patent, claims l-4

wherein the first processor determines attributes independent of a
selection ofthe first event by the second processor

'9l2patent, claims l-4

the processor configured to determine an event that is not one of the
detected attributes by analyzing a combination of the received attributes

'9l2patent, claims 6-8

wherein the attributes received over the communications channel are

independent of the event to be determined by the processor
'912 patent, claims 6-8

performing an analysis of a combination of the detected attributes to
detect an event that is not one of the detected attributes

'912 patent, claims 9-
l1

wherein the detected attributes received in the stream of attributes are

independent of a selection of the event to be detected

'912 patent, claims 9-
l1

wherein the stream of attributes is sufficient to allow detection of the
event that is not one of the determined attributes

'9l2patent, claims 12-
t7

wherein the attributes of the stream of attributes are created
independently of the subsequent analysis

'912 patent, claim l5

wherein the stream of attributes is sufficient to allow detection of an

event that is not one of the determined attributes by analyzing a

'912 patent, claim 16
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Claim Element Claims
combination of the attributes

wherein the stream of atfibutes is transmitted over a communications
channel without detection of an event at the first location

'912 patent, claim 17

wherein the processor determines attributes independently of a
subsequent analysis of a combination of attributes to determine an
event that is not one of the determined attributes

'912 patent, claims l8-
22
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32. There are at least tluee components to the independence-based claim elements.

The first is a requirement of determining/detecting an event that refers to one or more objects

engaged in an activity by analyzing the determined/detected attributes. '707 application at

Abstract ("The system .. . extracts event occur€nces from the video primitives using event

discriminatoffi."); fl 48 ("An 'event' refers to one or more objects engaged in an activity."); !f 118

("ln block 44, event occurrences are extracted from the video primitives using event

discriminators. ... The event discriminators are used to filter the video primitives to determine if
any event occurrences occurred."). Referencing an already determinedldetected event with

respect to location and/or time is not a determination/detection of a new event because the

analysis of the determined/detected attributes that determines/detects the one or more objects

engaged in the activity has already occurred. Id. atl48 ("The event may be referenced with

respect to a location and/or a time." (emphasis added)). See also id. atl80 ("An event

discriminator refers to one or more objects optionally interacting with one or more spatial

attributes and/or one or more temporal attributes.") & tf 97 ("In block 35, one or more

discriminators are identified by describing interactions between video primitives (or their

abstractions), spatial areas of interest, and temporal attributes of interest."). That is, a

determined event does not change merely because the event is referenced with respect to a

location and/or a time. See id.

33. This interpretation is also consistent with the loitering event discriminator

example described in the specification of the patent. Specifically, the '912 patent discloses that

"an operator can define an event discriminator (called a 'loitering' event in this example) as a

'person' object in the 'automatic teller machine' space for 'longer than l5 minutes' and 'between

l0:00 p.m. and 6:00 a.m."' '707 application at 1J66. The exemplary loitering event

discriminator analyzes detected attributes to determine any object engaged in a loitering activity
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(i.e., any object rernaining stationary for a period of time) and then references the already

determined loitering event to the automatic teller machine space (i.e., a location) and between

l0:00 p.m. and 6:00 a.m. (i.e., a time).

34. A second component of the independence-based claim elements is that the

detected attributes are independent of the event to be detected.a As explained above, this means

that the choice of which attributes the system is configured to detect is not dictated/determined

by which events the system might later be tasked to identiff. That is, the selection of which

attributes to detect is not based upon a predefined list of events to be determined, ild, to the

contrary, tasking of the system to identiff one or more events occurs after configuration of the

system to detect attributes. See '707 application atl79 ("Tasking occurs after calibration in

block 22 and is optional. Tasking the video surveillance system involves speciffing one or more

event discriminators. Without tasking, the video surveillance system operates by detecting and

archiving video primitives and associated video imagery without taking any action....").

Moreover, attributes detected based upon a predefined list of events would not suddenly become

independent of the events in the predefined list simply because one or more events of the

predefined list that are detected are later referenced to location andlor time. As noted above, a

determined event does not change merely because the event is referenced with respect to a

location and/or a time. See id. at tf 48 ("The event may be referenced with respect to a location

and/or a time.").

35. A third component of the independence-based claim elements is that the identified

event is not one of the detected attributes. As noted above, the specification of the '912 patent

discloses some determined events that are the same as a determined attribute. See'707

application at Jf 98 ("an object appears"). However, the specification of the '912 patent also

discloses events that are not detected attributes. See, e.g., id. at $ 98 ("a person appears; a red

object moves faster than l0 dt"); &'1199 ("two objects come together; a person exits a vehicle;

a red object moves next to a blue object"). The claims of the '912 patent require determination

of an event that is not a determined attribute (or allowance of detection of an event that is not a

o This is not a requirement that the evenr be independent of the determined attributes. The event is dependent on
attributes because the attributes are analyzed to detemrine the event. See'707 application at tl I 18 ("In block 44,

event occurrences are extacted from tbe video primitives using event discriminators. ... The event discriminators
are used to filter the video primitives to determine if any event occrurences occurred."). ln other words,
mdthematically speaking, "X is independent of Y" does not imply that'Y is independent of X".
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determined attribute) and are silent regarding determination of an event that is a determined

atfribute.

C. First and Second, Separate Affribute Determination and Event
Determination Processors

l. Claims 1-4 Require First and Secondo Separate Attribute
Determination and Event Determination Processors

36. Claims l-4 of the '912 patent require (l) "a first processor which analyzes a video

to determine attributes of objects detected in the video" and (2) "a second processor, separate

from the first processor, ... which determines a first event that is not one of the determined

attributes by analyzing a combination of the received determined attributes." I refer to this

requirement as the "the separate attribute determination and event determination processors

requirement" below.

37. Claims 1-4 are silent regarding exclusive assignment of atfibute determination

and event determination processing responsibilities to the first and second separate processors,

respectively. In otho words, claims 1-4 require "a first processor which analyzes a video to

determine attributes of objects detected in the video" but are silent regarding whether the first

processor determines an event by anallzing determined attributes. Similarly, claims 1-4 require

"a second processor, separate from the first processor, ... which determines a first event that is

not one of the determined attributes [without reprocessing the video] by analyzing a combination

of the received determined attributes" but are silent regarding whether the second processor

performs video analysis to determine attributes of objects. To be clear, claims l-4 require that

the second processor determines the first event withoutreprocessing the video analyzed by the

first processor but neither preclude the second processor from processing of the video analyzed

by the first processor for other purposes (e.g., to determine different attributes than those

received by the first processor or to verify the attribute determination analysis performed by the

first processor) nor preclude the second processor from analyzing a different video than the video

analyzed by the first processor to determine attributes of objects detected in the different video.

38. My interpretation of claim I as zol requiring exclusive assignment of atfribute

determination and event determination processing responsibilities to the first and second separate

processors, respectively, is consistent with specification of the '912 patent . For example, in one

embodiment, the '912 patent discloses a video surveillance/computer system I I having a
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computer 12 that is operated to determine attributes (1.e., video primitives), determine events,

and take appropriate responses when events are determined. '707 application at Figs. l-4 &

flfl 71, 77,104. Tlre'912 patent discloses, in response to the computer system 11 determining an

event, forwarding the determined attributes/video primitives "to another computer system via a

network" and "tasking ,.. another computer systan" to determine events. Id. atl96. Thus, one

of ordinary skill in the art would understand the '912 patent to disclose one computer system I I

that performs both attribute determination and event determination and "another computer

system" that receives attributes forwarded from the computer system I I and that is tasked by the

computer system I I to perform event determination on the attributes. See id.

2. Claims 6-22 do not Require First and Second, Separate Attribute
Determination and Event Determination Processors

39. Given their broadest reasonable interpretation, it is my opinion that, although a

system or device having (or a method using) the separate attribute determination and event

determination processors required by claims l-4 may fall within the scope of claims 6-22, claims

6-22 do not require the separate attribute determination and event determination processors

required by claims l-4. In other words, systems, devices, and methods having or using (a) the

separate attribute determination and event determination processors required by claims 1-4 or (b)

a single processor that performs both the attribute determination and the event determination

may fall within the scope of claims 6-22.

40. Independent claim 6 requires "a processor" that is "configured to receive ...

detected attributes received over the communications channel" and to "determine an event .,. by

analyzing a combination of the received athibutes" itself. There is no recitation in claim 6 of a

second processor, and claim 6 is silent as to what detects the attributes in the stream of attributes.

Moreover, although claim 6 requires that "the processor is configured to determine the event

without reprocessing the video," claim 6 does not preclude the "processor" from performing the

initial processing of the video to detect the attributes. Accordingly, claim 6 would encompass a

video system in which the recited "processor" performs the initial processing of the video to

detect the attributes, a stream of the detected attributes is transmitted over the communications

channel to a computer-readable medium, the recited "input" receives the stream of detected

atfibutes over the communication channel from the computer-readable medium, and the recited

"processor" determines the event without reprocessing the video by anallzing a combination of
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the received attributes that it previously detected. However, claim 6 would also encompass a

video system in which a second processor performs the initial processing of the video to detect

the attributes, and the recited "input" receives the stream of detected attributes over the

communication channel from the second processor.

41. This interpretation of claim 6 is consistent with the specification of the '912

patent. For example, the specification discloses (i) archiving attributes/video primitives in a

computer-readable medium other than the computer-readable medium 13 of the computer system

1l that determines the attributes and (ii) determining events using the archived attributes without

reprocessing the video. See, e.g., '70'l application at Figs. 1,4 & 9; fl I l7 ("The video primitives

can be archived in the computer-readable medium 13 or another computer-readable medium.");

fl 118; fl 148 ("[T]he system analyses archived video primitives with event discriminators to

generate reports, for example, without needing to review the entire source video. ... The video

content can be reanalyzed ... in a relatively short period of time because only video primitives

are reviewed and because the video source is not reprocessed."). However, the specification of

the'912 patent also discloses a computer system I I that detects attributes/video primitives and,

in response to determining an event, (i) forwards the attributes/video primitives to another

computer system and (ii) tasks another computer systern with event discriminators to determine

events from attributes/video primitives. See id. at !l 96 ("forwarding ... video primitives ... to

another computer system via a nefwork, such as the Internet" and "tasking the computer system

I I and/or another computer system" in response to an event determination) & fl 118 ("In block

44, event occurrences are extracted from the video primitives using event discriminators. The

video primitives are determined in block 42, and the event discriminators are determined from

tasking the system in block 23.").

42. Independent claim 9 is a method claim that does not require the use of more than

one processor to perform the claimed method steps and does not include the step of detecting the

attributes. Thus, claim 9 is silent as to what detects the recited "detected attributes [received]

over the communications channel." Although claim 9 requires "performing an analysis of a

combination of the detected attributes to detect an event ... without reprocessing the video,"

claim 9 encompasses a method using a single processor to (i) perfonn an initial processing of a

video to detect attributes, (ii) tansmit a stream of the detected attributes over a communications
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channel to a computer readable medium, (iii) receive the stream of detected attributes over the

communications channel, (iv) perform an analysis of a combination of the detected attributes to

detect an event that is not one of the detected attributes without reprocessing the video (the

attributes being independent of a selection of the event to be identified), and (v) provide an alert,

report information, and/or instruction upon detecting the event. This interpretation of claim 9 is

consistent with the specification of the '912 patent. See, e.g., '707 application at Figs. 1,4,9 &

1Jfl I 17, 1 I 8, 148. However, claim 9 would also encompass a method in which a first processor

performs the initial processing of the video to detect the attributes, and a second processor

performs the method steps including receiving a strearn of detected attributes over the

cornmunication channel (from the first processor) and analyzing the detected attributes (received

from the first processor) to detect an event without reprocessing the video. This interpretation of

claim 9 is also consistent with the specification of the '912 patent. See id. at t[ 96 ("forwarding

... video primitives ... to another computer system via a network, such as the Internet" and

"tasking the computer system I I andlor another computer system" in response to an event

determination).

43. Independent claim 12 is a method claim that does not require using more than one

processor to perform the recited steps of "analyzinga video to detect an object," "creating a

stream of attributes at a first location," and "transmitting the stream of attributes to a second

location removed from the first location for subsequent analysis." The method of claim 12 does

not include the step of performing an analysis to detect an event (i.e.,the step performed by a

second processor in claims l-4). Moreover, claim l2 would encompass a method using a single

processor to (i) analyze a video to detect an object, (ii) create a stream of attributes at a first

location by determining attributes of the detected object by analping the video, (iii) hansmit the

stream of attributes over a communications channel to a computer-readable medium at a second

location removed from the first location for subsequent analysis, (iv) receive the stream of

attributes from the computer-readable medium at the second location, and (v) perform the

subsequent analysis (with reprocessing the video) to detect an event (that is not one of the

determined attributes) of the video to provide an alert to a user.

44. lndependent claim l8 recites "a processor at a first location" that "determines

attributes," which are transmitted "to a second location rernoved from the processorlfor a
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subsequent analysis of a combination of the attributes at the second location." The claim recites

that "the attributes [be] suffrcient to allow detection of an event ... , the event not being one of

the determined attributes and being determinable by analyzing the combination of the attributes"

and that "the attributes [be] sufficient to allow detection of an event without reprocessing the

video of the first location." There is no recitation of a second processor for performing the

subsequent analysis of the attributes. The "combination of the attributes at the second location"

could be subsequently analyzed by the "processor at [the] first location," if any subsequent

analysis ever takes place.

VI. Priority

A. Patent Claims l-4 and 6-22

45. I have examined, in detail, the'912 patent and the '707 application, filed on

November 15, 2001. It is my opinion that the '707 application describes the invention of claims

l-4 and 6-22 of the '912 patent in sufficient detail that one skilled in the art would reasonably

conclude that the inventor had possession of the claimed invention, including (l) the separate

attribute determination and event determination processors of claims l-4 and (2) the

independence-based elements of claims l-4 and 6-22 (identified in !f 31, above). My opinion is

supported by the appended claim chart (Exhibitz}), which identifies the portions of the '912

patent and'707 application that provide support for claims l-4 and 6-22.

l. First and Second, Separate Attribute Determination and Event
Determination Processors Requirement of Claims l-4

The '707 application reasonably conveys to one of ordinary skill in the art that the

inventors were in possession of an invention that used two separate processors, one to determine

attributes and one to analyze attributes. It is my opinion that at least paragraph 96 of the '707

application provides clear support for the separate attribute determination and event

determination processors requirement of claims l-4.

47. In paragraph 96, the '707 application discloses:

In block 34, a response is optionally identified. Examples of a response

includes the following: activating a visual and/or audio alert on a system display;
activating a visual and/or audio alarm system at the location; activating a silent
alarm; activating a rapid response mechanism; locking a door; contacting a
security service;forttarding data (e.g., image data, video data, video primitives;
and./or analyzd data) to another cornputer system via a networlr, such as the
lnternet; saving such data to a designated computer-readable medium; activating

46.
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some other sensor or surveillance system; tasking the computer system 11 and/or
another computer systern; and directing the computer system I I and/or another
computer system.

'707 application at tf 96 (emphasis added). Thus, the'707 application discloses, as examples of a

response to determining an event, both (i) "forwarding ... video primitives ... to another

computer systoa via a network, such as the Internet" and (ii) "tasking ... another computer

system." ./d.

48. The disclosure of "forwarding ... video primitives ... to another computer systern

via a network" is explicit support for a first computer system that determines atkibutes/video

primitives and, in response to determining an event, transfers the determined attributes/video

primitives to another computer systern over a network/communications link. The disclosure of

"forwarding ... video primitives ... to another computer system via a network" is also explicit

support for a second/other computer system, separate from the first computer syston, in

communication with the network/communications link to receive the determined attributes/video

primitives transferied from the first computer systan over the network/communications link.

See lfJf 37 &38 above (explaining why claims 1-4 do not require exclusive assignment of

attribute determination and event determination processing responsibilities to the first and second

separate processors, respectively). Also, because lhe'707 application discloses that event

discriminators, which are used to determine events from the attributes/video primitives are

determined from tasking, the disclosure of "tasking ... another computer system" is explicit

support for a second/other computer systern that is tasked to determine events by analyzing

attributes/video primitives. ,See '707 application at 11 118 ("In block 44, event occurrences are

extracted from the video primitives using event discriminators. The video primitives are

determined in block 42, and the event discriminators are determined from tasking the system in

block 23."\.

49. One of ordinary skill in the art would understand that each of the first computer

systern (that forwards/transmits attributes/video primitive and tasks another computer system)

and the second/other computer system (that receives the forwarded video primitives and/or is

tasked) would have at least one computer having at least one processor. ,See '707 application at

Fig. I & fl 49. One of ordinary skill in the art would also understand that the second/other

computer system (f.e., the attribute receiving computer systern) would use the forwarded
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attributes/video primitives to determine events for at least three reasons. First, the whole purpose

of determining attributes/video primitives is to use them to determine events. See'707

application at J[ I l8 ("event occunences are exhacted from the video primitives" and "filter[ing]

the video primitives to determine if any event occurences occurred"). Second,the'707

application separately lists "saving [video primitives] to a designated computer-readable

medium" as an exirmple of a response to a determined event. Id. atfl 96. The '707 application

does not state that the second/other computer system would simply save/store the attributes/video

primitives forwarded from the first computer system and not use them to determine events;

instead the '707 application separately lists saving video primitives to a designated computer-

readable medium (i.e., it would be redundant). Third, the disclosure of the specific "tasking . ..

another computer system" by the first computer syston I I in response to detection of an event

strongly supports that one of ordinary skill in ttre art would understand that the inventors were in

possession of an invention where event determination is performed by the other computer

systems regardless of the specific manner in which the other computer systerns were tasked.

Fourth, the disclosure of both "tasking ... another computer syste,m" to determine events using

video primitives and "forwarding . .. video primitives ... to another computer system via a

network" supports that one of ordinary skill in the art would understand that the inventors were

in possession of an invention where the other computer system tasked to determine events using

video primitives would use any video primitives to determine the events, including forwarded

video primitives.

50, Thus, for the reasons set forth above and in the appended priority claim chart

(Exhibit Z2), it is my opinion that the disclosure of the '707 application of "forwarding ... video

primitives ... to another computer system via a network" and "tasking ... another computer

system" reasonably conveys, with sufficient detail and clarity, to those skilled in the art that, as

of November 15, 2001, the inventors were in possession of the separate attribute determination

and event determination processors.

2. Singte Processor and Separate Processor Embodiments Encompassed
by Patent Claims 6-22

5l . For the reasons set forth above in paragraphs 39-44, claims 6-22 do not require

separate athibute determination and event determination processors and, instead, encompass

video systems, video devices, and methods in which either (a) a single processor performs both
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attribute detection and event determination or O) a first processor performs attribute

determination and a second, separate processor perform event determination. It is my opinion

that the '707 application reasonably conveys, with sufficient detail and clarity, to those skilled in

the art that, as of November 15, 2001, the inventors were in possession of both the single

processor and separate processor embodiments.

52. TIte'707 application fully supports the single processor embodiment by

disclosing a computer system l1 having a computer 12, which can have a single processor, and

using the computer system I I to (i) analyze a video to detect objects and attributes/video

primitives, (ii) archive the detected attributes/video primitives in a computer-readable medium

other than the computer-readable medium 13 of the computer system l1 that determines the

attributes, and (iii) determine events using the archived attributes without reprocessing the video.

See, e.g.,'707 application at Figs. l, 4 &9;1149 ("A computer can have a single processor or

multiple processors ... ."); fl 7l ("A computer system 11 comprises a computer 12 having a

computer-readable medium 13 embodying software to operate the computer 12 according to the

invention."); $tf 106- I l6 (describing attribute/video primitive detection); fl I I 7 ("The video

primitives can be archived in the computer-readable medium 13 or another computer-readable

medium."); !l I 18 (describing event determination); fl 148 ("[T]he system analyses archived

video primitives with event discriminators to generate reports, for example, without needing to

review the entire source video. ... The video content can be reanalyzed ... in a relatively short

period of time because only video primitives are reviewed and because the video source is not

reprocessed.").

53. T\e'707 application also fully supports separate attribute determination and event

determination processors for the reasons set forth above in paragraphs 46-50. For example, the

'707 application discloses a computer system l1 that detects attributes/video primitives and, in

response to determining an event, (i) forwards the attributes/video primitives to another

computer system and (ii) tasks another computer system with event discriminators to determine

events from attributes/video primitives. See id. at\96 ("forwarding ... video primitives ... to

another computer system via a network, such as the Internet" and "tasking the computer system

I I andlor another computer systern" in response to an event determination) & 1[ 118 ("In block

44, event occurrences are extracted from the video primitives using event discriminators. The
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video primitives are determined in block 42, and the event discriminators are determined from

tasking the system in block 23."). One of ordinary skill in the art would understand that each of

the computer system 1l that forwards/transmits attributes/video primitive and the other computer

systern that receives the attributes/video primitives would have at least one computer having at

least one processor. See'707 application at Fig. I & 1149.

3. Independence-Based Elements

54. It is my opinion that one of ordinary skill in the art would understand the'707

application to fully support the independence-based claim elements of claims l-4 and 6-22 of the

'912 patent (identified in !f 31, above).

55. Support for the independence-based claim elernents (identified in J[ 31, above)

related to athibute determination being independent of event determination can be found

throughout the '707 application, including Fig. 9 & lifl 33, 48, 66, 67 ,96, 148, 150, I 5l .

Notably, the definition of "event" as "refer[ring] to one or more objects engaged in an activity,"

'707 application at t[48, distinguishes "event" from a "video primitive," i.e.,"an observable

attribute of an object viewed in a video feed." Id. atl80. Moreover, in defining an "event," the

'912 patent states that "[t]he event may be referenced with respect to a location and/or a

time." Id. at\48. The '912 patent also discloses numerous examples of events that are not

atfibutes. See, e.g., rd at tffl 98-103 (listing examples of event discriminators such as "a red

object moves next to a blue object," "a person crosses a line from the left," and "a vehicle stops

in an area for longer than l0 minutes").

56. As explained in paragraphs 32-35 above, the independence-based claim elements

include at least three components. One component is a requirement of determining/detecting an

event that refers to one or more objects engaged in an activityby analyzing the

determined/detected athibutes, and this requirciment cannot be met by merely referencing an

already determined/detected event with respect to location and/or time because referencing an

already determined event with respect to location and/or time does not create a new event. .See

!f 32 above. Support for this component of the independence-based claim elements can be found

throughout the '912 patent. See, e.g.,'707 application at 1l I l8 ("ln block 44, event oceurences

are extracted from the video primitives using event discriminators. ... The event discriminators

are used to filter the video primitives to determine if any event occurrences occuned.") & fl 48
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("The event may be referenced with respect to a location and/or a time."). See also fd. at J[ 80

("An event discrirninator refers to one or more objects optionally interacting with one or more

spatial attributes and/or one or more temporal attributes.") & tf 97 ("In block 35, one or more

discriminators are identified by describing interactions between video primitives (or their

abstractions), spatial areas of interest, and temporal attributes of interest.").

57. Another component is that the detected attributes are independent of the event to

be detected, which means that the choice of which attributes the systern is configured to detect is

not dictated/determined by which events the system might laler be tasked to identifr (i.e., the

selection of which attributes to determine are not based upon a predefined list of events to be

determined, and, to the contrary, tasking of the system to identiff one or more events occurs after

configuration of the system to detect attributes). See'!lJ[27 &34 above. Support for this

component of the independence-based claim elements can be found throughout the'912 patent.

See, e.g.,'707 application at fl 79 ("Tasking occurs after calibration in block 22 and is optional.

Tasking the video surveillance system involves specifying one or more event discriminators.

Without tasking, the video surveillance system operates by detecting and archiving video

primitives and associated video imagery without taking any action. ..."). See also id. at Fig. 9 &

Tfl38, 66,67,148, 150, 151.

58. Another component of the independence-based claim elements is that the

identified event is not one of the detected attributes. See 'll!f 28 &,35 above. Support for this

component of the independence-based claim elements can be found throughout the'912 patent,

which discloses numerous examples of events that are not any of the detected attributes analyzd

to determine the events. See, e.g., id. at J[!f 98-103 (listing examples of event discriminators such

as "a red object moves next to a blue object," "a person crosses a line from the left," and "a

vehicle stops in an area for longer than l0 minutes") & 1l I l8 ("[A]n event discriminator can be

looking for a'wrong way' event as defined by a person traveling the 'wrong way' into an area

between 9:00 a.m. and 5:00 p.m. The event discriminator checks all video primitives being

generated according to FIG. 5 and determines if any video primitives exist which have the

following properties: a timestamp between 9:00 a.m. and 5:00 p.o., o classification of 'person'

or 'group of people', a position inside the area, and a 'wrong' direction of motion.").
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C. New Claims

. 59. I have examined, in detail, new claims 23-44 of Patent Owner's amendment and

reply, the '912 patent, and the '7A7 application, filed onNovember 15, 2001. It is my opinion

that both the'912 patent and the '707 application fully support new claims 23-44 of Patent

Owner's irmendment and reply.

60. New clairns 23-25 are similar to patent claims 1, 6, and 9, respectively, but

additionally require "filtering." The filtering requirement is fully supported by the specification

of the '912 patent, which discloses that "[t]he event discriminators are used tofilter the video

primitives to determine if any event occurences occurred." '707 application at t[ 118 (emphasis

added). See also id. at\ 30 ("A need exists to filter video surveillance data to identifu desired

portions of the video surveillance data." (emphasis added)) &,n32 ("An object of the invention

is to filter video surveillance data to identify desired portions of the video surveillance data."

(emphasis added)).

61. New claims 26-30 are similar to patent claims 1,6,9,12, and 18, respectively, but

additionally require "first and second objects" and that the determined event be "the first and

second objects coming together." The "first and second objects" and determined event that is

"the first and second objects coming together" are fully supported by the specification of the

'912 patent, which discloses "two objects come together" as an example of "an event

discriminator for multiple objects." '707 application at tf 99.

62. New claims 3l -33 are similar to patent claims l, 6, and 9, respectively, but

additionally require "first and second objects," that the determined event be'the first and second

objects coming together," and "filtering." The "first and second objects" and determined event

that is "the fust and second objects coming together" are fully supported by the specification of

the'9l2patent, which discloses "two objects come together" as an example of "an event

discriminator for multiple objects." '707 application at J[99. The filtering requirement is fully

supported by the specification of the '912 patent, which discloses that "[t]he event discriminators

are used toflter the video primitives to determine if any event occulrences occurred." '707

application at Jf I l8 (emphasis added). See also"id. at t[ 30 ("A need exists to filter video

surveillance data to identifu desired portions of the video surveillance data." (emphasis added))
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&n32 ("An object of ths invention istofiher video surveillance data to identif, desired portions

of the video surveillance data." (ernphasis added)).

63. New claims 34-38 are similarto patent claims 1,6,9,12,and 18, respectively, but

additionally require that "none of the determined [or detected] attributes refers to the object [or

one or more objects] engaged in an activity." This additional feature is fully supported by the

specification of the '912 patent, which discloses the determination of events solely from

attributes that are non-event characteristics of an object (i.e., non-event attributes). See, e.9.,

'707 application at 'l|'ll 100 & I 18. For example, the '912 patent discloses, as an example, that

"an event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a.m. and 5:00 p.m. The event discriminator checks

all video primitives being generated according to FIG. 5 and determines if any video primitives

exist which have the following properties: a timestamp between 9:00 a.m. and 5:00 p.ffi., o

classification of 'person' or 'group of people', a position inside the are4 and a 'wrong' direction

of motion." '707 application at fl 118. The attributes used to determine if the wrong way event

occurred are times, object b/pes, positions, and directions, and all of these attributes are non-

event attributes. In other words, none of these attributes used to determine if the wrong way

event occurred refers to an object engaged in activities. Another example in the specification of

the'912 patent of an event identified from solely non-event attributes is the "object crosses a

line" event, which is disclosed as an example of an event discriminator for an object and a spatial

attribute." '707 application at 11 100. A skilled person would understand from reading the

specification of the '912 patent that detecting an object crossing a line would be accomplished by

detecting purely non-event attributes based on time and location, namely where the object is

located as a function of time and where the line is located.

64. New claims 39-41 are similar to patent claims l, 6, and 9, respectively, but

additionally require "filtering" and that "none of the determined attributes refers to the object

engaged in an activity." These additional features are fully supported by the specification of the

'912 patent for the reil;ons set forth above in paragraphs 60 and 63.

65. New dependent claims 42-44 depend on new claims 23-25, respectively, and

additionally require atFibute filtering to determine if the event occuned. The attribute filtering

requirernent is fully supported by the specification of the '912 patent, which discloses that "[t]he
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event discriminators are used to//rer the video primitives to determine if any event occurrences

occurred." '707 application at 1l I l8 (anphasis added). See also id. atl30 ("A need exists to

filter video surveillance data to identiff desired portions of the video surveillance data."

(emphasis added)) &n32 ("An object of the invention istofilter video surveillance data to

identi$'desired portions of the video surveillance data." (emphasis added)).

Vn. Anticipation

66. I have examined, in detail, Courtney and Olson and the pages of the Request

claim charts submitted with the Request incorporated by reference in the Office Action. It is my

opinion that neither Courtney nor Olson anticipates any of claims l-4 and 6-22 of the'912

patent.

67. More specifically, neither Courtney nor Olson discloses, expressly or inherently,

the independence-based elernents (identified and defined in J[ 31, above) found in all of the

rejected claims. Like other "event-indexing" systems (i.e., systems that index/bookmark when

particular events occur in a video) in the prior art, the Automatic Video Indexing ("AVI") systern

of Courtney or the Autonomous Video Surveillance ("AVS") systein of Olson search an index

for a previously determined event. Searching for already determined events produces the same

events that have already been detected. This is true even if the search is for already determined

events that involve a particular object, occur at a particular location, and/or occur at a particular

time; searching for already determined events does not create new events (i,e., events that are

different from the already detemined events). Similarly, mere referencing of an already

determined event with respect to a particular location and/or time does not change the already

determined event. Accordingly, like other event-indexing systerns, Courtney and Olson fail to

disclose the independence-based elements of the claims of the '912 patent.

A. Rejection based on Courtney

l. Independence-Based Elements

68. Courtney does not disclose and would not have suggested the independence-based

claim elemsnts of the '912 patent.

69. Courtney is an example of the event-indexing art and thus describes a method of

indexing a video when particular events occur in the video. See Courtney at Abshact & Fig. 16.

ln essence, Courtney bookmarks each event as it processes the video. Id. at col.4, line 62-col. 5,
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line 3. A user can then construct a query to search for those bookmarked events in the video. .Id.

at col. 12, lines 4l-52. In contrast, the system described and claimed in the '912 patent allows

users to search for events that were not identified in the initial processing of the video (and thus

were not bookmarked). See'707 Application at J[J[ 67, I I 8, 148. Instead ofbookmarking

previously-identified events, the '912 patent describes detecting attributes of an object (or

primitives) so that a combination of those attributes can be analyzed to deduce the existence of

events. See id.

70. I have the Request and Bosch's comments, and I am aware that the Requester

alleges that the indexed events of Courtney correspond to the claimed "attributes" and that the

events selected by the querying and/or event scanning of Courtney correspond to the claimed

"events." However, neither the Requester nor Bosch has provided an adequate explanation as to

why the indexed event selected by the querying and/or event scanning of Courtney would not be

one of the indexed events of Courtney or how the indexed events of Courtney could be

independent from the indexed events selected by the querylng and/or event scanning of

Courtney. Bosch alleged that "Courtney discloses no limitation on the user's ability to formulate

queries using the user interface 17." Bosch comments at p. 18. Bosch's allegation is incorrect

because the user's ability to formulate queries using the user interface l7 is limited to a

predefined list of "[e]ight events of interest." Courtney at col. 10, lines 44-64. In addition, even

though the user of the user interface l7 of Courtney has some flexibility in formulating queries,

the events selected by the querying of Courtney are limited to the indexed events of Courtney.

Id. at col. 12, line 53-col 13, line 19. The independence based claim elements are directed to the

recited "attributes" and "events" and not to attributes and a formulation of a query for particular

attributes. As explained below, the events selected by the querying and/or event scanning of

Courtney are the exact events indexed by the vision subsystern of Courtney, and the events

indexed by the vision subsystem of Courtney depend on the events that can be selected by the

querying and/or event scanning of Courtney.

71. Fig. I of Courtney "shows a high-level diagram of the Automated Video-Indexing

(AVI) system l0 according to one embodiment." Courtney at col. 3, line 66-col. 4, lines 10.
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Fig. l
72, Courtney discloses that "a camera 11 provides input to a vision subsyston 13

including a prograrnmed computer which processes the incoming video which has been digitized

to populate a database storage 15." Courtney at col. 4, lines 1-4. Courtney discloses that the

vision subsystem l3 segments the incoming video and analyzes it "to create a symbolic

representation of the foreground objects and their movement." Id. at col. 4, lines 29'45.

According to Courtney, the "symbolic record of video content is referred to as the video 'meta-

information ."' Id. at col. 4, lines 45-47 . "[T]he vision subsystem 13 scans through the meta'

information and places an index mark at each occurrence of eight events of interest:

appearance/disappearance, deposit/rernoval, entrance/exit, and motion/rest of objects ." Id. at eiol.

4, lines 62-65. "The system stores the output of the vision subsystem--the video data, rnotion

segmentation, and meta-information-in the database l5 for retrieval througlr the user interface

17." Id. at col. 5, lines 4-6.

73. Fig. 16 of Courtney shows an example of the bookmarked events in the video.

ENIRAI{CE START T)(fi APPTAR DISAPPTARANCE
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74. As is shown in this figure, the system bookmarks frames with events. Queries can

be constructed to search for these particular event bookmarks. See Courtney at col. 12, lines 41-

43. Indeed, queries themselves take the following form:

Y=(G4V&q,

where

C is a video clip,
T=(tp |) specifies a time interval within the clip,
V is a Vobject rvithin the clip meta-information,
R is a spatial regioo in the field of vierv, and

E is an object-motion event,

Id. at col. 12, lines 45-54.

75. Courtney discloses that "E'stands for "object-motion event." Courtney at col.

12, line 52. So, one of the things that the system uses as input for a query is the event "E" itself

bookmarked in the motion gaph. See id. at Fig. 16. The "E" is disclosed as one of eight pre-

defined events, which include an object's Appearance, Disappearance, Entrance, Exit, Deposit,

Removal, Motion, and Rest. Id. at col. 10, lines 50-61. The only way that a user can search for

an event is by including the "E" in the query input. See id. at col. 12, lines 45-54. If, somehow,

E is not used in the query, then the query engine of Courtney simply searches for the existence of

particular objects, but it is then incapable of searching for an event. See id. In other words, if the

user does not include an "object-motion event" (E) in the query, then the systern of Courtney

only queries for the existence of video clips, a time interval within the video clips, and/or a

spatial region within the field of view and does not query for an event (i.e., one or more objects

engaged in an activity).

76. Courtney discloses that "[t]he clip C specifies the video sub-sequence to be

processed by the guery, and the (optional) values of T, V, R, and E define the scope of the query.

... Thus, the query engine processes Y by finding all the video sub-sequences in C that satisff, T,

V, R, and 8." Courtney at col. 12, lines 53-60. Courtney discloses that the query engine

retrieves a motion gaph G corresponding to the clip C. Id. at col. 12, lines 6l-63. If one or

more of T, V, R, and E are specified in a query Y, they are used to truncate the motion graph G

to result in a graph G containing only the objects satisffing all the conshaints of the query. /d at

col. 12, line 6l-col. l3,line 19. See also id. at Figs. 17-21 & col. 13,lines20-24 (illustratingthe
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steps performed by the query engine to process a quety for particular exit events that have

already been identified). If all of the parameters C, T, V, R, and E are specified, then the query

Y of Courtney nuurows the motion graph G corresponding to the video clip C to all occurrences

of the previously determined specified event E for the specified object V with reference to the

specified time T and specified location R. Regardless of which C, T, V, R, and E are specified,

the query Y of Courtney retums one or more of the already determined and indexed events. The

query Y of Courtney does not sreate any new events. For example, specifying R and/or T merely

references an already determined and indexed event with respect to location and/or time. Such

reference to time and location does not change the event itself according to the definition of an

event in the '912 patent.

77. Processing of the queries Y of Courtney does not determine any new events

referring to one or more objects engaged in an activity because all of the events E referring to

one or more objects engaged in the predefined appetrance, disappearance, entrance, exit, deposit,

rertoval, motion, and rest activities have already been determined and indexed. Compare

Courtney at col. I l, lines 5-67 (explaining the rules applied by the motion analyzer 23 of

Courtney to the semantic information to identify the eight events in a video sequence and

annotate the identified events in a directed gaph) with Courtney at col. 13, line 53-col. 13, line

l9 (no disclosure of applying rules to identify events during the processing of the queries Y).

78. The manner in which the queries Y of Courtney merely reference previously

determined and indexed events E with respect to a video clip C, time T, object V, and/or location

R and do not determine any events referring to one or more objects engaged in an activity by

analyzing atkibutes is illustrated by the example in Courtney, which discloses:

For example, the user may select a region in the scene and specify the
quer)"'show me all objects that are removed from this region of the scene

between 8 am and 9 am." In this case, the user interface searches through the
video meta-information for objects with timestamps between 8 am and 9 am, then
filters this set for objects within the specified region that are marked with
"removal" event tags. This results in a set of objects satisffing the user query.
From this set, it then assernbles a set of video "clips" higruighting the query
results. The user may select a clip of interest and proceed with further video
analysis using playback or queries as before.

Courtney at col. 5, lines 12-23. In this example, the user query processed by the user interface of

Courtney merely references previously determined and indexed removal events with respect to a
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"specified region" (i.e., a location) and "between 8 am and 9 arn" (i.e., a time). All of the

removal events have already been determined and "marked with 'removal' event tags in the

index, the user interface of Courtney merely searches for already determined removal events that

occured at a specified location and specified time, and the query results do not produce any new

removal events. Id. at col. 5,lines l2-23.

79. In Fig. 27, Courtney shows an embodiment of the video indexing system

that is implemented as a real-time system. Courtney at col. 16, lines l6-18.

t03 t05

Fig. 27
80. Courtney also discloses that:

An event scanner 103 continuously reads the motion gaph updates and searches

for motion events as specified by pre-set watchpoints. These watchpoints may
take the same form as queries from the AVI user interface, i.e. Y:(C,T,V,R,E)'
When the criteria for one of the watchpoints is met, the event scanner signals an

actuator 105 (such as an alarm).

Courtney at col. 16, lines 22-28. However, the event scanner 103 searches pre-defined everrts

bookmarked in the motion gaph output by the vision subsystern 13. See Courtney at col. 4, lines

62-65 and col. 16, lines l9-28 ("the vision subsystem 100 . . . continuously updates a motion

gaph annotated with event index marks," and the "event scanner 103 continuously reads the

motion gaph updates and searches for motion events"). Like the query engine of CourtneY, the

event scanner 103 of Courtney does not analyze any semantic information to determine any new

events referring to one or more objects engaged in an activity because the events have already

been determined and indexed by the motion analyzer 23 in the vision subsystern 13. See id. at

col. 9, lines l3-15; col. 10, line 44-col.l l, line 67; col. 16, lines 19-28.

81. Because Courtney describes an event-indexing prior art system, Courtney can

only search for an event based upon a previously indexed event. 
^See 

Courtney at col. 4, lines 62-

65 & col. 10, lines 50-61. The indexed events of Courtney refer to objects engaged in activities,

t00
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and there is no disclosure in Courtney suggesting any analysis of the indexed events other than

searching the indexed events for those that occur at specified location R, at a specified time T,

and/or with a specified object Y. See id. atFig.16; col. 10, lines 50-64; col. 12, line 41-col. 13,

line 19. Moreover, even if the indexed events of Courtney could be considered to be attributes of

an object, an indexed event identified by a query and/or watchpoint of Courtney is one of the

indexed events. Thus, the indexed events of Courtney are not independenr from the searched for

(i.e., identified) event, The indexed event, in this case, is the searched for event, which may

involve a specified event and/or be referenced with respect to a location and/or time.

82. The "independence" in the claims of the 'gl2patent enables events to be searched

for by examining attributes which are not themselves events, just characteristics of objects such

as size, location, velocity, etc, See, e.g., claim I ("a first event that is not one of the determined

attributes"); claim 6 ("an event that is not one of the detected attributes"); claim 12 ("the event

not being one of the determined attributes"). The '912 patent explicitly defines events to be

objects engaged in activities and draws a distinction between events and attributes (aka

primitives), which represent a characteristic of an object. '707 application at'llfl 48 & 80. An

important innovation in the '912 patent is that an event detection systern can be set up without

the need to track specific events - rather only non-event attributes of objects need to be tracked

and then event occurrences can be deduced solely from the detected attributes. This invention

simplifies engineering implernentation and can thus improve efficiency over systems that are

required to track events thernselves. The '912 patent allows events to be detected based on other

events, but the claimed subject matter of the '912 patent does not address the detection of events

based on detected pre-arranged events and instead requires attributes that are not events and that

are independent from the one or more events identified from the attributes. That is, the '912

claims require events to be detected &om a plurality of attributes that are not objects engaged in

activities.

2. Separate Attribute Determination and Event Determination
Processors Requirement of Claims l-4

83. Claims l-4 of the '912 patent require "a first processor which analyzes a video to

determine attributes of objects detected in the video." Claims l-4 additionally require "a second

processor, separate from the first processor, ... which determines a first event that is not one of
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the determined attributes by analyzinga combination of the received determined attributes."

Courtney does not disclose such first and second processors. ,See Courtney throughout.

84. Courtney discloses a single vision subsystem 13 (Fig. 1) that "create[s] a

symbolic representation of the foreground objects and their movement," scans through this

representation (called "meta-information"), stores the meta-information for "later indexing," and

finally "scans through the meta-information and places an index mark at each occurrence of eight

events of interest . . . ." Courtney at col. 4, lines 29-65. Courtney discloses that the vision

subsystem l3 comprises a "motion segmentor 21, object tracker 22, motion analyzer 23, recorder

24, and compressor 25." Id. at col. 5, lines 44-47, See also id. atFig.5.

85. The object tracker 22 detects and tracks objects, and the motion analyzer 23

"analyzes the results of the object tracker and annotates the motion gaph with index marks

describing several events of interest." Courhrey at col. 8, line 52-col. 10, line 64.

86. Even though Courtney discloses a flow diagram in Fig. 5 with separate blocks for

processes of the object tracker 22 andmotion analyzer 23, both the object tracker 22 and motion

analyzer 23 are part of the same vision subsystem 13. Courtney at col. 5, lines 44-47 ("Note that

the motion segmentor 21, object tracker 22, motion analTrzer 23, recorder 24, and compressor 25

comprise the vision subsystem 13 of FIG. I ."). Courtney nowhere discloses that the functions of

the object tracker 22 and motion analyzer 23 in his flow diagram are performed by separate

computers or processors.' See Courtney throughout.

87. Plus, even if, for the sake of argument, the functionality of user interface 17 or

event scanner 103 were performed by a second processer separate from a processor that
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performed the functionality of vision subsystem 13, such second processor would not determine

a first event by analyzing a combination of received determined attributes. ,See Courtney at col.

4, lines 6-9 and col. 16, lines22-28. To the contrary, Courtney discloses that vision subsystem

l3 "places an index mark at each occurrence of eight events of interest." Courtney at col.4,

lines 62-65. The user interface 17 and event scanner 103 merely search for events already

determined by the vision subsystem 13. See id. at col.5, lines 12-19 (the user interface searches

a set of objects for objects "marked with 'removal' event tags"); col. 12, lines 4l-52; and col. 16,

lines 22-28 ("event scanner 103 . . . searches for motion events"). At least because Courtney does

not disclose that the user interface 17 or the event scarner 103 determines a first event by

analyzing a combination of received determined attributes, neither the user interface l7 nor the

event scanner 103 can be the "second processor" required by claim 1.

B. Rejection based on Olson

l. Independence-Based Elements

88. Olson does not disclose and would not have suggested the independence-based

claim elernents of the '912 patent, which are listed above in paragraph 31. .lee Olson

throughout.

89. I have the Request and Bosch's comments, and I am aware that the Requester

alleges that the location and event reports emitted by the AVS core engine of each smart camera

of Olson correspond to the claimed "attributes" and that the events searched for by the VSS of

Olson correspond to the claimed "events." However, neither the Requester nor Bosch has

provided an adequate explanation as to why an event selected by the VSS of Olson would not be

one of the events emitted by the AVS core of a smart qrmera of Olson or how the events emitted

by the AVS core of a smart camera of Olson could be independent from the events emitted by

the AVS core of a smart camera of Olson that are selected by the VSS of Olson. As explained

below, the events selected by the VSS of Olson are the exact events ernitted by the AVS core of

a smart camera of Olson, and the events AVS core of a smart camera of Olson depend on the

events that can be selected by the VSS of Olson.

90. Like Courtney, Olson is an example of event-indexing art. See Olson at pp. 159

& 166. Olson describes an autonomous video surveillance ("AVS") system with smart video

cameras that recognize events involving objects in a video and output streams of events to a
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video surveillance shell ("VSS"). Id. atFig.4, pp. 159 & 166. "Each camera has associated

with it an independent AVS core engine that ... finds and tracks moving objects." Id. atp. 166.

The VSS "filters the incoming event streams for user-specified alarm conditions and takes the

appropriate actions." Id. at p. 166.

4)*X
fr/ *inn& a

lqfrles'
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91. Again, like Courtney, Olson describes a motion gaph that bookmarks events on

particular frames. Olson at Fig. 2 (reproduced below) &p.164. Compare to Courtney at Fig.

16.
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Figure 2: Event derccrion in dre motion graph.

92. ln fact, the Olson system is simply another version of the Courtney '755 indexing

algorithm. .See Olson at pp. 162 ("Our approach to event recognition is based on the video

database indexing work of Courtney [997]."), 163 ("We use the technique of Courtney

[997]."), and 164. ln addition, Olson discloses that the AVS core algorithm sends a raw video
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snapshot of the image to an Object Analysis Module ("OAM") "in order to determine the tlpe of

the object." Id. at p. 166. As Olson states, "[t]he OAM processing and the AVS core engine

computations are asynchronous, so the core engine may have processed several more frames by

time the OAM completes its analysis." /d. After the OAM has completed reprocessing the

frame, it communicates the results to the AVS core engine. Id. The core engine then integrates

the reprocessed information into its tracking system. Id. T\e AVS core engine then

communicates the detected events to the Video Surveillance Shell (VSS) in the form of an "event

stream." Id. Tlte various "event streams" can then be filtered by the VSS engine in order to set

up an alarm. See id.

93. The VSS of Olson does not perform an analysis of determined attributes to

determine a new event that refers to one or more objects engaged in an activity because the

events were previously detected by the smart cameras of Olson. Olson at Fig. 4 (showing events

emitted from the smart cameras to the VSS) & p. 166 (each smart cnmera "c,ore engine emits a

strearn of ... event reports to the VSS'). Thus, the already determined events searched for by the

VSS of Olson are the very same events determined by the smart carneras, and the VSS of Olson

does not perform the event determination by analyzingdetermined attributes required by the

claims of the '912 patent. To the contrary, the VSS merely searches for already determined

events that involve a user specified object type, a user specified location, and/or a user specified '

time. Olson at Fig. 5 & p. 166 ("The user selects the type of event, the type of object involved in

the event, the day of week and time of day of the event, where the event occurs, and what to do

when the alarm condition occurs."). Unlike the smart cameras of Olson, the VSS does not

determine any new events referring to one or more objects engaged in an activity because all of

the events have already been determined . Compare Olson at p. 166 (each smart camera has an

AVS core engine that "finds and tracks moving objects in the scent, maps their image locations

to world coordinatel, and recognizes events involving objects") wil& Olson at p. 166 (the VSS

"filters the incoming event streams for user-specified alarm conditions" that reference the

already determined events to a user specified "type of object involved in the event, the day of

week and time of day of event, [andlor] where the event occurs"). See '707 application at Jf 48

("The event may be referenced with respect to a location and/or time."). That is, the VSS of

Olson merely searches for already determined events that involved a specified object type,
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occurred at a specified time, and/or occuned at a specified location, and the VSS does not

determine any new events.

2. Separate Attribute Determination and Event Determination
Processors Requirement of Claims 1-4

94. Claim I requires "a first processor which analyzes a video to determine attributes

of objects detected in the video." Claim I additionally requires "a second processor, separate

from the first processor, ... which determines a first event that is not one of the determined

attributes by analyzing a combination of the received determined attributes." Claims 2-4 depend

on claim I and thus contain these same limitations.

95. Olson does not disclose the use of a second processor to determine an event that

was not previously determined by a first processor, as required by claim I of the '912 patent.

.lee Olson throughout Further, Olson does not even disclose a video surveillance systern having

two or more computers connected via a network or one with multiple processors. Id.

96. Olson discloses neither that the VSS analyzes video nor that the VSS determines

attributes. ,See Olson at p. 166. Accordingly, the VSS cannot be the first processor in claim 1.

Moreover, Olson does not disclose that the VSS determines events by analyzing a combination

of attributes. Rather, Olson discloses that the VSS receives events as its input. ,See Olson at p.

166. Thus, Olson does not disclose and would not have suggested that the VSS is determining

events itself, and the VSS cannot be the second processor required by claim l. Further, Olson

discloses neither that the OAM determines attributes nor that the OAM determines events. .9ee

Id. atp.166. The OAM merely "processes the snapshot in order to determine the type of

object," and one or ordinary skill in the art of the 'gl2patentwould not understand processing a

snapshot to determine a type object to be a disclosure of detecting attributes nor of determining

events. Thus, the OAM cannot correspond to either the first or second processor recited in claim

l. In addition, Olson does not disclose more than one processor in any one smart camera. .See

Olson at p. 166. Therefore, Olson does not disclose that a smart camera has separate first and

second processoni that correspond to the first and second processors recited in claim l.

VIII. Obviousness

97. I have examined, in detail, each of the cited references, the Office Action, and the

pages of the Request and claim charts submitted with the Request incorporated by reference in

the Offrce Action. It is my opinion that none of claims l-4 and 6-22 would have been obvious in

AVIGILON EX. 2004 
IPR2019-00311 
Page 35 of 186



Declaration of Kenneth A.Zeger
Control No. 901012,878

Page 36

view of the cited references, alone or in the combinations relied upon by the Office. More

specifically, neither Courtney nor Olson (i.e., the primary references) alone disclose or would

have suggested the independence-based elements required by claims l-4 and 6-22, andthe

proposed modifications to the primary references do not remedy this deficiency of Courtney and

Olson. In addition, neither Courtney nor Olson alone disclose or would have suggested the

separate attribute determination and event determination processors required by claims l-4, and

the proposed modifications to the primary references do not remedy this deficiency of Courtney

and Olson.

A. Level of Ordinary SkiU in the Art

98. Based on my educational background and twenty-plus years of experience, it is

my opinion that, as of the November 2001 time frame, the level of ordinary skill in the art of the

'912 patent is that of a person typically having a Bachelor's degree in Electrical Engineering or

Computer Science or the equivalent education or experience. This individual would have

benefited from course work that includes image or signal processing, and computer science or

programming, or the equivalent education or experience. In additibn, this person would tlpically

have about three years of industrial experience that would develop his&er knowledge of image

processing and pattem recognition, or the equivalent.

B. Rejection based on Courtney and Brill

l. Independence-Based Elements

gg. The independence-based elements of the claims of the '912 patent are listed above

in paragraph 31. For the reasons set forth in paragraphs 68-82 above, Courtney neither discloses

nor would have suggested the independence-based elernents required by all of the rejected

claims. Like Courtney, Brill also does not disclose and would not have suggested the

independence-based claim elements of the '912 patent. See Brill throughout.

100. Brill is another example of event-indexing art, as it describes a method of

indexing a video when particular "simple events" occur in the video. See Brill at Abstract; col.

3, line 4l-col. 4, line 26;Fig.2. According to Brill, a "simple event" is "an unstructured atomic

event" of an object, such as enter, exit, rest, move, deposit, remove, lights-on, and lights-out

events. Id. at col.3, lines 4l-49 & col. 4, lines 39-41 ("ln the subsequent discussion, the term

simple event means an unstructured atomic event."). Brill additionally discloses "complex
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events" that are "strucfured, in that [each complex event] is made up of one or more sub-events.

The sub-events of a complex event may be simple events, or they may be complex." Id. at col. 4,

lines 4l-45.

t0l. A user defines a simple event to be recognized by the system of Brill using the

dialog box illustrated in Fig. 6, which allows a user to select from a vocabulary of potential

simple events (e.g., enter, exit, deposit, rernove). Id. at col.3, lines 4l-49 ('1he system

recognizes [a] vocabulary of events"); col. 10, lines 39-58 (in defining one simple event, "[t]he

user selects the event type"); Fig. 6 (showing definition of a "Loiter by the door" simple event

by, among others, selecting the "loiter" event type &om the potential simple event types). "This

dialog box defines one simple event of [a] complex event sequsnce," and "[a]ny arbitrary

number of different sirnple events can be defined via multiple uses of the dialog box." Brill at

col. 10, lines 44-47. See also id. atFig.6.

102. Brill discloses that, "[a]fter one or more simple events have been defined, the user

can define a complex event via the dialog box illustrated in Fig. 7." Brill at col. 10, lines 59-61.

See also id. at col. l, lines 43-48 ("a user interface . .. enables someone to define a complex

event by constructing a list of sub-events"). The dialog box illustrated in Fig. 7 presents two

lists: (i) a list on the left including "all of the event types that have been defined thus far," which

"generally include both user defined events and system primitive events," and (ii) a list on the

right including "the sub-events of the complex event being defined." Id. at col. 10, line 64-col.

I l, line 2. T\e dialog box illustrated in Fig. 7 also presents "an option menu via which the user

indicates how the sub-events are to be combined" (e.g., ordered, all, or any\. Id. at col. I l, lines

l1-2r.

103. After each simple event is defined, the system of Brill begins to detecUrecognize

the defined simple events by analyzing a motion Saph, as illustrated in Fig. 2, and after each

complex event is defined, the system of Brill begins to detect/recognize the defined complex

events by tabulating which of its sub-events have been detected as each such sub-event is

detected. Brill at Figs. 2 & 3; col. 3, line 50-col. 4, line 26; col.4, line 6l-col. 5, line 28 ("Once

the user has defined the complex events ... , the event detection system must recognize these

evsnts as they occur in the monitored area."); col. 1 l, lines 27-29 ("Once a simple or complex

event has been defined, the systern immediately begins recognition of the new events in real
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time."). Accordingly, the simple events detected by the system of Brill depend on which simple

and complex events a user defines for identification.

104. Before the GUI in Fig. 6 of Brill is activated for the very first time by pressing the

OK button, Brill performs no detection at all. Jee Brill at Fig. 6. Brill does not detect any events

by default. See id. However, Brill has a pre-defined list of 13 events from which the user can

manually task the system to detect (possibly with reference to time and location). ,See td. lf a

user wants the Brill system to detect a simple or complex event E, then the user must, in

advance, task the systern using the GUI in Fig. 6 to detect all of the events B on which the event

E logically depends. See id. Thus, the choice of which events B to detect is directly dependent

on which event E the user desires to detect (i.e., the user manually activates detection of the

events B based on what is necessary to detect E). In fact, the choice of "attributes" (1.e., simple

or cnmplex sub-events) in Brill is about as dependent on determined events (i.e., simple or

complex events) as you can get.

105. Fig. 3 of Brill illustrates a particular process 300 for identifuing complex events.

Id. at col.4, lines 6l-62. The process 300 begins by recognizin{detecting the previously

defined simple events that make up the defined complex events. See id. at Fig. 3 ("input new

image" step 301 and "detect simple event?" step 302) & col. 4, line 65-col. 5,line l. In essence,

a user of the systern of Brill defines simple events (e.g.,by multiple uses of the dialog box shown

in Fig. 6), id. at col. 10, lines 39-58, and the system of Brill bookmarks each defined simple

event in a motion gaph as it processes the video. Id. at col.3, line 4l-col. 4, line 26 ("to

recognize events, the system analyzes the motion graph"); Fig. 2 (showing bookmarked

"ENTRANCE," "EXIT," "DEPOSIT," and "REMOVAL" events in a motion graph). The

example of the motion graph shown in Fig. 2 of Brill with bookmarked simple events is similar

to the motion gaph with bookmarked events shown in Fig. l6 of Courtney. Compare Brill at

Fig. 2 wilr Courtney at Fig. l6 (reproduced in !f 31, above).

106. As user-defined simple events are detected, a newly detected simple event that

matches a sub-event of a defined complex event is recorded as such. Brill at Fig. 3; col. 5, lines

2-19 (recognition of sub-events in ordered complex events); col. 5, line 57-col. 6,line 7

(recognition of sub-events in unordered complex events). When all (or any depending on the

complex event definition) sub-events of a user-defined complex event are recognized, the
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complex event is recognized/identified. Id. at Fig. 3; col. 5, lines 2-19 (recognition of ordered

complex events); col. 5, line 57-col. 6, line 7 (recognition of unordered complex events). After

recognizing/identiffing a complex event, the process 300 determines whether the

recognized/identified complex event matches any sub-events of other user-defined complex

events. Id. atFig.3, col.5, lines 22-26.

107. In Brill, the user-defined complex events dictate simple events that the user must

also define (either before or after the complex event is defined). Brill at col. l, lines 43-52; col.

4, lines 51-60; col. 10, lines 39-41 ("The user can select which events are to form the complex

event via the dialog box interface illusfiated in FIG. 6."). Brill discloses that simple events may

need to be defined for the sole purpose of allowing complex events to be defined. Id. at col. 10,

lines 52-54 ("If the event is only being defined in order to be used as a sub-event in a complex

event, the user might not check any action box."), Further, a potential simple event (f.e., those

possible simple events within the recognized vocabulary of the system of Brill and displayed for

selection in the simple event definition dialog box shown in Fig. 6) is detected, as illustrated in

Fig.2, if and only if the potential simple event is defined by a user, as illustrated in Fig. 6. See

id. at Figs. 2 & 6; col. 3, lines 4l-49 ("the systern recognizes [a] vocabulary of events"); col. 4,

lines 62-65 ("Once the user has defined the complex events ... , the event detection system must

recognize these events as they occur in the monitored area."); col. I l, lines2T'29 ("Once a

simple or complex event has been defined, the systsm immediatelybegins recognition of the new

events in real time."). ln other words, no simple events are detected unless and until a user

defines them using a dialog box, as illushated in Fig. 6. See id. Also, each user'defined simple

event identified by the system of Brill is one of the simple events detected by the system of Brill.

Therefore, the detected simple events of Brill are not independent of the user-defined simple and

complex events identified by the system of Brill.

108. Accordingly, neither the identification of "simple events" nor the identification of

"complex events" taught by Brill corresponds to the recited independence-based elements of the

claims of the '912 patent, and the independence-based claim elements are neither disclosed nor

suggested by Brill.

109. Furthermore, the complex events of Brill are identified by applytng the user

definitions to detected events that refer to objects engaged in activities. .lee Brill at col. 3, line
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41-col. 4, line 27. Brill does not teach the detection of events based solely on a plurality of non-

event attributes, as taught in the '912 patent. Brill can only detect events by examining at least

one detected event, not just simple attributes that aren't events thernselves.

110, As both Courtney and Brill do not disclose and would not have suggested the

independence-based elements of the claims of the'912 patent, combining Courtney and Brill, to

the extent there is some reason to combine them, would not address the deficiencies of either

reference.

2. Separate Attribute Determination and Event Determination
Processors

1 I l. For the reasons set forth in paragraphs 83-87 above, Courtney neither discloses

nor would have suggested the separate attribute determination and event determination

processors required claims l-4. Like Courtney, Brill also does not disclose and would not have

suggested the separate attribute determination and event determination processors of claims l-4

of the'912 patent. See Brill throughout.

ll2. Brill discloses an image processing section 27 havinga single processor 33 and a

computer workstation 13 having a processor 17. See Brill at Fig. I (reproduced below) and col.

2, line 63-col. 3,hne24. However, Brill does not disclose that the processor 17 of the computer

workstation l3 (as opposed to the processor 33 of the image processing section 27) performs

event determination.

I13. Brill discloses that the "image processing section 27 analyzes the motion graph by

tracking movernent or non-movement of each identified change region through a succession of

the frames of images from the video camera." Id. at cnl.3, lines 50-53. Brill also discloses a

computer workstation l3 having a processor 17. Brill discloses that a user may define complex

events via one or more dialog boxes. Brill at Figs. 6-7 & col. 10, line 36-col. I l, line 30. Even

l0

I
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if the user uses the processor 17 to define the complex events, Brill does not disclose and would

not have suggested using the processor l7 as opposed to the processor 33 of the image

processing section 27 to recognize the defined complex events. Thus, Brill does not disclose and

would not have suggested that the processor 33 of the image processing section 27 andthe

processor l7 of the computer workstation l3 are separate first and second processors that

determine attributes and determine events, respectively.

I14. As both Courtney and Brill do not disclose and would not have suggested the

separate attribute determination and event determination processors of claims I -4 of the '9 I 2

patent, combining Courtney and Brill, to the extent there is some reason to combine them, would

not address the deficiencies ofeither reference.

C. Rejection based on Olson and Brill

1. Independence-Based Elements

115. The independence-based elements of the claims of the '912 patent are listed above

in paragraph 31 , For the reasons set forth in paragraphs 88-93 above, Olson neither discloses nor

would have suggested the independence-based elements required by all of the rejected claims.

For the reasons set forth above in paragraphs 100-l10, Brill also does not disclose and would not

have suggested the independence-based claim elements of the '9l2patent. As both Olson and

Brill do not disclose and would not have suggested the independence-based elements of the

claims of the '912 patent, combining Olson and Brill, to the extent there is some reason to

combine them, would not address the deficiencies of either reference.

2. Separate Attribute Determination and Event Determination
Processors

I16. For the reasons set forth in paragraphsg4-97 above, Olson neither discloses nor

would have suggested the separate attribute determination and event determination processors

required claims l-4. For the reasons set forth above in paragraphs I l2-l13, Brill also does not

disclose and would not have suggested the separate attribute determination and event

determination processors of claims l -4 of the '912 patent As both Olson and Brill do not

disclose and would not have suggested the separate attribute determination and event

determination processors of claims l-4 of the '912 patent, combining Olson and Brill, to the

extent there is some reason to combine thern, would not address the deficiencies of either

reference.

AVIGILON EX. 2004 
IPR2019-00311 
Page 41 of 186



Declaration of Kenneth A.Zeger
Control No. 90/012,878

Page 42

C. Rejection based on Courtney and Day

l. Independence-Based Elements

ll7. The Office proposed a combination of Courtney and Day in which the video

analysis and event detection system of Courtney is modified based on the conceptual modeling

and heterogeneous query system of Day to allegedly "allow[] users maximum flexibility in

processing heterogeneous queries as well as efficient online query processing against a graphical

abstraction of data without performing computations on acfual raw video data." Office Action at

p. 13. Even with the proposed modification, Courtney would not have suggested the

independence-based elements required by the claims of the '912 patent because Courfrtey, as

modified, would still index pre-defined events, and the online query processing would query for

indexed events. See lffl 68-82.

I 18. Moreover, the entire premise behind Courtney's functionality is that of tracking

and indexing events from a predefined list and then searching the indexed database for events

that have already been indexed. Jee Courtney at Fig. l6 & col 12, line 4l-col. 13, line 19. Day

discloses a fundamentally different approach where Boolean functions of attributes are used to

process queries in order to determine if events occuned. Day at p.407. The systans disclosed

in Courtney and Day would not fit together operationally, or, at the very least, not without

extensive experimentation and probably a lot of luck, as I do not see a straightforward way to

blend the features of each system in a functional way. I have not seen any suggestion to combine

them and I don't believe a person of ordinary skill in the art would think it logical or

advantageous to combine them since they work so differently. In fact, using the propositional

logic approach of Day would not fit with the Courtney model of searching for already

determined events, and using the Courtney approach of retrieving previously indexed events

would not fit with the query method of Day. Each systern would effectively "break" the other.

2. Separate Attribute Determination and Event Determination
Processors

I19. For the reasons set forth in paragraphs 83-87 above, Courtney neither discloses

nor would have suggested the separate attribute determination and event determination

processors required claims I -4. Day's disclosure is from an abstract point of view, giving a

mathernatical description of possible queries, rather than a detailed engineering recipe for how to

implement it. Accordingly, Day is silent regarding the structure used to implernent the systern of
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Day. Thus, like Courtney, Day also does not disclose and would not have suggested the separate

attribute determination and event determination processors required by claims l-4. As both

Courtney and Day do not disclose and would not have suggested the separate attribute

determination and event determination processors of claims l-4 of the '912 patent, combining

Olson and Brill, to the extent there is some reason to combine them, would not address the

deficiencies of either reference.

3. Event Determination by Analyzing Only the Received Attributes

120. Dependent claims 3, 8, and l1 each require determining the event by analyzing

"only" the received attributes. Claim 3 ("the second processor deterrnines the first event by

analyzing only the attributes transferred by the communications link"); claim 8 ("the processor is

operable to determine an event by analyzing only attributes of the received strearn of attributes");

claim 11 ("the analysis performed to detect an event determines an event by analyzing only

attributes received in the strsam of detected athibutes").

l2l. The proposed combination of Courtney and Day does not disclose and would not

have suggested determining an event by analping "only'' the received attributes. ln particular,

the Office proposed modifuing the system of Courtney "with the described features of the

conceptual modeling and heterogeneous quer)'system of Day." Office Action at pp. l3'14. The

conceptual modeling and heterogeneous query systern of Day does not disclose and would not

have suggested an analysis of "only" the received attributes. To the contrary, the queries of Day

do not analyze the attributes stored in the VSDG alone but additionally analyze the object-

oriented abstractions. ,See Day at p. 405, $ 3.1 ("For video data, auser can use combination [sic]

of various abstractions to construct his/her view of the video data. The important feature of this

hierarchy, and in general for any object-oriented abstractions [sic], is that each terminal node is

either a CTO [Conceptual Temporal Object, a CSO [Conceptual Spatial Object], or a PO

[Physical Object]. Any complex video query is expressed as a function of these terminal nodes

and processing of such query requires execution of some CTO and CSO over specified PO's.")

& p.407, $ 3.2.3 ("all these queries generally require processing of various combination [sic] of

object hierarchy (shown in Figure 5)"). In other words, Day is making decisions based on user

inputted information that is the detected attributes in the VSDG. Day at p. 405, $ 3.1 ("a user

can use combination [sicJ of various abstractions to conshruct hisArer view of the video data"); p.
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405, $ 3.1 ("Figure 5 describes an object hierarchy of viedknowledge which a user would like

to construct."). Thus, the proposed combination of Courtney with Day does not disclose and

would not have suggested the analysis of "only" the received attributes required by dependent

claims 3, 8, and I l.

4. Gaps in the Disclosure of Day

I22. Day contains several gaps in its disclosure that leave a person skilled in the art

unable to accomplish some of the assertions. For example, Day includes a discussion of

(apparently automatic) detection of very complicated events such as Michael Jordan slam

dunking and passing in professional basketball, and also the identification of what team position

such a basketball player may be assigned (e.g. forward, guard, or center), and whether a player is

in the professional NBA or college NCAA leagues. Day at p. 405, $ 3.1, Day does not include

any disclosure that would enable one of ordinary skill in the art to accomplish such feats, which,

at the time of publication of Day in 1995, were technically impossible and, in fact, nothing more

than wishful thinking. Even today it remains an unsolved task in general. Thus, Day is

discussing a possible future technology that did not and still does not exist. The skilled reader of

Day has no way to correctly understand Section 3.1 in light of this gap in reality. In reading

Day, a skilled person would therefore have to make numerous guesses and assumptions as to

how it could be implernented but could not be sure they are guessing correctly as to the true

intent or actual disclosure in Day-I. Similarly, in Section 3.2.3 of Day, the slam dunk example of

Section 3.1 is again used to supposedly illustrate the expression of queries in terms of predicate

logic. The predicate logic equations glven in Section 3.2.3 are sound from a Boolean logical

point of view, but they are premised on false assumptions. Namely, they assume the basic

Boolean input variables are algorithmically feasible to determine. For example, determining

whether h_l or h_2 is a hand, whether x is a basketball, whether y is a basket rim, whether z is a

basket net, etc. are all monumentally difficult tasks that are not explained in Day * namely,

because that technological capability did not exist in 1995. A skilled person would not know

how to perform such queries. This would and, in my opinion, does render Section 3.2.3

confusing and not sound to a skilled person reading Day.
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Rejection based on Olson and Day

l. Independence-Based Elements

123. The Office proposed a combination of Olson and Day in which the video analysis

and event detection system of Olson is modified based on the conceptual modeling and

heterogeneous query systern of Day to allegedly allow users maximum flexibility in processing

heterogeneous queries as well as efficient online query processing against a graphical abshaction

of data without performing computations on actual raw video data.. Office Action at p. 13.

Even with the proposed modification, Olson would not have suggested the independence-based

elements required by the claims of the '912 patent because Olson, as modified, would still index

pre-defined events, and the process online query processing would query for indexed events. ,See

fl!| 88-93 above.

124. Moreover, the entire premise behind Olson's functionality is that of searching

through events that have already been determined to see whether the already determined events

satisff user defined criteria with respect to object type, location, and/or time. .9ee Olson at p.

166. Day discloses a fundamentally different approach where Boolean functions of attributes are

used to process queries in order to determine if events occurred. Day at p. 407. The systerns

disclosed in Olson and Day would not fit together operationally, or, at the very least, not without

extensive experimentation and probably a lot of luck, as I do not see a straightforward way to

blend the features of each system in a functional way. I have not seen any suggestion to combine

them and I don't believe a person of ordinary skill in the art would think it logical or

advantageous to combine them since they work so differently. ln fact, using the propositional

logic approach of Day would not fit with the Olson model or searching for already determined

events, and using the Olson approach of retrieving previously determined events would not fit

with the qucry method of Day. Each system would effectively "break" the other.

2. Separate Attribute Determination and Event Determination
Processors

125. For the reasons set forth in paragaphs 94-97 above, Olson neither discloses nor

would have suggested the separate attribute determination and event determination processors

required claims l-4. Day's disclosure is from an abstract point of view, giving a mathernatical

description of possible queries, rather than a detailed engineering recipe for how to implement it.

Accordingly, Day is silent regarding the structure used to implement the system of Day. Thus,

D.
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like Olson, Day also does not disclose and would not have suggested the separate attribute

determination and event determination processors required by claims l-4. As both Olson and

Day do not disclose and would not have suggested the separate attribute determination and event

determination processors of claims 1-4 of the '912 patent, combining Olson and Day, to the

extent there is some reason to combine than. would not address the deficiencies of either

reference.

3. Event Determination by Analyzing Only the Received Attributes

126. Dependent claims 3, 8, and I I each require determining the event by analyzing

"only''the received attributes. The proposed combination of Olson and Day does not disclose

and would not have suggested determining an event by analyzing "only''the received attributes.

In particular, the Office proposed modifying the system of Olson "with the described features of

the conceptual modeling and heterogeneous query system of Day." Office Action at pp. 13-14.

For the reasons explained above in paragraph l2l, the conceptual modeling and heterogeneous

query systan of Day does not disclose and would not have suggested an analysis of "only''the

received attributes. Thus, the proposed combination of Olson with Day does not disclose and

would not have suggested the analysis of "only" the received atFibutes required by dependent

claims 3, 8, and I l.

4, Gaps in the Disclosure of Day

127. As explained in paragraph 122 above, Day contains several gaps in its disclosure

that leave a person skilled in the art unsure about how to accomplish some of the assertions.

IX. New Claims

A. New Claims 23-25

128. New claims23-25 explicitly require "filtering." Filtering in the context of the

'912 patent is a particular technique for examining streamed video attributes to determine if
certain rules (i.e., event discriminators) have been satisfied'. See'707 application at !f 32. As a

data processing technique, filtering has the capability of processing unlimited/unbounded/infinite

data streams. ,See Exhibit 24, Microsoft Computer Dictionary- 4th ed. at p. 185 (filtering can be

applied to"standard ordesignated,input" (emphasis added)); Exhibit ZS,IEEE 100: The

Authoritative Dictionary of IEEE Standard Terms - 7th ed. at p. 435 (filtering can be applied to
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"standard input or a list of input files" (emphasis added)).s However, in practice, filtering may

optionallybe used without algorithmic modification on finite data streams. Other, non-filtering

search techniques for finite data sets, however, generally do not have the capability of working

on infinite streams without algorithmic modification. One of the basic ideas taught in the '912

patent is that a video surveillance c.lmera may be turned on, and left on indefinitely as a monitor,

and the resulting stream of primitive data searched without end for information implying event

occurences. .See '707 application at tf 65 ("The automatic video surveillance system of the

invention is for monitoring a location for, for example, market research or security purposes.") &

fl 76 ("examples of the video surveillance system of the invention applied to monitoring a

gocery store").

I29. The specification of the '912 patent discloses applicability to real time systems.

'707 application at fl 33 ("An object of the invention is to produce a real time alarnbased on an

automatic detection of an event from video surveillance data." (ernphasis added));!f65 ("The

systern is capable of analyzing video data from /ive sources or from recorded media." (emphasis

added));tl 104 ("The video surveillance system of the invention operates automatically, detects

and archives video primitives of objects in the scene, and detects event occurrences in real time

using event discriminators. In addition, action is taken in real time, as appropriate, such as

activating alarms, generating reports, and generating output."). One of ordinary skill in the art

would understand the recited "filtering" to be applicable to an infinite/unlimited data input, such

as a real time data stream, so that the user rule could be used in a real time systan.

130. Day fails to disclose and would not have suggested the filtering required by new

claims 23-25. In contrast to the filtering required by the claims, Day does not filter video

primitives and instead performs queries. See, e.g., Day at p.402, $ I ("The proposed VSDG can

be generated off-line and subsequently can be used to process user's queries on-line." (emphasis

added)); p. 403, $ 2.1 ("For example, occurrence of a slam-dunk in a sport video clip can be an

episode in a user's specified query. The processing of this query requires evaluation of both

spatial and tanporal aspects of various objects." (emphasis added)); p.404, $ 3 ("Therefore, the

5 "standard input" is technical jargon dating back at least to 1973 in the Bell Laboratories Unix operating system

and refers to an unlimited input data stream accessible to computer languages such as C for processing data. This
would be cornmon knowledge for a person skilled in the art of the '912 patent at the time of its invention. I
personally began using infinite standard input data streams for filtering in the early 1980's when I programmed
computers in the language C durirng my studies at MIT and during summer jobs at IIP l-aboratories.
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system processes users' queries with the assistance of the object-oriented views." (emphasis

added)); p. 408, $ 4 ("Using propositional logic ... , a user can specify queries and hence can

retrieve corresponding video clips without ever reprocessing raw video data." (emphasis added)).

13l . A person of ordinary skill in the art would understand that "filtering" and

"querying" have different meanings and functions. Unlike filtering, querying is not normally

capable of being applied to infinite/unlimited data input, such as a real-time data stream, and can

only be applied to finite/limited amounts of data input. See ExhibitZ4,Miuosoft Computer

Dictionary - 4th ed. at p. 1 8 5 (fi ltering can be applied to " standard or designat ed input"

(emphasis added)) & p. 368 (querying "extract[s] data from a database" (emphasis added));

Exhibit Z1,LEEE 100: The Authoritative Dictionary of IEEE Standard Terms - 7th ed. at p. 435

(filtering can be applied to "standard input or a list of input files" (einphasis added)). The

system of Day is only capable of querying a directed gaph, which is a finite/limited data set

created from processing finite video clips. Day atp.402, $ 2 (disclosing a directed graph that is

a finite/limited data set); p. 401, Abshact ("The proposed model segments a video clip into sub-

segments consisting of objects."); p. 402, $ I ("[f]or each input video clip"); p. 403, $ 2.2

("VSDG representation of a clip").

I32. Day repeatedly and unambiguously discusses processing video "clips," which are

finite length portions of a video sequence. For example, Day discloses that " both the spatial and

temporal specifications of a clip can be represented as a directed gaph, as shown in Figure 2,

that consists of n video segments, labeled 111,V2,..., Vn." Day at p. 403, E 2.2. The Day

directed gaph must first be constructed from a finite length video clip and then the graph can be

queried to search for an event. ,Id. Thus, Day does not teach/ltering of a stream but rather

querying afinite database. This is an important distinction relative to the invention claimed in

the '912 patent. As noted earlier, the filtering taught in the '912 patent and required by new

claims 23-25 can be performed on finite lenglh video segments as well as infinite length ones,

without alteration of the basic technique. The query processing taught in Day cannot operate on

infinite length video streams. However, the facts that the database queries in Day operate on

finite length video clips and that filtering can also operate on finite length streams do not imply

that Day is teaching filtering. That would be a false logical conclusion.
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133. In the proposed combinations of Courtney in view of Day and Olson in view of

Day, the primary reference is modified based on the conceptual modeling and heterogeneous

query system of Day to allegedly allow users maximum flexibility in processing heterogeneous

queries as well as efficient online query processing against a graphical abstraction of data

without performing computations on actual raw video data. Courtney and Olson, if modified in

the proposed manner, would include the querying of Day and, thus, would not include the

"filtering" required by new claims 23-25.

134. Courtney makes reference to filtering, but Courtney does not use "filtering" in the

sense of the filtering described and claimed in the '912 qatent (i.e., filtering a potentially

unlimited length sequence of video data). Courtney discloses that "the user interface searches

through the video meta-information for objects with timestamps between 8 am and 9 am, then

filters this set for objects within the specified region that are marked with 'removal' event tags."

Courtney at col. 5, lines l4-18. The notion of filtering here is simply a finite length version

being used to perform a query of a fixed-length set. That is, Courtney discloses a finite filter that

provides an implementation for a query, and Courtney does not disclose the filtering of a stream

required by claims 23-25.

B. New Claims 26-30

135. New claims 26-30 require that the identified event be "the first and second objects

coming together." Courtney, Olson, and Brill do not disclose and would not have suggested

determining a coming together event. The closest of the events indexed in Courtney, Olson, and

Brill is a removal event. Courtney at Fig. 16 ("Removal") & col. 10, lines 44-61 (listing

"Deposit-An inanimate object is removed from the scene" as one of "[e]ight events of interest ...

defined to designate various motion events in a video sequence"); Olson at Fig. 2 ("REMOVE"),

p. 164, $ 3.3 (""If a moving track intersects a stationary track, and then continues to move, but

the stationary track ends at the intersection, this corresponds to a REMOVE event. The remove

event can be generated as soon as the remover disoccludes the location of the stationary object

which was removed, and the systern can determine that the stationary object is no longer at that

location."); Brill at Fig.2 ("Removal"), Fig. 6 ("remove"), Fig. 7 ("remove"), & ("If a moving

object merges with a stationary object, and then continues to move while the stationary object

disappears, as at 58, it is designated a REMOVE event. This would conespond to a situation
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where a person walks to a notebook resting on a table, and then picks up the notebook and walks

away."). However, one of ordinary skill in the art would understand that a removal event is not

the same as a coming together event. Therefore, the cited references do not disclose and would

not have suggested determining a coming together event. Furthermore, even if removal event

could be interpreted as corresponding to the recited coming together event, the removal event of

Courtney, Olson, and Brill, which is an indexed event, cannot be both one of the "detected

attributes" as claimed and the identified "event" as claimed because the claims require that the

identified event not be one of the detected attributes. See, e.g., claim 26 ("a first event that is not

one of the determined attributes"). Thus, Courtney, Olson, and Brill do not disclose and would

not have suggested this feature.

C. New Claims 3l-33

136. New claims 3 1-33 explicitly require "filtering" and require that the determined

event be "the first and second objects coming together." For the reasons explained in paragraph

135 above, Courtney, Olson, and Brill index removal events in which two objects come together,

and the removal event indexed in Courtney, Olson, and Brill cannot be both one of the "detected

attributes" as claimed and the identified "event" as claimed. In addition, for the reasons set forth

above in paragraphs 130-132, Day does not disclose and would not have suggested the filtering

required by the claims.

D. New Claims 34-38

137. New claims 34-38 require that "none of the determined attributes refers to the

object engaged in an activity." Thus, claims 34-38 require that none of the determined attributes

analped to determine the event refers to the object engaged in an activity. Moreover, due to the

explicit definition of an "event" as "refer[ring] to one or more objects engaged in an activity''

('707 application at J[48), claims 34-36 require that the recited "event" and not the determined

attributes themselves "refer[] to the object engaged in an activity."

138. The '912 patent specification requires (by its own definition) an event to be an

object engaged in an activity ('707 application at 1148), whereas an attribute (aka primitive) may

be either an event or non-event characteristic of an object. '707 application at 1[fl 80-91. The

patent discloses the identification of events from solely attributes that are non-event

characteristics of an object (i.e., non-event attributes). For example, the '912 patent discloses, as
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an example, that "an event discriminator can be looking for a 'wrong way' event as defined by a

person traveling the 'wrong way' into an area between 9:00 a.m. and 5:00 p.m. The event

discriminator checks all video primitives being generated according to FIG. 5 and determines if
any video primitives exist which have the following properties: a timestamp between 9:00 a.m.

and 5:00 p.il., & classification of 'person' or 'group of people', a position inside the area, and a

'wrong' direction of motion." '707 application at !f I 18. The attributes used to determine if the

wrong way event occurred are times, object types, positions, and directions, and all of these

attributes are non-event attributes. ln other words, none of these attributes used to determine if
the wrong way event occurred refers to an object engaged in activities. Another example in the

specification of the 'gl2patent of an event identified from solely non-event attributes is the

"object crosses a line" even, which is disclosed as an example of an event discriminator for an

object and a spatial attribute." '707 application at 1[ 100. A skilled person would understand

from reading the specification of the '912 patent that detecting an object crossing a line would be

accomplished by detecting purely non-event attributes based on time and location, namely where

the object is located as a function of time and where the line is located.

139. None of the event-indexing references (i.e., Courtney, Olson, and Brill) discloses

or would have suggested this feature. To the contrary, in each of the event-indexing references,

alleged attributes refer to an object engaged in an activity. Courtney at col. 10, lines 50'61

(indexed "Deposit" and "Rflnoval" events); Olson at Fig. 2 &p.163, $ 3.2 (indexed "deposit"

and'temoval" events), Brill at col. 3, lines 4l-45 (indexed "DEPOSIT" and "REMOVAL''

events).

E. New Claims 39-41

140. New claims 39-41 require "filtering" and that'hone of the determined attributes

refers to the object engaged in an activity." For the reasons explained in paragraphs 138 and 139

above, none of the event-indexing references (f.e., Courtney, Olson, and Brill) discloses or would

have suggested this feature because, in Courtney, Olson, and Brill, the determined and indexed

events (1,e., the alleged attributes) all refer to an object engaged in an activity. In addition, for

the reasons set forth above in paragraphs 130-132, Day does not disclose and would not have

suggested the filtering required by the claims.
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F. New Claims 42,44

l4f . Newdependentclaims 4244rcquireattributefiltering.todetermine iitheevent

occurred. For the reasons set forth above in paragraphs 130-132, Day does not disclose and

would not have suggested the attributb filtering required by the claims.

XI. Conclusion

142. I hereby declare that all statements made herein of my own knowledge are true

and that all.statements made on information and belief are believed to be true; And further that

these statements are made wirh the knowledge that willful faise statements and the like so made

are punishable by fine or imprisonm€nt, or both, under Section l00l of Title l8 of the United

States Code and that such willful false stateinents may jeopiidize the validity of the '912 patent'

Dare; io' 21-(3

Dr. Kenneth A.7*ger
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Kenneth A. Zeger

- Professor and consultant -

Personal Data

Email: zeger@ucsd.edu

Web: http:l/KenZeger.com (university)

http:/ZundallC.com (company)

Citizenship: USA

Academic Degrees

Ph.D (ECE): University of California, Santa Barbara (1990)

M.A. (Mathematics): University of California, Santa Barbara (1989)

S.M. (EECS): Massachusetts Institute of Technology (1984)

S.B. (EECS): Massachusetts Institute of Technology (1984)

Faculty Positions

University of California, San Diego - Professor of Electrical Engineering ( 1998-present)

- Associate Professor of Electrical Engineering ( I 996- I 998)

University of Illinois, Urbana-Champaign - Associate Professor of Elecuical EngineerinS (1995-1996)

- Assistant Professor of Electrical Engineerin g Q992- 1995)

Univenity of Hawaii - Assistant Professor of Electricat Engineering ( 1990- 1992)

Honors and Awards

r IEEE Fellow (2000)

r NSF Presidential Young Investigator Award (1991)

r United States Mathematical Olympiad (1980)

Page I of20 CV ofK. Zeger

AVIGILON EX. 2004 
IPR2019-00311 
Page 54 of 186



August 15,2013

Consulting Experience

Clients:

o Answers, Inc.

o Automatic Data Processing Co.

o Hewlett-Packard Laboratories

o Institute for Defense Analyses

o Mathematics Consulting, Inc.
r MITRE Co.

o Nokia Telecommunications Inc.
r Prominent Communications Inc. (Chair of Technical Advisory Board)

o ViaSat Inc.
o Xerox Co. Palo Alto Research Center

o 7*,ger-Abrams Inc.
r Zunda LLC (President)

e Expert Witness in numerous patent infringement and trade secret litigations.

Topics:

o Image, fax, video, vision, television coding.

o Speech coding and recognition, audio coding, telephony.

o Electronic hardware devices: cell phones, printers, cameras, TV, computers, dongles, etc.

r Protocols, networks, Internet, security, GPS.

r Digital and wireless communications.

r Enor conecting codes.

r Communication protocols.

o Software: C, C++, C#, BASIC, Lisp, Fortran, Cobol, Algol, Pascal, Assembler, TMS320, Java,

DSP, Verilog, HTML, JavaScript, Perl, Visual Basic, VHDL.
o Department of Defense topics.

Page2 of2O CV of K. Zeger

AVIGILON EX. 2004 
IPR2019-00311 
Page 55 of 186



August 15, 2013

Professional Activities
o Board of Governors of IEEE Information Theory Society (1998-2000, 2005-2007, and 2008-

2010)

r Associate Editor At-Large of IEEE Transactions on Information Theory (1995-1998).

r Steering Committee member of Foufth Workshop on Network Coding, Theory, and Applications

(2007).

r Co-oqganizer of: Third Workshop on Network Coding, Theory, and Applications, San Diego

(2007).

o Co-organizer of NSF Workshop on Joint Source-Channel Coding, San Diego, Calif. (1999)

o Co-organizer of IEEE Information Theory Workshop, San Diego, Calif. (1998)

r Co-organizer of Allerton Conference on Communication, Control, and Computing (1995)

r Co-organizer of IEEE Communication Theory Workshop, Ojai, Calif. (1990)

o International Advisory Committee of International Symposium on Spread Specuum Techniques

and Applications (ISSTA) (Taichung, Taiwan 2010)

r Program Committee member of Workshop on Network Coding (NetCod) (Beijing, China, 201l)

r Program Committee member of Workshop on Network Coding (NetCod) (Lausanne, Switzer-

land,2009)
o Program Committee member of Workshop on Network Coding (NetCod) (Hong Kong, 2008)

r Program Committee member of Workshop on Network Coding (NetCod) @oston, 2006)

e Program Committee member of Int. Symp. on Infor. Theory 0SIT) (Toronto, Canada 2008)

e Program Committee member of Int. Symp. on Infor. Theory 0SIT) (Adelaide, Australia 2005)

o Program Coinmittee member of Int. Conf. on Image Processing (ICIP) (Atlanta, Georgia,

September 2006).

o Program Comminee member of Int. Conf. on Image Processing (ICIP) (Genova, Italy, 2005)

o Program Committee member of Int. Conf. on Image Processing (ICIP) (Singapore 2004)

o Program Committee member of Int. Conf. on Image Processing (ICP) (Barcelona, Spain, 2003)

r Program Committee member of Int. Symp. on Infor. Theory and its Applic. (Melboume,

Australia 2014)
r Program Committee member of Int. Symp. on Infor. Theory and its Applic. (Honolulu, Hawaii

2012)
r Program Committee member of lnt. Symp. on Infor. Theory and is Applic. (Taichung, Taiwan

2010)

e Program Committee member of Int. Symp. on Infor. Theory and its Applic. (Auckland, New

7*aland 2008)

o Program Committee member of Int. Symp. on Infor. Theory and its Applic. (Soeul, Korea 2006)

o ProgramCommitteememberof Int. Symp.onInfor, TheoryanditsApplic. (Xian,China,2002)

r Program Committee member of Int. Symp. on lnfor. Theory and its Applic. (Hawaii, 2000)

r Program Cornminee member of Data Compression Conf. (Salt Lake City, Utah, 1996'2007)

o Plenary speaker at NottinghamTrent Univ, Workshop on Prob., Theory, & Appl. @ngland, 1998)

o Plenary speaker ar m,EE Communication Theory Workshop (Destin, Florida, 1996)

j mnn Communication Theory Technical Committee
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r IEEE Signal Processing and Communications Electronics Technical Committee

e Started U.S.-Hungary Research Exchange Program

r MIT Educational Council (1985-presenQ
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Research Interests

Source/Channel Coding,Image/Speech Compression, Networking, Statistical Learning and Pat-

tern Matching, Information Theory, Graph and Complexity Theory, Combinatorial Monoid &
Group Theory

Teaching Experience (g = grad, u = undergrad)

Calculus (u)

Probability (u)

Signals and Systems (u)

Circuits and Systems (u)

Information Theory G)
Source Coding (g)

Random Processes (g)
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Publications of Kenn eth Zeger

Journal Papers:

1. Kenneth 7*ger and Allen Gersho, "Zero-Redundancy Channel Coding in Vector Quantisation",
IEE Electronics Letters, vol. 23, no. 12, pp. 654-656, June 1987.

2. Kenneth 7*ger and Allen Gersho, 'A Stochastic Relaxation Algorithm for Improved Vector

Quantiser Design", IEE Electronics Letters, vol. 25, no. 14, pp. 896-898, July 1989.

3. Kenneth Zegerand Allen Gersho, "Pseudo-Gray Coding" , IEEE Transactions on Communica-

trons, vol. 38, no. 12,pp,2147-2158, December 1990.

4. Hai-Ning Liu, Celia Wrathall, and Kenneth ?.eger, "Efficient Solution of some Problems in a
Free Partially Commutative Monoid", Information and Computation,vol. 89, no. 2, pp. 180-198,

December 1990.

Kenneth Zqer, "Corrections to 'Gradient Algorithms for Designing Predictive Vector Quantiz-
ers' ", IEEE Transactions on Signal Processing, vol. 39, no, 3, pp,764-765, March 1991.

Kenneth Zeger, Jacques Vaisey, and Allen Gersho, "Globally Optimal Vector Quantizer De-

sign by Stochastic Relaxation", IEEE Transactions on Signal Processing, vol. 40, no. 2, pp.

310-322, February 1992.

Eyal Yair, Kenneth T,egerrand Allen Gersho, "Competitive Learning and Soft Competition for
Vector Quantizer Design", IEEE Tronsactions on Signal Processing, vol. 40, no. 2,pp. 294'349,

February 1992.

Kris Popat and Kenneth Zeger, "Robust Quantization of Memoryless Sources using Dispersive -

FIR Filters",LEEE Transactions on Communications,vol. 40, no. I l, pp. 1670-1674, November

1992.

9. Kenneth Zeger and Miriam R. Kantorovitz, 'Average Number of Facets per Cell in Tree-

Structured Vector Quantizer Partitions", IEEE Transactions on Information Theory, vol. 39, no'

3, pp. 1053-1055, May 1993.

10. Tamris Linder, Christian Schlegel, and Kenneth T,qer, "Corrected Proof of de Buda's The-

or€m", IEEE Transactions on Information Theory, vol. 39, no. 5, pp. 1735-1737, September

l 993.

I L Kenneth Zeger, Anurag Bist, and Tamds Linder, "Universal Source Coding with Codebook

Transmission", IEEE Transactions on Communications, iol. 42, no. 2, pp. 336-346, February

1994.

12. Tamis Linder and Kenneth 7.qer,'Asymptotic Entropy Constrained Performance of Tes-

sellating and Universal Randomized Lattice Quantization", IEEE Transactions on Information

Theory, vol. 40, no.2, pp. 575-579, March 1994.

5.

7.

8.
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13. Tam6s Linder, Gibor Lugosi, and Kenneth Zeger, "Recent Trends in Lossy Source Coding",

Journal on Communications (Hungary), vol. XLV pp. 16-22, March 1994.

14. Kenneth 7*ger and Allen Gersho, "Number of Nearest Neighbors in a Euclidean Code", IEEE

Transactiow on Information Theory, vol. 40, no. 5, pp. lM7-1649, September 1994.

15. Kenneth Zeger and Vic Manzella, 'Asymptotic Bounds on Optimal Noisy Channel Quanti-
zation Via Random Coding", IEEE Transactions on Information Theory, vol. 40, no. 6, pp.

1926- 1938, November 1 994.

16. Tam6s Linder, Gibor Lugosi, and KennethZeger, "Rates of Convergence in the Source Cod-

ing Theorem, in Empirical Quantizer Design, and in Universal Lossy Source Coding", IEEE

Transactions on Information Theory, vol. 40, no. 6, pp. 1728-1740, November 1994.

17. Gibor Lugosi and Kenneth 7*ger, "Nonparametric Estimation via Empirical Risk Minimiza-
tion", IEEE Transactions on Information Theory, vol. 41, no. 3, pp. 677-687, May 1995.

18. Tamis Linder, Gibor Lugosi, and KennethZeger, "Fixed Rate Universal Lossy Source Cod-

ing and Rates of Convergence for Memoryless Sources", IEEE Tiansactions on Information The'

ory, vol.4l, no. 3, pp. 665-676, May 1995.

19. Gibor Lugosi and Kenneth Zeger, "Concept lrarning using Complexity Regularization", IEEE

Transactions on InformationTheory,vol. 42, no. 1, pp. 48-54, January 1996.

20. Tamis Linder and Kenneth Zeger, "On the Cost of Finite Block Length in Quantizing Un-

bounded Memoryless Sources", IEEE Transactions on Information Theory, vol, 42, no. 2, pp'

480-487,March 1996.

21. Tamris Linder, Gribor Lugosi, and Kenneth T*lger, "Empirical Quantizer Design in the Pres-

ence of Source Noise or Channel Noise", IEEE Transactions on Information Theory, vol. 43, no'

2, pp. 612-637, March 1997.

22. JonHamkins and KennethZqer,"Improved Bounds on Maximum Size Binary Radar Affays",

IEEE Transactions on Information Theory. vol. 43, no. 3, pp. 997-1000, May 1997.

23. P.Greg Sherwood and Kenneth Zeger,"Progressive Image Coding on Noisy Channels", IEEE

Signal Processing Letters, vol.4, no. 7, pp. 189-191, July 1997.

24. Bertrand Hochwald and Kenneth Z,eger, "Tradeoff Between Source and Channel Coding",

IEEE Transactions on Infurmarion Theory. vol. 43, no. 5, pp. l4l2J 24, September 1997.

25. Tam6s Linder, Vahid Tarokh, and KennethZeger, "Existence of Optimal Codes for Infinite

Source Alphabes", IEEE kansactions on Information Theory, vol. 43, no. 6, pp. 2A26-2O28,

November 1997.

26. Jon Hamkins and KennethT*ger, 'Asymptotically Dense Spherical Codes - Pan I: Wrapped

Spherical Codes", IEEE Transactions on Information Theory, vol. 43, no. 6, pp. 1774'1785,

November 1997.
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Jon Hamkins and Kenneth 7*ger, 'Asymptotically Dense Spherical Codes - PartII: Laminated

Spherical Codes", IEEE Transactions on Information Theory, vol. 43, no' 6, pp, 1786-1798,

November 1997.

Andnis M6hes and Kenneth 7xger, "Binary Lattice Vector Quantization with Linear Block

Codes and Affine Index Assignments", IEEE Transactions on Information Theory, vol. 44, no.

l, pp. 79-94, January 1998.

Pamela Cosman and Kenneth Zeger, "Memory Constrained Wavelet-Based Image Coding",

IEEE Signal Processing Letters, vol. 5, no. 9, pp.221-223, September 1998.

P. Greg Shenrood and Kenneth Zeger, "Error Protection for Progressive Image Transmission

Over Memoryless and Fading Channels", IEEE Transactions on Communicalions, vol. 46, no.

12,pp. 1555-1559, December 1998.

Tamis Linder, Ram Zamir, and Kenneth Zeger, "High-Resolution Source Coding for Non-

difference Distortion Measures: Multidimensional Companding", IEEE Transactions on Infur-

mation Theory, vol. 45, no.2, pp. 548-561, March 1999.

Andris M6hes and Kenneth 7*ger, "Randomly Chosen Index Assignments Are Asymptoti-

cally Bad for Uniform Sources", IEEE Transactions on Information Theory, vol. 45, no. 2, pp.

788-794,March 1999.

Vahid Tarokh, Alexander Vardy, and Kenneth Znger, "Universal Bound on the Performance

of Lattice Codes", IEEE Transactions on Information Theory, vol. 45, no. 2, pp. 670-681, March

t999.

34. Akiko Kato and Kenneth 7,eger, "On the Capacity of Tlvo-Dimensional Run Length Con-

strainedChannels", IEEETransactionsonlnformationTheory,vol.45,no' 4,pp. 1527-1540'

July 1999.

Andris Gyiirgy, Tamis Linder, and KennethZeger,"On the Rate-Distortion Function of Ran-

dom Vectors and Stationary Sources with Mixed Distributions",LEEE Transactions on Informa-

tion Theory. vol. 45, no. 6, pp.2ll0-2115, September 1999.

Ilisashi Ito, Akiko Kato, Zsigmond Nugy, and Kenneth 7*ger, "7-&ro Capacity Region of
Multidimensional Run Length Constraints " , The Electronic Journal of Combinalorics, vol. 6( I )'
no. R33, 1999.

Bafrizs Kegl, Adam Krzyi.ak, Tamis Linder, and Kenneth Zqer, "Learning and Design of

Principal Curves", IEEE Transactions on Pattern Matching and Machine Intelligence, vol. 22,

no. 3, pp. 28l-297, March 2000.

Zsigmond Nagy and Kenneth Zeger, "Capacity Bounds for the Three-dimensional (0, 1) Run

Length LimiteO Channel", IEEE Transactiins on Information Theory, vol. 46, no. 3, pp. 1030-

1033, May 2000.

28.

29.

30.

31.

32.

33.

35.

36.

37.

38.
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39. Pamela Cosman, John Rogers, P. Greg Sherwood, and Kenneth Txlger, "Combined Forward

Error Control and PacketizedZ*rotree Wavelet Encoding forTransmission of Images Over Vary-

ing Channels", IEEE Transactions on Image Processing, vol. 9, no. 6, pp. 982-993, June 2000.

40. Andris M6hes and Kenneth 7*ger, "Source and Channel Rate Allocation for Channel Codes

Satisfying the Gilbert-Varshamov or Tsfasman-Vl[dupZink Bounds", IEEE Transactions on In'

formation Theory, vol. 46, no. 6, pp.2133-2151, September 2000.

41. Erik Agrell, Alexander Vardy, and Kenneth Zeger, "Upper Bounds for Constant-Weight

Codes", IEEE Transactions on Information Theary, vol. 46, no. 7, pp. 2313-2395, Novem-

ber 2000.

42. Andrfus M6hes and Kenneth Zeger, "Performance of Quantizers on, Noisy Channels using

Structured Families of Codes", IEEE Tran.sactions on Information Theory, vol. 46, no. 7, pp.

2468-247 6, November 2000.

43. Akiko Kato and Kenneth T"eger, "Partial Characterization of the Positive Capacity Region of
Two-Dimensional Asymmetric Run Length Constrained Channels", IEEE Transactions on Infor'
mation Theory, vol. 46, no. 7, pp. 2666-2670, November 2000.

44. Tamis Linder, Ram Zamir, and Kenneth Zeger, "On Source Coding with Side Information

Dependent Distortion Measures", IEEE Transactions on Information Theory, vol. 46, no. 7, pp.

2697 -27 04, November 2000.

Marc Fossorier, Zixiang Xiong, and Kenneth 7*ge4 "Progressive Source Coding for a Power

Constrained Gaussian Channel", IEEE Transactions on Communications, vol. 49, no. 8, pp'

1301- I 306, August 2001.

Erik Agrell, Alexander Vardy, and Kenneth Zeger,'A Table of Upper Bounds for Binary

Codes", IEEE kawactions on Infurmation Theory, vol. 47, no. 7, pp. 3004-3006, November

2001.

Erik Agrell, Thomas Eriksson, Alexander Vardy, and KennethZqer, "Closest Point Search

in Lattices", IEEE Trqnsactions on Information Theory, vol. 48, no. 8, pp. 2201'2214, August

2002.

48. Jon Hamkins and Kenneth Zeger, "Gaussian Source Coding with Spherical Codes", IEEE
Transactions on Information Theory. vol. 48, no. I 1, pp.2980-2989, November2A02.

49. Tamis Frajka and Kenneth T,qer, "Residual Image Coding for Stereo Image Compression",

Optical Engineering, vol. 42, no. I , pp. I 82- l 89, January 2003.

Christopher Freiling, Douglas Jungreis, Frangois Th6berge, and Kenneth Z.eger, "Almost

all Complete Prefix Codes have a Self-Synchronizing String", IEEE Transactions on Informalion

Theory, vol. 49, no. 9, pp.2219-2225, September 2003.

Zsigmond Nagy and Kenneth Zeger, 'Asymptotic Capacity of Two-Dimensional Channels

with Checkerboard Constraints", IEEE Transactions on Information Theory, vol. 49, no. 9,

pp. 2l l5-2I25,September 2003.

45.

46.

47.

50.

51.
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52. Tamis Frajka and KennethZqer, "Disparity Estimation Window Size", Optical Engineering,

vol. 42, no. 11, pp. 3334-3341, November 2003.

Benjamin Farber and Kenneth T.eger, "Quantizers with Uniform Encoden and Channel Opti-

mized Decodett", IEEE kansactions on Information Theory, vol. 50, no. l, pp. 62-77, January

2004.

Tamis Frajka and Kenneth Zeger, "Downsampling Dependent Upsampling of Imag es" , Signal

Processing: Image Communication,vol 19, no. 3,pp.257'265, March 2004.

Michefle Effros, Hanying Feng, and Kenneth Zryer, "suboptimality of the Karhunen-lodve

Transform for Transform Coding" ,IEEE Transactions on Information Theory, vol. 50, no. 8, pp.

1605- l619, August 2004.

Randalf Dougherty, Christopher Freiling, and KennethZqer, "Linearity and Solvability in

Multicast Networks", IEEE Transactions on InformationTheory, vol. 50, no. 10, pp. 2243-2256,

October 2004.

Zsigmond Nagy and Kenneth Zeger, "Bit Stuffing Algorithms and Analysis for Run Length

Constrained Channels in Two and Three Dimensions",\EEE Transactions on Information The-

ory, vol. 50, no. 12, pp. 3146- 3169, December 2004.

Randall Dougherty, Christopher Freiling, and Kenn eth Teger, "Insufficiency of Linear Cod-'

ing in Network Information Flow", IEEE Transactions on Information Theory' vol' 51, no. 8,

pp. 27 45-2759, August 2005.

59. Zsolt Kukorelly and Kenneth 7,eger, "Sufficient Conditions for Existence of Binary Fix-Free

Codes", IEEE Transactions on Information Theory, vol. 51, no. 10, pp. 3433- 3444, October

2005.

60. Benjamin Farber and Kenneth Zeger, "Quantizers with Uniform Decoders and Channel Op-

timized Encoders", IEEE Transactions on Information Theory, vol. 52, no. 2, pp. &0-66t,
February 2006.

Jillian Cannons, Randall Dougherty, Chris Freiling, and KennethZeger, "Network Routing

Capacity", IEEE Transactions on Information Theory, vol. 52, no. 3, pp. 777-788, March 2006.

Randall Dougherty, Chris X'reiling, and Kenneth Zeger,"Unachievability of Network Coding

Capacity", IEEE Transactions on Information Theory & IEEE/ACM Transactions on Networking

(ioint issue), vol. 52, no. 6, pp.2365-2372, June 2006.

63. Benjamin Farber and Kenneth Zeger, "Quantization of Multiple Sources Using Nonnegative

Integer Bir Allocati on", IEEE Transactions on Information Theory. vol. 52, no. I 1, pp. 4945-

4964, November 2006.

64. Randall Dougherty and Kenneth Zeger, "Nonreversibility and Equivalent Constructions of

Multiple-Unicast Networks", IEEE Transactions on Information Theory' vol. 52, no. I I' pp'

5067-5077, November 2006.

54.

)).

56.

57.

58.

6r.

62.
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65. Randall Dougherty, Chris Freiling, and Kenneth T,eger, "Networks, Matroids, and Non-

Shannon Information Inequalities", IEEE Tiransactions on Information Theory, vol. 53, no. 6,

pp. 1949-1969, June 2007.

66. Jillian Cannons and Kenneth Zeger, "Network Coding Capacity with a Consffained Number

of Coding Nodes", IEEE Transactions on Information Theory, vol. 54, no. 3, pp' 1287-1291,

March 2008.

67. Randall Dougherfy, Chris Freiling, and Kenneth 7*ger, o'Linear Network Codes and Systems

of Polynomial Equations", IEEE Tiansactions on Information Theory, vol. 54, no. 5, pp. 2303-

2316,May 2008.

68. Jillian Cannons, Laurence Milstein, and Kenneth 7.eger, 'An Algorithm for Wireless Relay

Placement" , IEEE Transactions on Wireless Communication.t, vol. 8, no. I l, pp. 55&-5574,
November2009.

69. Rathinakumar Appuswamyo Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

T,eger "Network Coding for Computing: Cut-Set Bounds", IEEE Transactions on Information

Theory (special issue on networks), vol. 57, no.2,pp. 1015-1030, February 2011.

70. Ranttall Dougherty, Chris Freiling, and Kenneth Zeger, "Network Coding and Matroid The-

ory", Proceedings of the IEEE (special issue on network coding), invited, vol. 99, no. 3, pp'

388-405, March 2011.

71. Randall Dougherty, Chris Freiling, and Kenneth Zeger, "Linear rank inequalities on five or

more variables", SIAM Journal on Discrete Matthematics, (submitted August 14, 2010).

72. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger "Linear Codes, Target Function Classes, and Network Computing Capacity", IEEE Trans-

actions on Information Theory, (to appear).

Book Chapter:

1. Allen Gersho, Shihua Wang, and Kenneth Zeger, "Vector Quantization Techniques in Speech

Coding", Chapter 2 (pp. 49-84) in: Advances in Speech Sigral Processing, S. Furui and M.

Sondhi eds., Marcel Dekker Inc., 1992.

Book Review:

1, Kenneth Z4er and Eve A. Riskin, review of: "Vector Quantization" by Huseyin Abut (IEEE

Press 1990),LEEE Information Theory Society Newsleffer, December 1992,

Conference Papers:

L Fredrick Kitson and Kenneth 7*ger, "A Real-Time ADPCM Encoder using Variable Order

Linear Prediction", Proceedings IEEE International Conference on Acoust., Speech, and Sig'

Prccessing (ICASSP), Tokyo, Japan, pp. 825-828, May 1986.
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5.

6.

2.

3.

4.

t1.

12.

August 15,2013

Juin-Hwey Chen, Grant Davidson, Allen Gersho, and Kenneth 7.4er, "Speech Coding for
the Mobile Satellite Experiment", (invited paper), special session on Mobile Satellite Commu-
nications, Proceedings IEEE International Conference on Communications (ICC), pp 756-763,

June 1987, Seattle, Washington.

Kenneth 7*ger and Allen Gersho, "Real-Time Vector Predictive Coding of Speech", (invited

paper), Praceedings IEEE Internatianal Conference on Communications (lCC), pp 1147-1152,
June 1987, Seattle, Washington.

Kenneth 7*ger and Allen Gersho, "Vector Quantizer Design for Memoryless Noisy Channels",

Processing IEEE International Conference on Communications (ICC), Philadelphia, Pennsylva-

nia, pp. 1593-1597, June 1988.

Kenneth ZegerrErdal Paksoy, and Allen Gersho, "source/Channel Coding for Vector Quantiz-
ers by Index Assignment Permutations", IEEE International Symposium on Information Theory
(ISIT), pp, 78-79, San Diego, California, January 1990.

Eyal Yair, Kenneth Zeger, and Allen Gersho, "Conjugate Gradient Methods For Designing
Vector Quantizers", Proceedings IEEE International Conference on Acoustics, Speech, and Sig'
nal Processing (ICASSP), Albuquerque, New Mexico, pp.245-248, May 1990.

7. Ashok Popat and KennethT*ger,"Robust Quantization of Memoryless Sources",International
Symposium on InformationTheory and its Applications (ISITA), Honolulu, Hawaii, pp. 507-510,

November 1990.

Eyaf Yair and Kenneth Z,eger, 'A Method to Obtain Better Codebooks for Vector Quantizers
than those Achieved by the Generalized Lloyd Algorithm", Proceedings of the ITth Israel IEEE

Corwention, Tel Aviv, Israel, pp. l9 I - 194, March 199 I .

Kenneth Zeger and Allen Gersho, 'A Parallel Processing Algorithm for Vector Quantizer
Design Based on Subpartitioning", Proceedings IEEE International Conference on Acoustics,

Speech, and Signal Processing (ICASSP),Toronto, Canada, pp. I l4l-l143, May 1991.

10. Kenneth Z*ger and Gopal Krishna, "Bi-level Facsimile Compression With Unconstrained

Tilings", Proceedings of the Third International Conference on Advances in Communicationss

and Control Systems (COMCON) Victoria, Canada, pp. 853-86a, October 1991.

Kenneth Zqer and Miriam R. Kantorovitz, 'hverage Number of Facets per Cell in Tree-

Structured Euclidean Partitions", International Symposium on InformationTheory and its Appli'
cations (ISITA),Ibusuki, Japan, pp. 573-576, December 1991.

Kenneth 7*ger and Victor Manzella, 'Asymptotic Noisy Channel Vector Quantization Via

Random Coding", International Synposittm on InformationTheory and its Applications (ISITA)'

Ibusuki, Japan, pp. 577-580, December 1991.

13. Kenneth 7*ger and Anurag Bist, "Universal Adaptive Vector Quantization with Application

to lmage Compressio n", Proceedings IEEE International Conference on Acoustics, Speech, and

Signal Processing (ICASSP), San Francisco, California, pp. 381-384, March 1992.

8.

9,
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14. Kenneth 7*ger, 'hsymptotic Analysis of Z.ero Delay Source-Channel Coding", IEEE Commu'
nicationTheory Workshop, Port Ludlow, Washington, June 1992 (invited paper).

15. Kenneth 7.4er and Vic Manzella, 'Asymptotically Optimal Noisy Channel Quantization Via

Random Coding", Joint DIMACS/IEEE Workshop on Coding and Quantization, Rutgers Univer-
sity, Piscataway, NJ, October 1992.

16. Tamis Linder and Kenneth Zqer,'Asymptotic Entropy Constrained Performance of Tes-

sellating and Universal Randomized Lattice Quantization", IEEE International Symposium on

Information Theory (SIT), San Antonio, Texas, pg. 390, January 1993.

17. Kenneth 7*ger and Miriam R Kantorovitz, "Average Number of Facets per Cell in Tree-

Structured Vector Quantizer Partitions", IEEE International Symposium on Information Theory
(ISIT), San Antonio, Texas, pg. 393, January 1993.

18. Tamis Linder, Christian Schlegeln and Kenneth 7*ger, "Correction and Interpretation of de

Buda's Theorem", IEEE International Symposium on Informotion Theory (ISIT), San Antonio,
Texas, pg. 65, January 1993.

19. Tamis Linder, Gibor Lugosi, and Kenneth Zeger, "Universality and Rates of Convergence in
Lossy Source Coding", Data Compression Conference (DCC), Salt Lake City, Utah, pp. 89-97,

April 1993.

20. Andr6s M6hes and Kenneth 7*ger, "Redundancy Free Codes for Arbitrary Memoryless Bi-
nary Channels" 28th Annual Conference on Information Sciences and Systems (CISS/, Princeton

University, New Jersey, pp. 1057-1062, March 1994.

21. Gribor Lugosi and KennethT*ger, "Nonparametric Estimation using Neural Networks", IEEE
International Symposium on InformationTheory (SlT),Trondheim, Norway, pg. ll2,June 1994.

22. Tamhs Linder, Gibor Lugosi, and KennethT*ger, "Rates of Convergence in the Source Cod-

ing Theorem, in Empirical Quantizer Design, and in Universal Lossy Source Coding", IEEE In-
ternational Symposium on InformatianTheory QslT),Trondheim, Norway, pg.454, June 1994.

23. Tamis Linder, Gibor Lugosi, and Kenneth Zeger, "Fixed Rate Universal Lossy Source Cod-

ing for Memoryless Sources and Rates of Convergence", IEEE International Symposium on In'
formalion Theory QSIT), Trondheim, Norway, pg. 453, June 1994,

24. Kenneth Txlger and Allen Gersho, "How Many Points in Euclidean Space can have a Common

Nearest Neighbor ?", IEEE International Symposium on Information Theory (ISIT), Trondheim,

Norway, pg. 109, June 1994.

25, Gribor Lugosi and KennethZeger,"Concept Lrarning using ComplexityRegularization", IEEE

Workshop on Information Theory, Rydzyna, Poland, June 1995 (invited).

26, Andris M6hes and Kenneth 7*ger, "On the Performance of Affine Index Assignrnents for
Redundancy Free Source-Channel Coding", Data Compression Conference (DCC), Salt Lake

City, Utah, pg. 433, April 1995.
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27.

August 15,2013

Jon Hamkins and Kenneth 7*ger,'Asymptotically Optimal Spherical Codes", 29th Annual
Conference on Information Sciences and System.l (C/SS/, Johns Hopkins University, Maryland,
pp. 52-57, March 1995.

Jon Hamkins and Kenneth Zeger,'Asymptotically Optimal Spherical Code Construction",
IEEE International Symposium on Infurmation Theory (ISIT), British Columbia, Canada, pg.

184, September 1995.

Tamis Linder and Kenneth 7*ger, "On the Cost of Finite Block Length in Quantizing Un-

bounded Memoryless Sources", IEEE International Symposium on Information Theory (SIT),
British Columbia, Canada, pg. 370, September 1995.

Gibor Lugosi and Kenneth Zeger, "Concept Learning using Complexity Regularization" , IEEE
International Symposium on Information Theory (SIT),British Columbia, Canada, 229, Septem-

ber 1995.

31. Andr6s M6hes and Kenneth 7,qer, "Affine Index Assignments for Binary Lattice Quantiza-
tion with Channel Noise", IEEE International Symposium on Information Theory $SIT), British
Columbia, Canada, p9.377, September 1995.

32. Tamis Linder, G6bor Lugosi, and Kenneth 7*ger, "Designing Vector Quantizers in the Pres'

ence of Source Noise or Channel Noise", Data Compression Conference (DCC), Salt Lake City,

Utah, pp. 33-42, April 1996.

33. Jon Hamkins and Kenneth Zeger, "Wrapped Spherical Codes", 30th Annual Conference on

Information Sciences and System.s (C/SS/, Princeton Univenity, New Jersey, pp.29A'295, March

t996.

34. VahidTarokh,AlexanderVardyrandKennethZ.eger,"OnThePerformanceofLatticeCodes",
30th Annual Conference on Information Sciences and Systems (CISS), Princeton University, New

Jersey, pp. 300-305, March 1996.

35. Kenneth Zeger, "Recent Problems in Lossy Source Coding: Theory and Practice", IEEE Com-

munication Theory Workshop,Destin, Florida, April 1996 (invited plenary speaker).

36. Bertrand llochwald and Kenneth 7*ger, "Bounds on the Tradeoff between Source and Chan-

nel Coding with a Delay Constraint", Internotional Symposium on Infurmation Theory and its
Applications (LSIT4), Victoria, Canada, pp. 755-758, October 1996.

3?, Shawn Herman and Kenneth 7,eger, "Progressive Source Coding for Variable Rates on a

Packet Network", International Symposium on InformationTheory and its Applications (ISITA),

Victoria, Canada, pp.4I7-420, October 1996.

38. Vahid Tarokh, Alexander Vardy, and Kenneth T,eger, "Sequential Decoding of Lattices",

International Symposium on Information Theory and its Applications (ISITA), Victoria, Canada,

pp. l-4, October 1996.

28.

29.

30.
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39.

40.

August 15,2013

Tam6s Linder, Vahid Tarokh, and Kenneth Zeger, "Existence of Optimal Codes for Infinite

Source Alphabets", Allerton Conference on Communication, Control, and Computr'ng, Allerton

Park,Illinois, pp. 62-65, October 1996.

P. Greg Sherwood and Kenneth T.qer, "Progressive Image Coding on Noisy Channels", Data

Compression Conference (DCC), Salt Lake City, Utah, pp.72-81, March 1997.

Tamis Linder, Ram Zamir, and Kenneth T4er, "Multidimensional Companding for Non-

difference Distortion Measures", 3lst Annual Conference on Information Sciences and Systems

(C$S),Johns Hopkins University, Maryland, pp. 132-137, March 1997.

Andn{s M6hes and Kenneth Zeger, "Tradeoff Between Source and Channel Coding for Codes

Satisfying the Gilbert-Varshamov Bound", 3lsl Annual Conference on Irtformation Science.s and

Systems (CISS), Johns Hopkins University, Maryland, pp. 314-318, March 1997.

Bertrand Hochwald and Kenneth 7*ger, "Tradeoff Between Source and Channel Coding"'

IEEE International Symposium on Information Theory (ISIA, Ulm, Germany, pg. 335, July

1997.

44. JonHamkins and KennethZeger,"Improved Bounds on Maximum Size Binary Radar Arrays",

IEEE International Symposium on Information Theory 0SIT) ,Ulm, Getmany, pg' 5 18' July 1997.

45. Jon Hamkins and Kenneth Z*ger, "structured Spherical Codes for Gaussian Quantization",
IEEE International Symposium on Information Theory (Sn, Ulm, Germany, pg. 62,Iuly 1997 '

46. Vahid Tarokh, AlexanderVardy,and KennethZeger,"sequentialDecodingof LatticeCodes",

IEEE International Symposium on Information Theory QSIT),UIm, Germany, pg. 497 ,Iuly 1997.

47. Tamis Linder, Gibor Lugosi, and Kenneth T,eger, "Empirical Quantizer Design in the Pres-

ence of Source Noise or Channel Noise", IEEE International Symposium on Information Theory

(ISIT), Ulm, Germany, pg. 514, July 1997.

48. Tamis Frajka, P. Greg Sherwood, and Kenneth T,eger, "Progressive Image Coding with Spa-

tially Variable Resolution", International Conference on Image Processing (IAP), Santa Bar-

bara, California, October 1997.

49. P. Greg Sherwood and Kenneth Zqer, "Error Protection of Wavelet Coded Images Using

Residual Source Redundancy", Asilomar Conference on Signals, Systems, and Compufers, Mon-

terey, California, November 1997 (invited paper).

50. Pamela Cosman and Kenneth Zeger, "Memory Constrained Wavelet-Based Image Coding",

The First Annual UCSD Conference on Wireless Communications,La Jolla, California, pp. 54-

60, March 1998.

51. Tamis Linder, Ram Zamir, and Kenneth Znger, 'The Multiple Description Rate Region for

High Resolution Source Coding", Data Compression Conference (DCC), Salt Lake City, Utah,

pp. 149-158, March 1998.

4L

42.

43.
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52.

53.
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Kenneth T*ger, 'Tnformation Theory and Probability", Workshop on Probability : Theory and

Applications, Nottingham Trent University, England, April 1998 (invited plenary speaker).

Andris M6hes and Kenneth Zeger, "Randomly Chosen Index Assignments Are Asymptoti-

cally Bad for Uniform Sources", IEEE International Symposium on Information Theory (ISIT),

Cambridge, Massachusetts, p. 250, August 1998.

54. Tam6s Linder, Ram Zamir, and Kenneth Zeger, "On Source Coding with Side Information

for General Distortion Measures", IEEE International Symposium on Information Theory (ISIT),

Cambridge, Massachusetts, p. 70, August 1998.

55. Balizs K6gl, Adam Krzyiak, Tam6s Linder, and KennethT*ger,"Principal Curves: Learning

and Convergence", IEEE International Synposium on Informatian Theory (SIT), Cambridge,

Massachusetts, p. 387, August 1998.

56. Akiko Kato and Kenneth Zeger, "On the Capacity of Tlvo-Dimensional Run-Length-Limited

Codes", IEEE International Symposium on Information Theory (ISIT), Cambridge, Massachusetts,

p.320, August 1998.

57. P. Greg Sher.wood and Kenneth 7.eger, "Error Protection for Progressive Image Transmission

Over Memoryless and Fading Channels", International Conference on Image Processing (IAn,
.Chicago, Illinqis, vol. 1, pp.324-328. October 1998.

58. Pamela Cosman, Thm6s Frajka, and Kenneth Z,cger, "Image Compression for Memory Con-

strained Printers", Internationat Conference on Image Processing (ICn), Chicago, Illinois, vol'

3, pp. 109-l 13, October 1998.

59. Marc Fossorier, Zixiang Xiong, and Kenneth 7,eger, "Joint Source-Channel Image 9olilg
for a Power Constrained Noisy Channel", International Conference on Image Processing (ICIP),

Chicago,Illinois, vol. 2, pp. 122-126, October 1998.

60. Pamela Cosman, Jon Rogers, P. Greg Sherwood, and Kenneth Zeger, "Image Transmission

over Channels with Bit Errors and Packet Erasures", Asilomar Conference on Signals, Systems,

and Computers, Monterey, California, November 1998.

61. Baf6zs K6gl, Adam Krzyiak, Tamris Linder, and Kenneth Zeger, 'A Polygonal Line Algo-

rithm for Constructing Principal Curves", Neural Information Processing Syslems fNlPS/' Den-

ver, Colorado, MIT Press, Vol. 9, pp. 501-507, December 1998.

62. P. Greg Sherwood and Kenneth 7*ger, "Macroscopic Multistage Image Compression for Ro-

bust Transmission over Noisy Channels", Visual Communication and Image Processing (VCIP)

, San Jose, California, SPIE Vol. 3653, pp. 73-83, January 23-29,1999 (invited)'

63. Andrr{sGyiirgy,Tam6sLinder,andKennethZ,eger,"OnLossyCodingofSourceswithMixed
Distribution", JJs/ Annual Conference on Information Sciences and Systems (CISS), Johns Hop-

kins University, Maryland, pp. 619-623, March 1999.
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66.

64,

65.

67.

68.

69.
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Andr6s M6hes and Kenneth Zeger, "Performance of Quantizers on Noisy Channels using

Structured Families of Codes", Data Compression Conference (DCC), Salt Lake City, Utah, pp.

473-482,March 1999.

Andrds Gyiirgy, Tamis Linder, and KennethZeger,"On the Rate-Distortion Functionof Ran-

dom Vectors and Stationary Sources with Mixed Distributions", Canadian Worl<shop on Infor'
mation Theory, Kingston, Ontario, June 1999 (invited).

Hisashi lto, Akiko Kato, Zsigmond N"gy, and Kenneth Zeger, "Characterization of Tero Ca'
pacity Region for High Dimensional Run Length Constrained Codes" (in Japanese), Proceedings

of the Research Institutefor Mathematical Sciences, (NMS lhlEurolw), Kyoto University, Vol.

I 100, , pp. 109-1 16, June 1999.

Julii Minguilt6n, Juame Pujol, and Kenneth Zqer, "Progressive Classification Scheme for
Document Layout Recognition" The International Symposium on Optical Science, Engineering,

and Instrumentation,DenveE Colorado, SPIE Vol. 3816, July 1999.

P. Greg Sherwood, Xiaodong Tian, and Kenneth Zqer, "Channel Code Blocklength and Rate

Optimization for Progressive Image Transmission",lfireless Communications and Networking

Conference (WCNC), New Orleans, Louisiana, pp. 978-982, September 1999 (invited).

Pamela Cosman, Tamis Frajka, Dirck Schilling, and Kenneth 7'eger, "Memory Efficient

Quadtree Wavelet Coding for Compound Images",33rd Asilomar Conference on Signals, Sys-

tems, and Computers, Monterey, California, pp. I173-1177, October 1999'

Zsigmond Nagy and Kenneth 7*ger,"Capacity Bounds for the 3-dimensional (0, 1) Run Length

Limited Channel", I3th Annuol Symposium on Applied Algebra, Algebraic Algorithms, and

Error-Correcting Codes (AAECC), Honolulu, Hawaii, Springer L,ecture Notes in Computer Sci-

ence, vol. 1719 ,pp.2a5-251, November 1999.

71. Erik Agrell, Alexander Vardy, and Kenneth Zeger, "Constant-Weight Code Bounds from

Spherical Code Boun ds" , IEEE International Sltmposium on Information Theory (SIT) , Sorrento,

Italy, p. 391, June 2000.

Ilisashi lto, Akiko Kato, Zsigmong Nagy and Kenneth Zqer,"Zero Capacity Region of Mul-

tidimensional Run Length Constraints", IEEE International Symposium on Information Theory

(ISIT), Sorento, Italy, p. 281, June 2000.

Akiko Kato and Kenneth 7.,qer, "Positive Capacity Region of Two-dimensional Asymmet-

ric Run Length Constrained Channels", IEEE International Symposium on Information Theory

(ISIT), Sorrento,Italy, p. 279,June 2000.

74. Txigmond Nagy and Kenneth Z,qer,'Asymptotic Capacity of the Two-Dimensional Square

Constraint", IEEE International Symposium on Information Theory QSIT), Sorrento, Italy, p.

I 80, June 2000.

75. P. Greg Shenvood, Xiaodong Tian, and Kenneth Zeger, "Efficient Image and Channel Coding

for Wireless Packet Networks", Internationol Conference on Image Processing (IUP), Vancou-

ver, Canada, pp. 132-135, September 2000.

70.

72.

73.
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76.

77.

79.

80.

81.

82.
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Tamfs Frajka and Kenneth 7*ger, "Robust Packet Image Transmission by Wavelet Coeffi-
cient Dispersement" IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), Salt Lake City, Utah, vol. 3, pp. 1745-1748, May 2001.

Jon Hamkins and Kenneth 7*ger, "Optimal Rate Allocation for Shape-Gain Gaussian Quan-
tizers", IEEE International Symposium on Information Theory USIT), Washington, D.C., p. 182,

June 2001

78. Zsolt Kukorelly and Kenneth Zqer,'"The Capacity of Some Hexagonal (d, k) Constraints",
IEEE International Symposium on Information Theory (SIT), Washington, D.C., p. 64, June

2001

Thomas Stockhammer and Kenneth Zeger, "Distortion Bounds and Channel Code Rates for
Progressive Quantization",IEEE International Sympo,sium on Informalion Theory (ISIT), Wash-

ington, D.C., p. 263, June 2001

Benjamin Farber and Kenneth Zeger, "Quantizers with Uniform Encoders and Channel Op-

timized Decoders" Data Compression Conference (DCC), Salt Lake City, Utah, pp. 292341,
March 2002.

Zsolt Kukorelly and Kenneth Zqer, "New Binary Fix-Free Codes with Kraft Sum 3/4", IEEE
International Symposium on Information Theory (SIT), Lausanne, Switzerland, p. 178, June

2402.

Tamds Frajka and Kenneth Z*ger, "Residual Image Coding for Stereo Image Compression",

International Conference on Image Processing (ICn), Rochester, New York, vol. 2, pp. 217-

220, October 20A2.

83. Kenneth Zqer, "suboptimality of the Karhunen-LoBve Transform for Fixed-Rate Transform

Coding", IEEE Global Tblecommunications Conference (GLOBECOM, Taipei, Taiwan, vol. 2,

pp. 1224-1228, November 2002.

84. Michelle Effros, Hanying Feng, and KennethZeger, "suboptimality of the Karhunen-Lobve

Transform for Transform Coding", Dato Compression Conference (DCC), Salt Lake City, Utah,

pp. 293-302, March 2003.

85. Benjamin Farber and Kenneth T,qer, "Optimatity of the Natural Binary Code for Quantiz-
ers with Channel Optimized Decoders", IEEE Internalional Symposium on Information Theory

(ISIT), Yokohama, Japan, p. 483, June 2003.

86. Zsigmond Nagy and Kenneth Zeger, 'Asymptotic Capacity of Two-Dimensional Channels

with Checkerboard Constraints", IEEE International Symposium on Informalion Theory (ISIT),

Yokohama, Japan, p.74, June 2003.

87. Christopher Freiling, Douglas Jungreis, Frangois Th6berge, and Kenneth Zqer, "Self-

Synchronization of Huffrnan Codes", IEEE International Symposium on Information Theory

(ISIT), Yokohama, Japan, p. 49,June 2003.
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89.

90.

91.

92.

August I5,2013

Randall Dougherty, Christopher Freiling, and Kenneth Zqer, "Lineadty and Solvabitity

in Multicast Networks-, 38th Annual Conference on Information Sciences and Systems fClS9,
Princeton University, New Jersey (invited), pp. l-4, March 2004.

Zsigmond Nagy and Kenneth Zeger, "Capacity Bounds for the Hard-Triangle Model", IEEE

International Symposium on InformationTheory 0SIT), Chicago,Illinois, p. 162, June 2004.

Benjamin Farber and Kenneth Zeger, "Cell Density Functions and Effective Channel Code

Rates for Quantizers with Uniform Decoders and Channel Optimized Encoders", IEEE Interna'

tional Symposium on InformationTheary (SIT),Chicago,Illinois, p,429,June 2004.

Jillian Cannons, Randall Dougherty, Christopher Freiling, and Kenneth 7*ger, "Network

Routing Capacity", Center for Discrete Mathematics and Theorelical Computer Science (DI'
MACS) Working Group on Network Coding, Rutgers University, Piscataway, New Jersey (in-

vited), January 2005.

Randall Dougherty, Christopher Freiling, and Kenneth Zeger, "Insufficiency of Linear Net-

work Code s", Center for Discrete Mathematics and Theoretical Computer Science (DIMACS)

Working Group on Network Coding, Rutgers University, Piscataway, New Jersey (invited), Jan-

uary 2005.

93. Benjamin Farber and Kenneth T,qer, "Quantization of Multiple Sources Using Integer Bit

Allocation", Data Compression Conference (DCC), Salt Lake City, Utah, pp' 368-377, March

2005.

Randall Dougherty, Christopher Freiling, and Kenn eth Z4er, "Unachievability of Network

Coding Capacity", First Worl<shop on Nerwork Coding, Theory, and Applications (NETCOD),

Riva del Garda, Italy (invited), April 2005.

Jiffian Cannons, Randall Doughertyn Christopher Freiling, and Kenneth Zeger, "Network

Routing Capacity", IEEE International Symposium on btformation Theory (SIT), Adelaide, Aus-

tralia, pp. I l-13, September 2005.

Randalf Dougherty, Christopher Freiling, and KennethZeger, "Insufficiency of Linear Net-

work Codes", IEEE International Symposium on Information Theory $SIT), Adelaide, Australia,

pp. 2M-267, September 2005.

97. Randatl Dougherty and Kenneth T.qer, "Nonreversibility of Multiple Unicast Networks",

Allerton Conference on Communication, Control, and Computing, Allerton Park, Illinois (in-

vited), September 2005.

98. Randall Dougherty, Christopher Freiling, and Kenn eth Zeger, "The V6mos Network", Sec-

ond Workshop on Network Coding, Theory, and Applications (NETCODI, Boston, Massachusetts,

April2006.

99. Rathinakumar Appuswamy, Massimo Franceschetti, and Kenneth Zeger "sufficiency of

Linear Codes for Broadcast-Mode Multicast Networks", IEEE International Symposium on In'

formationTheory (SIT), Seattle, Washington, July 2006.

94.

95.

96.
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105.

106.

r07.

August 15, 2013

100. Randall Dougherfy, Christopher Freiling, and Kenneth Zeger, "Six New Non-Shannon In-
formation Inequalities", IEEE International Symposium on Information Theory (SIT), Seattle,

Washington, July 2006.

tOl. Zsolt Kukorelly and Kenneth 7,eger 'Automated Theorem Proving for Hexagonal Run Length
Constrained Capacity Computatio n" , IEEE International Symposium on Information Theory (ISIT),

Seattle, Washington, July 2006.

Jillian Cannons and Kenneth 7*ger, "Network Coding Capacity with a Limited Number of
Coding Nodes", Allerton Conference on Communieation, Conftol, and Compuring, Allerron

Park, Illinois (invited), September 2006.

Randaf l Dougherfy, Christopher Freiling, and Kenneth Zeger, "Matroidal Networks", Aller-
ton Conference on Communication, Control, and Computing, Allerton Park, Illinois (invited),

September 2007.

Randall Dougherty, Christopher Freiling, and Kenneth Zeger, "Linear Network Codes and

Systems of PolynomialEquations",IEEE InternationalSymposiumon InformationTheory (SIT),
Toronto, Canada, July 2008.

Rathinakumar Appuswrmlr Massimo Franceschetti, Nikhil Karamchandani, and Kenneth
7*ger "Network Coding for Computing", Allerton Conference on Communication, Control, and

Computing, Allerton Park, Illinois (invited), September 2008.

Jitlian Cannons, Laurence Milstein, and Kenneth Zeger, "Wireless Relay Placement",IEEE
Radio and Wireless Symposium (RWS), San Diego, Califomia (invited), January 2009.

Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth'

Zeger, "Network Computing Capacity for the Reverse Butterfly Network", IEEE International

Symposium on Information Theory QSIT), Seoul, Korea, June 2009.
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103.

104.

108. Kenne th Zeger, "Network Coding and Computing", The 5th Western Canadian Summer School

on Communications and Information Theory, Banff, Alberta, Canada, August 2010 (invited ple-

nary talk).

r09. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger, "Network Computing and Linear Codes", Irdormation Theory and its Applications Work'

shop (lM), San Diego, California, February 201I (poster session).

Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Txger,"Linear Coding for Network Computing",IEEE International Symposium on Information

Theory QSIT), St. Petersbuqg, Russia, July-August20Il.

Randall Doughertyn Christopher Freiling, and KennethT-,eger, 'Achievable Rate Regions for

Linear Network Coding", Information Theory and its Applications Workshop (ru), San Diego,

California, February 2012.
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Priorilv Claim Chart based for IJ,S, Patent No. 7,868,912 (the "'912 Pttent") based

on the U,S, Patent Annlication N0.09/987,707 (the "'707 Applimtiqn")

A video system comprising: See, e.g.,'70i Application at Fig. I and ][t12, 71, and 104,

tt 
,0, t

'?07 Application atFig. l.

'!The invention relates to a system for automatic video surveillance employing video

primitives." '707 Application at 
.]12.

-FIC, 
I illustrates a plan view of the video surveillance sy$em of the invention. A computer

system ll comprises a computer l2 having a computer-readable medium l3 embodying

software to operate the computer l2 according to the invention, The computer system ll is

coupled to one or more video sensors 14, one or more video recorders 15, and one 0r more

input/output (l/0) devices 16, The video sensors l4 san also be optionally coupled to the

video recorders l5 for direct recording ofvideo surveillance data, The computer system is

optionally coupled to other sensors I 7.' '707 Application at t[ 71,

"ln block 24 ofF10.2, the video surveillance system is operated. The video surveillance

sv$em of the invention operates automatically, detects and archives video primitives of
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objects in the scene, and detsct$ evsnt occunences in rcaltime using event discriminators. ln

addition, action is taken in real time, as appropriate, such as activating alarms, generating

rcports, and generating output. The reports and output can be displayed andlor stored locally

to the sy$em or elsewhere via a network, such as the Internet. FIO, 4 illustrates a flow

diagram for operating the video surveillancs $ystem," '707 Application att[ 104'

See, e,g,,'707 Application at Figs, 1,4, 5, 9;111[49,96, 106'lli, 148,

'707 Application at Fig,4,

"tn block 42, video primitives are extracted in realtime from the source video, As an option,

non.video primitives can be obtained and/or extracted from one 0r m0r0 other sensors l? and

used with the invention, The extraction of video primitives is illu$rated with FI0.5," '707

Application at'![06,

"ln block43, the video primitives from block42 are archived, The video primitives can be

archived in the computer-readable medium l3 or anothercomputer-readable medium. Along

with the video primitives, associated frames or video imagery from the sourc,e video can h
archived." '707 Application at{ ll7.

a first processor which analyzes a

video to determine attribuks of

objects detected in the video, the

first processor being in

communication with a first

communications link to transfer

the determined attributes overthe

communications link; and
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'707 Application at Fig. 5,

"FIG, 5 illustrates a flow diagram for extracting video primitives for the video surveillance

system, Blocks 5l and 52 operate in paralle I and can be performed in any ordet or

concunently, ln block 51, objects are detected via movement, Any motion detection

algorithm for detecting movement between frames atthe pixel level can be used forthis

blosk, As an example, the three frame differencing technique can be used, which is

discussed in {l}, Tk detecrcd objects are forwarded to block 53.' '707 Application att[

I 07,

"ln blosk 5?, video primitives are identified using the information from blocks 5l'56 and

additional processing as necessary, Examples of video primitives identified are the same as

those discussed for block 23, As an example, for size, the system can use information

obuined fiom calibration in block 22 as a video primitive. Irom calibration, the system has

sufficient information to determine the approximate size of an object, As another example,

the system can use velocity as measured fiom block 54 as a video primitive." '707

Application attT ll6,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a system display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

ism: lockins a door:contactins a securitv service; forwarding data
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image data, video data, video primitives; andioranalyzed data) to another computer system

via a network, such as the lntemet; saving such data to a designated computer'readable

medium; activating some other sensor 0r surveillance system;tasking the computer sy$em

I I and/or another computer system; and directing the computer sy$em I I and/or another

computer sy$tem." '707 Application att[ 96,

R0,g

'707 Application at Fig,9,

"F10. 9 illustrates an additional flow diagram for the video surveillance system ofthe

invention, In this additionalembodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, witlrout needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FI0' 4, The

video contentcan be reanalyzedwiththe additionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a geat efficiency improvement over cunent state'o[the'art

systems because processing video imagery data is extremely computationally expensive,

whueas analyzingthe small*izedvideo primitives abshacted fromthe video is extremely

cgmputationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months."

With tk additional embodiment, the last two months of source video does not need to be

reviewed. In$ead, only the video primitives from the last two months need to be reviewed;

which is a sisnificantly more efficient process," '7071pplic4tqryU-!l!
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"A 'compute/ refers to any apparatus that is capable ofaccepting a $ructured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purpo$e

computer; a supercomputer; a mainframe; a super mini-computer; a mini'computer; a

work$ation;a micro-computer;a server;an interactive television;ahybrid combination of a

computer and an interactive television; and application-specific hardware to emulate a

computer and/or software, A computer can have a single processor or multiple processors,

which can operate in parallel and/or not in parallel. A computer also refers to two or more

computers connected together via a network for transmitting or receiving information

between the computen, An example of such a computer includes a distributed computer

sy$em for processing information via computen linked by a network," '707 Applhation at

1 4e,

See, e,g,,'70i Application atFigs, 3, 4, 6, and 9; tl'l[48, 49,96,97,98'104, ll7'124, and

t48-15r.

"An 'event' refers to one 0r more objects engaged in an activity, The event may be

referenced with respect to a location and/or a time," '707 Application at 1148,

"ln block 24 of FIG,2, the video surveillance system is opuated, The video surveillance

sy$em of the invention operates automaticallyo detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators. In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and generating output, The reports and output can be displayed and/or $ored locally

to the system or elsewhere via a network, such as the lnternet. FI0, 4 illustrates a flow

diagram for opuating the video surveillance sy$tem." '707 Application at 1[ 104.

a second prccessor, separate from

the fint processor, in

communication with the fint

communications link to receive

the determined attributes

transfened from the first

processor over the first

communications link, whhh

determines a first event that is not

one ofthe determined attributes

by analyzinga combination of the

received determined attributes and

which provides, in response to a

determination of the fint event, at

least one ofan alert to a user,

information for a report, and an

instruction for kking an action,
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RG.4

'707 Application at Fig, 4.

"ln block 43, the video primitives from block 42 are archived, The video primitives can be

archived in the computer-readable medium 13 or anothercomputer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application atfl ll7.

"ln block 44, evsnt occunences are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42,andthe event discriminators

are determined from tasking the system in block 23. The event discriminators are used to

filter the video primitives to determine if any event occunences occuned. For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person travding

the 'wrong way' into an area between 9:00 a.m. and 5:00 p,m, The event discriminator

checks all video primitives being generated according to FIG. 5 and determines if any video

primitives exist which have the following properties: a time$amp between 9:00 a,m, and

5:00 p,m., a classification of 'person' or 'group of people', a position inside the area, and a

'wrong' direction of motion," '70i Application at tf ll8,

"ln block 45, action is taken for each event occunence extracted in block 44, as appropriate,

FlG, 6 illu$rates a flow diagram for taking action with the video surveillance system," '707

Application atfl ll9,
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FIG, O

'707 Application at Fig, 6.

"ln block 61, responses are undertaken as dictated by the event discriminators that d*ected

the event occunences, The response, ifany, are identified for each event discriminator in

block 34." '707 Application at1[ 120,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonrvarding data (e,g,,

image data, video data, video primitives;and/oranalyzed dau)to another computer sy$em

via a network, such as the Intemet; saving such data to a designated computet'readable

medium; activating some othet sensor 0r surveillance sy$em; tasking the computer sy$em

I I and/or another computer system; and directing the computer system I I and/or another

computer sy$em," '707 Application at tf 96,

"ln block 35, one 0f more discriminators are identified by describing interactions between

video primitives (or their abstraction$, spatial areas of intere$, and temporal attributes of

intere$. An interaction is determined for a combination of one 0r more objects identified in

block 3l . one 0r more soatial areas of interest identified in block 32, and one 0r more
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temporal attributes of intere$ identified in block 33, One 0r more re$ponses identified in

block 34 are optionally associated with each event discriminator," '707 Application at'119?,

"ln block 62, an activity record is generated for sach event occunence that occuned. The

activity record includes, for example: details of a trajectory of an object; a time of d*ection

ofan object; a position ofdetection ofan object, and a description or definition ofthe svent

discriminator that was employed, The activity record can include information, such as video

primitives, needed by the event discriminator. The activity record can also include

representative video or $ill imagery of the objeC(s)and/or are($ involved in the event

occunencs.Ihe activity record is $ored on a computer-readable medium," '?07 Application

attl l2l,

"ln block 63, output is generated, The output is based on the event occunences extracted in

block 44 and a direct feed ofthe source video fiom block 41. The output is $ored on a

computer.readable medium, displayed on the computer sy$em ll or another computer

sy$em, or foruarded to another computer sy$em. As the sy$em operates, information

regarding event occunences is collected, and the information can be viewed by lhe opuatot

at any time, induding real time, Examples of formats for receiving the information include : a

display on a monitor of a computer sy$em; a hard copy; a computer.readable medium; and

an interactive web page," '70i Application at $ 122,

'707 Application at Fig. 9,

Page 8

AVIGILON EX. 2004 
IPR2019-00311 
Page 82 of 186



Inter PartesReexamination of U.S, PatentNo. 7,868,912

ControlNo,95i00l,9l2

Appendix22

-FIG, 
9 illusfrates an additional flow diagram for the video surve illance system of the

invention,ln this additionalembodiment, the system analyses archived video primitives with

event discriminaton to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FlG. 4. The

video contentcan be reanalyzed with the additionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reptocessed, This provides a great efficiency improvement over cunent $ate-of-the-art

systems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small*ized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months."

With the additional embodiment, the lasttwo months of source video does notneed to be

reviewed, ln$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more efficient process." '707 Application at $ 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 0f FI0, 4; '707 Application at ll 150,

"Blocks 93 and 94 are the same as blocks 44 and 45 in FlG,4," '707 Application at t| l5l,

"Examples ofan event discriminator for a single object include: an object appears; a person

appears; and a red object moves faster than l0 m/s," '70? Application at $ 98.

"Examples of an event discriminator for multiple objects include: two objects come together;

a porson exits a vehicle ; and a red object moves next to a blue object." '707 Application at

llee.

"Examples ofan event discriminator for an object and a spatial attribute include: an object

crosses a line; an object enten an arca; and a penon cros$es a line from the |eft." '?07

Annlicationatfl 100.
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*Examples 
of an event discriminator for an object and a temporal attribute include : an object

appears at l0:00 p.m.; a penon travels fa$u then 2 n/s between 9:00 a,m, and 5:00 p,m,;

and a vehicle appoan on the weekend." '70i Application at 1l l0l,

"Examples ofan event discriminator for an object, a spatial attribute, and a temporal

anribute include: a penon crossos a line between midnight and 6:00 a,m.; and a vehicle stops

in an area for longu than I 0 minutes,"'707 Application at ][ 102,

"An example of an event discriminator for an object, a spatial attribute, and a temporal

attribute associated with a response include: a pcrson enters an arca between midnight and

6:00 a,m,, and a security service is notified." '707 Application at tl 103.

"A 'compute/ refers to any apparatus that is capable ofaccepting a $ructured input,

processing the $ructured input according to prescribed rules, and producing results ofthe

processing as output. Examples ofa computer include: a computer; a general purpo$e

computer; a supercomputer; a mainframe;a super mini-computer; a mini.computer;a

workstation; a micro-computer; a server; an intsractive television; a hybrid combination of a

computer and an interactive television;and application-specific hardware to emulate a

computer and/or software, A computer can have a single processor or multiple processors,

which can opemte in parallel and/or not in parallel, A computer also refers to two or more

computen connected together via a network for transmitting or receiving information

between the computers, An example of such a computer includes a distributed computet

sy$em for processing information via computen linked by a network." '707 Application at

114e.

See, e.g,,'707 Application at Fig. 9;'!lt| 66, 67, 79, 98-103, ll8, 148, 150, and l5l,

"An operator is provided with maximum flexibility in configuring the sy$em by using event

discriminators, Event discriminators are identified with one 0r morc objects (whose

wherein tk hrst processor

detsrmines attributes independent

ofa selection ofthe first event by

the second processor, and
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attributes, and/or one 0r more optional temporal attributes, For example, an operatot can

define an event discriminator (called a "loiterin$'event in this example)as a'person' object

in the 'automatic tellu machine' space for'longer than l5 minutes' and 'between l0:00 p.m,

and 6:00 a,m,"' '707 Application atn 66,

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance system has

several unique and novel features that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange, The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence, The system

of the invention can also be calibrated (manually, semi.automatically, or automatically) and

thereafterautomatically can infervideo primitives from video imagery, The system can

further analyze previously processed video without needing to reprocess completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em,"'707 Application at'!f 67,

"ln block 23 ofFIG, 2, the video surveillance system is tasked. Tasking occurs after

calibration in block 22 and is optional, Tasking the video surveillance sy$em involves

speci$ing one 0r more event discriminaton, Without tasking, the video surveillance system

operates by detectingand archivingvideo primitives and associated video imagery without

taking any action, as in block 45 in FIG. 4," '107 Application at 
11 

79,
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'707 Application at Fig. 9,

-FIG, 
9 illustrates an additional flow diagram for the video surveillance sy$em ofthe

invention.lnthis additionalembodiment,the sy$em analysesarchived video primitiveswith

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has hen processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video contentcan be reanalyzed with the additionalembodiment in a relativdy shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efliciency improvement over cunent state-olthe-ar1

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small.sized video primitives abstracted from the video is extremely

computationally cheap. As an example, the following event discdminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed, In$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more eflicient process," '707 Application at'lf 148,

"ln block 92, archived video primitives arc accessed.lhe video primitives are archived in

block43 0f FIC, 4; '107 Application atlll50,

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG. 4," '707 Application at 1[ | 5l ,

wherein the second proce$or

determines the first event without

reprocessing the video analyzed

by tk fint proces$or.

See, e,g.,'707 Application at llfl 67 & 148,

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

seveml unique and novel features that are not cunently available, For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange. The system of the invention uses video primitives as the primary

ins used as collakralevidence, The
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of the invention can also be calibrated (manually, semi'automatically, or automatically)and

thereafter automatically can infer video primitives fiom video imagery. The system can

furtheranalyze previously processedvideo without needing t0 reproccsscompletelythe

video, By analyzing previously processed video, the sy$om can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em," '707 Application attf 67.

-FlC,9 
illustrates an additionalflowdiagram forthe video surveillance sy$em of the

invention, In this additional embodiment, the system analyses archived video primitives with

event discriminators to generak additional reports, for example, without needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIO, 4, The

videocontentcan be reanalyzed with the additionalembodimentin a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efficiency improvement over cunent $ate-oflthe.art

systems becauss processing video imagery data is exfiemely computationally expensive,

whereas analyzing the small*ized video primitives abstracted fiom the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months."

With the additional embodiment, the last two months of source video does not need t0 bs

reviewed, In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more eflicientprocess," 'i07 Application atlT 148.

See, e,g,,'707 Application at l[.][ 49, 53, 96,

o'A 
'compute/ refers to any apparatus that is capable ofaccepting a $ructured inpuf

processing the $ructured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe;a super mini'computer; a mini'computer;a

workstation;a micro-computer;a server;an interactive television;a hybrid combination of a

and an interactive telwision;and application*pecific hardware to erqqlqtq4

The video sy$em of claim l,

wherein the first communications

link comprises a network.
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computer and/or software, A computer can have a single proce$sor or multiple processors,

which can operate in parallel and/or not in parallel, A computer also refers to two or more

computers connected togethu via a network forhansmitting or receiving information

betrveen the computers, An example of such a computer includes a distributed computer

sy$em for processing information via computers linked by a network." '70i Application at

1 4e,

"A "netrvork" refers to a number ofcomputers and associated devices that are connected by

communication facilities, A network involves permanent connections such as cables or

temporary connections such as those made through telephone or other communication links,

Examples of a network include: an internet, such as the Intemet;an intranet; a local area

network [AN); a wide area network (WAN);and a combination of networks, such as an

intemet and an intranet ," '701, Application at ll 53.

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/oraudio alarm system at the location;activatinga silentalarm;activating arapid

response mechanism; locking a door; contacting a security service; forwarding data (e,g,,

image data, video data, video primitives; and/or analyzed data)h anothor computer sy$em

via a network, such as the lntemet; saving such data to a designated computer'readable

medium; activating some other sensor 0r surveillance system;tasking the computer sy$em

I I and/or another computer sy$em; and directing the computer system I I andior another

computer sy$em,"'707 Application at 1[ 96,

See, e.g.,'70i Application at t[t[ 67, I 18, 148,

"Although the video surveillance system of the invention draws on well'known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

The sy$em of the invention uses video primitives as the pri

The video system of claim l,

wherein the second processor

determines the first event by

analyzing only the attributes

transfened by tk
communications link.
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commodity with representative video imagery being used as collateral evidence, The sy$em

of the invention canalso be calibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives from video imagery, The sy$em can

furthu analyze previously processed video without needing to rcprocess completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em." '707 Application atu 67,

"ln block 44, event occunences are extracted from the video primitives using event

discriminators, The video primitives are determined in block 42, and the event discriminators

are determined from tasking the sy$em in block 23. The event discriminators are used to

filrcr the video primitives to determine if any event occuffences occuned. For example, an

event discriminator can be looking for a 'wtong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a,m. and 5:00 p.m. The event discriminator

checks all video pdmitives being generated according to FI0. 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a,m, and

5:00 p,m, a classification of 'person' or 'goup of people', a position inside the area, and a

'wrong' direction of motion," '?07 Application at tf ll8.

-FIG. 
9 illustrates an additional flow diagram for the video surveillance sy$em ofthe

invention. In this additionalembodiment, the sy$em analyses archived video primitives with

event disuiminators to generate additionalreports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives forthe source video are archived in block43 of FIG.4. The

videocontentcan bereanalyzed withtheadditionalembodimentin a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efficiency improvement over cunent $ate-olthe.art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of ing for more than l0 minutes in area A in the la$ two months,"
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With the additionalembodiment, the last two months of source video does not need to be

reviewed. In$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more eflicient proce$s," '707 Application at $ 148,

See, e,g,,'707 Application at t[][ 33, 65, 104,

"An object of the invention is to produce a realtime alarm based on an automatic detection

of an event from video surveillance data," '707 Application atfl 33,

"The automatic video surveillance sy$em of the invention is for monitoring a location for,

for example, market research or security pulposes, The system can be a dedicated video

surveillance installation with purpose-built surveillance components, or the sy$em can be a

retrofit to existing video surveillance equipment that piggybacks offthe surveillance video

feeds. The system is capable ofanalyzing video data from live sources or from recorded

media, The sy$em can have a prescribed response to the analysis, such as record data,

activate an alarm mechanism, or active another sensor sy$em, The sy$em is also capable of

integrating with othu surveillance sy$em components. The sy$em produces security or

market research reports that can be tailored according to the needs ofan operator and, as an

option, can be presented through an interactive web-based interface, or other reporting

mechanism." '707 Application attf 65.

"ln block 24 ofFI0, 2, the video surveillance system is operakd. The video surveillance

system ofthe invention operates automatically, detects and atchives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators. In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and genuating output. The reports and outputcan be displayedandiorstored locally

to the sy$em or elsewhere via a network, such as the lntemet, FIG. 4 illu$rates a flow

diagram for operating the video surveillance sy$em." '707 Application at tT 104'

The video sy$em ofclaim l,

wherein the second processor

analyzes the attributes to detect

the first event in realtime,

See, e,[,,'707 Application at Fig, I and 
,]|112, 

71, and 104,
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tt 
,*.,

'707 Application atFig, l,

"The invention relates to a sy$em fot automatic video surveillance employing video

primitives," '707 Application attf 2,

"FIG. I illustrates a plan view of the video surveillance system of the invention. A computer

sy$em ll comprisesacomputer l2havingacomputer-readable medium l3 embodying

software to operate the computer l2 according to the invention, The computu system I I is

coupled to one or more video sensors 14, one or more video recorden 15, and one 0r more

input/output (l/0) devices 16. The video sensors l4 can also be optionally coupled to the

video recorders l5 for direct recording of video surveillance data, The computer system is

optionally coupled to other sensors l7 .' 'T0l Application at tl 71,

"ln block 24 ofFIG. 2, the video surveillance sy$em is operated, The video surveillance

sy$em of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators, In

addition, action is taken in real time, as appropriate, such as activating alarms, generaling

reports, and generating output, The reports and 0utput can be displayed and/or $ored locally

to the system or elsewhere via a network, such as the Intemet, FIG,4 illustrates a flow

diagram for operating the video surveillance sy$em," '707 Application at t[ 104.
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an input in communication with a

communications channel:

See, e,g,,'?07 Application at Figs, 4 and 9 and lftf 49, ll8, 124, 148 and 150.

"A 'compute/ refers to any apparatus that is capable ofaccepting a structured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output. Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe;a super mini+omputer; a mini'computer; a

work$ation; a micro.computer; a server; an interactive television; a hybrid combination of a

computer and an interactive television; and applhation+pecific hardware to emulate a

computer and/or software , A computer can have a single processor 0r multiple processors,

which can operate in parallel and/or not in parallel. A computer also refers to two or more

computers connected together via a network for tansmitting or receiving information

between the computers, An example of such a computer includes a distributed computer

sy$em for processing information via computers link€d by a network." '70i Application at

1 4e.

'707 Applhation at Fig. 4.

I "ln block 44, event occunences are extracted from the video primitives using event

I discriminators. The video primitives are determined in block 42,andthe event discriminators

I are determined from tasking the sy$em in block 23, The eventdiscriminators are used to

I titter ttre video primitives to determine if any event occunences occuned. For example, an

I event discriminatot can be looking for a 'wrong way' event as defined by a person trave ling

I the 'wrong way' into an area between 9:00 a,m, and 5:00 p.m. The event discriminator

I chects all video orimitives being senerated according t0 FIC. 5 and determing!itlqldg!-

FtG.4
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primitives exist which have the following properties: a time$amp between 9:00 a.m. and

5:00 p.m,, a classification of 'person' or'group of people', a position inside the area, and a

'wrong' direction of motion," '707 Application at lf ll8.

R0,0

'707 Application at Fig. 9.

-FIO, 
9 illustraks an additional flow diagram for ths video surveillance sy$em of the

invention, In this additionalembodiment, the system analyses archived video primitives with

event discriminators t0 generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4. The

video contentcan be reanalyzed with the additional embodiment in a relatively short time

because only the video primitives ue reviewed and because thevideo source is not

reprocessed. This provides a great efficiency improvement over cunent state'of'the'art

systems because processing video imagery data is exremely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is extremely

computationally cheap, As an example, the followingeventdiscriminatorcan be genuated:

"The numberofpeoplestoppingformore than l0minutesinareaAinthe lasttwomonths."

With the additionalembodiment, the la$two months of sourcevideo does notneed to be

reviewed. ln$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly mors efficient process," '707 Application atu l48,

"ln block 92. archived video nrimitives are accessed, The video primitives are archived in
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block43 of FIO. 4; 'T0l Application att[50,

See, e,g.,'70? Application atFigs, 3,4, 6, and 9;t|'![48,49, 96, 9?'103, 104, ll7'124, and

r48.151,

"An 'event' refers to one 0r more objects engaged in an activity, The event may be

referenced with respectto a location and/or atime." '707 Application at{ 48.

"A'compute/ refem to any apparatus that is capable ofaccepting a $ructured input,

processing the structured input according to prescribed rules, and producing results of the

processing as output. Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe; a super mini'computer;a mini'computer; a

workstation;a micro.computer;a server; an interactive television; a hybrid combination of a

computet and an interactive television; and application'specific hardware to emulate a

computer and/or software, A computer can have a single processor 0r multiple processors'

which can operate in parallel and/or not in parallel, A computer also refers to two or more

computers connected together via a network for transmitting or receiving information

between the computers. An example of such a computer indudes a distributed computer

sy$em for processing information via computers linked by a network." '707 Application at

tI 49,

"ln block 24 0fFIG. 2, the video surveillance sy$em is operated. The video surveillance

sy$em of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunencss in real time using eventdiscriminators' In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and genuating output. The reports and output can be displayed and/or $ored locally

to the system or elsewhere via a network, such as the Internet. FIG,4 illustrates a flow

diagram for operating the vide o surveillanse system," 'i07 Application at lf 104,

a processor configured to receive

from the inpul a $ream of

detected attributes received over

the communications channel, the

attributes being attributes ofone

or more objects d*eced in a

video, the proce$or configured to

determine an eventthat is notone

ofthe detected attributes by

analyzing a combination of the

received attributes and configured

to provide, upon a determination

ofthe event, at lea$ one ofan

alert to a user, information for a

report and an instruction for

taking an action,
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R0.4

'707 Application at Fig,4,

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer.readable medium l3 or another computer-readable medium. Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application attl ll7,

"ln block 44, event occunences an exhacted from the video primitives using event

discriminaton, The video primitives are determined in block 42,andthe event discriminators

are determined from usking the system in block 23, The event discriminators are used to

filter the video primitives to determine if any event occurences occuned. For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wong way' into an area between 9:00 a,m, and 5:00 p,m, The event discriminator

checks all video primitives being generated according h FIG, 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a.m' and

5:00 p,m,, a classification of 'person' ot'group of people', a position inside the area, and a

'wrong' direction ofmotion,"'i07 Application at$ I 18,

"ln block 45, action is uken for each event occunence extracted in block 44, as appropriate,

FI$, 6 illustrates a flow diagram for taking action with the video surveillance sy$em," '707

Application at'lTll9,
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FIG.O

'707 Application at Fig, 6.

"ln block 61, responses are undertaken as dictated by the event discriminators that detected

the event occunenc€s. The response, ifany, are identified for each event discriminator in

block 34," '707 Application at{ 120.

"ln block 34, a response is optionally identified. Examples of a rcsponse includes the

following: activating a visual and/or audio alert on a system display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; forwarding data (e.g.'

image data, video data, video primitives; and/or analyzed data) to another computer sy$em

via a netwo*, such as the Intemet; saving such daU to a designated computet'readable

medium; activating some other sensor 0r surveillance system; tasking the computer system

I I and/or another computer sy$em; and directing the computer sy$em ll and/or another

computer system," '707 Application at tf 96.

"ln block 35, one 0r more discriminaton are identified by desuibing intemctions between

video primitives (or their ab$raction$, spatial areas of intere$, and temporal attributes of

interest. An inkraction is d*ermined for a combination of one 0r more objects identified in

block 31,0n0 0r more spatial areas ofinterest ident
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temporal attributes of interest identified in block 33, One 0r more rospon$es identified in

block 34 are optionally associated with each event discriminator." '707 Application at 1l 97,

"ln block 62, an activity record is generated for each event occunence that occuned. The

activity record includes, forexample:detailsof atrajectory of an object;atimeofdetection

ofan objec; a position ofdetection ofan objec, and a description or definition ofthe event

discriminator that was employed, The activity record can include information, such as video

primitives, needed by the event discriminator, The activity record can also include

representative video or still imagery ofthe objec(s) and/or uea(s) involved in the event

occunenco, The activity record is $ored on a computer-readable medium." '707 Application

arll 121,

"ln block 63, output is generated. The output is based on the event occunences extracted in

block 44 and a direct feed ofthe source video from block 41, The output is $ored on a

computer-readable medium, displayed on the computer sy$em ll or another computer

system, or foruarded to anothet computer system, As the system operates, information

regarding event occunences is collected, and the information can be viewed by the operator

at any time, including realtime. Examples of formats for receiving the information include: a

display on a monitor of a computer system; a hard copy; a computer'rcadable medium; and

an interactive web page ," '707 Application at t[ 122,

'707 Application at Fig. 9,
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.'FIC, 
9 illu$rates an additional flow diagram for the video surveillance sy$em ofthe

invention,lnthis additionalembodiment, the system analysesarchived videoprimitives with

event discriminaton t0 generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video contentcan be reanalyzed with the additionalembodiment in arelatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efliciency imprcvement over cunent st0te-0f.the-art

systems because processing video imagery data is extremely computationally expensive,

whereasanalyzingthe small*ized videoprimitivesabstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than I 0 minutes in area A in the la$ two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed,Instead, only the video primitivesfrom the la$two months needto be reviewed,

which is a significantly more efficient process." '707 Application at'!f 148.

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FIO. 4;'701 Application att[ 150.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FI0, 4," '707 Application at tl l5l,

"Examples ofan event discriminator for a single object include: an object appears; a person

appears; and a red object moves fasterthan l0 rds,' '707 Application at'!f 98.

"Examples of an event discriminator for multiple objects include: two objects come together;

a porson exits a vehicle; and a red object moves next to a blue object." '707 Application at

Il ee.

"Examples ofan event discriminator for an object and a spatial attribute include: an object

cro$es a line; an object enten an aroa; and a penon ciosses a line from the left," '707

Aonlication atf 100.
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"Examples of an eventdiscriminatorforan object and atempomlattribute include: an object

appean at l0:00 p,m,; a person travels fa$erthen 2 nr/s between 9:00 a,m. and 5:00 p,m.;

and a vehicle appears on the weekend,' '70i Application at']J l0l,

"Examples of an event discriminator for an object, a spatial attribute, and a temporal

attribute include: a person cro$se$ a line between midnight and 6:00 a.m.; and a vehicle $ops

in an area for longer than l0 minutss," '707 Application attl 102.

"An example of an event discriminator for an object, a spatial attribute, and a temporal

attribute associated with a response include:a porson enters an area between midnight and

6:00 a,m,, and a security service is notified." '707 Application atl[ 103.

See, e,g.,'707 Application at Fig. 9; 1l'1T66, 67,79, 148, and 150,

"An operator is provided with maximum flexibility in configuring the sy$em by using event

discriminators, Event discriminators are identified with one or more objects (whose

desuiptions are based on video primitives), along with one 0rmore optionalspatial

attributes, and/or one 0r more optional temporal attributes. For example, an operator can

define an event discriminator Palled a "loitering" event in this example)as a'penon' object

in the 'automatic tellu machine ' space for'longer than l5 minutes' and 'between 10:00 p,m,

and 6:00 a,m,"' '707 Application attl66,

"Although the video surveillance sy$em of the invention draws on well'known computer

vision techniques fiom the public domain, the inventive video surveillance sy$em has

several unique and novel featurcs that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange, The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence, The sy$em

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

icallv can infer video nrimitives from video imagery, The sy$em can

wherein the attributes received

over the communications shannel

are independent ofthe event to be

d*ermined by the processor, and
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furthu analyze previously processed video without needing to reproce$s completely the

video, By analyzing previously processed video, the sy$em can puform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em," '707 Application at'1f 67,

"ln block 23 0fFIC, 2, the video surveillance sy$em is tasked. Tasking occurs after

calibration in block 22 and is optional Tasking the video surveillance sy$em involves

specifying one 0r more event discriminaton, Without tasking, the video surveillance sy$em

operates by dcecting and archiving video primitives and associated video imagery without

taking any action, as in block 45 in FI0, 4.' '10'l Application atll79,

'707 Application at Fig,9,

-FIO, 
9 illustrates an additional flow diagram for ths video surveillance sy$em of the

invention, ln this additionalembodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives forthe source video are archived in block43 of FIG,4, The

video contentcan be reanalyzed with the additionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reptocessed, This provides a great efliciency improvement over cunent state'of'the'art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analvzins the small*ized video primitives abstracted from the vidqq[extry4q

rrc,0
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computationally cheap, As an example, the following event discriminator can be generated:

"The number of people stopping for more than I 0 minutes in area A in the la$ two months."

With the additional embodiment, the la$ two months of source video does not need to be

reviewed, In$ead, only the video primitives from the la$two months need to be reviewed,

which is a significantly more efficient process." '707 Application at$ 148.

"ln block 92, archived video primitives are accessed. The video primitives are archived in

block43 of FIG. 4; '707 Application atlll50,

wherein the processor is

configured to determine the event

without reprocessing the video.

See, e,9.,'707 Application at l['[67 and 148.

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel fcatures that are not cunently available, Fot example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange, The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateral evidence, The sy$em

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives from video imagery, The sy$em can

further analyze previously processed video without needing to reprocess completely the

video, By analyzing previously processed video, the sy$em can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em." '707 Application at tf 67,

-F10, 
9 illustrates an additional flow diagram for the video surveillance sy$em ofthe

invention. ln this additional embodiment, the sy$em analyses archived video primitives with

event discriminators to ggnerate additional rcports, for example, without needing to review

the entire source video, Angime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 0f FIG.4, The

video content can be reanalyzed with the additional embodiment in a re latively short time

because onlv the video orimitives are reviewed and because the video source is not
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reprocessed. This provides a grcat efficiency improvement over cunent state.of.the.art

sy$ems because processing video imagery data is extremely computationally expensive,

whercas analyzing the small-sized video primitives abstracted from the video is extremely

computationally cheap. As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two month$."

With the additional embodiment, the last two months of source video does not need to be

reviewed, lnstead, only the video primitives from the la$two months need to be reviewed,

which is a significantly more efficient proc€ss." '70? Application at tl 148.

See, e,g,'707 Application atlfl 49, 53, and 96,

"A 'computer' refers to any apparatus that is capable ofaccepting a $ructured input,

processing the $ructured input according to prescribed rules, and producing results ofthe

processing as output. Examples of a computer include: a computer; a geneml purpose

computer;a supercomputer;a mainframe;a super mini'computer;a mini'computer;a

workgtation; a micro.computer;a server; an interactive television; a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

computer and/or software. A computer can have a single processor or multiple proce$$ors,

which can operate in parallel and/ot not in parallel, A computer also refen t0 two 0r m0r0

computen connected togethu via a network for transmitting or receiving information

between the computen, An example of such a computer includes a distributed computer

system for processing information via computen linked by a network," '707 Application at

1 4e,

"A "netwgrk" refen to a number ofcomputers and associated devices that are connected by

communication facilities. A network involves permanent connections such as cables or

temporary connections such as those made through telephone or other communication links.

Examples of a network include:an internet, such as the Intemet;an intranet;a localarea

network (LAN); a wide area network (\VAN); and a combination of networks, such as an

internet and an intranet," '70? Application at1153.

The video system ofclaim 6,

wherein the communications

channel comprises a network,
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"ln block 34, a response is optionally identified, Examples of a response includes the

following:activating a visualand/or audio alert on a sy$em display;activating a visual

andior audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonuarding data (€,9,,

image data, video data, video primitives; and/or analyzed data) to another computer sy$em

via a networ( such as the Intemet; saving such data to a designated computer-readable

medium; activating some other $0ns0r 0r surveillance sy$em; tasking the computer sy$em

I I and/or another computer sy$em; and directing the computet sy$em I I and/or another

computer system," '707 Application at t[96,

See, e,9,,'707 Application atllll67, ll8, and 148.

"Although the video surveillance system of the invention draws on well.known computer

visiontechniques fromthe publh domain,the inventivevideo surveillance system has

several unique and novel features that are not cunently available, For example, cunent video

surveillance $ystems use large volumes of video imagery as the primary commodity of

information interchange. The sy$em of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateral evidence,Ihe sy$em

of the invention can also be calibrated (manually, semi-automatically, ot automatically)and

thueafter automatically can infer video primitives from video imagery. The system can

further analyze previously processed video without needing to reproces$ completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recoded video primitives, which greatly improves the analysis speed of

the computer system," '707 Application atll67,

"ln block 44, event occunences are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42,andthe event discriminaton

are determined from tasking the system in block 23, The event discriminaton are used to

Iilter the video primitives to determine if any event occunences occuned, For example, an

event discriminator can be looking for a'wrong way' event as defined by a person traveling

into an area between 9:00 a,m, and 5:00 p.m. The event discriminator

Tk video system of claim 6,

wherein the processor is operable

to determine an event by

analyzing only attributes ofthe

received $ream of attributes,
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checks all video primitives being generated according to FIG, 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a,m, and

5:00 p.m,, a classification of 'person' or'group of people', a position inside the area, and a

'wrong' direcion of motion," '707 Applhation at '!l I I 8.

"FIG. 9 illusfates an additional flow diagram for the video surveillance sy$em ofthe

invention, In this additional embodiment, the sy$em analyses archived video primitives with

event discriminators to generate additionalreprts, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives forthe source video are archived in block 43 of FIC,4. The

video content can be reanalyzed with the additional embodiment in a relatively short time

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efficiency improvement over cunent $ate-of.the.alt

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzingthe small-sized video primitives abstracted from the video is extremely

computationally cheap. As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the la$ two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed. In$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more efficientprocess." '707 Application attf 148,

See, e.g.,'707 Application al Figs, 2 and 4 and tlt[ 76, 104, and ll8,

"FIC,2 illu$rates a flowdiagram for the video surveillance sy$em of the invention, Various

aspects of the invention are exemplified with reference t0 FICS, l0-15, which illustrate

examples of the video surveillance $ystem 0f the invention applied to monitoring a grocory

$ore." '70? Application atn 76,

"ln block 24 0fFIC,2, the video surveillance sy$em is operated, The video surveillance

system of the invention operates automatically, detects and archives video primitives of

iects in the scene, and detects event occunences in real time using event discriminators. In

A method of d*ectingan event

from a video, comprising:
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addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and genuating output, The reports and output can be displayed and/or $ored locally

to the sy$em or elsswhere via a network, such as the Intemet, FI0, 4 illustrates a flow

diagram for opuating the video surveillance sy$em." '70i Application at ll 104,

'707 Application at Fig,4.

"ln block 44, event occunence$ are extracted from the video primitives using event

discriminators, The video primitives are determined in block 42, and the event discriminaton

are determined from tasking the sy$em in block 23. The event discriminators are used to

filter the video primitives to determine if any event occunences occuned, For example, an

event discriminator can be looking for a 'wrong way' event as defined by a penon traveling

the 'wrong way' into an area between 9:00 a.m, and 5:00 p,m. The event discriminator

checks all video primitives being generated according to FIG. 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a,m, and

5:00 p,m., a classification of 'penon' or'group of people', a position inside the area, and a

'rtrong' direction of motion," '707 Application attl ll8,

RG.4

See, e,g,,'707 Application at Figs.4 and 9 and tf'![49,96, ll8, 148 and 150.

"A 'computer' refcrs to any apparatus that is capable ofaccepting a $ructured input,

processing the $ructured input according to prescribed rules, and producing resuhs ofthe

processing as output. Examples ofa computer include: a computer; a general purpose

inframe: a suDer mini-computer; a mini'computer; a

receiving a $ream ofdetected

attributes ovor a communications

channel, the detected attributes

represonting attributes of an

object previously detected in the
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workstation; a micro-computer; a server; an interactive television; a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

computer and/or software, A computer can have a single proce$sor 0r multiple processors,

which can operate in parallel and/or not in parallel, A computer also refers to two or more

computen connected together via a network for fansmitting or receiving information

between the computen, An example of such a computer includes a distributed computer

system for processing information via computers linked by a netwotk," '707 Application at

tt4e,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonuuding data (e.g''

image data, video data, video primitives; and/or analyzed data)to another computer system

via a network, such as the lnternet; saving such data to a designated computer'readable

medium;activating some other sensor 0r surveillance sy$em; tasking the computer sy$em

I I and/or another computer sy$em; and directing the computer sy$em I I and/or another

computer sy$em," '707 Application at { 96.

'?07 Application at Fig.4,

"ln block 44, evsnt occunences are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42, and the event discriminatorr

are determined from tasking the sy$em in block 23. The evenldiscriminators arc

FIG.{
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filter the video primitives to determine if any event occuffences occuned, For example, an

event discriminator can be looking for a 
twrong 

way' event as defined by a penon traveling

the 'wrong way' into an area between 9;00 a.m, and 5:00 p,m, The eventdiscriminator

checks all video primitives being generated according t0 FI0, 5 and determines if any video

primitives exist which have the following propefties: a timestamp between 9:00 a.m. and

5:00 p,m,, a classification of 'person' or'group of people', a position inside the area, and a

'wrong' direction of motion." '707 Application at'lf 118,

FIG.9

'?07 Applhation at Fig, 9,

"FI0, 9 illustrates an additional flow diagram for the video surveillance sy$em ofthe

invention. In this additionalembodimenf the sy$em analyses archived video primitives with

event discriminaton to generate additional nports, for example, without needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives forthe source video are archived in block43 of FIO,4' The

video contentcan be reanalyzed with the additionalembodiment in arelatively shorttime

because only the video primitives are teviewed and because the video source is not

reprocessed. This provides a great effrciency improvement over cunent $ate'otthe'art

syskms because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives ab$racted from the video is extremely

computationally cheap, As an example, the following event discriminator can be genuated:

"The number of people $opping for more than l0 minutes in area A in the last two month$,"

With the additional embodiment, the lasttwo months of source video does notneed to h
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reviewed,ln$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more eflicient proce$," '707 Application at tf 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FIG. 4; '701 Application atll 150,

performing an analysis of a

combination of the d*ected

attributes to detect an event that is

not one ofthe detected attributes

without reprocessing the video,

See, e,g,,'707 Application at Figs.4 and 9 and tft[48,67, 98-104, ll7, ll8, and 148'151,

"An 'event' refets to one 0r more objects engaged in an activity. The event may be

referenced with respect to a location and/or a time," '707 Application at ll 48.

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available, For example, cunent video

surveillance systems use large volumes of video imagery as the primary commodity of

information interchange. The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidsnce,Ihe sy$em

of the invention can also be calibrated (manually, semi-automatically, orautomatically)and

thereafterautomatically can infervideo primitives fromvideo imagery.The sy$em can

furthu analyze previously processed video without needing to reprocess completely the

video, By analyzing previously processed video, the sy$em can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer systom," '707 Application at{ 67,

"ln block 24 ofFIG, 2, the video surveillance $y$em is operated. The video surveillance

sy$em of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminaton, In

addition, action is taken in real time, as appropriate, such as activating alarm$, generating

reports, and genuating output, The reports and output can be displayed and/or $ored locally

to the sy$em or elsewhere via a network, such as the Internet. FIG, 4 illu$rates a flow

for operating the video surveillance system," '707 ion at tl 104.
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FE.4

'i07 Application at Fig, 4,

"ln block 43, the video primitives from block 42 are archived, The video primitives can be

archived in the computer.readable medium 13 or another computer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived." '707 Application at'lf ll7,

"ln block 44, event occunences are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42,andthe event discriminators

are determined from tasking the sy$em in block 23. The event discriminators are used to

filter the video primitives to determine if any event occurcnces occuned' For example, an

event discriminator can be looking fot a 'wrong way' event as defined by a person traveling

the 'wrong way' into an arca between 9:00 a,m. and 5:00 p,m, The event discriminator

checks allvideo primitives being generated according to FIG. 5 and d*ermines if any video

primitives exist which have the following properties: a timeskmp between 9:00 a.m. and

5:00 p,m,, a classification of 'penon' or 'group of people', a position inside the area, and a

'wrong' direction of motion." '707 Application at $ ll8.
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FIG,9

'707 Application at Fig, 9,

"FlG, 9 illusfiates an additional flow diagram for the video surveillance sy$em of the

invention,ln this additionalembodiment, the sy$em analyses archived video primitives with

event discriminaton to generate additional rcports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FlG, 4, The

video content can be reanalyzed with the additional embodiment in a relatively short time

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efficiency improvement over cunent $ateofthe'art

sy$ems hcause processing video imagery data is extremely computationally expensive,

whereas analyzing the small.sized video primitives ab$racted fiom the video is extremely

computationally cheap. As an example, the following event discriminatorcan be generated:

"The number of people $opping for more than l0 minutes in area A in the la$ two months,"

With the additional embodiment, the last two months of source video does not need to h
reviewed, In$ead, only the video primitives from the la$ two months need to be reviewed,

whhh is a significantly more efficient proces$." '?07 Application at $ 148,

"tn block 92, archived video primitives are accessed, The video primitives are archived in

block43of FlG, 4; ':,07 Applicationattll50.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FlG, 4," '707 Application at !| I 5l ,
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"Examples ofan event discriminator for a single object include: an object appears; a pcrson

appears;and a red object moves fa$uthan l0 n/s," '70i Application att| 98,

"Examples of an event discriminator for multiple objects include: two objects come together;

a per$on exits a vehicle; and a red object moves next to a blue object," '707 Application at

fl ee,

"Examples ofan event discriminator for an object and a spatial attribute include: an object

crossos a line; an object enten an area; and a person crosses a line from the left." '707

Application attl 100.

"Examples of an event discriminator for an object and a temporal anribute include: an object

appean at l0:00 p,m.; a penon travels fa$er thsn 2 ds between 9:00 a,m, and 5:00 p.m,;

and a vehicle appears on the weekend." 'i07 Applhation atn l0l,

"Examples of an event discriminator for an object, a spatial attribute, and a temporal

attribute include: a person crosses a line between midnight and 6:00 a.m,;and a vehicle stops

in an area for longer than l 0 minutes,"'707 Applhation at tf 1 02.

"An example of an event discriminator for an object, a spatial affribute, and a temporal

attribute associated with a response include: a person enters an area between midnight and

6:00 a.m,, and a security service is notified," '70i Application at'!f 103,

See, e,g,,'707 Application at Figs. 3, 4,6, and 9;'lltf 96, 97, 104, ll9'124, and l4&151,

"ln block 24 0f FlG. 2, the video surueillance sy$em is opuated, The video surveillance

system of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators, In

addition, action is taken in real time, as appropriate, such as activating alarms, genuating

reports, and generating output, The reports and output can be displayed andlor $ored locally

to the system or elsewhere via a netwo*, such as the lnternet. FI0,4 illu$rates a flow

upon detecting the event,

providing at lea$ one ofan alert

to a u$er, information for a report

and an instruction for taking an

action,
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diagram for opuating the video surveillance system," '707 Application at'll 104,

Frg,4

'707 Application at Fig, 4.

"ln block 45, action is taken for each event occunence extracted in block 44, as appropriate,

FIO, 6 illustrates a flow diagram fortaking action with the video surveillance sy$em," '707

Application atll ll9,

62 03

FIG.O

'707 Application atFig, 6.

"ln block 61, responses are undertaken as dictated by the event discriminators that d*ected

the event occunences, The response, ifany, are identified for each event discriminator in

block 34," '707 Annlication attl 120,
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"ln block 34, a response is optionally identified. Examples ofa response includes the

following:activating avisualand/oraudio alerton a system display;activating avisual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door;contacting a security service; forwarding data (e,g,,

image data, video data, video primitives; andior analyzed data)to another computer system

via a network, such as the Interns| saving such data to a designated computer-readable

medium; activating some other sensor 0r surveillance system; tasking the compukr sy$em

I I and/or another computer sy$em; and directing the computer sy$em I I and/or anothet

computer sy$em." '707 Application at fl 96.

"ln block 35, one 0r more discriminators are identified by describing interactions between

video primitives (or their abstraction$, spatial areas of interest, and temporal attributes of

intere$, An interaction is determined for a combination of one 0r more objects identified in

block 3 l, one 0r more spatial areas of interest idsntified in block 32, and one 0r more

temporal attributes of interest identified in block 33, One 0r more responses identified in

block 34 are optionally associated with each event discriminator," '707 Application at tI97,

"ln block 62, an activity record is genuated for each event occunence that occuned, The

activity record includes, forexample:deuils ofafiajectory of an object;atime ofdetecion

ofan object; a position ofdetection ofan object, and a desuiption or definition ofthe event

discriminator that was employed, The activity record can include information, such as video

primitives, needed by the event discriminator, The activity resord can also include

representative video or still imagery ofthe object(s) andior area(s) involved in the event

occuffonce, The activity record is stored on a computer-readable medium," '707 Application

atfl l2l,

"ln block 63, output is generated. The output is based on the event occunences extracted in

block 44 and a direct feed ofthe source video from block 41. The output is $ored on a

computer-readable medium, displayed on the computer sy$em I I or another computer

or fonruarded to another As the information
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regarding svent occunences is collected, and the information can be viewed by the operahr

at any time , including real time, Examples of formats for receiving the information include: a

display on a monitor of a computer system; a hard copy; a computer-readable medium; and

an interactive web page," '707 Application at tl 122.

'707 Application at Fig,9,

"Blocks 93 and 94 are the same as blocks 44 and 45 in FI0, 4," '707 Application at t[ l 5l ,

See, e,g,,'707 Application at Fig, 9;T'!166, 67,79, 148, and 150,

"An operator is provided with maximum flexibility in configuring the system by using event

discriminators, Event discriminators are identified with one 0r more objects (whose

descriptions are based on video primitives), along with one 0r more optional spatial

attributes, and/or one 0r more optional temporal attributes, For example, an operator can

define an event discriminator (called a "loitering" event in this example)as a'person' object

in the 'automatic tellu machine' space for'longer than l5 minutes' and 'between l0:00 p,m,

and 6:00 a.m,"' '707 Application at'][66,

"Although the video surveillance sy$em of the invention draws on well'known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available, For example, cunent video

surveillance systems use large volumes of video imagery as the primary commodity of

wherein the detected attributes

received in the $ream ofattributes

are independent ofa selection of

the eventto be d*ected,
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information interchange, The sy$em of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence, The system

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

thueaftu automatically can infu video primitives from video imagery, The sy$em can

furthu analyze previously processed video without needing to reprocess complekly the

video, By analyzing previously processed video, the sy$em can puform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer system," '707 Application atll67,

"ln block 23 0fFIG. 2, the video surveillance sy$em is tasked, Tasking occurs after

calibration in block22 and is optional, Taskingthe video survsillance sy$em involves

specifying one 0r more event discriminators. Without tasking, the video surveillance sy$em

operates by detecting and archivingvideo primitives andassociated video imagery without

taking any action, as in block 45 in FIG. 4." '70? Application at tf 79.

'i07 Application at Fig, 9.

-FIO, 
9 illu$rates an additional flow diagram for the video surveillance sy$em ofthe

invention, In this additionalembodimenq the sy$em analyses archived video primitives with

event discriminaton to generate additional reports, for example, withoutneeding to review

the entire source video, Anytime after a video source has been processed according to tk
invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video contentcan be reanalyzed with the additionalembodiment in a relatively shorttime

F10,0
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because only the video primitives are reviewed and because the video source is not

rcprocessed. This provides a great efficiency improvement over cunent state-o[the-art

sy$ems because processing video imagery data is exfiemely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the lasttwo months,"

With the additional embodiment, the la$ two months of source video does not need to be

reviewed. In$ead, only the video primitives from the last two months need to be reviewed,

which is a significantly more efficient process." '707 Application at { 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 0f FIG, 4; '707 Application at'll 150.

See, e,g,,'707 Application at 
.!|t| 

49, 53, and 96.

"A 'computer' refers to any apparatus that is capabh ofaccepting a structured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purposc

computer; a supercomputer; a mainframe; a super mini-computer; a mini'computer; a

workstation; a micro-computer;a server; an interactive television; a hybrid combination of a

computer and an interactive television;and application*pecific hardware to emulate a

computer and/or software. A computer can have a single prccessor 0r multiph procsssor$,

which can operate in paralhl and/or not in parallel, A computer also refers to two or more

computers connected together via a network for tansmitting or receiving information

between the computem, An example of such acomputer includes a distributed computer

sy$em for processing information via computets linked by a network," '707 Application at

'1149,

"A "network" refcrs to a number of computers and associated devices that are connected by

communication facilities. A network involves permanent connections such as cables or

connections such as those made

r0 The method of claim 9, wherein

the communications channel

comprises a network,
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Examples of a network include: an intemet, such as the Internet; an intranet; a localarea

network (LAN); a wide area network (\VAN); and a combination of networks, such as an

intemet and an intranet," '70i Application at'1f 53.

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service;fonnarding data (e.g,,

image data, video data, video primitives; and/or analyzed data)to another computer sy$em

via a network, such as the Internet; saving such data to a designated computer'readable

medium; activating some other $0ns0r 0r surveillance sy$em; tasking the computer system

I I and/or another computer sy$em; and directing the computer system I I and/or anothet

computer system," '70i Application at'lf 96,

See, e,g,,'707 Application at lllf 67, ll8, and 148.

"Although the video surveillance sy$em of the invention draws on well'known computet

visiontechniques fromthe public domain,the inventive video surveillance sy$em has

several unique and novel features that are not cunently available, For example, cunent video

surveillance systems use large volumes of video imagery as the primary commodity of

information interchange, The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence. The system

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives from video imagery. The system can

further analyze previously processed video without needing to feproc,ess completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer system." '707 Application at t[ 67.

"ln block 44, event occuncncos are extracted from the video primitives using event

discriminators, The video primitives are determined in block 4l,andthe event discriminators

The method of claim 9, wherein

the analysis performed to detsct

an event determines an event by

analyzing only attributes received

in the stream ofdetected

attributes,
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are determined fiom tasking the sy$em in block 23, The event discriminaton are used to

filter the video primitives to determine if any event occunenccs occuned, For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a.m. and 5:00 p.m. The event discriminator

checks all video primitives being generated according to FIG. 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a,m, and

5:00 p.m,, a classification of 'person' or 'group of people', a position inside the area, and a

'wrong' direcion of motion." '707 Application at$ ll8,

..F10,9 
illustrates an additional flow diagram forthe video surveillance system ofthe

invention.lnthis additionalembodiment,the system analyses archived video primitiveswith

event discriminators t0 generate additional reports, fot example, without needing to review

the entire source video, Anytime after a video soutce has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video contentcan be reanalyzedwith the additionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great effrciency improvement over cunent state-ofthe-art

sy$ems because processing video imagery data is extremely computationally expensive,

whereasanalyzing the small-sizedvideoprimitives absfiacted fiom the video is extremely

computationally cheap. As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed. Instead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more eflicient process." '707 Application at t[ 148,

See, e.g.,'707 Application at Figs. 2,4, and 5 and tfJ[76, 104, 106, and 107,

"FlC, 2 illu$rates a flow diagram for the video surveillance sy$em of the invention. Various

aspects of the invention are exemplified with reference t0 FICS. l0'15, which illustrate

examples of the video surveillance system of the invention applied to monitoring a grocery

store," '707 Anolication at fl i6.

A method comprising:
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"ln block 24 0f FI0, 2, the video surveillance sy$em is opuated, The video surveillance

sy$em of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators, In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and generating output, The reports and output can be displayed and/or $ored locally

to the system or elsewhere via a network, such as the Intemet, FIG.4 illustrates a flow

diagram for operating the video surveillance sy$em,'n '707 Application at ][ 104,

Fro.4

'70i Application at Fig.4,

"ln block42, video primitives ars extracted in realtime from the source video. As an option,

non.video primitives can be obtained andlor extracted from one 0r more other senson l7 and

used with the invention, The extraction of video primitives is illustrated with FIG,5,' '707

Application atll 106,

unddbl0

F$mse,

soamlqrhlo

doffitncI
[Ccdryof

fongurr'd

olhl
bdhr{
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'i07 Application at Fig, 5.

-FIG, 
5 illustrates a flow diagram for extracting video primitives for the video surveillance

sy$em. Blocks 5l and 52 opuate in parallel and can be performed in any order or

concunently, In block 5l, objecs are detected via movement, Any motion detection

algorithm for detecting movement between fiames at the pixel level can be used for this

block. As an example, the three frame differencing technique can be used, which is

discussed in { | }. The detected objects are fonuarded h block 53,' 'i07 Application at l
l 07.

See, e,g,,'707 Application at Figs, 2,4, and 5 and Jl$ 104'108,

"ln block 24 0fF10.2, the video surveillance sy$em is operated, The video surveillance

sy$em ofthe invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators. In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and genuating output, The reports and output can be displayed andlor stortd locally

to the sy$em or elsewhere via a network, such as the Intemet. FIO, 4 illustmtes a flow

diagram for operating the video surveillance sy$em." '707 Application at tl 104,

'i0? Application at Fig,4.

"ln block42, video primitives are extracted in realtime from the source video, As an qp[

undaftkr

fisfllsg,
Nsnmpdsh

analyzing a video to detect an

object;
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non.video primitives can be obtained and/or extracted from one 0r m0r0 other sensors l7 and

used with the invention, The extraction of video primitives is illu$rated with FI0. 5,' '707

Application atll 106,

66

'i07 Application at Fig, 5,

-FI0. 
5 illu$rates a flow diagram for extracting video primitives for the video surveillance

sy$em. Btocks 5l and 52 operate in paralhl and can be performed in any order or

concunently, In block 51, objects are detected via movement, Any motion d*ection

algorithm for detecting movement between frames at the pixel level can be used for this

block. As an example, the three frame diffuencing technique can be used, which is

discussed in { I }, The detected objects are fonrarded to block 53.' '707 Application at f
r07,

"ln block 52, objectsare detected viachange, Any change detection algorithm ford*ecting

changes from a background model can be used forthis block, An object is detected in this

block if one 0rmorepixels in aframe are deemedto be inthe foreground ofthe frame

because the pixels do not conform to a background model ofthe frame, As an example, a

$ocha$ic background modeling technique, such as dynamically adaptive background

subtraction, can be used, which is described in {l} and U,S. patent application Ser. No.

091694,llr2fi1ed 0ct.24,2000. The detected objects are fonvarded to block 53," '707

Application atll 108,
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lt
ueating a stream of attributes ata

first location by d*ermining

attributes ofthe detected object by

analyzing the video;

See, e,9,,'707 Application at Figs, 2, 4, and 5 and Jlt[ lll-l 16,

"ln block 24 0f FIC, 2, the video surveillance sy$em is opuated. The video surveillance

system of the invention operates automatically, ddects and archives video primitives of

objects in the scene, and detects event occunences in realtime using event discriminaton. In

addition, action is taken in real time, as appropriate, such as activating alarm$, generating

reports, and generating output. The reports and output can be displayed andlor $ored locally

to the system or elsewhere via a network, such as the Intemet, FIG, 4 illustrates a flow

diagram for operating the video surveillance system," '707 Application at t| 104'

'707 Application at Fig, 4,

"ln block 42, video primitives are extracted in real time from the source video, As an option,

non-video primitives can be obtained andlor extracted from one 0r more other sensors l7 and

used with the invention, The extraction of video primitives is illustrated with FIG, 5,' '707

Application atlll06, 
r,
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'707 Application at Fig. 5.

-FIG, 
5 illu$rates a flow diagram for extracting video primitives for the video surveillance

system. Blocks 5l and 52 opuate in puallel and can be performed in any order or

concunently, In block 51, objects are detected via movement, Any motion detection

algorithm for detecting movement between frames at the pixel level can be used for this

block, As an example, the three frame differencing technique can be used, which is

discussed in {l}. Tk detected objects are foruarded to block 53,' '707 Application at t[

r 07.

"ln block 53, blobs arc generated. In general, a blob is any object in a fiame. Examples ofa

blob include: a moving object, such as a penon or a vehicle; and a consumer product, such

as a piece of fumiture, a clothing item, or a retail shelf item, Blobs are generated using the

detected objects from blocks 32 and 33, Any technique for genuating blobs can be used for

this block, An exemplary technique for generating blobs from motion detection and change

detection uses a connected components scheme, For example, the morphology and

connected components algorithm can be used, which is desuibed in {l}," '70i Application

attllll.

"ln block 54, blobs are tracked, Any technique fortracking blobs can be used forthis block,

For example, Kalman filtering or the C0NDENSATI0N algorithm can be used, As another

example, a template matching technique, such as desuibed in {l}, can be used. As a further

example, a multi-hypothesis Kalman tmcker can be used, which is desuibed in {5}. As yet

another example, the frame-to-frame tracking technique described in U,S. patent application

Su. No. 091694,:12fi1ed 0ct. 24, 2000, can be used, For the example of a location being a

grocery store, examples ofobjectsthat can be tracked include moving people, inventory

items, and inventory moving appliances, such as shopping carts ortrolleys," '707

Application attl ll2,

"ln block 55. each ofthe tracked obiects is to determine if the
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is salient, lfthe trajectory is insalient, the trajectory represents an object exhibiting unstable

motion or rcpresents an object ofunstable size or color, and the conesponding object is

rejected and is no longer analyzed by the sy$em, Ifthe trajectory is salient, the trajectory

represents an object that is potentially ofinterest. A trajectory is determined to be salient or

insalientby applyingasalience mea$urehthetrajectory, Techniques ford*ermining a

trajectory to be salient or insalient are described in {13} and {18}." '707 Application atll

ll4, ;

"ln block 56, each object is classified, The general type ofeach object is determined as the

classification ofthe object. Classification can be performed by a number oftschniques, and

examples ofsuch techniques include using a neural network classifiu {la} and using a

linear discriminatant classifier {14}. Examples of classification are the same as those

discussed for block 23,* '107 Application at l[ I 15,

"ln block 5?, video primitives are identified usingthe information from blocks 5lJ6 and

additional processing as necessary, Examples of video primitives identified are the same as

those discussed for block 23, As an example, for size, the sy$em can u$e information

obtained fiom calibration in block 22 as a video primitive, From calibration, the system has

suflicient information to determine the approximate size of an object, As another example,

the system can use velocity as measured from block 54 as a video primitive," '707

Application at'llll6.

See, e,g,,'?07 Application at Figs, 4 and 9 and tl{ 49, 96,117 ,148, I 50, and I 5l ,

"A 'computer' refers to any apparatus that is capable ofaccepting a $ructured inpuf

processing the structured input according to prescribed rules, and producing results ofthe

processing as output. Examples of a computer include: a computer; a geneml purpo$e

computer; a supercomputel a mainframe;a super mini'computer; a mini*omputer; a

workstation;a micro.computer;a server;an interactive television; a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

and/or software. A computer can have a single processor 0r

transmining the $ream of

attributes to a second location

removed fiom the fint location

for subsequent analysis,
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which can operate in parallel and/or not in parallel. A computer also refers to two or more

computers connected togethu via a network for transmitting or receiving information

between the computers, An example of such a computer includes a distributed computer

sy$em for processing information via computen linked by a network." '707 Application at

u 4e.

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a system display;,activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

ro$ponse mechanism; locking a door; contacting a security service; fonrarding data (e,g,,

image data, video data, video primitives; andlor analyzed data) to another computer system

via a netrvork, such as the Internet; saving such data to a designated computer.readable

medium; activating some other sensor 0r $urveillance sy$em; tasking the computer sy$em

I I and/or another computer system; and directing the computer system I I and/or another

computer sy$em." '707 Application at 
|]196.

Fre,4

'707 Application at Fig. 4.

"ln block 43, the video primitives from block 42 are archived, The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived." 'i07 Application at$ ll7,

"ln block 44, event occurrences are extracted from the video primiti event
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discriminaton, The video primitives are determined in block 42, and the event discriminators

are determined from tasking the sy$em in block 23, The event discriminatots are used to

filtsr the video primitives to determine if any event occunences occuned. For example, an

event discriminator can be looking for a 
owrong 

way' event as defined by a person traveling

the 'wong way' into an area between 9:00 a,m, and 5:00 p.m. The event discriminator

checks allvideo primitives being generated according t0 FIG, 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a.m, and

5:00 p,m,, a classification of 'person' ot'group of people', a position inside the area, and a

'wrong' direction of motion," '707 Application at tf I 18.

'707 Application at Fig, 9,

-FIG. 
9 illusilaks an additional flow diagram for the video surveillance sy$em of the

invention,lnthis additionalembodiment, the sy$em analyses archivedvideo primitiveswith

event discriminatots to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG. 4, The

video content can be reanalyzed with the additional embodiment in a relatively short time

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efficiency improvement over cunent $ate.of'the'art

sy$ems because processing video imagery data is exhemely computationally expensive,

whereas analyzing the small-sized video primitives absnaCed fiom the video is extremely

ionallv cheao, As an the followins event discriminator can be

FIG,O
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"The number of people $opping for more than I 0 minutes in area A in the last two months,"

With the additionalembodiment,the la$two monthsof source video doesnotneedtobe

reviewed, Instead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly moro efficient process," '707 Application at t[ 148.

"ln block 92, archived video primitives are accessed. The video primitives are archived in

block43 0f FIG, 4; '707 Applicationatlll50.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG. 4," '70? Application at 'l[ l 5l .

wherein the stream of attributes

are transmitted tothe second

location over a communications

channel. and

See, e,g,,'707 Application at Figs. 4 and 9 and tl|| 49, 96,117,and 148.

"A 'computer' refers to any apparatus that is capable ofaccepting a structured input

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe; a super mini-computer; a mini-computer; a

work$ation; a micro-computeq a server; an interactive television; a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

computer and/or software , A computer can have a single processor or multiple proce$sors,

which can operate in parallel andlor not in parallel, A computer also refers t0 two 0r more

computers connected togethuvia a network forffansmitting or receiving information

between the computers, An example of such a computer includes a distributed computer

sy$em for processing information via computen linked by a network." '707 Application at

'!t49,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonlarding data (e,g,,

image data, video data, video primitives; and/or analyzed data)to another computer sy$em

via a network, such as the Internetr savins such data to a desi
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medium; activating some other sensor 0r surveillance system;tasking the computer sy$em

I I and/or another computer sy$em; and directing the computer sy$em I I and/or another

computer $y$em," '707 Application atfl 96.

'i07 Application at Fig, 4,

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application attl ll7,

'70i Application at Fig, 9,

-F10,9 
illustrates an additional flow diagram forthe video surveillance sy$em of the

invention.lnthis additionalembodiment,the sy$em analysesarchived video primitiveswith

event discriminators to generate additional reports, for without needins to review

RG,4

FIG.O

trdoftb
FEp0$e,

aeoppryrbb
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the entire source video. Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG. 4. The

video content can be reanalyzed with tk additional embodiment in a relatively short time

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efliciency improvement over cunent state-of-the-art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small,sized video primitives abstracted from the video is oxtremely

computationally cheap. As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months,"

With the additional embodiment, the la$ two months of source video does not need to be

reviewed, In$ead, only the video primitives from the la$two months need to be reviewed,

which is a significantly more efficient process." '707 Application at'lf 148,

wherein the $ream of attributes is

sufficient to allow the subsequent

analysis to detect an event ofthe

video to provide at lea$ one ofan

alert to a user, information for a

report and an in$ruction for

taking an action, the event not

being one of the determined

attributes,

See, e.g.,'707 Application at Figs, 3,4,6, and 9;'lJJ[ 48, 96, 97, 104, ll7-l24,and 148-151,

"An 'event' refers to one 0r m0r0 objects engaged in an activity. The event may be

referenced with respect to a location and/or a time," '707 Application at 1148.

"ln block 24 0fFlO, 2, the video surveillance system is operated. The video surveillance

sy$em of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators, In

addition, action is taken in real time, as appropriate, such as activating alarms, generating

reports, and genuating output, The reports and output can be displayed and/or stored locally

to the sy$em or elsewhere via a network, such as the Intemet. FIO. 4 illustrates a flow

diagram for opuating the video surveillance sy$em," '707 Application at'||[ 104,
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RG.1

'707 Application at Fig. 4,

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-roadable medium l3 or another computer-readable medium. Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application atfl 117.

"ln block 44, event occunences are extracted from tk video primitives using event

discriminaton. The video primitives are determined in block 42, and the event discriminators

are determined from tasking the sy$em in block 23. The event discriminators are used to

filter the video primitives to determine if any event occuffences occuned, For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wong way' into an area between 9:00 a,m, and 5:00 p,m. The event discriminator

checks all video primitives being generated acoording to FIG. 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a.m. and

5:00 p.m,, a classification of 'person' or 'group of people', a position inside the area, and a

'wrong'direction of motion." '707 Application atr]] ll8,

"ln block 45, action is taken for each event occunsnce exffacted in block 44, as appropriate.

Fl0, 6 illustrates a flow diagram for taking action with the vidso surveillance sy$em," '707

Application at'11 ll9,
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FIG,6

'707 Application at Fig. 6,

"ln block 61, responses are undertaken as dictated by the event discriminators that detected

the event occunences. The response, ifany, are identified for each event discriminator in

block 34." '707 Application at||1120.

"ln block 34, a response is optionally identified, Examples ofa response includes the

following:activatingavisualand/oraudio alerton a system display;activatinga visual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonuarding data (e.g,,

image data, video data, video primitives; and/or analyzed data)to another computer system

via a network, such as the Intemet; saving such data to a designated computer-readable

medium; activating some other scnsor 0r surveillance sy$em; tasking the computer system

I I andior another computer system; and directing the computer system ll andior anothu

computer $y$em," '707 Application at'll 96.

"ln block 35, one 0r more discriminaton are identified by desuibing interactions between

video primitives (or their ab$raction$, spatial areas of intere$, and temporal attributes of

intere$, An interaction is determined for a combination of one 0r more objects identified in

block 3l.one 0r m0r0 snatial areas ofinterest identified in block 32. and one 0r m0r0
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temporal attributes of intere$ identified in block 33.One 0r more r€sponses identified in

block 34 are optionally associated with each event discriminator," '707 Application at t[97.

"ln block 62, an acivity record is generated for each event occunence that occuned. The

activity record includes, for example:details of atajectory of an object;atime of detection

ofan objent; a position ofdetecion ofan object, and a description or definition ofthe event

discriminator that was employed. The activity record can include information, such as video

primitives, needed by the event discriminator, The activity rccord can also include

representative video or still imagery ofthe objec(s) and/or area(s) involved in the event

occurence. The activity record is stored on a compuler-readable medium," '707 Application

at tl l2l .

"ln block 63, output is generated, The output is based on the event occunences extracted in

block 44 and a direct feed ofthe source video from block 41. The output is stored on a

computer-readable medium, displayed on the computer sy$em ll or another computet

system, or foruarded to another computer sy$em, As the sy$em operate$, information

regarding ovent occunences is collected, and the information can be viewed by the operator

at any time, including real time, Examples of formats for receiving the information include: a

display on a monitor of a computet sy$em; a hard copy; a computer'readable medium; and

an interactive web page," '707 Application attl 122,

'707 Application at Fig, 9,
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-FI0. 
9 illustraks an additional flow diagram for the video surveillance sy$em of the

invention.ln this additionalembodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video content can be reanalyzed with the additional embodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efliciency improvement over cunent statoof-the-art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives pbstracted fiom the video is exhemely

computationally cheap, As an example, the following event discriminatorcan be generated:

"The number of people $opping for more than l0 minutes in area A in the last two month$,"

With the additional embodiment, the la$ two months of source video does not need to be

reviewed, ln$ead, only the video primitives from the la$ two months need to be reviewed,

whhh is a signifrcantly more eflicient process," '707 Application at lJ 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FlG, 4; '70r. Application atll 150.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FlG, 4." '707 Application at 1[ l5l,

See, e.g.,'707 Application atlflf 48, 67,98-103, and 148,

"An 'event' refers to one 0r more objects engaged in an activity, The event may be

referenced with respect to a location and/or a time." '707 Application at$ 48,

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available, For example, cunent viden

surveillance sy$ems use large volumes of video imagery as the primary commodity of

The system of the invention uses video primitives as the pri

wherein the $ream of attributes is

suffrcientto allow d*ection of the

event that is not one ofthe

determined attributes without

reprocessing the video ofthe first

location,
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commodity with representative video imagery being used as collateral evidence, The sy$em

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives fiom video imagery. The sy$em can

furthuanalyze previously processed video withoutneeding to reptocess completely the

video,'By analyzing previously processed video, the sy$em can peJform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer system." '707 Application at ll 67,

-FIG. 
9 illu$rates an additional flow diagram for the video surveillance system ofthe

invention,ln this additionalembodiment,the sy$em analysesarchived videoprimitiveswith

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FI0. 4, The

videocontentcan be reanalyzed withthe additionalembodiment in arelatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efiiciency improvement over cunent state'of'the'art

systems because processing video imagery data is extremely computationally expensive,

whereasanalyzingthe small-sizedvideo primitives abstracted fiomthevideo is extremely

computationally cheap, As an example, the following event discriminatorcan be generated:

"The number of peoph stopping for more than l0 minutes in area A in the la$ two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed. lnstead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efficient process," '707 Application at fl 148.

"Examples of an event discriminator for a single object include: an object appears; a penon

appears; and a red object moves fa$er than l0 mis," '707 Application at fl 98,

"Examples of an event discriminator for multiple objects include: trvo objocts come together;

a person exits a vehicle; and a red objectmoves next to a blue object," '707 Application at

fl ee.

ofan event discriminator for an obiect and a spatial attribute include: an obi
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cros$es a line; an object enters an area; and a person cros$e$ a line from the left," '707

Application atti 100,

"Examples ofan event discriminator for an object and a temporal attribute include: an object

appears at l0:00 p,m.;a person travels fasterthen 2 r/s between 9:00 a.m, and 5:00 p.m,;

and a vehicle appears on the weekend," '707 Application at 1l l0l,

"Examples of an event discriminator for an object, a spatial attribute, and a temporal

attribute include : a pcrson crosscs a line betrrueen midnight and 6:00 a,m,; and a vehicle stops

in an area for longerthan 10 minutes." '707 Application atJ| 102.

"An example of an event discriminator for an objecf a spatial attribute, and a temporal

attribute associated with a response include:a person enters an area between midnight and

6:00 a,m., and a security service is notified," '707 Application at'][ 103.

The method of claim 12, furthu

comprising: obtaining the video

with a videocapture appantus,

See, e,g., '707 Application at Figs. I and 4 and 
1l'11 

71, 72, and I 05.

'707 Application at Fig. L

"F10. I illustrates a plan view of the video surveillance sy$em of the invention. A computer
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software to opuate the computer l2 according to the invention, The computer sy$em ll is

coupled to ons or more video sensors | 4, one or more video recorders I 5, and one 0r more

inpuUoutput (li0) devhes 16, The video senson l4 can also be optionally coupled to the

video recorders l5 for direct recording ofvideo surveillance data. The computer system is

optionally coupled to other senson 17,"707 Application at ll 7|.

"The video sensor$ l4 pmvide source video to the computer sy$em ll, Each video sensor

l4 can be coupled to the computer system ll using, for example, a direct conne,ction (e.g,, a

firewire digital camera interface)or a network, The video sen$ors l4 can exi$ prior to

installation of the invention 0r can be installed as part of the invention, Examples of a video

sensor 14 include: a video camera; a digiulvideo camera; a color camera; a monochrome

camera; a camera; a camcorder, a PC camera; a webcam; an infra-red video camera; and a

CCTV camera," 
0707 

Application at 11i2,

'707 Application at Fig. 4.

"ln block 41, the computer system ll obtains source video from the video senson l4 and/or

the video recorders 15,' '707 Application atll 105,

RG.4

See, e.g,,'70? Application at'111149,53, and 96,

"A 'computer' refers to any apparatus that is capable ofaccepting a structured input,

processing the structured input according to prescribed rules, and producing results ofthe

ins as outnut, Examples of a computer include: a computer; a

The method of claim 12, wherein

the communications channe I

comprises a network,
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computer;a supercomputer; a mainframe;a super mini-computer; a mini-computer;a

workstation; a micro-computer;a server; an interactive television; a hybrid combination of a

computer and an interactive television; and application-specific hadware to emulate a

computer and/or software, A computer can have a single procfssor 0r multiple processors,

which can operate in paralle I and/or not in parallel. A computer also refus to two or more

computers connected togethu via a network for uansmitting or receiving information

between the computers, An example of such acomputer includes adistributed computer

sy$em for processing information via computers linked by a network," '?07 Application at

fl 4e.

"A "netruork" refers to a number of computers and associated devices that are connected by

communication facilities. A network involves permanent connections such as cables or

temporary connections such as those made through telephone or other communication links,

Examples of a network include: an intemet, such as the lntemet; an intranet;a local area

network (LAN);a wide area network (\VAN); and a combination of networks, such as an

intemet and an intranet ,' '701. Application at 
11 

53.

"ln block 34, a response is optionally identified. Examples ofa response includes the

following: activating a visual and/or audio alert on a sy$em display; activating a visual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonuuding data (e.g.,

image data, video data, video primitives; and/or analyzed data) to another computer sy$em

via a network, such as the Intemet; saving such data to a designated computer-readable

medium; activating some other sensor 0r surveillance sy$em; tasking the computer sy$em

I I andlor another computer sy$em; and direcing the computer sy$em I I and/or another

computer sy$em," '707 Application at 
.][ 

96.

See, e,g.,'707 Application at Figs, 4 and 9;1[1[66, 67, 79, 106, ll7, ll8, 148, 150, and l5l,

"An operator is provided with maximum flexibility in confrguring the sy$em by using event

discriminators, Event discriminators are identifred with one 0r more obiects (whose

The method of claim 12, wherein

the athibutes of the $ream of

attributes are created

independently ofthe
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analysis, descriptions are based on video primitive$, along with one 0r morc optional spatial

attributes, and/or one 0r more optional temporal attributes, For example, an operahr can

define an event discriminator (called a "loitering" event in this exampl$ as a'penon' object

in ths'automatic teller machine' space for'longerthan l5 minutes' and 'between l0:00 p,m.

and 6:00 a,m."' '707 Application at1166,

"Although the video surveillance system of the invention dmws on well-known computer

vision techniques from tk public domain, the inventive video surveillance system has

several unique and novel features that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imageryasthe primary commodityof

information interchange, The system of the invention uses video primitives as the primary

commodity with represenhtive video imagery being used as collateral evidence. The system

of the inventioncan also be calibrated (manually, semi-automatically, orautomatically)and

thereafterautomatically can infervideo primitives from video imagery, The sy$em can

further analyze previously processed video without needing to reprocess compl*ely the

video, By analyzing previously processed video, the system can perform inference analysis

based onpreviously recorded video primitives, which greatly improvesthe analysis speedof

the computer system," '707 Applhation at|l[ 6i.

"ln block 23 ofFIG, 2, the video surveillance system is tasked, Tasking occun after

calibration in block 22 and is optional. Tasking the video surveillance sy$em involves

specifing one 0r more event discriminators, Without tasking, the video surveillance system

operates by detecting and archiving video primitives and associated video imagery without

taking any action, as in block 45 in FIG, 4,' '701, Applicalion at ll 79,
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I

'707 Application at Fig. 4.

"ln block 42, video primitives are extracted in realtime from the source video. As an option,

non-video primitives can be obtained and/or extrackd from 0n€ 0r more other senson l7 and

used with the invention. The extraction of video primitives is illu$rated with FIG.5." '70i

Applicationatt[ 106.

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application at'!f I17.

"ln block 44, event occunences are extracted from the video primitives using event

discriminaton. The video primitives are determined in block42, and the eventdiscriminators

are determined from tasking the system in block 23, The event discriminators are used to

filter the video primitives to determine if any event occunences occuned. For example, an

event discriminator can be looking for a 'wrong way' event as defined by a puson traveling

the 'wrong way' into an arca between 9:00 a,m, and 5:00 p.m. The eventdiscriminator

checks all video primitives being generated according to FIG. 5 and determines if any video

primitives exist which have the following properties: a time$amp between 9:00 a,m, and

5:00 p,m., a classification of 
operson' 

or 'group of people', a position inside the area, and a

'wrong' direction of motion," '707 Application at tf I 18,
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'70? Application at Fig, 9,

"FIG. 9 illustrates an additional flow diagram for the video surveillance system ofthe

invention,lnthis additionalembodiment, the sy$em analysesarchivedvideo primitiveswith

event discriminaton to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 0f FIG, 4, The

video content can be reanalyzed with the additional embodiment in a relatively short time

because only the video primitives are reviewed and bscause the video source is not

reprocessed, This provides a great efficiency improvement over cunent state-olthe.art

systems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is extremcly

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months."

With the additional embodiment, the last two months of source video does not need t0 be

reviewed. In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efiicient proccss." '707 Application at t[ 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 0f FIG,4,' '707 Application at'1T 150.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG. 4," '707 Application at t| l5l,

See, e,g,,'70? Application at Figs,4 and 9;111148, 66, 67, 98-103, 106, l1?, ll8, 148, 150,

and l5l,

"An 'event' refers to one 0r more objects engaged in an activity, The event may be

referenced with respect to a location and/or a time ." '707 Application at t[48,

"An oDerator is provided with maximum flexibiliff in configuring the sy$em by using event

The method of claim 12, wherein

the $ream of attributes is

sufficient to allow detection ofan

event that is not one ofthe

determined attributes by analyzing

a combination of the attributes,
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discriminaton, Event discriminators are identified with one 0r m0r0 objects (whose

descriptions are based on video primitives), along with one 0r more optional spatial

attributes, and/or one 0r more optional temporal attributes, For example, an operator can

define an event discriminator (called a "loitering" event in this example)as a'person' object

in the'automatic kller machine' space for'longerthan l5 minutes' and 'between l0:00 p,m.

and 6:00 a.m."' '707 Application at'1166,

"Although the video surveillance sy$em of the invention draws on well.known computer

vision techniques from tk public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes ofvideo imagery as the primary commodity of

information interchange. The sy$em of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence, The sy$em

of the invention can also be calibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives from video imagery, The system can

further analyze previously processed video without needing to roprocess complcely the

video, By analyzing previously processed video, the sy$em can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em," '707 Application at'tf 67,

'707 Application at Fig, 4.

"ln block 42, video primitives are extracted in realtime from the source video, As an

R0.4
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non-video primitives can be obtained and/or extracted from one 0r more other sensors l7 and

used with the invention. The exfaction of video primitives is illu$rated with FIG. 5," '707

Application at'll 106.

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium, Along

with the video primitives, associated fiames orvideo imagery from the source video can be

archived." '707 Application att| ll7,

"ln block 44, event occunences are exhacted from the video primitives using event

discriminators. The video nrimitives are determined in block42, and the eventdiscriminators

are determined from tasking the sy$em in block 23, The eventdiscriminators are used to

filter the video primitives to determine if any event occurences occuned, Fot example, an

event discriminator can be looking for a 'wong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a.m. and 5:00 p,m, The event discriminator

checks allvideo primitives being generated accordingt0 F10.5 and determines if anyvideo

primitives exist which have the following properties: a timestamp between 9:00 a,m. and

5:00 p.m., a classification of 'person' or'group of people', a position inside the area, and a

'wong' direction of motion." 'i07 Application at !| I I 8,

'707 Application at Fig, 9.

-F10, 
9 illustrates an additional flow diaqram for the video surveillance sv$em of the

F10,0
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invention, ln this additional embodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime aftu a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

videocontentcan be reanalyzed with the additionalembodiment in arelatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efficiency improvement over cunent state-of-the-art

systems because procesing video imagery data is extremely computationally expensive,

whereas analyzing the small*ized video primitives abstracted from the video is extremely

computationally cheap. As an example, the following event discriminatot can be genuated:

"The number of people stopping for more than l0 minutes in area A in the last two months,"

With the additional embodimenL the la$ two months of source video does not need to be

rsviewed. lnstead, only the video primitives fiom the last two months need to be reviewed,

which is a significantly more efficient process." '707 Application at'll 148,

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FIG, 4,u '107 Application at tl 1 50,

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG, 4," '707 Application at tf I 5l .

"Examples ofan event discriminator for a single object include: an object appsarq a person

appears; and a red object moves fa$er than l0 m/s," '707 Application attl 98,

"Examples of an event discriminator for multiple objects include: two objects come together;

a peruon exits a vehicle;and a red objectmoves next to a blue object." 'i07 Application at

llee,

"Examples ofan event discriminator for an object and a spatial attribute include: an object

crosses a line; an object enters an area; and a person crosses a line from the 18ft." '707

Application atll 100,
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"Examples of an event discriminator for an object and a temporal attribute include: an object

appean at 10:00 p,m,; a porson travels fasterthen 2 n/s between 9:00 a,m, and 5:00 p,m,;

and a vehicle appears on the weekend.' '707 Application atfl l0l,

"Examples of an event discriminator for an object, a spatial attribute, and a temporal

attribute include:aperson crosses a line between midnightand 6:00 a,m,;and avehicle stops

in an area for longer than l0 minutes," '707 Application at tl I 02,

"An example of an event discriminator for an object, a spatial attribute, and atemporal

attribute associated with a response include:a penon enters an area between midnight and

6:00 4,m,, and a security service is notified." '?07 Application atll 103,

See,e.g,,'T0TApplicalionatFigs,4and9;ff48,66,67,106, ll7, ll8,148, l50,and l5l.

"An 'event' refers to one 0r more objects engaged in an activity, The event may be

referenced with respect to a location andlor a time." '707 Application at t|48,

"An operator is provided with maximum flexibility in configuring the sy$em by using event

discriminators, Event discriminators are identified with one 0r more objects (whose

descriptions are based on video primitives), along with one 0I more optional spatial

attributes, and/or one 0r more optional temporal attributes, Fot example, an opemtor can

define an event discriminator (called a "loitering" event in this example) as a 'person' object

in the'automatic teller machine' space for'longerthan l5 minutes' and 'between l0:00 p,m.

and 6:00 a,m,"' '707 Application attl66.

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available, For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange. The sy$em of the invention ums video primitives as the primary

with renresentative video imaserv beins used as collateralevidence, The

The method of claim 12, wherein

the $ream of attributes is

transmitted over a

commun ications channel without

detection ofan event atthe first

location,
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of the invention can also be calibrated (manually, semi-automatically, or automatically) and

thereafter automatically can infer video primitives from video imagery, The sy$em can

further analyze previously processed video without needing to reprocess compl*ely the

video, By analyzing previously processed video, the sy$em can perform infercnce analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the compuhr system." '707 Application attf 67,

'707 Application at Fig. 4,

"ln block 42, video primitives are oxtractsd in realtime from the source video, As an option,

non-video primitives can be obtained and/or extracted from one 0r more other sensors l7 and

used with the invention, The exffaction of video primitives is illu$rated with FlG, 5.' 'i07

Application atlll06.

"ln block 43, the video primitives from block42 are archived. The video primitives can be

archived in the computer-readable medium 13 or another computer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived." '707 Applhation attf 117.

"ln block 44, event occunence$ are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42, and the event discriminators

are detemined from tasking the sy$em in block 23, Thc event discriminators are used to

filter the video orimitives to determine if anv event occunences occuned. For an

FIG.4
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event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a.m, and 5:00 p,m, The event discriminator

checks all video primitives being genuated according to FIG, 5 and determines if any video

primitives exist which have the following properties: a timeshmp between 9:00 a,m, and

5:00 p.m., a classification of 'person' or 'gruup of people', a position inside the area, and a

'Mong' direction of motion," '707 Application at t[ I 18.

'707 Application at Fig.9.

-FIG, 
9 illusffates an additional flow diagram for the video surveillance system ofthe

invention,lnthis additionalembodiment, the system analyses archivedvideo primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, Ihe

video contentcan be reanalyzedwith the additionalembodiment in a relatively shorltime

because only the video primitives are reviewed and because the video source is not

rcprocessed. This provides a great efficiency improvement over cunent $ate'of'the'art

sy$ems because processing video imagery data is extremely computationally expensive,

whereasanalyzing the small*ized video primitives abstracted fromthe video is exhemely

computationally cheap, As an example, the following event discriminator can be genuated:

"The number of people $opping for more than l0 minutes in area A in t}re last two months,"

With the additional embodiment, the last two months of source video does not need to be

reviewed, Instead. onlv the video nrimitives fiom the last two months need to be reviewed,

R0,9
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which is a significantly more efficientprocess," '707 Application at't[ 148.

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FI0. 4,u 'T0l Application at 
|| 

150.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG, 4," '707 Application at $ 151,

See, e.g,,'707 Applicaiion at Fig. I and'lllf 2, 71, and 104.

'707 Application at Fig, 1,

o'The 
invention relates to a system for automatic video surveillance employing video

primitives," '707 Application at 
|| 

2.

-FIC, 
I illu$rates a plan view of the video surveillance sy$em of the invention, A computer

sy$em ll comprises a computer l2 having a computer.readable medium l3 embodying

software to operate the computer l2 according to the invention, The computer sy$em ll is

coupled to one or more video sensors 14, one or more video recorders 15, and one 0r morc

inputloutput (l/0) devices 16, The video sensors 14 can also be optionally coupled to the

video recorders I 5 for direct recording ofvideo surveillance data, The computer sy$em is

ionallv counled to other sensors 17,' '707 ion at 11 7l ,

A video device, comprising:

Page 73

AVIGILON EX. 2004 
IPR2019-00311 
Page 147 of 186



lnter PartesReexamination of U,S. Patent No, 7,868,912

ControlNo.95/001,912

Appendix Z2

"ln block 24 ofFIG. 2, the video surveillance sy$em is operated, The video surveillance

system of the invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminaton, In

addition, action is taken in realtime, as appropiate, such as activating alarms, generating

reports, and generating output, The reports and output can be displayed and/or $ored locally

to the system or e lsewhere via a network, such as the Internet. FI0, 4 illustrates a flow

diagram for opuating the video surveillance sy$tcm," '707 Application at $ 104,

a procossor at a first location

which analyzes a video to detect

an objectand to determine

attributes ofthe object detected in

the video:

See, e,g,,'707 Application at Figs, 4 and 5 and'll'1149, 106-117,

"A'computet' refers to any apparatus that is capable ofaccepting a structured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purpose

computer;a supercomputer; a mainframe; a super mini'computer; a mini'computer; a

work$ation; a micro.computer; a server; an interactive television; a hybrid combination of a

computer and an interactive television;and application+pecific hardware to emulate a

computer and/or software. A computer can have a single processor or multiple processors,

which can operate in parallel and/or not in parallel, A computer also refen to two or morc

computen connected together via a network for transmitting or receiving information

between the computers. An example of such a computer includes a di$ributed computer

sy$em for processing information via computers linked by a network," '707 Application at

tT49,
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'707 Application at lig. 4.

"ln block 42, video primitives are extracted in realtime from the source video. As an option,

non.video primitives can be obtained and/or extracted from one 0r more other sensors l7 and

used with the invention, The extraction of video primitives is illu$rated with Fl0, 5," '707

Application at'1[ 106,

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium. Along

with ths video primitives, associated fiames or video imagery from the source video can be

archived,"'707 Application at fl I 17.

'707 Application at Fig, 5.

-FIG, 
5 illustrates a flow diagram for extracting video primitives for the video surve illanco

sy$em, Blocks 5l and 52 operate in parallel and can be performed in any order or

concunently. ln block 51, objects are detected via movement, Any motion detection

algorithm for detecting movement between frames at the pixel level can be used for this

block, As an example, the three frame differencing technique can be used, which is

discussed in {l }. The detected objects are forwarded to block 53,' '707 Application at $

I 07.
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"ln block 57, video primitives are identified using the information from blocks 5l-56 and

additionalprocessing as necessary, Examples ofvideoprimitives identified arethe same as

those discussed for block 23, As an example, for size, the sy$em can use information

obtained from calibration in block 22 as a video primitive, From calibration, the sy$em has

sufficient information to determine the approximate size of an object. As another example,

the system can use velocity as measured from block 54 as a video primitive," '707

Application at ll ll6,

See, e,g,,'707 Application at Figs. 4 and 9 and t[t| 49, 96,117,and 148'

"A'computer' tefen to any apparatus that is capable ofaccepting a $ructured input,

processing the $ructured input according to prescribed rules, and producing results of the

processing as output. Examples ofa computer include: a computer; a general purpose

computeq a supercomputer;a mainframe;a super mini'computer; a mini'computer;a

workstation; a micro.computer; a server; an interactive television; a hybrid combination of a

computer and an interactive television; and application-specific hardware to emulate a

computer and/or software, A computer can have a single proce$sor 0r multiple processots,

which can operate in parallel and/or not in paralle l, A computer also refers to two or more

computers connected together via a network for transmitting or receiving information

between the computers, An example of such a computer includes a di$ributed computer

system for processing information via computen linked by a networt," '707 Application at

'li49,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a $y$em display; activating a visual

and/or audio alarm system at the location; activating a silent alarm; activating a rapid

fesponse mechanism; locking a door; contacting a security service ; fonrarding data (e'g,,

image data, video data, video primitives; anilor analyzed data)to another computer sy$em

via a network, such as the Internet; saving such data to a designated computer'readable

medium; activating some other sens0r 0r survelllance sy$em; tasking the computer sy$em

an output configured to transmit

the attributes determined by the

processor over a communications

link.
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computer sy$em." '707 Application atfl 96,

FIG.4

'707 Application at Fig, 4,

"ln block 43, the video primitives from block 42 are archived. The video primitives can be

archived in the computer-readable medium l3 or another computer-readable medium. Along

with the video primitives, associated frames or video imagery from the source video can be

archived,"'707 Application at.|f l l?,

F10,9

'707 Application at Fig, 9,

-F10, 
9 illustrates an additional flow diagram forthe video surveillance system ofthe

invention. In this additional embodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire sourse video, Anytime aftu a video source has been processed according to the

invention, video primitives for the source video are archived

rndobko

Elp0l$0,

erapmgrhb
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video contentcan be rcandyzed with the additionalembodimentin arelatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efficiency improvement over cunent $ate-of-the-art

sy$ems because processing video imagery data is exfemely computationally expensive,

whereas analyzing the small-sized video primitives abstacted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in arca A in the last two months,"

With the additional embodiment, the la$ two months of source video does not need to be

reviewed, Instead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efficient process." '?07 Application at t[ 148,

See, e,g.,'707 Application at Figs, 4 and 9 and $ti 49,96, I 17, 148, 150, and l5l,

o'A 
'computer' refen to any apparatus that is capable of accepting a $ructured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output. Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe; a super mini-computer; a mini'computer; a

workstation; a micro-computer; a sorver;an interactive television;a hybrid combination of a

computer and an interactive television; and application-specific hardware to emulate a

computer and/or software. A computer can have a single processor or multiple procossors,

which can operate in parallel and/or not in parallel. A computer also refers to two or more

computers connected together via a network for transmitting or receiving information

between the computers, An example of such a computer includes a distributed computer

system for processing information via computers linked by a network," '707 Application at

114e.

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a system display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

re$pon$e mechanism; locking a door; contacting a security service; fonuarding data (e.g,,

image data, video data, video primitives; and/or analyzed data)to another computer sy$e

wherein the output is configured

to hansmit the attributes to a

second location removed fiom the

processor for a subsequent

analysis of a combination of the

attributes at the second location,
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via a network, such as the Intemet; saving such data to a designated computer-readable

medium; activating some other sensor or surveillance system; tasking the computer sy$em

I I and/or another computer system; and directing the computer sy$em I I and/or another

computer system." '707 Application at $ 96.

R0.4

'707 Application at Fig,4,

"ln block 43, the video primitives from block 42 are archived, The video primitives can be

archived in the computer-readable medium 13 or another computer-readable medium, Along

with the video primitives, associated fiames or video imagery from the source video san be

archived,"'707 Application at || I 17,

"[n block 44, event occunences are extracted from the video primitives using event

discriminators, The video primitives are determined in block 42, and the event discriminators

are determined fiom ksking the sy$em in block 23, The event discriminators are used to

filter the video primitives to determine if any event occunences occuned, For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person haveling

the 'wtong way' into an area between 9:00 a.m. and 5:00 p.m, The event discriminator

chEcks all video primitives being generated according h FIG, 5 and determines if any video

primitives exist whhh have the following properties: a timestamp between 9:00 a,m, and

5:00 p,m., a classification of 'person' or'gtoup of people', a position inside the area, and a

'wrong'direction of motion," '707 Application at'lf ll8,

undoftlo

ru$p0130,

orypmhb

Page 79

AVIGILON EX. 2004 
IPR2019-00311 
Page 153 of 186



Inter PartesReexamination of U,S, PatentNo, 7,868,912

ControlNo, 95/001,912

Appendix22

RG,9

'707 Application at Fig, 9,

-FIG, 
9 illustrates an additional flow diagram for the video surveillance system ofthe

invention,ln this additionalembodiment, the system analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG, 4, The

video contentcan bercandyzed withtheadditionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efliciency improvement over cunent state'0f-the.art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small+ized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following event discriminatorcan be generated:

"The number of people stopping for more than l0 minutes in area A in the la$ two months."

With the additionalembodimenL the lasttwo months of sourcevideo does notneed to be

reviewed, In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efficient process." '707 Applhation atll 148.

"ln block 92, archived video primitives are accessed, The video primitives are archived in

block 43 of FIC. 4;'101 Application attl l50.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FlC, 4." '707 Application nl 'll I 5l .
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See, e,g,,'707 Application at Fig, 9;J[.]| 48, 66,61,1'9,98-103, 148, 150, and l5l,

"An 'event' refen to one 0r more objects engaged in an activity, The event may be

referenced with respect to a location and/or a time," '707 Application at $ 48.

"Atr operator is providedwith maximum fluibility inconfiguring the sy$em by using event

discriminators. Event discriminators are identified with one 0r more objects (whose

descriptions are based on video primitive$, along with ons 0r more optional spatial

attributes, and/or one 0r more optional temporal attributes. For example, an operator can

define an event discriminator (called a "loitering" event in this example) as a'person' object

in the 'automatic tellu machine' space for'longer than l5 minutes' and 'between 10:00 p,m,

and 6:00 a.m."' '707 Application atfl 66.

"Although the video surveillance sy$em of the invention draws on well'known computer

vision techniques from the publh domain, the inventive video surveillance system has

several unique and novel features that ue not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange, The sy$em of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateral evidence.Ihe sy$em

of the invention can also be salibrated (manually, semi-automatically, or automatically)and

thereafter automatically can infer video primitives from video imagery, The system can

further analyze previously processed video without needing to reprocess completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em," '707 Application at 
.ll 6i.

"ln block 23 0fFIC, 2, the video surveillance system is tasked, Tasking occurs after

calibration in block 22 and is optional, Tasking the video surveillance sy$em involves

specifling one 0r more event discriminators, Without tasking, the video surveillance sy$em

operates by detecting and archiving video primitives and associated video imagery without

ing any action, as in block 45 in FlG. 4.' '707 ion at tI 79,

wherein the processor determines

attributes independently of a

subsequent analysis of a

combination of attributes to

determine an evont that is not one

of the determined attributes, and
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F10.9

'707 Application at Fig, 9,

-FIG.9 
illushates an additional flow diagram forthe video surveillance sy$em ofthe

invention,ln this additionalembodiment, the system analysesarchived video primitiveswith

event discriminators to generate additional rtports, for example, without needing to review

the entire source video, Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG. 4, The

video contentcan be reanalyzed withthe additionalembodiment in a relatively shorttime

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efficiency improvement over cunent $ate.otthe.art

systems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small*ized video primitive$ abstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the la$ two months."

With the additional embodiment, the last two months of source video does not need to be

reviewed, lnstead, only the video primitives from ths la$ two months need to be reviewed,

whhh is a significantly more efftcient proce$$." '?0? Application at t| 148.

"ln block 92, archived video primitives are accessed. The video primitives are archived in

block 43 0f FIC, 4! ':i07 Application at 
'11 

I50.

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG. 4." '707 Applicatign at tl l5l,
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"Examples ofan event discriminator for a single object include: an object appears; a person

appears; and a red object moves fa$u than l0 r/s," '70? Application at'![98.

"Examples of an event discriminator for multiple objects include: two objects come together;

a person exits a vehicle; and a red object moves next to a blue object," '707 Application at

n ee,

"Examples ofan event discriminator for an object and a spatial attribute include: an object

crosse$ a line; an object enters an area; and a person cros$es a line fiom the |eft," '707

Application atl[00,

"Examples ofan event discriminator for an object and a temporal attribute include: an object

appears at l0:00 p,m,; a pcrson travels fa$er then 2 m/s between 9:00 a,m, and 5:00 p,m.;

and a vehicle appoars on the weekend," '707 Application at f | 0 | .

"Examples of an event discriminator for an object, a spatialattribute, and a temporal

attribute include: a person crosses a line between midnight and 6:00 a,m,;and a vehicle stops

in an arca for longu than l0 minutes," '707 Application attl 102,

"An example of an event discriminator for an objec! a spatial attribute, and a temporal

attribute associated with a response include:a person entets an area between midnight and

6:00 a.m,, and a security service is notified," '707 Application Bt1[ 103,

See, e,g.,'70? Application at Figs, 3,4, 6, and 9;'[tf 96,9i, 104, ll7'124' and l4&151,

"ln block 24 0fFIO. 2, the video surveillance sy$em is operated, The video surveillance

system ofthe invention operates automatically, detects and archives video primitives of

objects in the scene, and detects event occunences in real time using event discriminators, In

addition, action is taken in real time, as appropriate, such as activating alarm$, generating

and seneratins ouhut, The reports and output can be displayed and/or stored

wherein the athibutes are

sufficient to allow detection ofan

event to provide at least one ofan

alert to a user, information for a

report and an instruction for

taking an action, the event not

ins one of the determined
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attributes and being determinable

by analyzingthe combination of

the attributes,

to the system or elsewhere via a network, such as the Internet. FI0, 4 illushates a flow

diagram for opuating the video surveillance system." '?07 Application at ll 104,

FB.4

'707 Application at Fig.4.

"ln block 43, the video primitives fiom block 42 are archived, The video primitives can be

archived in the computer.readable medium 13 or another computer-readable medium. Along

with the video primitives, associated frames or video imagery from tk source video can be

archived," '707 Application at t| I 17.

"ln block 44, event occun€nces are extracted from the video primitives using event

discriminaton, The video primitives are determined in block 42, and the event discriminators

are determined fiom tasking the system in block 23, The event discriminators are used to

filter the video primitives to determine if any event occurrences occuned, For example, an

event discriminator can be looking for a 'wrong way' event as defined by a person traveling

the 'wrong way' into an area between 9:00 a.m, and 5:00 p,m. The event discriminator

checks all video primitives being generated according t0 FIO, 5 and determines if any video

primitives exist which have the following properties: a time$amp between 9:00 a,m, and

5:00 p,m., a classification of 'person' or'group of people', a position inside the area, and a

'wrong' direction of motion." '707 Application at { ll8,

"ln block 45, action is taken for each event occunence extracted in block 44, as appropriate,

FI$, 6 illustrates a flow diagram for taking action with the video surveillance sy$em," '707

Anolication attl ll9.
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FIG, O

'707 Application at Fig. 6,

"ln block 61, responses are undertaken as dictated by the event discriminators that d*ected

the event occunences. the response, ifany, are identified for each event discriminator in

block 34," '707 Application at $ 120,

"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a system display; activating a visual

and/or audio alarm sy$em at the location;activating a silent alarm;activating a rapid

response mechanism; locking a door; contacting a security service; foruarding data (e.g,,

image data, video data, video primitives; and/or analyzed data) to another computer sy$em

via a network, such as the Intemet; saving such data to a designated computer*eadable

medium; activating some other sensor 0r surveillance system; tasking the computer system

I I andlor another computer sy$em; and directing the computer sy$em I I and/or another

computer sy$em."'707 Application at'!l 96,

"ln block 35, one 0r more discriminators are identified by describing interactions between

video primitives (or their ab$raction$, spatial areas of intere$, and temporalattributes of

intere$, An intsraction is d*ermined for a combination of one 0r more objects identified in
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block 3l,one 0r more spatial areas ofinterest identified in block 32, and one 0r more

temporal attributes of intere$ identified in block 33. One 0r more re$ponsos identified in

block 34 are optionally associated with each event discriminahr." '707 Application at1[97.

"ln block 62, an activity record is generated for each event occunence that occuned. The

activity record includes, for example: details ofa trajectory ofan object; a time ofdetection

ofan object; a position ofdetection ofan object, and a description or definition ofthe event

discriminatorthatwas employed, The activity record can include information, such as video

primitives, needed by the event discriminator. The activity record can also include

representative video or still imagery oftk objec(s) and/or area($ involved in the event

occuncnce. The activity ncord is $ored on a computer-readable medium," '707 Application

attl l2l,

"ln block 63, output is generated. The ouput is based on the event occunences extracted in

block 44 and a direct fced ofthe source video from block 41, The output is stored on a

computer-readable medium, displayed on the computer sy$em ll or another computer

system, or fonuarded to another computer system, As the sy$em operates, information

regarding event occunences is collected, and the information can be viewed by the operahr

at any time, induding real time. Examples of formats for receiving the information include: a

display on a monitor of a computet system; a hard copy; a computer'readable medium; and

an interactive web page," '707 Application at 1[ 122,

'707 Annlication at Fis.9.
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"FIG, 9 illustrates an additional flow diagram for the video surveillance sy$em of the

invention. In this additional embodiment, the sy$em analyses archived video primitives with

event discriminators t0 generate additional reports, for example, without needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FI0, 4, The

video content can be reanalyzed with the additional embodiment in a relativdy short time 
'

because only the video primitives are reviewed and because the video source is not

reprocessed, This provides a great efliciency improvement over cunent state.ofthoart

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small+ized video primitives abstractsd from the video is extremely

computationally cheap. As an example, the following event discriminator can be genuated:

"The number of people $opping for more than I 0 minutes in area A in the la$ two months,"

With the additionalembodiment,the la$two months of source videodoes notneed to be

reviewed. In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more eflicient procoss." '707 Application at'![ 148.

"ln block 92, archived video primitives are accessed. The video primitives are archived in

block 43 of FIG, 4;'707 Application at'll l50,

"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG, 4.' '707 Application at { I 5l ,

See, e,g,,'707 Application attl.l167 and 148.

"Although the video survsillance system 0f the invention draws on well-known computer

vision techniques from the public domain, the inventive video surveillance system has

several unique and novel featurcs that are not cunently available. For example, cunent video

surveillance systems use large volumes of video imagery asthe primarycommodity of

information interchange. The system of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateral evidence. The sy$em

of the invention can also be calibrated (manually, semi'automatically, or automatically)and

wherein the attributes are

sufficient to allow detection ofan

event without reprocessing the

video of the first location.
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thereafter automatically can infer video primitives from video imagery. The sy$em can

further analyze previously processed video without needing to reprocess completely the

video, By analyzing previously processed video, the system can perform inference analysis

based on previously recorded video primitives, which greatly improves the analysis speed of

the computer sy$em," '707 Application at t167.

"FIG, 9 illustrates an additional flow diagram for the video surveillance system ofthe

invention, In this additional embodiment, the system analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video, Anytime aftu a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 0f FIG, 4. The

video contentcan be reanalyzed withtheadditionalembodiment in arelatively shorttims

because only the video primitives are reviewed and because the video source is not

reprocessed. This provides a great efficiency improvement over cunent $ate'ofthe'art

systems bEcause processing video imagery data is extremely computationally expensive,

whereas analyzing the small*ized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following eventdiscriminator can be generated:

"The number of people stopping for more than l0 minutes in area A in the last two month$,"

With the additionalembodiment, the lasttwo months of source video does not need to be

rcviewed,lnstead, only the video primitives from the la$two months need to be reviewed,

which is a significantly more efficient process," '707 Application at 
.l| 

148.

See, e,g,,'707 Application at Figs, I and 4 and fltl 71, 72, and 105,The video device ofclaim 18,

further comprising: a video

capture apparatus to provide the

video to the processor.
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tt 
,0,,

'707 Application at Fig. L

'FIG, I illu$rates a plan view of the video surveillance sy$em of the invention, A computer

system I I comprises a computer l2 having a computer-readable msdium l3 embodying

software to operate the computer l2 according to the invention. The computer sy$em I I is

coupled to one or more video sensors 14, one or more video recoders I 5, and one 0r more

inputloutput (l/0) devices 16, The video sensors l4 can also be optionally coupled to the

video recorders l5 for direct recording ofvideo surveillance data, The computer sy$em is

optionally coupled to othe r sensors 17.' '707 Application at fl 7I,

"The video sensors l4 provide source video to the computer sy$em I I , Each video sensot

14 can be coupled to the computer sy$em I I using, for example, a direct connection (e,g., a

firewire digital camua interfac$ or a network. The video $enson l4 can exist prior to

installation of the invention 0r can be installed as part of the invention, Examples of a video

sensor l4 include: a video camera; a digitalvideo camera; a color camera; a monochrome

camera; a camora; a camcorder, a PC camera;a webcam;an infra+ed video camera; and a

CCTV camera," '707 Application at'1172,
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'707 Application at Fig,4.

"ln block 41, the computer sy$em I I obtains source video from the video sensors l4 and/or

the video recorders I 5,"'i07 Application at ll I 05.

See, e,g.,'707 Application at Figs,4 and 9 and lll[49, ll7, and 148.

"A 'computer' refers to any apparatus that is capable ofaccepting a $ructured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general putpose

computer; a supercomputer; a mainfram€; a super mini'computer; a mini'computer; a

workstation;a micro-computer;a server; an interactive television;a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

computer and/or software, A computer can have a single processor or multiple procossors,

which can operate in parallel and/or not in parallel, A computer also refers to two or more

computers connected togetkr via a network for transmitting or receiving information

between the computers, An example of such a computer includes a distributed computer

sy$em for processing information via computers linked by a network," '707 Applhation at

fl 49,

The video device of claim 18,

wherein the output transmits a

stream ofthe detocted attributes

over the communications link,
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und$bko

tt3p0198,

osam|qlhb

RG.4

'707 Application at Fig, 4.

"ln block 43, the video primitives fiom block 42 are uchived, The video primitives can be

archived in the computer-readable medium l3 oranothercomputer-readable medium, Along

with the video primitives, associated frames or video imagery from the source video can be

archived," '707 Application at'lf ll7,

Flc,9

'70? Application at Fig, 9.

-FlG.9 
illustrates an additionalflow diagram forthe video surveillance sy$em 0f the

invention, In this additionalembodiment, the sy$em analyses archived video primitives with

event discriminators to generate additional reports, for example, without needing to review

the entire source video. Anytime after a video source has been procesed according to the

invention, video primitives for the source video are archived in block 43 0f FIG. 4, The

video contentcan be rcanalyzed with the additionalembodiment in a relatively shorttime

because onlv the video nrimitives are reviewed and because the video source is not
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reprocessed. This provides a great efficiency improvement over cunent state-of-thoart

systems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is extremely

computationally cheap, As an example, the following event discriminator can be generated:

"The number of people $opping for more than l0 minutes in area A in the last two months,"

With the additional embodiment, the last two months of source video does not need to h
rcviewed. In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efficient process," '70i Application at t| 148.

See, e.g,,'70? Applicalion at1l1l49, 53, and 96.

"A 'computer' refem to any apparatus that is capable ofaccepting a structured input,

processing the structured input according to prescribed rules, and producing results ofthe

processing as output, Examples ofa computer include: a computer; a general purpose

computer; a supercomputer; a mainframe;a super mini'computer; a mini'computer;a

workstation; a micro-computer;a server;an interactive television; a hybrid combination of a

computer and an interactive television; and application*pecific hardware to emulate a

computer andior software, A computer can have a single processor or multiple processors,

which can operate in parallel and/or not in puallel. A computer also refers t0 two 0r more

computers connected together via a network for transmitting or receiving information

between the computers. An example of such a computer indudes a distributed computer

system for processing information via computers linked by a network," '707 Applhation at

'1T49,

"A "netrvork" refers to a number ofcomputen and associated devices that are connected by

communication facilities, A network involves pemanent connections such as cables or

temporary connections such as those made through telephone or othet communication links,

Examples of a network include:an intemet, such as the Intenret;an intranet;a localarea

network (LAN); a wide area network (\VAN); and a combination of networks, such as an

intemet and an intranet ,u '1|:1. Application at fl 53,

The video device of claim 20,

wherein the communications link

comprises a network,
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"ln block 34, a response is optionally identified, Examples ofa response includes the

following: activating a visual and/or audio alert on a system display; activating a visual

and/or audio alarm sy$em at the location; activating a silent alarm; activating a rapid

response mechanism; locking a door; contacting a security service; fonuarding data (e,g,,

image data, video data, video primitives; and/or analyzed data) to another computer sy$em

via a network, such as the Intemet; saving such data to a designated computer-readable

medium;activating some other sensor 0r surveillance sy$em;tasking the computer sy$em

I I and/or another computer system; and directing the computer sy$em I I and/or another

computer system." '707 Application at fl 96,

22 Tk video device of claim 18,

wherein the attributes are

transmitted overthe

communications channel without

detection ofan event by the

Dr0cess0r.

See, e,g,,'707 Application at Figs, 4 and 9;lft| 66, 6i, 106, ll7, 118, 148, 150, and l5l.

"An opemtor is provided with maximum flexibility in configuring the sy$em by using event

discriminators, Event discriminaton are identified with one 0r morc objects (whose

descriptions are based on video primitives), along with one 0r more optional spatial

attributes, andior one 0r more optional temporal attributes, For example, an operator can

define an evsnt discriminator (called a "loilerin$'event in this example)as a'penon' object

in the'automatic teller machine' space for'longerthan 15 minutes' and 'htween l0:00 p.m.

and 6:00 4.m,"' '?07 Application att[66,

"Although the video surveillance sy$em of the invention draws on well-known computer

vision techniques fiom the public domain, the inventive video surveillance sy$em has

several unique and novel features that are not cunently available. For example, cunent video

surveillance sy$ems use large volumes of video imagery as the primary commodity of

information interchange, The sy$em of the invention uses video primitives as the primary

commodity with representative video imagery being used as collateralevidence, The sy$em

of the invention can also be calibrated (manually, semi-automatically, orautomatically)and

thereafter aulomatically can infer video primitives from video imagery, the sy$em can

further analyze previously processed video without needing to reprocess completely the

video. By analyzing previously processed video, the system can perform inference analysis

based on ueviously recorded video primitives, which greatly improves the analysis speed of
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the computer sy$em,"'707 Application at tf 67,

RG.{

'707 Application at Fig. 4,

"ln block 42, video primitives are extracted in realtime from the source video. As an option,

non,video primitives can be obtained and/or extracted from one 0r more other sensors I 7 and

used with the invention, The sxtraction of video primitivc is illu$rakd with FIG. 5,' '?0?

Application atll 106,

"ln block 43, the video primitives from block 42 are archived, The video primitives can be

archived in the computer.readable medium l3 or another computer-readable medium, Along

with the video primitives, associated fiames or video imagery from the source video can be

archived," '707 Application at'lf ll7,

"ln block 44, event occunences are extracted from the video primitives using event

discriminators. The video primitives are determined in block 42, and the event discriminators

are determined from tasking the sy$em in block 23, The event discriminaton are used to

filter the video primitives to determine if any event occunences occuned. For example, an

event discriminator can be looking for a 'wrong way' event as defined by a penon traveling

the 'wrong way' into an area between 9:00 a.m, and 5:00 p,m. The event discriminator

checks all video primitives being genuated according to FI0. 5 and determines if any video

primitives exist which have the following properties: a timestamp between 9:00 a,m' and

5:00 p.m,. a classification of 'Derson' or'group of ition inside the area, and, a posttton Insl(le me area, an(l a
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'wrong' direction of motion." '707 Application at'lf ll8,

FlG,9

'707 Application at Fig. 9.

-FIG, 
9 illusfiates an additional flow diagram forthe video surveillance sy$em ofthe

invention,lnthis additionalembodiment,the sy$em analyses archived video primitiveswith

event discriminators to generate additional reports, for example, without needing to review

the entire source video. Anytime after a video source has been processed according to the

invention, video primitives for the source video are archived in block 43 of FIG,4, The

videocontentcan be reanalyzed withthe additionalembodiment in arelatively shorttime

because only the video primitives are teviewed and because the video souce is not

reprocessed. This provides a great efficiency improvement over cunent $ate-o[the-art

sy$ems because processing video imagery data is extremely computationally expensive,

whereas analyzing the small-sized video primitives abstracted from the video is exhemely

computationally cheap. As an example, the following event discriminator can be generated:

"The number of people stopping for more than l0 minutes in area A in the last two months."

With the additional embodiment, the last two months of source video does not need to be

reviewed, In$ead, only the video primitives from the la$ two months need to be reviewed,

which is a significantly more efficient proce$," '707 Application at 
||f 

148.

"ln block 92, archived video primitives are accessed. The video primitives are archived in

block 43 of FIO.4,' '707 Application at'11 150,
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"Blocks 93 and 94 are the same as blocks 44 and 45 in FIG, 4," '707 Application at fl I 5l ,
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audlt 3l

An operation that cannot h divided inh slq4ller

,To cOnnecf a,periphualto acomp.uter h lncrease its capacrty.

mbnt A device or feature aftachd to a procesing unit.

In.corrrpursn sEcuRrrt, an atEmpt to vtolate data,scurity.

in key A t€rminal function key that, when presed, cases an

Itnl intemrption in the pocasing unit

iliirjOtion A decrcase in the $rength,of a$gpal,as it pases throu$ a
. cmtrolgntern

[p Aprefh mearitng0r.$ quin[lliont[ orabi[ionttr o-f abil[onttr, asin
"'1trr8. Abbrevi ated as a.

iidbute (1) The ma$ner in which a vuiable is handled by the com-

puter, (2 ) A chuacteristc quality of a data type, data struchre, element
i 'of ilattmodel, or qntem. (3) A feature of a device. (4) A coturnn of a

'. relation in a relational database,

ldio Sound that can be heard by ahuman (15 to 20,000 Hz).
i

,aiudio derice Any computer device ttrat acceptr and/or produca sound

i:ou{io oulpul' Gornpuler oulput generaled,throughvoice synlhesizers that

: . creale audible$ig.rals rcsernbling ahumanvoice;

oudio-response device A dwice thatconverb data in intemalstorage to

vocalizedsounds undentandable t0 hunans.Also calld avoice ouDut

unit qr voice swrthesizer,

i cudlovlsuol Pendning{o nqnpriot,materials-zuch as filnas, tapes, and

cassefres.-that rcord information by sound andlor sight

cudiovisuol prcgram A cotrlpureR PRocRAit{ that makes use of both irn=

aga andsound"

oudit (1) An tnryection used to deErminewhettreraq6tem orprocedure

is wo*ing as lt should oi,if aclaimd amount is cornct. (2) To revlew

the activitie of a oetr pRocgsstNc sY$TEM.
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