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Abstract

Swan video cameras analyze the video stream and

translate it into a description of she scene in terms

of objects. object motions, nod events. This paper

describes a set of nigofithms for the core compnm

{ions needed to build smart cameras. Together

{hose algorithms make up the Anionomons Video

Surveillance {AVS} system, a generalnpnrpose

framework for moving object demotion and event

mcognition. Moving objects are detected using

change detection, and are tracked aging first-order

prediction and nenrost neighbor matching. Events

are recognized by appiying predicates to the graph

fomieri by linking corresponding obiecls in sncees»

sine frames.Tho AVS algorithms have been used to

create severe} novel video snweiilance applicaw
tions. 'l‘hese include a video surveillance shell that

allows a human to monitor the outputs of multiple

cameras, :1 system that takes a singie high-quality

snapshot of every person who enters its field of

View, and a system that 'ieamr tho structure of the

monitored environment by watching humans move
around in the scene.

1 Introduction

Video cameras today produce images, which must

he oxnmined by humans in order to be useful. fin»

tore. ‘smort‘ video cameras wiii produce infor-

mation. including descriptions of the environment

they are monitoring and the events taking place in

it. The information they produce may inoinde km

The research described in this report was soonsored in {Jan by
tho DARPA image Understanding Program.
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ages and video clips. but the-so will be carefully
selected to maximizo their useful infomiation con-

tent. The symboiic infomiation and images from

omen cameras will be filtered by program that ex—

tract darn mievnnl to particular tasks. This filtering

process will enable a singie human to monitor hun-
dreds or thousands of video sitcoms.

in pursuit of our research objeerives I'Hincbbaugh,

£997}, we are developing the technology needed to

make smart cams a reality. Two fundamental ca—

pabiiities are needed. The first in the ability to

describe scenes in icons of object moons and in-

teractions. The second is the ability to recognize

important events that occur in the scene, and to

pick. out those that no: relevant to the current task.

Those capabilities make it possibie to develop a va—

riety of novel and useful video surveillanco

applications.

1.] Video Surveillance and Monitoring
Scenarios

Our work is morivatod by a several types of video

surveillance and monitoring scenarios.

Indoor Surveillance: Indoor mmiliance provides

information about areas such as. building lobbies,

hallways. and offices. Monitoring tasks in lobbies

and hallways include detection of people deposit—

ing things (ego, unattended luggage in an airport

lounge}. removing things (e.g.. their}, or loitering.

Office monitoring tasks typically require informa-

tion about people’s identities: in an office, for

example, the. office owner may do anything at any
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time. but other people should not open desk draw—

ers or operate the computer untess the owner is

present. Cicaning stat? may come in at night to vac—

uum and empty trash cans, but should not handic-

ohjects on the desk.

Cmtdoor Surveillance: Untdoor snrveiiinnoc in—

cludes tasks such as monitoring a site perimeter for

intrusion or threats From vehicies (tag. car bombs).

In military apptications, video sorveiitance can

function as a sentry or forward observer, e.g. by

notifying commanders when enemy soldiers

emerge from a wooded area or cross a road.

In order for smart cameras to be practicai for real-

worid tasks, the aigorithms they use must be to-
bust. Current commercial video surveiliartce

systems have a high fatse alarm rate {Ringier and

Hoover, £995], which renders them useiess for

roost applications, For this reason. our research

stresses robustness and quantification of detection

and faise aiarm rates. Smart camera atgorithms

must also run effectivoiy on Iow—cost piatforms. so

that they can be implemented in smaii, towpowcr

packages and can be usad in large numbers. Study~

ing algorithms that can run in near real time makes

it practical to conduct extensive evaluation and

testing of systems, and may enable. wonhwhiic

near-term appiications as well as contributing to

longvtcrm research goats.

1.2 Approach

The first step in processing a video stream for sur-

veittance purposes is to identify the important

objects in the scene. In this paper it is assumed that

the important objects are thoso that more indepen—

dentiy. Camera paramters are assumed to be fixed.

This atiows the use of simple change detection to

identify moving objects. Whore use of moving

cameras is necessary, stabilization hardware and

stabilized moving object detection aigorithms can

be used {c.g. {Burt et at, 1989, Nelson. 19911.1'he

use of criteria other than motion te.g., salience

based on shape or coior, or more genera} object

recognition) is compatihie with our approach, but
these criteria are not used in our current

apptications.

Our event recognition algorithms are based on

graph marching. Moving objects in the image are

169

tracked overtime. Observations of an object in sue—
cossive video frames are linked to form a directed

graph (the motion graph}. Events are defined in

terms of predicates on the motion graph. For in-

stance. the beginning of a chain of successive

ohsewations of an object is defined to be an EN-
TER event. Event detection is described in more

detail bciow.

Our approach to video surveiilance stresses 2D,

imagotmed aigorithms and simple. tow-tore] ob-

jecr representations that can be extracted reiiahiy

from the video sequence. This emphasis yieids a

high lever of robustness and low computational

cost- ()bject recognition and other detaited anaiyv

ses are used onty after the system has determined

that the objects in question are interesting and mer-

it further investigation,

1.3 Research Strategy

The primary technical goal of this research is to do

velop generai-pnrpose algorithms for moving

object detection and event recognition. These algo-

rithms comprise the Autonomous Video

Surveiiiance (AVS'j system, a modniar framework

for miiding video surveiiianco applications. AVS

is designed to be updated to incorporate better core

aigorithms or to tone the processing to Specific do

mains as our research progresses.

In order to evaluate the AVS core algorithms and

event recognition and tracking framework. we use

them to develop apptications motivated by the snr~
vciiiance scenarios described above. The

applications are smalioscaie implementations of to

tote smart camera systems. They are designed for

tong-tom: operation, and are evaluated by al'towing

them to run for tong periods (hours or days} and

analyzing their output.

The remainder of this paper is organized as folv
tows. The next section discusses related work.

Section 3 presents the core moving object detection

and event recognition algorithms, and the mocha

nism used to establish the 39 positions of objects.

Section 4 presents appiications that have been built

using the [NS framework. "fire final! section dism

cusses the current state of the system and our

future plans.
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2 Related Work

Oar overaii approach to video sun'eiiiance has

been influenced by interest in seicctive attention

and task—oriented processing {Swain and Stricken

3991, Rintcy and Brown, i993, Camus et at,

1993'}. The fundamental probicm with current vid—

eo surveiiiance technology is that the usent

information density of the images delivered to a

human is very tow; the vast majority of surveii—
lance video frames contain no usefni information

at at}. The fundatnentai rote of the smart camera

described above is to reduce the voiumc of data

produced by the camera. and increase the value of

that data. It does this by discarding irreievant

frames, and by expressing the information in the

relevant frames primariiy in symhoiic form.

2.1 Moving iject Detection

Most algorithms for moving object detection using

fixed cameras work by comparing incoming video

frames to a reference image, and attributing signifi»
cant differences either to motion or to noise. The

aigorithms differ in the form of the comparison op—

erator they use. and in the way in which the

reference image is maintained. Simple intensity

diiierencing foiiowed by threshoiding is widciv

used {Iain ct at, 19?9, Yalarnanchiii at al., 1982,

Keiiy at 31.. 2995. Bobick and Davis, 1.996. Court“

nay, i9??? because it is computationaiiy

inexpensive and works quite wait in many indoor

environments. Some algorithms provide a means of

adapting the reference image overtime, in order to

track slow changes in fighting conditions undfor

changes in the environment {Karmann and von

Brandt, 1990. Makerov, 1996a}. Some aiso fitter

the image to reduce or remove tow snatiai {requiem

cy content, which again makes the detector icss

sensitive to lighting changes {Makarov or at,

1996!). Kolicr or 31.. 1994}.

Recent work [Pentiani 1996, Kano ct 31., 1996}

has extended the basic change detection paradigm

by repiacing the reference image with a statistical

model of the background. The comparison operator

becomes a Statistical test that estimates the proba—

bility that the observed pixel voice heiongs to the

background.

161

Our hasciinc change detection aigoridnn uses

thresholdcd absolute differencing, since this works

wet! for our indoor snrvciilance scenarios. For no

piications when: fighting change is a problem, we

use the adaptive reference frame aigorithrn of Kar-

mann and von Brandt {2990]. We are also

experimenting with a probabilistic change detector

similar to Pfinder [Pentinod, i996.

Our work assumes fixed cameras. When the cam-

era is not fixed, simple change detection cannot be

used because of background motion. One approach

to this problem is to treat the scene as a collection

of independently moving objects. and to detect and

ignore the visnai motion due in camera motion

[c.g. Bun et al, 1989} Other researchers have prov

posed ways of detecting features of the optical flow

that are inconsistent with a hypothesis of seif mo~

tioo Watson. 199?}.

In many of our applications moving object detec—

tion is a preiude to person detection. There has

been significant recent progress in the development

of algorithms to locate and track humans. Pfinder
(cited above} uses a coarse statisticai modci of hu—

man body geometry and motion to estimate the

likelihood that a given pixei is pan of a human.
Several researchers have described methods of

tracking human body and timh movements {Gavri-

to and Davis, i996, Kakadiaris and Memos, 3996}

and locating faces in images [Song and Poggio,

i994. Rowlcy or at. i996}. Intilic and 'Bohick

£1995] describe methods of tracking humans

through episodes of mutuai occiusion in a highiy

structured environment. We do not currently make

use of these techniques in live experiments because

of their computational cost. However, we expect

that this type of anaiysis wili eventuaiiy be an im-

ponzmi part of smart camera processing.

2.2 Event Recognition

Most work on event recognition has focussed on

events that consist. of a well-defined sequence of

primitive motions. This ciass of events can be con-

verted into spatioternporai patterns and recognized

using statistical patient matching techniques. A

number of researchers have demonstrated aigo~

ritnms for recognizing gestures and Sign ianguagc

{e.g., Sterner and Pendant}. i995}. Bohick and

Davis {1996] describe a method of recognizing ate,
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