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I. CLAI1\1S FOR WHICH REEXAMINATION IS REQUESTED 

Reexamination is requested of claims 1-41 of U.S. Patent No. 7,932,923 ("the '923 

Patent"). 

Pursuant to 37 C.F.R. § l.510(b)(5), the attached Certificate of Service indicates that a 

copy of this Request, in its entirety, has been served on Patent Owner at the following address of 

the attorney of record for Patent Owner, in accordance with 37 C.F.R. § 1.33(c). 

ROTHWELL, FIGG, ERNST & MANBECK, P.C. 
607 14th Street, N.W. 
SUITE 800 
\VASHINGTON DC 20005 

Also submitted herewith is the fee set forth in 37 C.F.R. § 1.20(c)(l). 

II. COPY OF '923 PATENT PURSUANT TO 37 C.F.R. § 1.5lO(b)(4) 

A copy of the entire patent is attached to this Request as Attachment A, as required by 3 7 

C.F.R. § 1.510(b)(4). Requester is not aware of any disclaimer, certificate of correction, or 

reexamination certificate issued with respect to the '923 Patent. 

HI. CERTIFICATION REGARDING 35 U.S.C. § 315(e)(1) AND 35 U.S.C. § 325(e)(l) 

As required by 3 7 C.F .R. § 1.51 0(b )( 6), Requester certifies that the statutory estoppel 

provisions of 35 U.S.C. 315( e )(1) or 35 U.S.C. 325( e )(1) do not prohibit the Requester from 

filing this ex parte reexamination request. 

IV. PROCEEDINGS RELATED TO THE '923 PATENT 

A request for inter partes reexamination of the '923 Patent was filed on February 29, 

2012, naming Bosch Security Systems, Inc., a subsidiary of Robert Bosch GMBH, as requester. 

On May 23, 2012, the Patent Office granted the request for inter partes reexamination. That 

inter partes reexamination proceeding was assigned reexamination Control No. 95/001,914 ("the 

'914 reexamination"). In the Order granting the inter partes reexamination, the Patent Office 

determined the following issues proposed in the request had a reasonable likelihood of prevailing 

(RLP): 
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Issue (A}: Whether there is an RLP as to the proposed rejection of claims 1-7, 9-13, and 

15-28 as anticipated by Courtney-US (Courtney '755) 

Issue (B): Whether there is an RLP as to the proposed rejection of claim 14 as obvious 

over Courtney-US 

Issue (D): \Vhether there is an RLP as to the proposed rejection of claims 1-7, 9-13, and 

15-28 as anticipated by Shotton 

Issue (E): \Vhether there is an RLP as to the proposed rejection of claim 14 as obvious 

over Shotton 

Issue (F): Whether there is an RLP as to the proposed rejection of claims 8 and 29-41 as 

obvious over Shotton and Brill 

Issue (I): Whether there is an RLP as to the proposed rejection of claims 1 A 1 as obvious 

over Courtney-BP (Courtney '584) and Brill 

(May 23, 2012 Office Action, Reexamination Control No. 95/001,914, at p.6.) 

On December 3, 2012, the Patent Owner filed a "Petition to Tenninate Reexamination 

Proceeding Under 35 U.S.C. § 317(b) and 37 CFR §§ 1.182, 1.907(b)" in the '914 

reexamination. As grounds for the petition, Patent Owner identified a "Stipulation and 

(Proposed) Order of Dismissal" submitted in Civil Action No. 3: 1 lcv2 l 7 (E.D. Va.), styled 

Object Video, Inc. v. Robert Bosch GmbH, et al. 1 According to the petition, 

The Order stated: (1) "The parties jointly request that this Court 

dismiss all claims asserted between them, with prejudice to the 

right to pursue any such claims in the future," (2) "The parties 

further stipulate and request that the Court order that the Bosch 

Defendants, namely Robert Bosch GmbH and Bosch Security 

Systems, Inc., have not sustained their burden of proving invalidity 

of any of the claims 1-29 of U.S. Patent No. 6,970,083, any of the 

claims 1-37 of U.S. Patent No. 6,696,945, any of the claims 1-22 

of U.S. Patent No. 7,868,912, any of claims 1-41 of U.S. Patent 

No. 7,932,923, and any of the claims 1-20 of U.S. Patent No. 

7,613,324' and (3) "This Order is a final and non-appealable 

decision." 

(December 3, 2012 Petition, Control No. 95/001,914, at pp. 2-3) 

1 The petition indicated that the action in the Eastern District of Virginia "had been stayed in its 

entirety pending the disposition of an ITC investigation (No.337-TA-795)." (Petition at p. 1.) 
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The petition proceeded to allege that, 

On November 13, 2012, the U.S. District Court for the Eastern 
District of Virginia signed the Order containing the above-quoted 
language. Exhibit 6 at 3 ("IT IS SO ORDERED."). 

(December 3, 2012 Petition, Control No. 95/001,914, at p. 3) 

On February 13, 2013, the Patent Office issued a Decision Granting Petition to Terminate 

Inter Partes Reexamination Proceeding. 

Prior to the filing of the petition, Patent Owner filed an Amendment and Reply on August 

27, 2012 in the '914 reexamination, which had not been acted upon by the Examiner at the time 

the '914 reexamination was terminated. 

V. THE '923 PATENT AND ITS PROSECUTION 

The following summary of the '923 Patent and its Prosecution is incorporated herein 

substantially as set forth in the '914 reexamination request. 

The '116 application, was filed on September 29, 2009. As originally filed, the '116 

application contained twenty-six claims, of which claims 1, 22, 25, and 26 were the only 

independent claims. Application claims 1, 22, 25, and 26 as filed are reproduced below: 

1. A computer-readable medium comprising software for a 
video surveillance system, comprising code segments for operating 
the video surveillance system based on video primitives. 

22. A computer-readable medium comprising software for 
a video surveillance system, comprising: 

code segments for accessing archived video primitives; and 

code segments for extracting event occurrences from 
accessed archived video primitives. 

25. A method comprising the step of operating a video 
surveillance system based on video primitives. 

26. A method comprising the steps of: 

accessing archived video primitives; and 

extracting event occurrences from accessed video 
primitives. 

3 
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According to the prosecution history of the '116 application, the applicants held an 

; 

interview with the Examiner on November 24, 2009 and "discussed new claims 27-70." 

(Interview Summary mailed December 2, 2009, page 1.) On December 30, 2009, the applicants 

filed a "Preliminary Amendment and Interview Summary" cancelling original claims 1 to 26 and 

adding new claims 27 to 58. Ofthe newly added claims, claims 27, 36, 48, and 50 are 

independent claims. Claims 27, 36, 48, and 50 as presented and are reproduced below: 

27. A method comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 

the video, each attribute representing a characteristic of the 

detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 

event of the object that is not one of the detected attributes of the 

object by applying the new user mle to the plurality of detected 

attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified. 

36. A video device comprising: 

means for detecting an object in a video; 

means for detecting a plurality of attributes of the object by 

analyzing the video, each attribute representing a characteristic of 

the detected object; 

a memory storing the plurality of detected attributes; and 

means for identifying an event of the object that is not one 

of the detected attributes of the object by applying a selected new 

user mle to the plurality of attributes stored in memory, 

wherein the means for identifying an event is capable of 

identifying the event independent of when the attributes are stored 

in memory. 

48. A method comprising: 

4 
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providing a video device which detects an object upon 

analyzing a video and which detects plural attributes of the 

detected object upon analyzing the video; and 

djen~ s¢lecting a rule, which is not a. rule us«l to detect any 

il}divi(Jua1 altrH:mte, ,w: a. tiew tt"jet rut~~ th~ n~w user n.ilc providing 

ail Itnaly~j~ Qf a c01nbinatkm of the ::tttrjb-vtes to detect ~}i eVe1Jt that 

is not otle of the. detected attribttte-S, . . . 

wherein the attributes to be detected are independent of the 

event to be detected. 

50. A non-transitory computer-readable storage medium 

containing instructions that when executed by a computer system 

cause said computer system to implement the following method 

comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 

the video, each attribute representing a characteristic of the 

detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 

event of the object that is not one of the detected attributes of the 

object by applying the new user rule to the plurality of detected 

attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified. 

The "Preliminary Amendment and Interview Summary" filed December 30, 2009 also 

included a purported summary of the November 24, 2009 interview, reproduced below: 

The Applicant thanks Examiner Vo for his time during the 

personal interview of November 24, 2009. During the interview, 

the Applicant discussed draft cfafros 27 .. 70 presented for the 

Examiner~s consideration to help cxpciut{; allo'-Vall<,~e of the 

application. Applicant discuss~d distJnguishing t'¢atures of the 

invention, and how those features were 8.ttempted to be captured 

by the draft claim language. 

(Preliminary Amendment and Interview Summary filed December 

30, 2009, page 10.) 
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Thereafter, the Examiner issued a first Office Action, mailed on June 17, 2010, and 

rejected claims 27 to 58 under 35 U.S.C. § 103(a) as being unpatentable over U.S. Patent No. 

7,653,635 ("Paek et al.") in view of U.S. Patent No. 6,721,454 ("Qian et al."). According to the 

prosecution history of the '116 application, the applicants conducted a second interview with the 

Examiner on July 22, 2010, where the parties "[ d]iscussed Qian reference and claimed 

limitations" with respect to claims 27 and 45. (Interview Summary mailed July 26, 2010, page 

1.) 

On October 13, 2010, the applicants filed an "Amendment and Interview Summary" 

where independent claims 27, 36, and 50 were amended, dependent claims 35 and 58 were 

amended into independent form, and new claims 59 to 70 were added. The "Amendment and 

Interview Summary" also included the cancellation of claims 28, 42, and 51 and the amendment 

of dependent claims 30, 31, 39, 53, and 54. Independent claims 27, 35, 36, 48, 50, and 59 as 

presented are reproduced below: 

27. A method comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 
the video, each attribute representing a characteristic of the 
detected object; 

selecting a new user rule after detecting the plurality of 
attributes; and 

after detecting the plurality of attributes and after selecting 
of the new user rule, identifying an event of the object that is not 
one of the detected attributes of the object by applying the new 
user rule to the plurality of detected attributes; 

wherein the plurality of attributes that are detected are 
independent of which event is identified, and 

wherein the step of identifying the event identifies the 
event without reprocessing the video. 

35. A the method of claim 27, further comprising: 

detecting first and second objects in a video; 

detecting a plurality of attributes of each of the detected 
first and second objects by analyzing the video, each attribute 
representing a characteristic of the respective detected object; 

selecting a new user rule: and 

6 
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after detecting the plurality of attributes, identifying an 
event that is not one of the detected attributes of the first and 
second objects by applying the new user rule to the plurality of 
detected attributes; 

wherein the plurality of attributes that are detected are 
independent of which event is identified. 

wherein the step of identifying an event comprises 
identifying an event of the first object interacting with the second 
object by analyzing the detected attributes of the first and second 
objects, the event not being one of the detected attributes. 

36. A video device comprising: 

means for detecting an object in a video; 

means for detecting a plurality of attributes of the object by 
analyzing the video, each attribute representing a characteristic of 
the detected object; 

a memory storing the plurality of detected attributes; aBt! 

means for selecting a new user rule, the means for selecting 
a new user ·rule capable of selecting the new user rule after the 
plurality of detected attributes are stored in memory; and 

means for identifying an event of the object that is not one 
of the detected attributes of the object by applying a selected new 
user rule to the plurality of attributes stored in memory, 

wherein the means for identifying an event is capable of 
identifying the event independent of when the attributes are stored 
in memory and is capable of identifying the event without 
reprocessing the video. 

48. A method comprising: 

providing a video device which detects an object upon 
analyzing a video and which detects plural attributes of the 
detected object upon analyzing the video; and 

then, selecting a rule, which is not a rule used to detect any 
individual attribute, as a new user rule, the new user rule providing 
an analysis of a combination of the attributes to detect an event that 
is not one of the detected attributes, 

wherein the attributes to be detected are independent of the 
event to be detected. 
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50. A non-transitory computer-readable storage medium 

containing instructions that when executed by a computer system 

cause said computer system to implement the following method 

comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 

the video, each attribute representing a characteristic of the 

detected object; 

selecting a new user rule after detecting the plurality of 

attributes; and 

after detecting the plurality of attributes and after selecting 

the new user rule, identifying an event of the object that is not one 

of the detected attributes of the object by applying the new user 

rule to the plurality of detected attributes, the event of the object 

being idetltified w•ithot1t ®rocessing tl1e:;Y)deo~ 

wherein the plurality of attributes that are detected are 

independent of which event is identified. 

5&. A the.. 1mn,transitob( cdnwtttet--readable storage. 

medium ef elM¼l··'~h~re:ht--t~mihee\ ia)plem.etUecl. hy • t~ 

e&rt¼p'i:\t~f-~ffi~*--fiiii~r-~~rtse& ·. cont:aining · instructions . that 

wheil executed by a comput~r S£S-tem Ci\µse s~4d cmnputer System 

Jo in1plement thef9UowhUJ t}1etl1od cqmnr_istng; . . . 

detecting first and second objects in a video; 

detecting a plurality of attributes of each of the detected 

first and second objects by analyzing the video, each attribute 

representing a characteristic of the respective detected object; 

selecting a new user rule; and 

after <l:eteQting. .the· plprnlit:K of ...1ittribute;s~ .. · i~entifying an 

event that is not Otltf •of the detected attributes of the first and 

sec~t~d .q{}j~cts by-~~ppl):ing the· new 1~11~. toJhe. p~ity ,Qf 
detected attributes; · · ·. · · 

wherein ~Jhe niuralit:r. of 1tttribytes that . are detected ar~ 

m.{J~11endent ofwhi_~J1 event fa identified~. · · · · · · · · · · 

wherein the step of identifying an event comprises 

identifying an event of the first object interacting with the second 

object by analyzing the detected attributes of the first and second 

objects, the event not being one of the detected attributes. 

59. A video device comprising: 
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means for detecting first and second objects in a video; 

means for detecting a plurality of attributes of the object by 

analyzing the video, each attribute representing a characteristic of 

the respective detected object; 

a memory storing the plurality of detected attributes; and 

means for identifying an event of the first object interacting 

with the second object by applying a selected new user rule to the 

plurality of attributes stored in memory, the event not being one of 

the detected attributes, 

wherein the means for identifying an event is capable of 

identifying the event independent of when the attributes are stored 

in memory. 

Subsequently, the applicants filed an "Amendment and Interview Summary~' on October 

13, 2010 that included a purported summary of the July 22, 2010 interview, reproduced below: 

The Applicant thanks Examiner Vo for his time during the 

personal interview of July 22,2010. During the interview, the 

Applicant discussed the Office Action, the applied references to 

Paek et al. and Qian et al. While no agreement was reached 

regarding the differences of tb~ ht~;ifaltiot½ the. tntervi~w w1ts still 

helpful to help focus the retmlinh1g iisues. with tes1'lett to tbe 

pending claims. (Amendment an4 l11terview Sumn1acy fifod 

October 13, 2010, page 14.) 

According to the prosecution history of the '116 application, the applicants conducted a 

third interview ¼ith the Examiner on November 17, 2010, where "[t]he applicants discussed the 

independent claims." (Interview Summary mai1ed November 23, 2010, page 1.) On December 

2, 2010, the applicants filed a "Supplemental Amendment and Interview Summary," which 

included a purported summary of the November 17, 2010 interview, reproduced be1ow: 

The Applicant thanks Examiner Vo for his thne durihg the 

personal interview of November 17~2010 with Patrick .~1fofr and 

Peter Venetianer. During the h1tervic"Y:, Jhe Exan1iner re:qn:¢sted 

certain amendments to the claims for formal purposes. Claims 27, 

35, 36, 41, 43, 48, 58, 59, 64-66 have been amended to address 

formal issues consistent with this discussion. In addition, 27, 36, 

48, and 50 have been amended to add further recitations regarding 

the recited attributes as suggested by Examiner Vo during the 

interview. (Supplemental l\mendment and Interview Summary, 

filed December 2, 2010, page 14.) 
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Independent claims 27, 35, 36, 48, 50, 58, and 59 as set forth in the Supplemental 

Amendment and Interview Summary, filed December 2, 2010 are reproduced below: 

27. A method comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 

the video, thQ....pJ1JH!l.ity of attrjlmqmdudin,a at Jeasume of a 

tlhysic,:11 Attribute and a temporal attribute, each attribute 

representing a characteristic of the detected object; 

selecting a new user rule after detecting the plurality of 

attributes; and 

after detecting the plurality of attributes and after selecting 

of the new user rule, 

identifying an event of the object that is not one of the 

detected attributes of the object by applying the new user rule to 

the plurality of detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, and 

wherein the step of identifying the event of the object 

identifies the event without reprocessing the video. 

35. A method comprising: 

detecting first and second objects in a video; 

detecting a plurality of attributes t)f each of the detected 

first and second ol~j¢cts by analyzjng the video, each attribute 

representing a charactelistk Clfthe re~pcc.tive detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying rm 

event that is not one of the detected att.ribul.e.s nf the first and 

second objects by applying the new user rule to d1e plurality of 

detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wherein the step of identifying an event of th,~. ohl_pc1 

comprises identifying rut r1 f}1:st event of the, first (Jbject interactifrg 

with the second o~ject by analyzing the detected attributes of the 

first and second ohjectE, the flr~J event not being {Jn.e of the 

detected attributes. 
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36. A video device comprising: 

means for detecting an object in a video; 

means for detecting a plurality of attributes of the object by 

analyzing the video, Jl!e plµtali!J.,' of attrlbufos:indudii1g ... aj: le~sta .. 

ul!Y.~tal ~-attribute an.d 3 temnoral afttibute~ each attribute 

representing a characteristic of the detected object; 

a memory storing the plurality of detected attributes; 

means for selecting a new user rnlec;~l&-f1~t1ff4or seleeaag 

~W-:¼~ll~ ~able ef~~--th.e t¼ew usei·~~ after the 

ptur:ality of d~teeted attributes artf stored in: nJ.~111ory;Iind 

mtans for ide.ntifyfog an ewnt of the ol1ject that i$ not one 

of.the detected i1ttrihu~es of the ob.ject by 1.1.J>:Ph'h1g a sefoct~d new 

USt~t role 1p the phirality of attribui:es. storedirt metnOl)', wl~a 

th~~fl~~ar:1s-4eritlenttfyiug,-a»-~t-¼ ~l~4fat · idclitif}dng the 

evc:pt ihdepend~nt: of\vhen the attrit.nites i~•st~Jte<l in n1einqty mid 

is ~~f for ide11tifying dN e·vent. withol.lt reptO:Ce$sing the 

video. 

48. A method comprising: 

providing a video device which detects an object upon 

analyzing a video and which detects pluQl attributes of the 

detected object upon analyzing the video, !,.he·1,luratux_Qfattributes 

incfod;Lngat· k~JibYsicaf afuibl@tm.dAJenwn,l.1'lµribhte; and · 

then, selecting a rule, which is not a rule used to detect any 

individual attribute, as a new user rule, the new user rule providing 

an analysis of a combination of the attributes to detect an event that 

is not one of the detected attributes, 

wherein the attributes to be detected are independent of the 

event to be detected. 

50. A non-tn:lnsitory computer-readable storage medium 

containing instructions. that when executed by a computer system 

cause said computer system to implement the following method 

comprising: 

detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing 

the ·\ti<leo~~c plu.raH.ty of atfa;ibute•~ .. incJudiu.g: at .ka~t on~ of.~ 

p~ical ·. atttibutc and . a . temporal attr£hqt~~ each attribute 

representing a characteristic of the detected object; 
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selecting a new user rule after detecting the plurality of 

attributes; and 

after detecting the plurality of attributes and after selecting 

the new user rule, identifying an event of the object that is not one 

of the detected attributes of the object by applying the new user 

rule to the plurality of detected attributes, the event of the object 

being identified without reprocessing the video;. 

wherein the plurality of attributes that are detected are 

independent of which event is identified. 

58. A r16li-transitory computer~readable gtoragtr mediurn 

containing h1stmctions·that \.Vhcit•·•execiited hy a C(}rt)pu.ter sysfon.1 

cause said cornputer system to bnplem.cnt .the following 1ncthod 

comprising: 

detecting first and second objects in a video; 

detecting a plurality of attributes of each of the detected 

first and second objects by analyzing the video, each attribute 

representing a characteristic of the respective detected object; 

selecting a new user rnle; and 

after detecting the plurality of attributes, identifying an 

event that is not one of the detected attributes of the first and 

second objects by applying the new user mle to the plurality of 

detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wherein the steri of identifying Ml event comprises 

identifying -mt ;Lfitst event of the first object interacting with the 

second object by analyzing tht! detected attrlbu.tes of the first and 

second objects, the first event not being one of the detected 

attributes. 

59. A video device comprising: 

means for detecting first and second objects in a video; 

means for detecting a plurality of attributes of the object by 

analyzing the video, each attribute representing a characteristic of 

the respective detected object; 

a memory storing the plurality of detected attributes; and 

means for identifying an event of the first object interacting 

with the second object by applying a selected new user rule to the 

plurality of attributes stored in memory, and for identifying the 
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event independent of when the attributes are stored in memory, the 
event not being one of the detected attributes, 

wherein the means fur idef½tifyir1g an ~'ent is capable of 
identifying the ~'eilt independent of ·.vhen the attributes are stored 
in memory. 

According to the prosecution history of the '116 application, the applicants conducted a 

fourth interview with the Examiner on January 26, 2011. Subsequently, the applicants filed a 

"Second Supplemental Amendment and Interview Summary" on February 4, 2011, which 

included the following purported summary of the interview: 

The Applicant thanks Examiner Vo for his time during the 
personal interview of January 26,2011 with Patiick Muir and Peter 
Venetianer. During the interview, the Applicant and Examiner 
discussed U.S. Patent Publication 2003/0023612 to Car1bom and 
its corresponding priority provisional applications (Nos. 
60/299,335 and 60/297,539), these documents recently brought to 
the Applicant's attention by the Examiner. 
(Second Supplemental Amendment and Interview Summary, page 
15.) 

The Second Supplemental Amendment and Interview Summary included further 

amendments to all of the independent claims. Independent claims 27, 35, 36, 48, 50, 58, and 59 

as set forth in the Second Supplemental i\.mendment and Interview Summary are reproduced 

below: 

27. A method comprising: 

detecting an object in a video from a single camera: 

detecting a plurality of attributes of the object by analyzing 
the video from said single camera, the plurality of attributes 
including at least one of a physical attribute and a temporal 
attribute, each attribute representing a characteristic of the detected 
object; 

selecting a new user mle after detecting the plurality of 
attributes; and 

after detecting the plurality of attributes and after selecting 
the new user mle, identifying an event of the object that is not one 
of the detected attributes of the object by applying the new user 
rule to the plurality of detected attributes; 

wherein the plurality of attributes that are detected are 
independent of which' event is identified, aed 
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wherein the step of identifying the event of the object 

identifies the event without reprocessing the video, and 

--wherein. fheµent of the 3)h~~t refe:wtothe .opj ectgng~'!ge<l 

iP. an adivit_y, 

35. A method comprising: 

detecting first and second objects in a video from a single 

camera; 

detecting a plurality of attributes of each of the detected 

first and second objects by analyzing the video from said single 

camera, each attribute representing a characteristic of the 

respective detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 

event that is not one of the detected attributes of the first and 

second objects by applying the new user rule to the plurality of 

detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wherein the step of identifying an event of the object 

comprises identifying a first event of the first object interacting 

with the second object by analyzing the detected 

attributes of the first and second objects, the first event not 

being one of the detected attributes, and 

wh£.tefn thceyent oflhe~Ql?iectrefors.to the obJecLen.gaged 

in an activity. 

36. A video device comprising: 

means for detecting an object in a video from a single 

camera; 

means for detecting a pluraUty of attributes o.fthe. object by 

analyzing the video fm111 said~si11&l~Lcamtta, the pJurality of 

attributes including at lrast & physical attribute fu1d · a te1npond 

attribute, each attribute representing: a charncte,ristic crfthCde.tected 

object; 

· a memory storing the plurality of detected attributes; 

means for selecting a new user rule after the plurality of 

detected attributes are stored in memory; and 
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means for identifying an event qfthe obj¢<;-t that is- nqt 011c 

ofthe detecte.4 atttibutes of: the, object. by tipplyinga ~~kcte-d new 

user rule to the plurality (jf .atttihtttos storaj i1J 1J1emory, for 

i(le:ntifyfog the event ind~endent -9f 1Nlle1i the a.tttibtrtes ~re stored 

fn memt1ry and for ide11ti(1ing th~ event without reproces$ing the 

video. and 
· 

wherein_ the ~vent pf.the obj¢ct referatqJhe 9bjeiiLei'1g~ged 

in an activity. 

48. A method comprising: 

providing a video device which detects an object upon 

analyzing a video :from a Single camera and Which detects :plu.raJ 

attributes of the detected object u_pon. analyzing the video from said 

single camera, the plurality ◊f attributes including· flt least a 

physical attribute and a temporal .attribute; and 

then, selecting a rule, which is not a mle used to detect any 

individual attribute, as a new user rule, the new user rule providing 

an analysis of a combination of the attributes to detect an event that 

is not one of the detected attributes, 

wherein the attributes to be detected are independent of the 

event to be detected, and 

wlwreinthe event of the object refQrs W .tlie c.1J1iecte,i1g~tged 

in ana"jirify, 

50. A non"'transitocy cornpqt~r--read~bl.e stonge friedhiin 

containing instructit)tts d1~t -wh¢tt etccuted by a c<,imputer systetn. 

cause said comp1)ter syste1'tl to itiml~mtnt the f◊Howfog meth<Jd 

comprising: · · 

detecting an object in a video fro3:1 a single camera; 

detectingillphiro.Hty <>fattribtnes ufthe ob.iect by analyzing 

the video from -said. si.ngle camera.) th~ plurality of attributes 

including .at least one of a p}rysical f);tttibutc aniL a. temporal 

attribute, each attribute representing a charact¢ristk otthe detected 

object; 

selecting a new user rule after detecting the plurality of 

attributes; and 

aftet d¢tectingttu~ :plurality ofattrihutes and after selecting 

the· rfow user ruttf idimtifyfog an evenft)f tltti -0:l\icct that is· U.Qt q-ne 

of the detected ahtibutes of tlw object hy applying th¢ ne\v user 

rule to the plurality of detected attributes, the e\ieht of the object 

being identified without reprocessing the video; 
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wherein the plurality of attributes that are detected are 

independent of which event is identified. and 

. whe.i;eittth~ ev:~JL oftfrc 6bj~ct tefors to tl1e · ~1t,J~d ~lS~~rl 
in an activity. · ·· ··· · · · · ··· .· 

58. A non-transitory computer-readable storage medium 

containing instructions that when executed by a computer system 

cause said computer system to implement the following method 

comprising: 

detecting first and second objects in a video from a single 

camera; 

detecting a plurality of attributes of each pf th~ (ld~tjtcq 

first and second objects by analyzing the video troni said sitigle 

camera, each attribute representing a characteristic of Ow 

respective detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 

event that is not one of the detected attributes of the first and 

second objects by applying the new user rule to the plurality of 

detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wlwrei:n. the step ef identifying at1 event cq111priscs 

iAtent~i}ihg a fitsr event of the first obje9t interacting With the 

~e¢◊i1d ohj:ect by analyzing, th¢ detected attribtttes of the tlrst and 

second obj~ds~ the first event not befog one of the detectecl 

attributes, and 

whct:~#1 the e'\iet)Lofthe Qhject refers to t1:!e . .Qhjecte1'!~$ed 

jn an a£tiyitj'.. . . . 

59. A video device comprising: 

means for detecting first and second objects in a video from 

a single camera; 

means fordeteeting.a.,plundity ofa.ttri'bµtes of the object by 

analyzing the video front said single 3 ~mera~ each attribute 

representing a chantcteristfo bflhe respective detected object; 

a memory storing the plurality of detected attributes; and 

.meruls for id.entifyi.ng ~rit:-vertt of the first objeGt interacting 

with t4e ~eqo~14 ()bjeqt by i.:1pplying a >select,~d neJ~' foNr rule to the 

plu-raht-y of attribull.$ stprc<l in .Jl)el!!OfY, arid fol' Ideiltifying the 
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event independent of when the attlibutes are stored in memory, the 

event not being one of the detected attributes, 

,vhereinJhi.~ eve1tt of the object_re.fs;rs tp the _Q.Qject c11&aged 

in an activity. 

Thereafter, the Examiner issued a Notice of Allowance on February 18, 2011. The Notice 

of Allowance included the following statement of the Examiner's reasons for allowance: 

[T]he prior art does not disclost! a method comprising: detecting an 

object in il vide.o; de.tecting a J'llurnHty o.f atbibutcB nf the object by 

analyzing the video, the phi:ralhy Qf attributes including at least 

one of a physical attribute and a. te:mpornl attribute~ t~1:1ch attribute 

representing a characte.ristic of the dete-cted t:ibje-ct; sekcting a new 

user rule after detecting the plurality of attributes; and after 

detecting t.he plurality of attributes and after selecting of the new 

user rule, identifying an evem of the object that is not one of the 

detected attributes of the object by applying the nev;; user rule to 

the plurality of detected attributes;. xvherein the plurality of 

attiibutes that are detected are independent of whkh event is 

identified, and wherein the step of identifying the <:)vent of the 

object identifies the event without rt~J:'lrne'essin.g the video as 

presented by the applicant's arguments filed on 02/04/2011. 

(Notice of Allowance, page 2.) 

The '923 patent issued with forty-one claims on April 26, 2011, of which claims 1, 8, 9, 

20, 22, 29, and 30 are the only independent claims. Claims 1, 8, 9, 20, 22, 29, and 30 are 

reproduced below: 

1. A method comprising: 

detecting an object in a video from a single camera; 

detecting a _phmuity of H.ttributes of1he: object by analyzing 

the video from said single ca:n1era, the phira.Hty {)f ,tttributeS 

including at least i:me of a physical attribute, and a temp-ontl 

attribute, e~ich Httribute representing a chantctedstic of the d.et.eckd 

object; 

selecting a new user rule after detecting the plurality of 

attributes; and 

after detecting t.he plurality ofattdbutes and after selecting 

the new user rule, identH)dtig an event of the object that is not one 

of the detected r:1ttrihute:s of the object by applying the new user 

rule to the plurality of detected attributes; 
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wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wherein the step of identifying the event of the object 

identifies the event without reprocessing the video, and 

wherein the event of the object refers to the object engaged 

in an activity. 

8. A method comprising: 

detecting first and second objects m a video from a single 

camera; 

detecting a plurality of attributes of each of the detected 

first and second objects by analyzing the video from said single 

camera, each attribute representing a characteristic of the 

respective detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 

event that is not one of the detected ,:ittfibutes of the first and 

second objects by applying the ne\v user rnle to the plurality of 

detected attributes; 

wherein the plurality of attributes that are detected are 

independent of which event is identified, 

wherein the gtep of identit)'ing An event ()f the oqjcct 

co1npriscs identifying a first event of the first object interacting 

"dth the se.co11d object by analyzing the detec-ted attributes .of the 

first and second objects, the first event not being one of the 

detected attributes, and 

wherein the event of the object refers to the object engaged 

in an activity. 

9. A video device comprising: 

means for detecting an object in a video from a single 

camera; 

means for detecting a plurality of attributes of the object by 

analyzing the video from said single camera, the plurality of 

attributes including at least a physical attribute and a temporal 

attribute, each attribute representing a characteristic of the detected 

object; 

a memory storing the plurality of detected attributes; 
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means for selecting a new user rule after the plurality of 

detected attributes are stored in memory; and 

means for identifying an event of the object that is not one 

of the detected attributes of the object by applying a selected new 

user rule to the plurality of attributes stored in memory, for 

identifying the event independent of when the attributes are stored 

in memory and for identifying the event without reprocessing the 

video, and 

wherein the event of the object refers to the object engaged 

in an activity. 

20. A method comprising: 

providing a video device which detects an object upon 

analyzing a video from a single camera and which detects plural 

attributes of the detected object upon analyzing the video from said 

single camera, the plurality of attributes including at least a 

physical attribute and a temporal attribute; and 

then, selecting a rule, which is not a rule used to detect any 

individual attribute, as a new user rule, the new user rule providing 

an analysis of a combination of the attributes to detect an event that 

is not one of the detected attributes, 

wherein the attributes to be detected are independent of the 

event to be detected, and 

wherein the event of the object refers to the object engaged 

in an activity. 

22. A non-transitory computer-readable storage medium 

containing instmctions that when executed by a computer system 

cause said computer system to implement the following method 

compnsmg: 

detecting an object in a video from a single camera; 

detecting a plurality of attributes of the object by analyzing 

the video from said single camera, the plurality of attributes 

including at least one of a physical attribute and a temporal 

attribute, each attribute representing a characteristic of the detected 

object; 

selecting a new user rule after detecting the plurality of 

attributes; and 

after detecting the plurality of attributes and after selecting 

the new user rule, identifying an event of the object that is not one 
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of the detected attributes of the object by applying the new user 
rule to the plurality of detected attributes, the event of the object 
being identified without reprocessing the video; 

wherein the plurality of attributes that are detected are 
independent of which event is identified, and 

wherein the event of the object refers to the object engaged 
in an activity. 

29. A non-transitory computer-readable storage medium 
containing instructions that when executed by a computer system 
cause said computer system to implement the following method 
comprising: 

detecting first and second objects ma video from a single 
camera; 

detecting a plurality of attributes of each of the detected 
first and second objects by analyzing the video from said single 
camera, each attribute representing a characteristic of the 
respective detected object; 

selecting a new user rule; and 

after detecting the plurality of attributes, identifying an 
event that is not one of the detected attributes of the first and 
second objects by applying the new user rule to the plurality of 
detected attributes; 

wherein the plurality of attributes that are detected are 
independent of which event is identified, 

wherein the step of identifying an event comprises 
identifying a first event of the first object interacting with the 
second object by analyzing the detected attributes of the first and 
second objects, the first event not being one of the detected 
attributes, and 

wherein the event of the object refers to the object engaged 
in an activity. 

30. A video device comprising: 

means for detecting first and second objects in a video from 
a single camera; 

means for detecting a plurality of attributes of the object by 
analyzing the video from said single camera, each attribute 
representing a characteristic of the respective detected object; 

a memory storing the plurality of detected attributes; and 
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l1te~uis for Mentifying an event of the first object interacting 

with the second object by applying a sekct.ed ne:w user ndc to the, 

plurality of atttibutes stored in men1ot}\. and fbr identifying the 

evc,nt: independent of v,then the nttrihutcs are stored in memory~ the 

event not hein g one of tht} detected attributes, 

wherein the event of the object refers to the object engaged 

in an activity. 

VI. CITATION OF PRIOR PATENTS AND PRINTED PUBLICATIONS 

As an initial matter, Requester notes that the '923 patent does not contain a proper claim 

under 35 U.S.C. § 120 for the benefit of an earlier filing date. As such, none of the claims of the 

'923 patent are entitled to the benefit of a filing date earlier than the filing date of the '116 

application, i.e., September 29, 2009. Requester :further notes that the applicants for the '923 

patent have not established during prosecution of the '923 patent that any claim of the '923 

patent is entitled, under 35 U .S.C. § 120, to the benefit of a filing date earlier than the September 

29, 2009 filing date of the '116 application, notwithstanding the fact that the '923 patent includes 

the statement that "This application claims the priority to U.S. patent application Ser. No. 

09/987,707, filed Nov. 15, 2001, which claims priority to U.S. patent application Ser. No. 

09/694,712, now U.S. Pat. No. 6,954,498, each of which is incorporated herein by reference in 

their entirety." ('923 patent, col. 1, lines 7 to 11.) 

Because the foregoing statement does not specify a relationship, i.e., continuation, 

divisional, or continuation-in-part, among the prior application, the foregoing statement does not 

constitute a "specific reference" to a prior application in the manner required by 35 U.S.C. § 120. 

M.P.E.P. § 201.1 l(III)(A) ("Any benefit claim that does not both identify a prior application by 

its application number and specify a relationship between the applications wm not be considered 

to contain a specific reference to a prior application as required by 35 U.S.C. 120" (emphasis in 

original)). Accordingly, no claim of the '923 patent is entitled to the benefit of the filing date of 

U.S. Application Serial No. 09/987,707 or U.S. Patent Application Serial No. 09/694,712. In 

other words, for the purposes of this reexamination proceeding, none of the claims of the '923 

patent are entitled to the benefit of a filing date earlier than the filing date of the '116 application, 

i.e., September 29, 2009. 
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To the extent that Patent Owner argues, as it did in the '914 reexamination proceeding, 

that "the requirement has been met by the relationship between the applications being indicated 

on the Bib Data Sheet and on the Application Transmittal Sheets for the '116 and '707 

Applications" (see '914 reexamination, Amendment and Reply at 29), Requester notes that 

Patent Owner cited to no authority that such an indication is either adequate or permissible. (See 

M.P.E.P. § 201.1 l(III)(D. Reference Must Be Included in the Specification or an Application 

Data Sheet (ADS)).) 

Requester in this instant ex parte reexamination request is thus entitled to rely on prior art 

patents and printed publications that constitute prior art to the '923 patent as of the September 

29, 2009 filing date of the '116 application. The following prior art patents and printed 

publications constitute prior art against the '923 patent, under the subsections of 35 U.S.C. § 102 

indicated below: 

A copy of every prior art patent and printed publication relied upon or referred to herein 

is submitted herewith as required by 37 C.F.R. § 1.510(b)(3), as follows: 

1. Day et al., "Object Oriented Conceptual Modeling of Video Data," Proceedings on 

the Eleventh International Conference on Data Engineering, IEEE, March 1995, pp. 

401-408 ("Day-I"). Day-I was published in March 1995, more than one year before 

the filing date of the '923 Patent. Day-I was not considered during the examination 

of the '923 Patent. A copy of Day-I is provided as Attachment B. 

2. Day et al., "Spatio-Temporal Modeling of Video Data for On-Line Object-Oriented 

Query Processing," Proceedings on the International Conference on Multimedia 

Computing and Systems, IEEE, May 1995 pp. 98-105 ("Day-II"). Day-II was 

published in May 1995, more than one year before the filing date of the '923 Patent. 

Day-II was not considered during the examination of the '923 Patent. A copy ofDay

II is provided as Attachment C. 

3. United States Patent No. 5,969,755 to Courtney ("Courtney '755") Courtney '755 

issued on October 19, 1999, more than one year before the filing date of the '923 

Patent. Courtney '755 was not considered during the examination of the '923 Patent. 

A copy of Courtney '755 is provided at Attachment D. 

4. Shotton et al., "Object Tracking and Event Recognition in Biological Microscopy 

Videos," Fifth International Conference on Pattern Recognition (ICPR'2000), 
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September 2000 ("Shotton"). Shotton was published in September 2000, more than 

one year before the filing date of the '923 Patent. Shotton was not considered during 

the examination of the '923 Patent. A copy of Shotton is provided at Attachment E. 

5. United States Patent No. 6,628,835 to Brill ("Brill") Brill issued on September 30, 

2003, more than one year before the filing date of the '923 Patent. Brill was not 

considered during the examination of the '923 Patent. A copy of Brill is provided as 

Attachment F. 

6. European Patent Application No. EP 0 967 584 ("Courtney '584") Courtney '584 

published on December 29, 1999, more than one year before the filing date of the 

'923 Patent. A copy of Courtney '584 is provided at Attachment G. 

VII.STATEMENTS POINTING OUT SUBSTANTIAL NEW QUESTIONS OF 

PATENT ABILITY 

Pursuant to 3 7 C.F .R. § 1.51 O(b )( l ), Requester sets forth a statement pointing out each 

substantial new question (SNQ) ofpatentability of the '923 Patent based on prior patents and 

p1inted publications. 

Proposed grounds of rejection 1-4, as set forth herein and in the appended claim charts, 

set forth substantial new questions of patentability that were not raised in the '914 

reexamination. 

Proposed grounds of rejection 5-10 are substantially the same as the rejections proposed 

in the '914 reexamination (as Issues A, B, D, E, F, and I, respectively) and adopted by the 

Office, the Office having found that the requester in the '914 reexamination demonstrated a 

Reasonable Likelihood of Prevailing (RLP) as to each of those grounds of rejection. Because 

these proposed grounds of rejection also establish substantial new questions of patentability as to 

the '923 patent claims as shown herein, which were left wholly unresolved prior to the 

termination of the '914 reexamination proceeding, these rejections should also be adopted and 

taken up in the requested ex parte reexamination proceeding. 

§ 103 

Accordingly, the rejections proposed by the instant request are as follows: 

Proposed Rejection 1: Claims 1-41 are anticipated by Day-I under 35 U.S.C. § 102(b) 

Proposed Rejection 2: Claims 14 and 35 are obvious in view of Day-I under 35 U.S.C. 
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Proposed Re_jection 3: Claims 10, 19, 31 and 41 are obvious in view of Day-I and Brill 

under 35 U.S.C. 

Proposed Rejection 4: Claims 11 and 32 are obvious in view of Day-I and Day-II under 

35 U.S.C. § 103 

Proposed Rejection 5: Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Courtney 

'755 under 35 U.S.C. § 102(b) (adopted as Issue A in the '914 reexamination) 

Proposed Rejection 6: Claim 14 is obvious in view of Courtney '755 under 35 U.S.C. § 

103 (adopted as Issue Bin the '914 reexamination) 

Proposed Rejection 7: Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shotton 

under 35 U.S.C. § 102(b) (adopted as Issue Din the '914 reexamination) 

Proposed Rejection 8: Claim 14 is obvious in view of Shotton under 35 U.S.C. § 103 

(adopted as Issue E in the '914 reexamination) 

Proposed Re,jection 9: Claims 8 and 29 to 41 are obvious in view of Shotton and Brill 

(adopted as Issue Fin the '914 reexamination) 

Proposed Rejection 10: Claims 1 to 41 are obvious in view of Courtney '584 and Brill 

(adopted as Issue I in the '914 reexamination) 

A. Proposed Rejection 1: Claims l-41 are anticipated by Day-I under 35 U.S.C. § 

102(b) 

Claims 1-4 are anticipated by Day-I under 35 U.S.C. § 102(b). Day-I was not cited 

during the prosecution of the '923 Patent Day-I is closer to the subject matter of the '923 Patent 

than any prior art that was relied upon during prosecution of the '923 Patent, and Day-I provides 

new, non-cumulative technical teachings that were not otherwise provided in any prior art that 

was relied upon during prosecution of the '923 patent 

As set forth in claim chart appended Attachment H, Day-I discloses all the limitations of 

claims 1-41 of the '923 patent. 

For example, Day-I discloses conceptual modeling of video data allowing for 

semantically unbiased abstraction of video data using a directed graph model, in which objects 

are detected and information about the objects is determined: 

For eath input vidC(} clip~ m;ing a database of known objects, we 

ffrst i1leniify tile c,1t·r,1spmul.ing objects, their sizes and locations, 

tlwir relative positfons and nwvements, and then encode this 

information in the proposed graphical model. 
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(Section 1 (Introduction) at page 402; emphasis added) 

More specifically, Day-I describes detecting spatial and temporal attributes of detected 

objects by analyzing the video: 

The spatial attribute, of a salient physical object present in the 

frames can be extracted in form of bounding volume, Z, that 

describes the spatial projection of an object, in three dimensions. 

Temporal information of objects can be captured by specifying the 

changes in the spatial parameters associated with the bounding 

volume (Z) of objects over the sequence of frames. At the finest 

level, these changes can be recorded at each frame. 

(Section 2.1 (Spatio-Temporal Modeling over a Sequence of 

Frames (a Clip)) at page 402) 

Day-I also discloses modeling physical objects (PO) by classifying objects (e.g., persons, 

tree, houses, etc.) (Section 3.1 at page 405.) 

Day-I teaches that a Video Semantic Directed Graph (VSDG) model is then generated 

with the detected spatial and temporal attributes: 

In this section, we use a video clip shown in Figure 3 to illustrate 

the proposed model. In the example video clip (Figure 3(a)), a car 

(object 2) and a person (object 1) appear first, then the camera 

moves toward the right and two persons ( object 1 and object 5) are 

walking toward each other and shake hands. Assuming that 

proper object recognition methods are used to identify these 
objects, we can appropriately define the bounding volumes 
information for the objects. The complete VSDG model, for the 

example video clip is given in Figure 4, which describes the 
information about various objects and their temporal behaviors. 
The VSDG in Figure 4, has four rectangular nodes which 

correspond to three different scene changes. The first rectangular 

node (to) marks the start of video clip, t1 indicates the appearance 

of objects Os ti indicates the appearance of object 06, and t3 

indicates the end of the video clip. There are a total of six objects, 

01, 02, 03, 04, Os, and 06, and some objects appear in multiple 

scenes. For example, 01, 02, 03, and 04 appear in video segments 

V1 and V2. 

(Section 2.3 (An Example of VSDG-Based Modeling) at page 404; 

emphasis added) 
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Figure 4: VSDG :repreBt,irtation of the example dip 

The model "allows to represent spatio-temporal aspects of information associated with 

objects (persons, buildings, vehicles, etc.) present in video data." (Section 1 at page 401.) 

Applying the foregoing to the language of claim l, as an illustrative example, Day-I 

teaches the features of "detecting an object in a video from a single camera," "detecting a 

plurality of attributes of the object by analyzing the video from said single camera," and "the 

plurality of attributes including at least one of a physical attribute and a temporal attribute, each 

attribute representing a characteristic of the detected object" 

Conceptual queries, based on predicate logic, can be carried out using Day-I's VSDG 

model to identify specified events. For instance, Day-I discloses user specified temporal queries: 

Temporal specifications can be applied to higher level of concepts. 

For example, we can specify the query "Person A is walking and 

some time later he passes by someone who is sitting on the 

sidewalk" by the following predicate logic: 

.ft (walking( A), sitting(B, sidewalk)), 

assuming that 'walking' (with the object walking as parameter) 

and 'sitting' (with the object sitting and the objects being sit as 

parameters) are predefined. 

(Section 3.2.2 (Temporal Sequence Specification) at page 406; 

emphasis original) 

Day-I discloses spatial queries, such as: 
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& Querying wheH1et m not ,m {Jbject/pernon iJ; 

prrnent in a vid{'.o di.p{SJ}:(z J}\/ ti). 

~ .!denl:ifyhitfhf: rdii.tt\i't~ pmihou.of objed/pernrm 

For i:xampk, ~n>irth for thosr, video dipfl ·where 

;\fr, X npp(,,H';~ wi!:h .!Ur. Y, with X ;;tam.iing in 

fw:r;t of Y. The ptdicate for ;mch :tt query is : 

3 ff: fn'ttrn 1 :ii ;r, JI 0 pn•Mn 

-1) J/V l ,<\ H nv fl', ~:.x.drpth < t.f,l.d.t:pth 

lk~,11 x, y nr<: cirrs1hix t\iH!~ in VSDG ,md 1. depih 

i~ th~; ikp,Ht {){ !} hf:,nthfo1.g vohrmr z of e:1. citrnfo.r 

node MtKH::i::i.ted 'i¥ith ;lo c.r y. 

Day-l also dis.doses spaticH.em.po:rnl qiteries, siwh aw 

~ Fir..dil.1~ tiw d1.1tn:don nf mJ ohjrd, Kn {:~;nmpk, 

how king h<i,~ per~c:,11 }t il.Vi>t,nttd on ,t c~;th\itl 

video dip. ThiO' qnn-:y nni. hf'. (l::<.'J)W'.:~${~d ~t'ii : 

}(dur-atir.m i\ X 11V v 

~ Esitsrnating the i!pr.,ed of an objert. Fm i:xample. 

hew fast fa object X walkirig in a c:m:i::11in dsp, 

,,,,. l ll,/ • ~ ~1/2,,~J 
. ./\, l~ '{,• l~ t,",:::-f~-· 

H,t;r<:, ix and h, ~tr\: two '>',uiubks dem:rtfog fram.e 

:nmnbern ruis~ned by tbr; sy~tem. 

Day-I fhrther discloses complex queries that can be constructed, including querying for a 

"slam-dunk" event, walking, and passing a basketball. 

As Day-I explains: 

Theoretically, any concept that requites expression of spatio

temporal interact.in11s amoug objects can be specified by predicate 

logic expressions.. \V c have provided only a limited number of 

examples and even for those e>.<t.tnples~ ()flly a. few possible ways 

of specifying them have been discussed. 

(Section 3.2.3 (Expressing Queries Using Predicate Logic) at pages 

406-407) 

The result of the queries disclosed by Day-I is an identification of an event of the object, 

such as the examples of relative position of an object, the speed of an object, a basketball being 

dunked, a basketball being passed, a person walking, or any other spatio-temporal interaction 

among objects. The user specified queries allow for the retrieval of corresponding video dips: 

Using propositional logic described in the paper, a user can 

specify querie,Y mid ltetie,e (.c'an retri,me C£>rte,5ponding video clips 

without ever pr1.>cess,1ig i'aw l4titu) data. The proposed 

methodology cm})Ioys computer visiori and image processing 

(CVIP) techniqu,~s to m1t<.)1t)ate the construction of the video 

database basedon the·VSDG•n1odel. 
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(Section 4 (Conclusion) at page 408; emphasis added) 

Further, as discussed above, the querying functionality taught by Day-I teaches the 

features of "selecting a new user rule after detecting the plurality of attributes" and "after 

detecting the plurality of attributes and after selecting the new user rule, identifying an event of 

the object that is not one of the detected attributes of the object by applying the new user rule to 

the plurality of detected attributes," recited by claim 1. 

Day-I discloses that the spatio-temporal attributes of the physical objects, detected as 

above, are independent of the identified events. As discussed above, Day-I utilizes its directed 

graph model to allow for semantically unbiased abstraction of the video data to address prior 

problems of semantic heterogeneity in video database system. (See Day-I at Introduction, page 

401.) To do so, Day-I teaches that the spatial attributes (e.g., bounding volume, Z, that describes 

the spatial projection of a detected physical object, such as a person, in three dimensions) and 

temporal attributes ( e.g., changes in the spatial parameters associated with the bounding volume 

(Z) of objects over the sequence of frames) are independent of the events that are identified for 

the user specified queries, including the temporal queries, the spatial queries, and the spatio

temporal queries. The specific examples of the queries provided in Day-I are used to identify 

events that are independent of the detected attributes, such as "Person A is walking and some 

time later he passes by someone who is sitting on the sidewalk," "video clips where Mr. X 

appears with Mr. Y, with X standing in front ofY," "Finding the duration of an object," 

"Estimating the speed of an object," and other events based on complex queries including the 

"slam-dunk event, walking, and playing basketball. Moreover, the '923 patent likewise relies on 

many of the same spatial and temporal attributes of detected objects used by Day-I to determine 

events, and thus the events determined in Day-I are independent of the determined attributes at 

least in the same sense that the events are "independent'' of the attributes in the '923 patent. 

Further, the events in Day-I, which are independent of the determined attributes, are 

identified without reprocessing the video. 

•'Ant)tlwr . reasqn · fht tihis modeling. aptJ:toach i~ · to pr()vide a.n 

ef.fid~tit indexingmc¢hanis:m for on-lh)e query proce.ssing.without 

perfonn.ing ~J.t11})1,1tatktns on th~ raw video data, since such 

. comp:utahtth Ciµt be quite e~teit!3iVe, :Tlte prtJ/JO~ed k'SD<; ¢tilt . be 

gentin1ted ()jJ;•tine and $#b;~equent1y ,xm be utreil tu prt>ce,~s user's 

qu,triei vn4in~. The archit:ecture of the proposed system is showt1 

in Figure 1." 
· 
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(Section 1 (Introduction) at page 402; emphasis added) 

Accordingly, at least in view of the foregoing, Day-I teaches that "the plurality of 

attributes that are detected are independent of which event is identified," that "the step of 

identifying the event of the object identifies the .event without reprocessing the video," and that 

"the event of the object refers to the object engaged in an activity'' as recited by claim 1. 

Moreover, as shown herein and the attached claim chart at Attachment H, Day-I discloses 

each of the features the Examiner identified as the basis for allowance, including detecting an 

object in a video; detecting a plurality of attributes of the object by analy.ling the video, the 

plurality of attributes including at least one of a physical attribute and a temporal attribute, each 

attribute representing a characteristic of the detected object; selecting a new user rule after 

detecting the plurality of attributes; and after detecting the plurality of attributes and after 

selecting of the new user rule, identifying an event of the object that is not one of the detected 

attributes of the object by applying the new user rule to the plurality of detected attributes; 

wherein the plurality of attributes that are detected are independent of which event is identified, 

and wherein the step of identifying the event of the object identifies the event without 

reprocessing the video. Based on the foregoing, Requester has provided a showing of a 

substantial new question of patentability with respect to at least one of claims 1 -41 in view of 

Day-I. 

As set forth in the appended charts at Attachment H, Day~ I discloses all of the limitations 

of claims 1-41 of the '923 patent and therefore anticipates claims 1-41 of the '923 patent. 

Therefore, Requester proposes a ground of rejection of claims 1-41 of the '923 patent under 35 

U.S.C. § 102(b) as anticipated by Day-I. 

B. Proposed Rejection 2: Claims 14 and 35 are unpatentable as obvious over Day

I under 35 U.S.C. § 103(a) 

Alternatively, if Day-I is not viewed as anticipatory to claims 14 and 35, these claims 

would at least be unpatentable as obvious over Day-I under 35 U.S.C. § 103(a). Day was not 

cited during the prosecution of the '923 Patent. Day-I is closer to the subject matter of the '923 

Patent than any prior art that was relied upon during prosecution of the '923 Patent, and Day-I 

provides new, non-cumulative technical teachings that were not otherwise provided in any prior 

art that was relied upon during prosecution of the '923 patent. 
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As set forth in the claim chart appended as Attachment I to this request, Day-I renders 

claims 14 and 35 unpatentable as obvious. Claims 14 and 35 recite the features of"the memory 

is configured to store at least some of the plurality of attributes for at least two months" and 

"identifying an event of the object includes means for identifying an event of the object by 

analyzing only a selected subset of the plurality of attributes including the at least some of the 

plurality of attributes stored for at least two months." If not literally disclosed by Day-I (i.e., by 

virtue of Day-I placing no restriction on how long the attributes would be maintained, thus 

disclosing an infinite retention pe1iod by default), this feature would have been obvious in view 

ofDay. 

First, Day-I discloses a memory storing the plurality of detected attributes. 

For each input video clip, using a qatabase of kll(,)Wn obj~ts~ we 

first identify the corresponding objtdsi theit sizes ru1d .loc11tton~~ 

their relative positions and move1.nentsf ahd then encode thJs 

information in the proposed graphical model. 

(Section 1 (Introduction) at page 402) 

Day-I makes no limitation on the time period in which the data in the graphical model is 

stored. As such, Requester submits that Day-I's model inherently is configured to store at least 

some of the plurality of attributes "for at least two months." To the extent that an explicit time 

frame for storing the data is required, Requester submits that it would be obvious to modify Day-

1' s graphical model to retain data "at least two months." It would have been obvious to 

configure the database of Day-I to store the detected attributes for a specified period of time 

(e.g., "at least two months") for the well-known and expected benefit of optimizing data storage 

and/or to maintain the detected attributes for a sufficient period of time to allow for further 

processing or review of the data to be performed (e.g., surveillance data is routinely maintained 

for a specified period to allow later detected activity to be investigated). 

Moreover, modifying Day-I in this manner is merely: (a) a combination of prior art 

elements according to known methods to yield predictable results; (b) a simple substitution of 

one known element for another to obtain predictable results; (c) a use of known technique to 

improve similar devices in the same way; ( d) application of a known technique to a known 

device ready for improvement to yield predictable results; (e) obvious to try; and/or (f) known 

work in one field of endeavor prompting variations of it for use in either the same field or a 
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different one based on design incentives or other market forces since the variations are 

predictable to one of ordinary skill in the art. 

As to the remaining feature of "analyzing only a selected subset of the plurality of 

attributes including the at least some of the plurality of attributes stored for at least two months, 

Day-I would meet this limitation, as modified, based on its disclosure of the Video Directed 

Semantic Graph (VSDG) model for the detected spatial and temporal attributes of objects: 

"In this section, we use a video clip sho,¥n in Figure 3 to illustrate 

the proposed model. In the example \lkie,n rlip (Figure 3(a)), a car 

(object 2) and a person (ol~je-et 1} appea-r first, {hen the camera 

moves toward the right an.d two persons (object J and object 5) are 

walking toward e,adt othm: ~ind shake hand$, Assuming that proper 

object recognition methods are usecl to id,~ntif}' these objects, we 

can appropriately·definelhe.hutin,Hng Vtdumesinfonnation for the 

objects. The complet~ VSDG 1n<.)d(;:l, for the exarnple video clip is 

given in Figure 4, Which .describes the •ihfot:mation about various 

objects and their t:etnporal behaviors, The VSDG in Figure 4, has 

four rectangular node$ \\i'llich correspond to t11re13 different scene 

changes. The first tectangu.lar n6d.e {to} ·markii the start of video 

clip, t1 indicatf:S the appearance qf objects 0 5 ti indicates the 

appearance of object 06~ imd h .indk:atcs the end of the video clip. 

There are a total nf six. qbjecrn1 01, 02, 0:.,, Oh Os, and 06, and 

some objects appe;irin n:n1hipfo scenes, For example, 01, 02, 03, 

and 04 appear in video segtne-nt.s Fi and V2.'' 

(Section 2.3 (An Example ofVSDG-Based Modeling) at page 404) 

Based on the foregoing and as shovvn in Attachment I, Requester has provided a showing 

of a substantial new question ofpatentability with respect to at least one of claims 14 and 35 in 

view of Day-I. Therefore; Requester proposes an alternative ground of rejection of claims 14 

and 35 of the '923 patent under 35 U.S.C. § 103(a) as obvious in view of Day-I. 

C. Proposed Rejection 3: Claims 10, 19, 31 and 41 are unpatenfable as obvious 

over Day~I and Brill under 35 U.S.C. § l03(a) 

Alternatively, if Day-I is not viewed as anticipatory as to claims 10, 19, 31, and 41, these 

claims would be unpatentable as obvious under 35 U.S.C. § 103(a)based on the combination of 

Day-I and Brill, as set forth in claim chart appended Attachment J and explained herein. 

Claims 10 and 31 are dependent claims that recite the feature of "a video camera operable 

to obtain the video." Day-I expressly discloses its system receiving "raw video data." (Section 

l; Figure 1.) 
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Figure 1: System abstraction 

Further, Day-I discloses a camera as the source of video that is analyzed: 

"In this section, we use a video clip shown in Figure 3 to illustrate 
the proposed model. In the example video clip (Figure 3(a)), a car 
(object 2) and a person (object 1) appear first, then the camera 
moves toward the right and two persons ( object l and object 5) are 
walking toward each other and shake hands. 

(Section 2.3 (An Example of VSDG-Based Modeling) at page 
404.) 

In a related field, Brill discloses an automated security system including a camera unit: 
The camera unit 12 includes video camera 23. Video camera 23 in 
the disclosed embodiment is a known monochrome camera that 
outputs gray-scale images. However, the present invention may be 
utilized with a color video camera or some other type of two
dimensional image detector, such as an infrared detector. 

(col. 2, lines 53-58) 

Thus, at a minimum, it would have been obvious to combine Day-I with Brill so as to· 
include Brill's video camera to directly supply the raw video. Combining Day-I with Brill in this 
manner is merely: (a) a combination of prior. art elements according to knmvn methods to yield 
predictable results; (b) a simple substitution of one known element for another to obtain 
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predictable results; (c) a use of known technique to improve similar devices in the same way; (d) 

application of a known technique to a known device ready for improvement to yield predictable 

results; (e) obvious to try; andior (f) known work in one field of endeavor prompting variations 

of it for use in either the same field or a different one based on design incentives or other market 

forces since the variations are predictable to one of ordinary skill in the art. 

Claims 19 and 41 are dependent claims that each recite the feature of "further comprising 

video sensors." For reasons similar to those discussed above for the "video camera" of claims l 0 

and 31 and as sho\\1n in Attachment I, it would have been obvious to combine Day-I and Brill to 

include "video sensors." 

Moreover, claims 19 and 41 merely require the presence of "video sensors," thus to the 

extent that the system of Brill is viewed as not disclosing multiple "video sensors," the claims 

would further have been obvious on the grounds of being a mere duplication of parts, which has 

long been a well-recognized as a basis of obviousness. See M.P.E.P. § 2144.04 VI.B. 

Separately, it would have been obvious to incorporate multiple video sensors into the combined 

system of Day-I and Brill in order to provide for different types of video input to the system, 

such as conventional video, infrared, high-speed, etc., each of which had well-known benefits at 

the time of the purported invention ofthe '923 patent that would have motivated one of ordinary 

skill to incorporate additional types of cameras into such a system. 

Based on the foregoing and as shown in Attachment J, Requester has provided a showing 

of a substantial new question of patentability with respect to at least one of claims l 0, 19, 31, and 

41 in view of Day-I and Brill. Therefore, Requester proposes an alternative ground of rejection 

of claims 10, 19, 31, and 41 of the '923 patent under 35 U.S.C. § 103(a) as obvious in view of 

Day-I and Brill. 

D. Proposed Rejection 4: Claims 11 and 32 are u.npatentable as obvious in view of 

Day-I and Day-II under 35 U.S.C. § 103 

Claims 11 and 32 of the '923 Patent recite the feature of: 

wherein the means for identifying an event of the object comprises 

means for identifying a first event of the object in real time by 

analyzing, of the plurality of attributes, only a first selected subset 

of the plurality of attributes. 

Although Requester submits that Day-I anticipates the claimed "real time" event 

identification at least by virtue of its disclosure of complex event identification through user 
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queries without reprocessing of raw video data (e.g., Day-I at Section 4; see also Attachment H), 

even if viewed as not anticipating the "real time" requirement, such feature would be obvious in 

the closely related disclosure of Day-II. Day-II provides further details of aspects of the 

conceptual video modeling technology in Day-I. For instance, Day-II teaches that the spatio

temporal modeling of video data using a video semantic directed graph (VSDG) model storing 

attributes of detected objects. (See Day-II at Section 2.2 (Modeling of Spatial Events in a Single 

Frame) and Section 2.3 (Temporal Events.) 

Day-JI describes three levels of semantic indexing of the video data, including spatial 

events, temporal events, and composite temporal events. (See Day-II at Section 3 and Figure 3.) 

··~:-~·~------, 
Day-II teaches the use complex video queries expressed as a function of physical objects, 

spatial objects, and temporal objects: 

Corresponding to the three entities (p.hyskal objects, spatial events 

and temporal eve.fits) used ,in the mo~ieHng of video data, three 

objects are defined Jlom tl1.e"u~etpt)it1t of view; These are physical 

objects (PO), sp:iitial objects ($0}, and temporal objects (TO). For 

video data, a uset Ci\!). use C(;):tnhhiat.ioi1.s of-:v~ri,,us object-oriented 

abstractions (suclh ll~ ~ho·wn in Figt1rc4)etn these objects to specify 

queries. The imp◊rtantfe:atu:re ofthi~ hkntrchy~ and in general for 

any object-oriented ahsira,cti6n~. 1s that tern1irial nodes are either 

POs, SOS, or TOs. Any complex video query is expressed as a 

function of these nodes and processing of such queries requires 

searching the occurrence of SOS and TOs over the specified PO's. 
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As an example, consider a sports video database which can be used 

by multiple users with different interests. Figure 5 describes an 

object hierarchy of view/knowledge which a user may would like 

to construct. 

(Day II at Section 4, page 103.) 

Day-II further teaches that the spatio-temporal modeling of video data using a video 

semantic directed graph (VSDG) model allows for real-time event determination using an object 

oriented interface: 

The proposed paradigm induces a multi-level indexing and 

searching mechanism that models information at various levels of 

granularity and hence allows for processing of content-based 

queries in real-time. However~ a :unJ_µcdJ\a,mewoik is needed for 

the users to express and for the system. to proce'$s semantically 

heterogeneous queries on the emx .. l{.ie-d data. Por th.is purpose, we 

propose an ohjt>:et-ori~nted intetf~ce- that provides an elegant 

paradigm for representing· hetetogene-01l$ views, of the users. The 

architecture oftbe. propQsf;!d }Jystem i$ 1:slni,vh iti Fig;1Jre 1 . 

...... :1: --- aWradian 

(Day-II at Section I, pages 98-99.) 

A person of ordinary skill in the art would have been motivated to combine the teachings 

of Day-I with the analogous art of Day-II in order to enhance the conceptual modeling of video 

data for spatial and temporal characteristics of the detected physical objects to allow for 

processing content-based queries of the data in real-time, as taught by Day-II. 
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The combination of Day-I and Day-II is merely (a) a combination of prior art elements 

according to known methods to yield predictable results; (b) a simple substitution of one knm.vn 

element for another to obtain predictable results; (c) a use of known technique to improve similar 

devices in the same way; (d) application of a knmvn technique to a known device ready for 

improvement to yield predictable results; (e) obvious to try; and/or (t) known work in one field 

of endeavor prompting variations of it for use in either the same field or a different one based on 

design 1ncentives or other market forces since the variations are predictable to one of ordinary 

skill in the art. 

E. Proposed Rejection 5: Claims 1-7, 9-13, and 15~28 are anticipated by Courtney 
'755 under 35 U.S.C. § 102(b) 

Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Courtney '755 under 35 U.S.C. § 

102(b). In the '914 reexamination, the Office determined that Courtney '755 (Courtney US) 

anticipated claims 1 to 7, 9 to 13, and 15 to 28. The rationale and supporting citations provided 

by the requester in the '914 reexamination are substantially recited herein and in the claim chart 

provide as Attachment L. 

Although U.S. Patent No. 6,424,370, which issued from a divisional application related to 

Courtney '755, was cited in an Information Disclosure Statement filed on December 30, 2009, 

Courtney '755 was not cited during prosecution of the '923 patent and there is no indication of 

record in the '923 Patent prosecution history that the Examiner appreciated the teachings of 

Courtney '755. Regardless, "a substantial new question of patentability may be based solely on 

old art where the art is being presented/viewed in a new light, or in a different way, as compared 

with its use in the earlier examination(s), in view of a material new argument or interpretation 

presented in the request. (See M.P.E.P. § 2242(II)(A).) 

As set forth in Attachment L, Courtney '755 teaches all of the limitations of claims 1 to 

7, 9 to 13, and 15 to 28 of the '923 patent. 

For example, Courtney '755 relates to "motion event detection as used for example in 

survei11ance." (Courtney '755, col. 1, lines 13 to 14.) As illustrated in Figures 1 and 5, 

reproduced below, Courtney '755 discloses an Automatic Video Indexing (AVI) system: 

FIG. 1 shows a high-level diagram of the Automatic Video 
Indexing (A VI) system 10 according to one embodiment of the 
present invention. In this view, a camera 11 provides input to a 
vision subsystem 13 including a programmed computer which 
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processes the inc1..uniltg v!de.(1 which has been digitized to 

populate a dahtbmtt.~ stonige IS, The term camera as used herein 

may be a conventkmal tekvision (TV) camera or infrared (IR) 

camera. 

(Courtney '755, col. 3, line 65 to col. 4, line 6; emphasis added.) 

Fig. 1 
J.Q 

FIG. 5 shows the AVI system in detail. Note that the motion 

segmentor 21, object tracker 22, motion analyzer 23, recorder 24, 

and compressor 25 comprise the vision subsystem 13 of FIG. 1. 

(Courtney '755, col. 5, lines 44 to 47.) 

11 ~1 ~2 

f'~. t~.·.~·!;~p}~I. IQ~ r .®. T.IO!>f ~.-.'t·C· -1~··. 
L..e~~..st\ 1 f "stGt..mU~ · HIAC¾ti 

t ~ •.. .. .. ,,~ 

t ; 
: < 
' ' 

20 r~itAA91 w. 
--1 srmtM£ • 

l..---·~•«-,~AAJ 28 

r--1m-.iflti.!Oir--
Jo ~tR !NttRf ACE 

I Dt~RJ-- f'IA~29 

~G19 Fig.5 

According to Courtney '755, "the AVI vision subsystem 13 employs motion 

segmentation techniques to segment foreground objects from the scene backgrmmd in each 

frame." (Courtney '755, col. 4, lines 29 to 31.) Additional disclosure regarding motion 

segmentation is provided with reference to Figure 4, reproduced below: 
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Fig. 4 

In processing the videt) data, the /\VI vision subsystem 13 employs 

motion segmentation techniqu<ts h) segment foreground objects 

from the scene background in each frame. 

It then analyzes the segmented video to create a symbolic 

representatitm of the ftm.~nmnd tJb]e.tt,Y mui fhtfr movement.;: 

This symbolU.~ record f.Jf i1ui,~t1 content l,'i referred tti us the 1..fde,> 

'met11--fofi1rmation -• (see FKt 4). FIG. 4 shows the prog,ression of 

the video data frames, the corresponding mot.ion segrncntation and 

the corresponding meta-information; Thi,¥ l1H!fawinfimnation is 

stored in the database in the form of an annotated directed graph 

appropriate for later indexing and search. 

The vision subsystem 13 records in the meta-information the size, 

shape, position, time-stamp, and lmage ,}j' each o~je.ct in ewny 

video frame. It tracks each object through successive vidt::o frames1 

t:~timating the instantaneous velocity at: each ft-an1e imd 

determining the pa.th of the object and its intet'Sectim) with the 

paths of other objects. It then classifies objects as moving or 

st~itionary based upm1 velocity measures on their path. (Courtney 

'755, .col. 4, Hncs 29 to 61; emphasis added.) 

Applying the foregoing to the language of claim 1, as an illustrative example, the AVI 

vision subsystem taught by Courtney '755 teaches the features of "detecting an object in a video 

from a single camera," "detecting a plurality of attributes of the object by analyzing the video 

from said single camera," and "the plurality of attributes including at least one of a physical 

attribute and a temporal attribute, each attribute representing a characteristic of the detected 

object." Further, as is discussed below, the querying functionality taught by Courtney '755 

teaches the features of "selecting a new user mle after detecting the plurality of attributes" and 

"after detecting the plurality of attributes and after selecting the new user rule, identifying an 
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event of the object that is not one of the detected attributes of the object by applying the new user 

rule to the plurality of detected attributes," recited by claim 1. 

Additionally, Courtney '755 discloses that the AVJ system "stores the output of the 

vision subsystem--the video data, motion segmentation, and meta-information--in the database 

15 for retrieval through the user interface 17 ," and that "the user may specify queries on a video 

sequence based upon spatial-temporal, event-based, and object-based parameters." (Courtney 

'755, col. 5, lines 4 to 1 L) Courtney '755 describes, as an example, that "user may select a 

region in the scene and specify the query 'show me all objects that are removed from this region 

of the scene between 8 am and 9 am'." (Courtney '755, col. 5, lines 12 to 14.) Further 

disclosure regarding queries is reproduced below: 

The A VI query engine retrieves video data from the database in 
response to queries generated at the graphical user interface. A 
valid query Y takes the form 

Y=(C, T, V, R, E) 

where 

C is a video clip, 

T=(t.sub.i, t.sub.j) spec~fies a time interval within the clip, 

Vis a V-object within the dip meta-informatio11, 

R is a spatial region in the field o.f view, and 

E is an object-motion event. 

The clip C specifies the video sub-sequence to be processed by the 
query, and the (optional) values of T, V, R, and E define the 
scope of the query. Using this form, the AVI system user can make 
such a request as "find any occurrence of this object being 
removed from this region of the scene between 8am and 9am." 
Thus, the query engine processes Y by finding all the video sub
sequences in C that satisfy, T, V, R, and E. (Courtney '755, col. 
12, lines 41 to 60; emphasis added.) 

Accordingly, at least in view of the foregoing, Courtney '755 teaches that "the plurality 

of attributes that are detected are independent of which event is identified," that "the step of 

identifying the event of the object identifies the event without reprocessing the video," and that 

"the event of the object refers to the object engaged in an activitf' as recited by claim 1. 

Moreover, as shown herein and the attached claim chart at Attachment L, Com1ney '755 

discloses each of the features the Examiner identified as the basis for allowance, including 

detecting an object irt a video; detecting a plurality of attributes of the object by analyzing the 
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video, the plurality of attributes including at least one of a physical attribute and a temporal 

attribute, each attribute representing a characteristic of the detected object; selecting a new user 

rule after detecting the plurality of attributes; and after detecting the plurality of attributes and 

after selecting of the new user rule, identifying an event of the object that is not one of the 

detected attributes of the object by applying the new user rule to the plurality of detected 

attributes; wherein the plurality of attributes that are detected are independent of which event is 

identified, and wherein the step of identifying the event of the object identifies the event without 

reprocessing the video. Based on the foregoing, Requester has provided a showing of a 

substantial new question of patentability with respect to at least one of claims 1 to 7, 9 to 13, and 

15 to 28 in view of Courtney '755. 

As set forth in the appended charts at Attachment L, Courtney '755 discloses all of the 

limitations of claims 1 to 7, 9 to 13, and 15 to 28 of the '923 patent and therefore anticipates 

claims I to 7, 9 to 13, and 15 to 28 of the '923 patent. Therefore, Requester proposes a ground 

of rejection of claims 1 to 7, 9 to 13, and 15 to 28 of the '923 patent under 35 U.S.C. § 102(b) as 

anticipated by Courtney '755. 

F. Proposed Rejection 6: Claim 14 is unpatentable as obvious in view of Courtney 

'755 under 35 U.S.C. § 103(a) 

Claim 14 is unpatentable as obvious in view of Courtney '755 under 35 U.S.C. § 103(a). 

In the '914 reexamination, the Office determined that claim 14 was obvious in view of Courtney 

'755. The rationale and supporting citations provided by the requester in the '914 reexamination 

are substantially recited herein and in the claim chart provide as Attachment M. 

Although U.S. Patent No. 6,424,370, which issued from a divisional application related to 

Courtney US, was cited in an Infonnation Disclosure Statement filed on December 30, 2009, 

Courtney US was not cited during prosecution of the '923 patent and there is no indication the 

Examiner appreciated the teachings of Courtney '755. Regardless, "a substantial new question 

ofpatentability may be based solely on old art where the art is being presented/viewed in a new 

light, or in a different way, as compared with its use in the earlier examination(s), in view of a 

material new argument or interpretation presented in the request. (See M.P.E.P. § 2242(II)(A).) 

Claim 14 depends from claim 9 and therefore includes all of the limitations included in 

claim 9. The relevant teachings of Courtney '755 with regard to claim 9 are described in more 

detail above, and the previous discussions of Courtney '755 are incorporated herein by reference. 
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As set forth in Attachment M of the appended claim charts, Courtney '755 renders 

obvious all limitations of claim 14 of the '923 patent. For instance, Courtney '755 makes no 

limitation on the time period in which the detected data in the database is stored. As such, 

Requester submits that Courtney '755 inherently is configured to store at least some of the 

plurality of attributes "for at least two months." To the extent that an explicit time frame for 

storing the data is required, Requester submits that it would be obvious to modify Courtney 

'755's database to retain data "at least two months." It would have been obvious to configure the 

database of Courtney '755 to store the detected attributes for a specified period of time (e.g., "at 

least two months") for the well-known and expected benefit of optimizing data storage and/or to 

maintain the detected attributes for a sufficient period of time to allow for further processing or 

review of the data to be performed (e.g., surveillance data is routinely maintained for a specified 

period to allow later detected activity to be investigated). 

Moreover, modifying Courtney '755 in this manner is merely: (a) a combination of prior 

art elements according to known methods to yield predictable results; (b) a simple substitution of 

one known element for another to obtain predictable results; ( c) a use of known technique to 

improve similar devices in the same way; ( d) application of a known technique to a known 

device ready for improvement to yield predictable results; (e) obvious to try; and/or (f) known 

work in one field of endeavor prompting variations of it for use in either the same field or a 

different one based on design incentives or other market forces since the variations are 

predictable to one of ordinary skill in the art. 

Based on the foregoing, Requester has provided a showing of a substantial new question 

of patentablity with respect to claim 14 in view of Courtney '755. Therefore, Requester 

proposes a ground of rejection of claim 14 of the '923 patent unpatentable under 35 U.S.C. § 

103(a) as obvious in view of Courtney 1755. 

G. Proposed Rejection 7: Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by 

Shotton et al. under 35 U.S.C. § 102(b) 

Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shotton under 35 U.S.C. § 102(b). 

In the '914 reexamination, the Office determined that Shotton anticipated claims 1 to 7, 9 to 13, 

and 15 to 28. The rationale and supporting citations provided by the requester in the '914 

reexamination are substantially recited herein and in the claim chart provide as Attachment N. 
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Shotton was not cited during prosecution of the '923 patent Shotton is closer to the 

subject matter of the '923 patent than any prior art that was relied upon during prosecution of the 

'923 patent, and Shotton provides new, non-cumulative technical teachings that were not 

otherwise provided in any prior art that was relied upon during prosecution of the '923 patent. 

As set forth in Attachment N of the appended claim charts, Shotton teaches all of the 

limitations of claims l to 7, 9 to 13, and 15 to 28 ofthe '923 patent. 

For example, Shotton is directed to "a video analysis and content-based video query and 

retrieval system for research videos." (Shotton at Abstract.) Shoiton describes a step of object 

detection: "[i]mage processing is required initially to identify the discrete objects in each image 

sequence, and to track the movement of these objects along the space/time axes." (Shotton, 

Section 2.) Shotton further states that "[s]pecific intrinsic metadata, resulting from intelligent 

manual or automated analysis of the images or video frames, describe the spatial positions of 

specific objects within images, and the spatio-temporal locations of objects and events within 

videos." (Shotton, Section 2.1.) Shotton provides a discussion of the analysis of moving 

bacterial ceU videos in Section 2.3 with reference to Figure 3, reproduced below: 

These bacte:rfal motility videns cont~tirt large numbers of 

'characters' (the hatteri.at presenting a high level of complexity 

for the analysi1; and rn.etadata extraction. fo a first stage of the 

analysis, an initial segntentat:I011ofthefmme.images is undertaken 

with due regard Ibr the v::1riafio:t1s in . background iHun1ination 

between fran1t:;s~ using a dynam.k, thresholding proce<inre [8, 1 O]. 

Subsequently_. #tdh1idual ln1ctetia are identified u.~ittg a growing 

region algorithm_, where bactednl .. "b}ectk" are built from an 

initial seed p<>int inside ea(//1. bax~terit4tn. Jrqr each cell, we can 

then calculate it1', initial po.~ition~ ar:,u, and orientation in space 

(Figure 3a). 

(Shotton, Section 2.3; emphasis added.) 
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Figure 3. Automated identification and tracking of mobile 
bacteria 

The next step is to track the movements of the cells (Figure 3b ). 
The tracking problem can be defined as one of recognising the 
same object in consecutive frames of the video. The initial 
algorithm used to solve this problem is simple, and relies on the 
fact that any bacterium is likely to show a similar area and 
orientation on adjacent frames of the video, and that its position in 
any frame is likely to be close to that in the preceding frame. 
Application of tills algorithm results in bacterial trajectories from 
which features such as speed, direction and curvature can be 
extracted. However, since in the space between the microscope 
slide and the overlying coverslip the individual bacteria are 
swimming unrestricted in three dimensions, they may stray from 
the narrow focal plane of the microscope objective lens and 
become temporarily lost from view, and hence lost to the initial 
segmentation and cell recogmt1on algorithms, causing 
fragmentation of their trajectories. Since for the scientific analysis 
of bacterial movement is important to have trajectories as long as 
possible, there is a need to link partial or broken trajectories into 
longer and continuous ones. This is achieved by a post-processing 
algoritlim that checks, for every partial trajectory that ends, 
whether there is another partial trajectory which is spatially 
adjacent and which starts within an appropriate time interval ( a 
few frames later), that matches the first one in features such as 
speed and direction, and the shape and size of the bacterium. If 
these conditions are fulfilled, the two trajectories may be linked to 
form a longer one (see Figure 3c), 

For the rotating tethered bacterh1~ t11e ta;slt of id~ntifyh1g the same 
cell in successive video frames .i~. o~vioi1sly mori straight:fur\.1iardi 
and the salient features to record frJJttt · ,rm:h i1id~o-~ are' tit" 
instantaneous speed, handedne:ts and dl1ratitm .t~f.eatlh .rt.Jt4ti#.~~. 
accelerations and decelerations, the frequency of reversals, and 

the duration of stops. 
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(Shotton et al., Section 2.3; emphasis added.) 

Applying the foregoing to the language of claim l, as an iliustrative example, the video 

analysis process taught by Shotton teaches the features of "detecting an object in a video from a 

single camera," "detecting a plurality of attributes of the object by analyzing the video from said 

single camera," and "the plurality of attributes including at least one of a physical attribute and a 

temporal attribute, each attribute representing a characteristic of the detected object." Further, as 

is discussed below, the querying functionality taught by Shotton teaches the features of 

"selecting a new user rule after detecting the plurality of attributes" and "after detecting the 

plurality of attributes and after selecting the new user rule, identifying an event of the object that 

is not one of the detected attributes of the object by applying the new user rule to the plurality of 

detected attributes," recited by claim 1. 

Additionally, Shotton discloses that "[t]he spatio-temporal attributes of the objects and 

events detected in the previous steps must be properly organized in a searchable database, to 

allow subsequent queries to locate particular ceUs, events or behaviours, correlated with changes 

of environmental conditions." (Shotton, Section 3.) Shotton further states that "[o]nce the 

metadata database has been built, the system allows the following types of query to be made 

concerning such videos" (Section 3) and provides several examples, including the following: 

Examples of queries for video.s of :nvimming bacteria are: 

"Identify all the video dips sho\vlng hacteNa that swim at a 

velocity of at: leMt x fm per second~\ and "Find me all video 

sequences wht~re, a:ftef the adtninisu:a.6011 of drug A, the average 

tumble frequtncy decreases by mote .th.an JQ1fi". For the first 

query, a simple seletifon permitr,; itient{ffr~ation of the video 

frames containing all lu1cteria with .a speed; averaged over the 

preceding 25 framttcs (1 secmu()~ abt>t~e xp.m per second (recorded 

as derived m.etadr,ta in tfM spatio4empor,1t position table). The 

second question requires ,i caltultttion 1>f the average tumble 

frequency in tlt.e Jcenes be/0.re tUt-d fdter the drug administration, 

determined fnw1 the tempm'<lcl in.jrYtm11Jioti recorded for all 

tumbles. 

(Shotton, Section 3; some emphasis added.) 

Shotton provides further disclosure regarding event detection with reference to Figure 4, 

reproduced below: 
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B 

Rgure 4. Event detection for assigning behaviour state 
For example, for free swimming bacteria, the important events to 
detect are changes between behavioural states, namely forward 
swimming (Figure 4Aa), with all the flagella rotating counter
clockwise, tumbling (Figure 4Ab ), with the flagella rotating 
clockwise, and stationary (Figure 4Ac ). For each bacterium, the 
system determines and stores specific intrinsic metadata relating 
to such states (see Figure 4B for an example of typical bacterium 
tracking where five tumbling states are detected, marked with 
boxes). The instantaneous velocity, the duration, direction and 
curvature of individual trajectories, and the frequency, duration 
and pattern.~ of tumbles and stops, together with spatio-temporal 
information form the metadata that locates these events or 
actions within the video as a whole, and that can be used to 
correlate them with details about the environmental conditions 
pertaining at the time. 

(Shotton, Section 3; some emphasis added.) 

Shotton also states that, in response to a successful query, "a list of pointers to video files 

together with a set or ranges of frame numbers is returned by the system, allowing the video clips 

matching the query to be recovered." (Shotton, Section 3.) 

Accordingly, at least in view of the foregoing, Shotton teaches that "the plurality of 

attributes that are detected are independent of which event is identified," that "the step of 

identifying the event of the object identifies the event without reprocessing the video," and that 

"the event of the object refers to the object engaged in an activity" as recited by claim 1. 

Moreover, as shown herein and the attached claim chart at Attachment N, Shotton 

discloses each of the features the Examiner identified as the basis for allowance, including 

detecting an object in a video; detecting a plurality of attributes of the object by analyzing the 
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video, the plurality of attributes including at least one of a physical attribute and a temporal 

attribute, each attribute representing a characteristic of the detected object; selecting a new user 

rule after detecting the plurality of attributes; and after detecting the plurality of attributes and 

after selecting of the new user rule, identifying an event of the object that is not one of the 

detected attributes of the object by applying the new user rule to the plurality of detected 

attributes; wherein the plurality of attributes that are detected are independent of which event is 

identified, and wherein the step of identifying the event of the object identifies the event without 

reprocessing the video. 

Based on the foregoing, Requester has provided a showing of a substantial new question 

of patentability with respect to at least one of claims 1 to 7, 9 to 13, and 15 to 28 in view of 

Shotton. 

As set forth in the appended charts at Attachment N, Shotton discloses all of the 

limitations of claims 1 to 7, 9 to 13, and 15 to 28 of the '923 patent and therefore anticipates 

these claims. Therefore, Requester proposes a ground ofrejection of claims 1 to 7, 9 to 13, and 

15 to 28 of the '923 patent under 35 U.S.C. § 102(b) as anticipated by Shotton. 

H. Proposed Rejection 8: Claim 14 is unpatentable as obvious in \.iew of Shotton 
et al. under 35 U.S.C. § 103(a) 

Claim 14 is unpatentable as obvious in view of Shotton under 35 U.S.C. § l03(a). In the 

'914 reexamination, the Office determined that claims 14 was obvious in view of Shotton. The 

rationale and supporting citations provided by the requester in the '914 reexamination are 

substantially recited herein and in the claim chart provide as Attachment 0. 

Shotton was not cited during the prosecution of the '923 patent. Shotton is closer to the 

subject matter of claim 14 of the '923 patent than any other prior art relied upon during 

prosecution of the '923 patent, and Shotton provides new, non-cumulative technical teachings 

that were not otherwise provided in any prior art relied upon during prosecution of the '923 

patent. 

Claim 14 depends from claim 9 and therefore includes all of the limitations recited in 

claim 1. The relevant teachings of Shotton with respect to claim 9 are described in more detail 

above, and the previous discussions of Shotton are incorporated herein by reference. 

As set forth in the claim chart provided at Attachment 0, Shotton renders obvious all 

limitations of claim 14 of the '923 patent. For instance, Shotton makes no limitation on the time 
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period in which the detected data in the database is stored. As such, Requester submits that 

Shotton inherently is configured to store at least some of the plurality of attributes "for at least 

two months." To the extent that an explicit time frame for storing the data is required, Requester 

submits that it would be obvious to modify Shotton's database to retain data "at least two 

months." It would have been obvious to configure the database of Shotton to store the detected 

attributes for a specified period of time (e.g., "at least two months") for the well-known and 

expected benefit of optimizing data storage and/or to maintain the detected attributes for a 

sufficient period of time to allow for further processing or review of the data to be performed 

(e.g., surveillance/monitoring data is routinely maintained for a specified period to allow later 

detected activity to be investigated). 

Moreover, modifying Shotton in this manner is merely: (a) a combination of prior art 

elements according to known methods to yield predictable results; (b) a simple substitution of 

one known element for another to obtain predictable results; (c) a use of known technique to 

improve similar devices in the same way; (d) application of a know-n technique to a known 

device ready for improvement to yield predictable results; (e) obvious to try; and/or (f) known 

work in one field of endeavor prompting variations of it for use in either the same field or a 

different one based on design incentives or other market forces since the variations are 

predictable to one of ordinary skill in the art. 

Based on the foregoing, Requester has provided a showing of a substantial new question 

of patentability with respect to claim 14 in view of Shotton. Therefore, Requester proposes a 

ground of rejection of claim 14 of the '923 patent unpatentable under 35 U.S.C. § 103(a) as 

obvious in view of Shotton. 

I. Proposed Rejection 9: Claims 8 and 29 to 41 are unpatentable as obvious in 

view of the combination of Shotton et al. and Brill et al. under 35 U.S.C. § 

103(a) 

Claims 8 and 29 to 41 are unpatentable in view of the combination of Shotton and Brill 

under 35 U.S.C. § 103(a). In the '914 reexamination, the Office determined that claims 8 and 29 

to 41 were obvious in view of the combination of Shotton and Brill. The rationale and 

supporting citations provided by the requester in the '914 reexamination are substantially recited 

herein and in the claim chart provided as Attachment P. 
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Although Brill was cited in an Information Disclosure Statement filed on December 31, 

2009, Brill et al. was not relied upon during prosecution of the '923 patent and there is no 

indication the Examiner appreciated the teachings of Brill et al. Regardless, "a substantial new 

question of patentability may be based solely on old art where the art is being presentediviewed 

in a new light, or in a different way, as compared with its use in the earlier examination(s), in 

view of a material new argument or interpretation presented in the request. (See M.P .E.P. § 

2242(H)(A).) 

As stated above, Shotton was not cited during the prosecution of the '923 patent. The 

combination of Shotton et al. and Brill is closer to the subject matter of claims 8 and 29 to 41 of 

the '923 patent than any prior art that was relied upon during prosecution of the '923 patent, and 

the combination of Shotton and Brill provides new, non-cumulative technical teachings that were 

not otherwise provided in any prior art that was relied upon during prosecution of the '923 

patent 

As set forth in the claim chart at Attachment P, the combination of Shotton and Brill 

renders obvious all of the limitations of claims 8 and 29 to 41 of the '923 patent. The relevant 

teachings of Shotton are described in more defail above, and the previous discussions of Shotton 

are incorporated herein by reference. 

As to Brill, Brill is directed to "automatic security systems employing computer image 

processing for detecting complex events in a video sequence." (Brill, col. 1, lines 11 to 13.) 

Brill describes a surveillance/monitoring system with reference to Figure 1, reproduced below 

with accompanying disclosure: 

FIG, l is a diagram.ma.tic view of a surveittance z)r monitoring 

system 10 which embodies. the present invention, and vAikh is 

used monitor a,tlv1ty in a selecte-d region or are:a. The monitorfrt.g 

system .1 tJ tilw, tru:htdes a camera unit 12~ a <.:,m1p1,ter 

wt>rkstnti1m I 3_~ which n.re operatively coupled by er netwurk 

_j/unw1. Jche.matfoally nt 14. The network .l 4 rnay be a focal area 

network, the Intenwt~ sm-ne other ty_pc of m.:}i\.Votk, a 1nodern link or 
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a combination of these technologies. The computer workstation 13 

may be a personal computer including a processor 17, a keyboard 

18, a mouse 19 and a display unit 21. 

(Brill at col. 2, lines 42 to 52; emphasis added.) 

According to Brill, "[t]he basic system performs three data processing steps for every 

image of a video sequence to recognize events. The three steps are detecting objects, tracking 

objects, and analyzing the motion graph." (Brill, col. 3, lines 24 to 27.) Brill provides the 

following additional disclosure regarding objection detection and tracking: 

Once objects are detected in a video image, the next step is to 

track each obj,eat th.rtmgh the vidtM sequence. This task is done 

by linking Qb]echi in tlte _prevkms J'rame M their corresponding 

,»b..Jects in the current frame. Correspondence is established by 

matching obje,~ts with thdt nean.!St neighbors. The path of links 

which follows a given object through successive frames is called 

an object's track. The objects and their tracks create a directed 

graph which represents the ltistm-y <if' tltc motion of the object.Y in 

a video seque1U/t"',. ThiG directed gniph is <Nllled a motion graph. 

The goal of this step ff to create 1, nmtion graph for use by the 

next step in event recognitit.m. (Brill, ,:c,L 3, lines 28 to 39; 

emphasis added.) 

FIG. 2 

1" 
fO f"1 f2 El F4 

In FIG. 2, the nineteen vertical lines FO through F18 each represent 

a respective frame or image in a series of successive images from 

the video camera 12. In FIG. 2, the horizontal, dimension 

represents time, and the vertical dimension represents one 

dimension of movement of an object within a t\vo-dimensional 

.image. When an. object which was not previously present first 

appt:.<ar-'i, for exUJttplc at 51 or 52, it is ident~fhul as an entram:e <>r 

.ENTER e'J.1tml. Wltt.!n an object wliich was pnndtWsiy 1wesent i,r 

found to no longer be present, for e.x,ampk at 53 ln' 541 it i~ 

designated an EXIT event. If an exis~ting ohjet .. t split-t ilito hWJ 
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oqjects; anr.? qf wlifoli is moving and the other of whicli is 

stathmary\ f"r e.wtmpl:e as at 57, it is designated a DEPOSIT 

ewmt. This t\•ould occur~ for example, when a person who is 

carrying a briefcase sets it down on a table, and then walks away. 

If a moving object merges with a stationary object, and then 

continues to move while the stationary object disappears, as at 

58, it is designated a REAIDVE event. This would correspond to a 

situation where a person walks to a notebook resting on a table, 

and then picks up the notebook and walks away. 

(Brill, col. 3, line 60 to col. 4, line 13; emphasis added.) 

Applying the foregoing to the language of claim 8, as an illustrative example, the 

combination of the video analysis process taught by Shotton and the objection detection, object 

tracking, and motion graph analysis capabilities taught by Brill teaches the features of "detecting 

first and second objects in a video from a single camera" and "detecting a plurality of attributes 

of each of the detected first and second objects by analyzing the video from said single camera, 

each attribute representing a characteristic of the respective detected object.'' Further, as is 

discussed below, the combination of the querying functionality taught by Shotton and the 

complex event definition and detection functionality taught by Brill teaches the features of 

"selecting a new user rule" and "after detecting the plurality of attributes, identifying an event 

that is not one of the detected attributes of the first and second objects by applying the new user 

rule to the plurality of detected attributes," as recited by claim 8. 

Additionally, Brin provides the following disclosure relating to the selection of events 

which make up a complex event with reference to Figure 6, reproduced below: 
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r¥::i [§~i] 
FIG. 6 

The user can select which events are to form the complex event via 
the dialog box interface illustrated in FIG. 6. The user selects the 
event type, object type, time, location, and duration of the event to 
be defined using a mouse. The user can also select an action for 
the system to take when the event is recognized. This dialog box 
defines one simple event of the complex event sequence. An 
arbitrary number of different simple events can be defined via 
multiple uses of the dialog box. The illustration below shows a 
dialog box defining an event· called "Loiter by the door." This 
event is triggered when a person loiters any day of the week at any 
time in the area near the door for more than 5 seconds. This event 
will generate a voice alarm and write a log entry when the 
specified event occurs. If the event is only being defined in order 
to be used as a sub-event in a complex event, the user might not 
check any action box. No action will be taken when the event is 
recognized except to see if it matches the next sub-event in 
another complex event activation or generate a new activation if 
it matches the first sub-event in a complex event. 

(Brill, col. 10, lines 39 to 58; emphasis added.) 

Brill further teaches that, after simple events are defined, the user can define a complex 

event as illustrated in Figure 7, reproduced below with accompanying disclosure: 

51 

esperw
Sticky Note
None set by esperw

esperw
Sticky Note
MigrationNone set by esperw

esperw
Sticky Note
Unmarked set by esperw



FIG. 7 
After mui ,,,,. HU>Nt simple events have been deji11,<ul.. tlw ust/1· ,wn 

define ft co#1plex ew1nt via the dfalt1g h,,x illustrated in 1'1G. 7. 

The user provided nanu.i nf the c.mnplex event being defined is 

sho\v.11111 the '~Nam,~:" di<-'ilog box. This ·user provided nmne is used 

irt storing the. -definition of the complex event This input screen 

presents two lists .. The first list ott tht• Mf't ls a scrolling list t>f all 

the event types that lun1e been dttfined tlms Jar. This lift will 

Jfe1urrally incliule ht.>th user ,lejined events a1td .,:s,-stem primitb1e 

ei•e11ts. The se,w11d list 1m the right is a list af the sulN!:Jlents of 

the ct1.mplex eiv:.,u lu~ing dt?jined. The sub-eve.nt list is initially 

bhlt)k \.Vhe11 defining a new cmnpiex event \Vhen the. user double

clicks with the left mouse button on an item in the event Hst on the 

left, it is addc-,d as the next item in the sub-evet1t Ust cm the right. 

When the user doubk-dicb ,vith the right mouse button on an 

item in the ev~nt list on the left:, that item is also added to the sub

event list on the right, but as a negated sub-event The event name 

is prefixed with a tilde(~) to indicate that the event is negated. 

In the upper right et>nt-er of the cmnplex ewmt dt>jiniti01i dialog 

bo.~ is tut optitm menit t1ia H,•hfoh the user imlicates how the sub

e'wu1ts are to he combined. The default se.kction is "ordered" to 

indicate sequential processing of the sub-events. The other options 

lndude ""all" and "any.,~ {f ~~air i:s !:N!l£i1.tt.fl, th£! f(),ttplex eveflt 

will be signaled if all of the sub-ewmts are mat,.4,ed, regardless of 

order. Such a complex event is simply fin~- conjmtctkm of the suh

events. lf "any" is selected, the cm-nplex evimt occurs if any 1::1f tht 

sub-events occurs. Such a con:1plex event is the disjtmctit.)n of the 

sub-events. At the bottom <!/'the dialt>g h,w.~ the mwr c.tm select 

the action to take when tlie comple.'l: ew.U# is ree<>gm'zed. The user 

can save the entire set of event dct1nitions to a fifo so that they may 
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be read back in at a later time. Labeling of the objects involved in 

the events as described above is not illustrated in this example. 

(Brill, col. 10, line 59 to col. 11, line 25; emphasis added.) 

Brill further discloses that "the surveiHance system can be programmed to only generate 

an alann upon the occurrence of a complex event made up of a series of simple events." (Brill, 

col. 4, lines 27 to 29.) A description of the process for detecting a complex event is illustrated in 

Figure 3, reproduced below with accompanying disclosure: 

FIG. 3 illustrates the ptoc~ss 300 thr detecting complex events. 

Once the user has tli.{fitmd the l'i1mplex·.m.1e11.ts and the actions to 

take when they occuJ\ the ewmt detection system must tecogn.iz.e 

these events as they occur inthe tmm/il.Jf'ed area, Fort.bep11tpos.es 

of this disclosure, assprnc a priori that Hie simple, events can he 

recognized and that tht~ o~}ed htvolve.d in thein can l:m trncke<l 

(process blocks 301 and 302). The preferred embodiment uses the 

method any suitable prk1t art tfx.:hniquc. .ln order to recognize a 

complex event, the systfm must ktep a teC(ltYl of the sub-events 

that have occurred thus far1 anti the objects involved in them. 
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Whenever the first sub-event in a complex event's sequence is 
recognized (decision block 303), an activation for that complex 
event is created (processing block 304). The activation contains 
the ID of the object involved in the event, and an index, which is 
the number of sub-events in the sequence that have been 
recognized thus far. The index is initialized to 1 when the 
activation is created (_processing block 305), since the activation is 
only created when the first sub-event matches. The system 
maintains a list of current activations for each defined complex 
event type. Whenever any new event is detected, the list of 
current activations is consulted to see if the newly detected ( or 
incoming) event matches the next sub-event in the complex event 
(decision block 306). If so, the index is incremented (processing 
block 307). lfthe index reaches the total number of sub-events in 
the sequence (decision block 308), the complete complex event 
has been recognized (processing block 309), and any desired 
alarm can be generated. 

(Brill, col. 4, line 61 to col. 5, line 22; emphasis added.) 

Accordingly, at least in view of the foregoing, the combination of Shotton and Brill 

teaches that "the plurality of attributes that are detected are independent of which event is 

identified," that "the step of identifying an event of the object comprises identifying a first event 

of the first object interacting with the second object by analyzing the detected attributes of the 

first and second objects, the first event not being one of the detected attributes," and that "the 

event of the object refers to the object engaged in an activity" as recited by claim 8. 

A person of ordinary skill in the art at the time the alleged inventions claimed in claims 8 

and 29 to 41 of the '923 patent were made would have been motivated to combine the features 

provided by Shotton with the features of Brill in order to enhance the video analysis and content

based video query and retrieval system of Shotton with the "user interface that enables someone 

to define a complex event" taught by Brill. (Brill, col. 1, lines 43 to 44.) Moreover, combining 

Shotton and Brill is merely: (a) a combination of prior art elements according to known methods 

to yield predictable results; (b) a simple substitution of one known element for another to obtain 

predictable results; ( c) a use of known technique to improve similar devices in the same way; ( d) 

application of a known techniqu~ to a known device ready for improvement to yield predictable 

results; (e) obvious to try; and/or (f) known work in one field of endeavor prompting variations 

of it for use in either the same field or a different one based on design incentives or other market 

forces since the variations are predictable to one of ordinary skill in the art. 

54 

esperw
Sticky Note
None set by esperw

esperw
Sticky Note
MigrationNone set by esperw

esperw
Sticky Note
Unmarked set by esperw



Based on the foregoing and as set forth in the appended charts at Attachment P, 

Requester has provided a showing of a substantial question of patentability with respect to at 

least one of claims 8 and 29 to 41 in view of the combination of Shotton and Brill. 

Therefore, Requester proposes a ground of rejection of claims 8 and 29 to 41 of the '923 

patent under 35 U.S.C. § 103(a) as unpatentable as obvious in view of the combination of 

Shotton et al. and Brill et al. 

J. Proposed Rejection 10: Claims 1 to 41 are unpatentable as obvious in view of 

the combination of Courtney '584 and Brm et al. under 35 U.S.C. § 103(a) 

Claims l to 41 are unpatentable in view of the combination of Courtney • 5 84 and Brill 

under 35 U.S.C. § 103(a). In the '914 reexamination, the Office determined that claims l to 41 

were obvious in view of the combination of Courtney '584 and Brill. The rationale and 

supporting citations pnwided by the requester in the '914 reexamination are substantially recited 

herein and in the claim chart provided as Attachment Q. 

Although Brill was cited in an Information Disclosure Statement filed on December 31, 

2009, Brill et al. was not relied upon during prosecution of the '923 patent and there is no 

indication the Examiner appreciated the teachings of Brill et al. Courtney '584 was cited in an 

Information Disclosure Statement, but was not relied upon during the prosecution of the '923 

patent and there is no indication of record that the Examiner appreciated the teachings of 

Courtney '584. Regardless, "a substantial new question ofpatentability may be based solely on 

old art where the art is being presented/viewed in a new light, or in a different way, as compared 

with its use in the earlier examination(s), in view of a material new argument or interpretation 

presented in the request. (See M.P.E.P. § 2242(II)(A).) 

As set forth in Attadunent Q, the combination of Courtney '584 and Brill teaches an of 

the limitations of claims 1 to 41 of the '923 patent. The relevant teachings of Courtney '584 and 

Brill are described in more detail above, and the previous discussions Brill are incorporated 

herein by reference. 

For example, Courtney '584 is directed to "a method and apparatus for mapping the 

physical position of an object from a video image to a map of a monitored area." (Courtney 

'584, paragraph [0001].) According to Courtney '584, "[a] surveillance or monit01ing system 

may include a video camera which generates images of a monitored area or region, and a 

computer which receives and processes the images from the video camera .... Then an object of 

55 

esperw
Sticky Note
None set by esperw

esperw
Sticky Note
MigrationNone set by esperw

esperw
Sticky Note
Unmarked set by esperw



interest is identified tlu·ough analysis of the detected images, the location of the object is mapped 

from the image to the map." (Courtney '584, paragraph [0002].) Further disclosure relating to 

the initial image processing is provided with reference to Figure 2, reproduced below: 

I ~- r-1~ 
i 

i\ 
FIG.2A FIG.2B FIG, 2C FIG.2D 

t t t r 
-flG..2£. f1G,2f r!G.2G 'fl(t2li 

The initia.l pn:,cesslug of video Jmages . by wo:rk- . statfon l.3 wiU 

nm.v be de,scribed with n.~n-..~rcnce to FTGL!REs 2A<2H and FJGIJRE 

3. hfore spcdficaU}\ FIGURE 2/-\ is a dfo.gnwnmafic vie\.v z)f a 

video image produced by the video ci11nera 12 when it is directed 

toward an a~a which, in this. exarnp!e, has iitMtrarilYheen sefocted 

t<J be the comer i,)f a morn. The. v'ideo in1age of FIGlJllE 2A is 

saved. as ,J reforenc~ il11age. J?fOl/1?.E 2H i,~ fl &Wnilar i1id,w itnage 

that wns 1>btainedjrom tlte t'tmtern 12 uJ a late,- p11int in rim¢. 

after att object 4J has been introluced in,m the nwnitored area. 

fo this t,U.t\ the object 4 I is a persQn,. who has walked into tJ1e 

corner pf the roorn and thus into the field of view of the vidz~o 

camera 12. Thtn•ide{> camera 11 is stntfona:ry, tmd tlms the si:J1gle 

dl[µ.irt.!itce between tlw ilnagrs <If' EUilJREs 2..4 ,mtl 28 Ur the 

pre~W!-IU'i! 1:tftheptrwm 41 in FlGlJR.E is. 

(Courtney '584, paragraph 28; ~m_phasis•added..) 

Courtney '584 also de'3~ribes a capa.bHityofthesystern for '~identifying and tracking a 

nwvi:ngo~jectinc1.s1icce-Ssion of tlw detected frriages~ a:nd autornatitaUy savu1ghlfonnation 

whith identifies the path and r.noverhen.t of.the obJect1. the i11fi.wn1ation beingretained after the 

object ts nt) longer 1,rcsent in the; detected irnages," (Courtney '584, parag.t..tph [0015] ,) Jftv:ther 

disclosure rega:rdingtnotfoh.ItttiHysis. is pmvided \Vit11 reference to Fig11tt'! 31 reprodt1cecl helow: 
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In FIGURE 3, the nineteen vertical lines FO through Fl8 each 
represent a respective frame or image in a series of successive 
images from the video camera 12. In FIGURE 3, the horizontal 
dimension represents time, and the vertical dimension represents 
one dimension of movement of an object within a two
dimensional image. Then an object which was not previously 
present first appears, for example at 51 or 51, it is identified as 
an "entrance" or ''enter" event. When an object which was 
previously present is .found to no longer be present, for example 
at 53 or 54, it is designated an "exit" event. If an existing object 
splits into two objects, one of which is moving and the other of 
which is stationary, .for example as at 57, it is designated a 
"deposit" event. This would occur, for example, when a person 
who is carrying a briefcase sets it down on a table, and then walks 
away. 

If a moving object merges with a stationary object, and then 
continues to move while the stationary object disappears, as at 
58, it is designated a "remove" event. This would correspond to a 
situation where a person walks to a notebook resting on a table, 
and then picks up the notebook and walks away. (Courtney '584, 
paragraphs 36 to 37; emphasis added.) 

Applying the foregoing to the language of claim 1, as an illustrative example, the 

combination of the object identification and tracking capability taught by Courtney '584 and the 

system of Brill discloses the features of "detecting an object in a video from a single camera" 

and "detecting a plurality of attributes of the object by analyzing the video from said single 

camera, the plurality of attributes including at least one of a physical attribute and a temporal 

attribute, each attribute representing a characteristic of the detected object." Further, as is 

discussed below, the combination of the event selection and detection functionality taught by 

Courtney '584 and the event recognition and alann capabilities taught by Brill teaches the 

features of "selecting a new user rule after detecting the plurality of attributes" and "after 
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detecting the plurality of attributes and after selecting the new user rule, identifying an event of 

the object that is not one of the detected attributes of the object by applying the new user rule to 

the plurality of detected attributes" as recited by claim 1. 

Courtney '584 further teaches that a user may indicate specific events to be detected with 

reference to Figure 9, reproduced below with accompanying disclosure: 

➔, ·'" . f H . . .(/t~- . '"'""~- ' ~ 11 , 

FIG.9 

The web page of FIGURE 9 also includes an event selection box 

136, which the operator ca11 use to indicate that the imaging 

processing section 27 is to check for a spec~fied event, and to 

indicate what action is to be taken if the specified event occurs. In 

this regard, the operator can use a mouse to select one of several 

events identified in box 136, including an enter event, an exit 

event, a loiter event, a deposit event, a remove event, a move event, 

a rest event, and a lightsout event. The event selection box 136 

allows the user to optionally restrict the monitori11g for the 

specified event to certain types of detected objects, including a 

person, a box, a briefcase, a notebook, a computer monitor, any 

type of object, or just an unknown object Event selection box 136 

also allows the user to restrict the mo11itoring event to a 
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particular region by identifying its label letter, such as the region 

132 identified by the label letter "A". 

For certain events, the event selection box 136 allows the user to 

specify a time duration in seconds. For example, if the user is 

instructing the sy~tem t,; 1mmitor fr,r a loiter ,event within a 

specified region, the user maJ' sptcf!J1 that the Miter event is to be 

detected only if the spe,!(fie.d <>bject remtlins within the specified 

region for a period ,.1f n.t least jive seconds, The event selection 

box 136 also allows tlle ope.tator tn specify the action to be taken if 

the specified event occurs, In.eluding an a:ud.lble beep, the creation 

of a log entry on the hard disk drive 34, a pop-up window on the 

display 21 of the \Vntksta.tion 13, or a synthesized voice 

announcement which indic,ates that the event of interest: has 

occuned, such as a svnfaesized announcement ofthe word '"loiter'' .. 

It will be recognit,ed that tile ei•1n1t Jtdecticm luu: 116 could be 

modified to allow the itlt.•11tificatfo1i ~I other event!(, <>bJects, 

conditions, or actions. For example, actions could also include 

making a phone call to a specified number such as that of a 

security agency, or sending an electronic mail message to a 

specified electronic mail address. 

(Courtney '584, paragraphs 70 to 71; emphasis added.) 

Accordingly, at least in view of the foregoing, the combination of Courtney '584 and 

Brill teaches that "the plurality of attributes that are detected are independent of which event is 

identified" that "the step of identifying the event of the object identifies the event without 

reprocessing the video" and that "the event of the object refers to the object engaged in an 

activity" as recited by claim 1. 

A person of ordinary skill in the art at the time the alleged inventions claimed in claims 1 

to 41 of the '923 patent were made would have been motivated to combine the features provided 

by Courtney '584 and Brill in order to enhance the event selection and detection functionality 

described by Courtney '584 with the user interface and event configuration functionalities of 

Brill. Moreover, combining Courtney '584 and Brill. is merely: (a) a combination of prior art 

elements according to known methods to yield predictable results; (b) a simple substitution of 

one known element for another to obtain predictable results; ( c) a use of kno~'Il technique to 

improve similar devices in the same way; ( d) application of a known technique to a known 

device ready for improvement to yield predictable results; (e) obvious to try; and/or (f) known 

work in one field of endeavor prompting variations of it for use in either the same field or a 
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different one based on design incentives or other market forces since the variations are 

predictable to one of ordinary skiH in the art. 

Moreover, as sho\\rn herein and the attached claim chart at Attachment Q, the 

combination of Courtney '584 and Brill discloses each of the features the Examiner identified as 

the basis for allowance for the 923 Patent claims, including detecting an object in a video; 

detecting a plurality of attributes of the object by analyzing the video, the plurality of attributes 

including at least one of a physical attribute and a temporal attribute, each attribute representing 

a characteristic of the detected object; selecting a new user rule after detecting the plurality of 

attributes; and after detecting the plurality of attributes and after selecting of the new user rule, 

identifying an event of the object that is not one of the detected attributes of the object by 

applying the new user rule to the plurality of detected attributes; wherein the plurality of 

attributes that are detected are independent of which event is identified, and wherein the step of 

identifying the event of the object identifies the event without reprocessing the video. 

Based on the foregoing and as shown in Attachment Q, Requester has provided a 

showing of a substantial new question of patentability with respect to at least one of claims l to 

41 in view of the combination of Courtney '5 84 and Brill. Therefore, Requester proposes a 

ground of rejection of claims 1 to 41 of the '923 patent under 35 U.S.C. § 103 (a) as unpatentable 

as obvious in view of the combination of Courtney '584 and Brill et al. 

VIII •. EXPLANATION OF Pl!'IRTIN.RNCY AND MANNER OF APPL YING CITED 

PRIOR ART TO RVE-RY CLAIM FOll WHICH REEXAI\UNATION IS 

REQUKS':fED UNDER37 CFR § 1..51.0(b)(l) 

The claim charts appended hereto as Attachments H to Q detail the manner of applying 

the cited prior art to every claim for which reexamination is requested as follows: 

Attachment H: Claim Chart - Claims 1-4 l are anticipated by Day-I under 35 U.S.C. § 102(b) 

Attachment I: Claim Chart- Claims 14 and 35 are obvious in view of Day-I under 35 U.S.C. § 

103 

Attachment J: Claim Chart - Claims 10, 19, 31 and 41 are obvious in view Of Day-I and Brill 

under 35 U.S.C. § 103 

Attachment K: Claim Chart - Claims 11 and 32 are obvious in view of Day-I and Day-II 

Attachment L: Claim Chart-- Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Courtney 

'755 under 35 U.S.C. § 102(b) 
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Attachment M: Claim Chart - Claim 14 is obvious in view of Courtney '755 under 35 U.S.C. § 

103 

Attachment N: Claim Chart - Claims 1 to 7, 9 to 13, and 15 to 28 are anticipated by Shotton 

under 35 U.S.C. § 102(b) 

Attachment 0: Claim Chart- Claim 14 is obvious in view of Shotton under 35 U.S.C. § 103 

Attachment P: Claim Chart - Claims 8 and 29 to 41 are obvious in view of Shotton and Brill 

under 35 U.S.C. § 103 

Attachment Q: Claim Chart -- Claims 1 to 41 are obvious in view of Courtney '584 and Brill 

under 35 U.S.C. § 103 

IX. COMMENTS ON PATENT OWNER'S AMENDl\/IENT AND REPLY IN RELATED 

PROCEEDING 

A. Comments On Patent Owner's Remarks 

As also noted, Patent O,vner submitted arguments in response to the Examiner's rejection 

of claims 1-41 in the Office Action in the '914 reexamination. Although Requester is not 

required to address the arguments made in the now terminated '914 inter partes reexamination, 

Requester submits the following comments for the Examiner's consideration to the extent the 

Patent Owner attempts to present similar arguments in connection with this requested ex parte 

reexamination proceeding. 

Requester disagrees with each purported distinction Patent Owner attempted to raise with 

respect to the art applied to reject claims 1-41 in the '914 reexamination proceeding. As to each 

limitation, Applicant submits that the description of the substantial new question of patentability 

provided above and as set forth in the appended claim charts, in addition to the Office's rejection 

of these claims in the '914 reexamination, demonstrates that the claims remain unpatentable and 

that the grounds of rejection were proper. Below, Requester provides specific comments on 

some of the arguments raised in the Patent Owner's July 6, 2012 Amendment and Reply. To the 

extent a particular argument is not directly addressed in the remarks below, Requester does not 

intend to concede it is meritorious, but instead refers the Examiner to the corresponding 

disclosure for the claim elements at issue identified in the appended claim charts and the 

discussion above. 
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L Courtney '755 

a) Disclosure of Independence-based Events 

In the July 6, 2012 Amendment and Reply in the '914 reexamination proceeding, Patent 

Owner challenged Courtney '755's disclosure of the claim 1 feature "identifying an event of the 

object that is not one of the detected attributes of the object by applying the new user rule to the 

plurality of detected attributes; wherein the plurality of attributes that are detected are 

independent on which event is identified." Patent O-vv'ller characterized Courtney '755 as an 

"event-indexing" system, which allegedly does not disclose "independence-based elements of 

the claims of the '923 Patent" because Courtney '755 "can only search for events if the event 

itself has been indexed." Patent Ovn1er then asserted that "the events queried for via the user 

interface 17 and/or scanned for by the event scanner 103 are the very same events detected by 

the vision subsystem." ('914 reexamination, August 27, 2012 Amendment and Reply at 8-9. ) 

Initially, Requester notes the "event-indexing" functionality of Courtney '755 pointed to 

by Patent O-vv'ller is not a valid distinction vis-a-vis the claim language. Rather, Courtney 

discloses indexing of meta-information by marking the occurrence of certain events to create 

additional video primitives or attributes in much the same way described in the '923 Patent: ~-ij~'"''·~~~ ~ m ~ ~-~, ~ ··· -•~ ~-m• .,,~@&.~ . . . . ... ~ ·*~ ~. .. :<.:~. .·~ ... . .. . -

.!1 Finally, the vision subsystem 13 scans through 11 A video primitive refers to an observable 
1
1 

. the meta-information and places an index mark . attribute of an object viewed in a video feed. 

l at each occurrence of eight events of interest: [ Examples of video primitives include the !. 

1
1 appearance/disappearance, deposit/removal, 1 following: a classification; a size;a shape; a \ 

. entrance/exit, and motion/rest of objects .... For l color; a texture; a position; a velocity; a speed; I 
! example, a moving object that "spawns" a I an internal motion; a motion; a salient w l 

·1· stationary object results in a "depm;it" event. !1 motion; a feature of a salient motion; a scene I 
. A moving object that intersects and then , change; a feature of a scene change; and a pre- I 
[ removes a stationary object results in a . \ defined model. ('923 Patent at 7:6-12.) [ 

!, "removal" event. (col. 4, 1. 62 to col. 5, 1. 3; 11 11 

1 emphasis added.) A motion refers to any motion that can be 

! ! automatically detected. Examples of a motion ! 
l, Eight events of interest are defined to designate i include: appearance of an object; 1 

:. various motion events in a video sequence. l 1/Jsappe,1.rance t~fa.n object; a vertical I 
[ Appearance--An object emerges in the scene. t 1m>wwwnt of an ob,ltt>t/ a hori;ontal 1. 

I Disappearance--An object disappears from the .
1
1 m,>i•ement of an p:bjed,' and a periodic . ! 

1 scene. • movement of an object. (col. 7, 11. 37-41; I 
l . .. I emphasis added.) / 

j Motion--An object at rest beings to move. ( col. ·!1 

I 
[ 10, 11. 50-60; emphasis added.) 1 .. 

I 
>·-•••-····•-... ·····-• .. ···· .. -· .. -··· .. --.... ~···~---··J ···~-............. - .............. --.... ······-- ...... ·--··· -
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X ~~\~ •=~\¾]~:•~"--..,ml ~ , «. :~~~11~~--
Eight events of interest are defined to designate A salient motion refers to any motion that can 
various motion events in a video sequence. be automatically detected and can be tracked 
Entrance--A moving object enters in the scene. for some period of time. Such a moving object 
Exit--A moving object exits from the scene. exhibits apparently purposeful motion. 

Examples of a salient motion include: moving 
: 1\fotion--An object at rest beings to move. (col. from one place to another; and moving to 
110, 11. 50-60; emphasis added.) interact with another object. (col. 7, 1142-47; 
1 emphasis added.) 

I Eight events of interest are defined lo desiglliite ·xs;ene changererers·to any region ora··scroe · 
i various motion events in a video sequence. that can be detected as changing over a period 
i Deposit--An inanimate object is added to the of time. Examples of a scene change include: 
I scene. an stationary object leaving a scene; an object 
! Removal--An inanimate object is removed entering a scene and becoming stationary. 
i from the scene. (col. 7, 1. 66 to col. 8, 1. 4; emphasis added.) 
I Rest--A moving object comes to a stop. (col. 
i 10, 11. 50-57; emphasis added.) 
! 

Courtney '755 further notes that the vision subsystem 13 "stores the output of the 

subsystem--the video data, motion segmentation, and meta-infonnation--in the database retrieval 

through the user interface 17." (Courtney '755, col. 5, lines 4 to 11.) As in the '923 patent, 

Courtney discloses that a user may "specify queries on a video sequence based upon spatial

temporal, event-based, and object-based parameters" using the user interface 17. (Courtney '755, 

col. 5, l 1. 9-11.) A comparison of the querying functionality of Courtney '755 and the '923 

patent is set forth below: 

Furthermore, the user may specify queries on a 
video sequence based upon spatial-temporal, 
event-based, and object-based parameters. 

.. (~2.L.~,J_l __ . _9-_l ~l.),:........_ _____ _ 
For example, the user may select a region in 

I the scene and specify the query "show me all 
I the object that are removed from this region of 
I the scene between 8 am and 9 am." (col. 5, 11. 
i 12-14.) 

*~~~~~ 
An event discriminator refers to one or more ! 
objects optionally interacting with one or more j 

spatial attributes and/or one or more temporal I 
attributes. (col. 7, 11. 2-5.) ! __ ______________ .........,,_ __ ~--................... , 
For example, an event discriminator can be ! 
looking for a "wrong way" event as defined by 1 

a person travelling the "wrong way" into an 
area between 9:00 am and 5:00 pm. (col. 11, 
11. 1-4. 

Thus, Courtney '755 describes the detection of attributes and determination of events by 

analyzing the detected attributes exactly as set forth and claimed in the '923 patent. 
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With respect to Patent Owner's claim that Courtney '775 "can only search for events if 

the event itself has been indexed," Requester disagrees. Courtney does disclose querying for an 

event that is not an attribute detem1ined by the vision subsystem by analyzing a combination of 

the received attributes determined, including a V-object, which contains "the label, centroid, 

bounding box, and shape mask of its corresponding region, as well as object velocity and 

trajectory information by the tracking process" of a real-world object (see Courtney, col. 7, 11. 

56-60; emphasis added). Additionally, Courtney '775 discloses an object-motion event E. The 

system of Courtney does so by filtering the video primitives (i.e., attributes) in the same manner 

performed by the '923 patent: 

~
~1.,,wl\111-1: , __ m. ~~'ik:~~~lh'1liNl■Rn\\W1'11i\1¥:tfu,11\Wl.-,·:~D19;1~111111lt1\tt.Jl~];;::1 

The A VI query engine retrieves video data l In block 44, event occurrences are extracted l 
, from the database in response to queries I from the video primitives using event 

I, generated at the graphical user interface. A , discriminators. The video primitives are I 
t valid query Y takes the form i determined in block 42, and the event t 
I Y=(C, T, V, R, E), where I discriminators are determined from tasking the 1 

C is a video clip, I system in block 23. The event discriminators 
T =(Ti, Tj) specifies a time interval within the I are used to filter the video primitives to 
clip, determine if any event occurrences occurred. 
Vis a V-object within the clip meta- i For example, an event discriminator can be 
information, ! looking for a "wrong way" event as defined by 
Risa spatial region in the field of view, and I a person traveling the "wrong way" into an 
E is an object-motion event. area between 9:00 a.m. and 5:00 p.m. The 

, The clip C specifies the video sub-sequence to event discriminator checks all video primitives 
i be processed by the query, and the (optional) ! being generated according to FIG. 5 and I values of T, V, R, and E define the scope of \ determines if any video primitives exist which 

\
' the query. Using this form, the A VI system I have the following properties: a timestamp 

user can make such a request as ~find any between 9:00 a.m. and 5:00 p.m., a 

1 occurrence of this object being removed rom classification of "person" or "group of 
ii this region of the scene between 8am and ! people", a position inside the area, and a \ 

1 
9am. ·' Thus, the query engine processes Y by \ "wrong" direction of motion. (col. 10, l. 63 to 1 

I finding all the video sub-sequences in C that \ col. 11, 1. 9; emphasis added) 
satisfy T, V, R, and E. (Courtney '755, col. 

! 12, lines 41 to 60; emphasis added.) "---"-----·----- ------=----........ --~ 

In its response in the '914 reexamination proceeding, Patent Owner provided no 

explanation as to how the "spatial attributes" and "temporal attributes" disclosed in the '923 

Patent differ from the corresponding attributes in Courtney '755, or how the events could be 

independent of the detected attributes when detected by the '923 Patent, but not independent 
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when the events are determined by Courtney '755. As noted above, Courtney expressly 

discloses attributes including size, shape, position, time-stamp, and image of each object in every 

video frame, instantaneous velocity at each frame and determining the path of the object and its 

intersection with the paths of other objects. The event determination in the '923 patent relies on 

these same attributes, including size, shape, position, trajectory, speed and direction of motion, 

classification, object descriptors including, carrying an object, and colliding among multiple 

objects. Courtney '755 also determines the same events based on these attributes, such as 

appearance and disappearance of an object, object motion, movement to a specified location, 

interaction with another object, and object deposit and removal events. Further, Courtney '755 

expressly teaches that these same attributes are used to determine events specified by a user rule 

without any reprocessing of the video required. 

Moreover, "[ d]uring reexamination, claims are given the broadest reasonable 

interpretation consistent with the specification and limitations in the specification are not read 

into the claims" as set forth in M.P.E.P. § 2258(I)(G). Courtney '755 discloses that a user may 

formulate queries based upon spatial-temporal, event-based, and object-based parameters (see 

Courtney '755, col. 5, 11. 9-11) once the meta-information is stored in the database 15, and the 

vision subsystem 13 detects the events prior to the user formulating its query. The determination 

of attributes by the vision subsystem 13 is thus necessarily performed "independent" of whatever 

queries the user will later select using the user interface 17. Indeed, claim 1 does not require the 

events identified by a new user rule to be new, different events from the attributes previously 

detected and recorded. Rather, the claim language requires that an identified event is not one of 

the detected attributes of the object. 

Further, to the extent Patent Owner contends that claim 1 requires than an event 

identified by a query must be different from the events previously stored, Requester disagrees. 

Any event later identified must be a part of video clips previously recorded, i.e., a part of 

previously recorded events. Thus, even according to claim 1, any event identified by a new user 

rule is represented in the form of a video clip that was previously recorded. Thus, to argue that 

the claim requires that an event identified by a query should be different from the events 

previously stored is not only an improper interpretation of the cl~im, but such an argument would 

also not supported by the '923 Patent specification. 
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In addition, the query "show me all the objects that are removed from this region of the 

scene between 8 am and 9 am" specified by the user as set forth in Courtney '755 would 

corresponds to an "event" as recited in the '923 patent claims because the query allows an object 

engaged in an activity to be identified. In performing such a query, the system of Courtney '755 

would analyze attributes including spatial-temporal, event-based, and object-based parameters. 

Clearly, the query itself is different from the parameters themselves, further demonstrating that 

Patent O\\111er's attempt to distinguish Courtney '755 on the basis that an event identified by a 

query must be "different from the events previously stored" lacks merit. 

b) Disclosure of Objects Engaged in Activities 

In its response to the Office Action in the '914 reexamination, Patent Owner disputed the 

presence in Courtney '755 of the claim feature ''wherein the event of the object refers to the 

object engaged in an activity." Given its broadest reasonable interpretation, the detected events 

of objects in Courtney '755 are plainly "engaged in activity" in the same manner as the objects 

of the '923 Patent are engaged in activities: 

1lWt1~il1\.llll!~.·,,m:c\•~,." Tu1@ i\wl»'1'ffll}1 ?l¥9\Tu\·~•a•a11nlwnl~1t%Wt( 
i Furth~~-;re', the, ~;er-~ay ~p~cii~y qu'eries on a An event di~~rimin~t~;';efers to on~ or~~;~"'"""'""'-' 

video sequence based upon spatial-temporal, . objects optionally interacting with one or more 
event-based, and object-based parameters. spatial attributes and/or one or more temporal 
(col. 5, 11. 9-11.) ________ attributes. (col. 7, 11. 2-5.) 

__________ ._............................................. """"'""""" ·-----------~, 
For example, the user may select a region in For example, an event discriminator can be 
the scene and specify the query "show me all looking for a "wrong way" event as defined by 
the objects that are removed from this region of a person travelling the "wrong way" into an 
the scene between 8 am and 9 am." (col. 5, 11. area between 9:00 am and 5:00 pm. (col. 11, 

12-14.)________ """""'"""'""' i 11. 1-41 ... -~-- ~-~·--··--······--------
This is underscored by the explicit definitions the '923 Patent provides for the claim 

terms "object," "activity," and "event": 

An "object" refers to an item of interest in a video. Examples of an 
object include: a person, a vehicle, an animal, and a physical 
subject. 

An "activity" refers to one or more actions and/or one or more 
composites of actions of one or more objects. Examples of an 
activity include: entering; exiting; stopping; moving; raising; 
lowering; growing; and shrinking. 
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An "event" refers to one or more objects engaged in an activity. 

The event may be referenced with respect to a location and/or a 

time. ('923 Patent at col. 3, 11. 27-46; emphasis added.) 

Further, Requester disagrees with Patent Owner's contention in the '9] 4 reexamination 

.A.mendment and Reply that Courtney '755 does not disclose detecting a "physical attribute." 

Physical attributes are in fact among the specific meta-information recorded by the vision 

subsystem of Courtney '755: 

The vision subsystem 13 records in the meta-information the size, 

shape, position, time-stamp, a:nd. image of each object in every 

video frame. It tracks each object· through successive video 

frames, estimating the instantaneous velocity at each frame and 

determining the path of the object and its. intersection with the 

paths of other objects. It then classifies objects as moving or 

stationary based upon velocity measures on their path. (Courtney 

'755, col. 4, 11. 45-52.) 

c) Disclosure of Selecting a New User Rule After Detecting a Plurality of 

Attributes 

With respect to the feature of "selecting a new user rule after detecting the plurality of 

attributes," the queries of Courtney '755 are "new user rnles" in the same sense of the claims 

require and no restriction is placed on when the user rule/query is "selected": 

The A VI que-ry engine retrieves video datn from the database in 

respo.nst~ to queries ge:oetatcd at the graphical user interfaci;\ A 

valid queryY takes the form Y=(C, T, V, R, E\ \.VlR~t·e 

C is a video clip, 

T =(Ti, Tj) specifies a time interval within the clip, 

Vis a V-object within the clip meta-information, 

Risa spatial region in the field of view, and 

E is an object-motion event. 

The clip C specifies the video sub-sequence to be processed by the 

query, and the (optional) values of T, V, R, and E define the scope 

of the query. Using this form, the A VI system user can make such 

a request as 'find any occurrence of this object being removed 

from this region of the scene between 8am and 9am.' Thus, the 

query engine processes Y by finding all the video sub-sequences in 

C that satisfy, T, V, R, and E. 

(Courtney '755 at col. 12, lines 41 to 60.) 
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The system stores the output of the vision subsystem--the video 
data, motion segmentation, and meta-information--in the database 
15 for retrieval through the user interface 17 .... [T]he user may 
specify queries on a video sequence based upon spatial-temporal, 
event-based, and object-based parameters. For example, the user 
may select a region in the scene and specify the query 'show me all 
objects that are removed from this region of the scene bet'ween 8 
am and 9 am'. 

(Courtney '755 at col. 12, lines 41 to 60.) 

Courtney thus plainly discloses this limitation for the reasons set forth in the appended 

claim charts. 

d) Independent claims 9, 20, and 22 

In its Amendment and Reply in the '914 reexamination, the Patent Owner's alleged 

distinctions for these additional independent claims was substantially the same as provided for 

claim 1. For similar reasons as set forth above, Requester submits that these arguments, to the 

extent presented again in connection with the requested ex parte proceeding, lack merit for at 

least the same reasons discussed above. 

2. Shotton 

a) Disclosure of "independence-based" elements 

In its Amendment and Reply in the '914 reexamination, the Patent Owner contended that 

Shotton does not disclose the feature of claim 1 that recites "identifying an event of the object 

that is not one of the detected attributes of the object by' applying the new user rule to the 

plurality of detected attributes; wherein the plurality of attributes that are detected are 

independent of which event is identified." ('914 reexamination, Amendment and Reply, pp. 12-

14.) 

As with Courtney '755, the premise of Patent Owner's attempted distinction in the '914 

reexamination proceeding appears to be the fact that detected attributes are stored in a database 

prior to allowing for queries of the database to locate particular events (e.g., "Shotton discloses 

that after events have been identified and stored as metadata in a video metadata database, the 

stored events may be queried to locate (i.e., identify particular events.") ('914 reexamination, 

Amendment and Reply at p. 13). 
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Should this argument be repeated, Requester disagrees with the contention that Shotton 

does not disclose these features. First, the claim language does not require events identified by 

the "new user rule" to be new, different events from the events previously detected and recorded 

by the system. Rather, the claim only requires that an identified event is not one of the detected 

attributes of the object. In Shotton, an exemplary event identified by a query is "all the video 

clips showing bacteria that swim at a velocity of at least x mm per second." This event is clearly 

not an attribute of the objects (bacteria), such as metadata representing, for example, spatio

temporal attributes of the objects: 

Once the metadata database has been built, the system allows the 
following types of query to be made concerning such videos. 

Examples of queries for videos of swimming bacteria are: 'Identify 
all the video clips showing bacteria that swim at a velocity of at 
least x mm per second', and 'Find me all video sequences where, 
after the administration of drug A, the average tumble frequency 
decreases by more than 30%'. For the first query, a simple 
selection permits identification of the video frames containing all 
bacteria with a speed, averaged over the preceding 25 frames (l 
second), above x mm per second (recorded as derived metadata in 
the spatio-temporal position table). The second question requires a 
calculation of the average tumble frequency in the scenes before 
and after the drug administration, determined from the temporal 
information recorded for all tumbles. 

(Shotton, Section 3) 

Further, to the extent Patent Owner contends that claim l requires than at event identified 

by a query must be different from the events previously stored, Requester disagrees. Any event 

later identified must :necessarily be a part of video clips previously recorded, i.e., a part of 

previously recorded events. Thus, even according to claim 1, any event identified by a new user 

rule is represented in the form of a video clip previously recorded. Thus, to argue that the claim 

requires that an event identified by a query should be different from the events previously stored 

is not only an improper interpretation of the claim but is also not supported by the '923 patent 

specification. 

As to whether the attributes of Shotton are "independent of which event is identified," 

Shotton plainly discloses the attributes are detected and recorded as metadata without any 

consideration of which event is to be later identified by a user query. The above cited quotation 
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in fact describes such independence (e.g., tumble speed decreasing by a specified percentage, all 

clips meeting a minimum velocity criteria.) Thus, the detected attributes in Shotton are, in fact, 

independent of which event is identified. 

Under its broadest reasonable interpretation, Shotton plainly discloses the features of 

"identifying an event of the object that is not one of the detected attributes ofthe object by 

applying the new user rule to the plurality of detected attributes; wherein the plurality of 

attributes that are detected are independent of which event is identified," as wen as all other 

limitations of claim L 

b) Disclosure of the physical attributes independent of the event 

In the '914 reexamination proceeding, Patent Owner contended that Shotton fails to 

disclose "physical attributes" ('914 Reexamination, Amendment and Reply, pp. 15-16.) 

Requester disagrees, as Shotton in fact describes numerous physical attributes that are detected: 

1'he n.ext step is to track the movements of the cells (Figure 3b ). 

The trackfog pmble,m c1m be defined as one of recognising the 

san1e. object it1 consecutive .frames of the video. The initial 

aJgorithtn U:sed to solve this problem is simple, and relies on the 

fact that any bacterium is Ukely · to show a similar area and 

orientation on adjacent frames of the video, and that its position in 

any frame fa likely to ht~- c!Qs.c to that in the preceding frame. 

Applil'flthm. (J.f'tl1i~'. algorithm results in bacterial trajectories from 

whichfetJJures ,imdt fl.j~ !!ipeed~ direction and curvature can be 

extracted. (Shotton~ Section 2.3) 

For the rotating tethered bacteriff, the task of identifying the same 

cell in successive video frames is ohvim1.sly txwre stmig:httcinva.td~ 

and the salient feature,,; to nu.:nrd frmn such ,4(/em; ate the 

instantaneous speed, handedness and durntfon tJ.t each Mtutimt, 

accelerations and deceleration~'> thejrequ.ency (~(reversnh~ and 

the duration of stops. (Shotton, Section 2.3) 

Events "independent" of these attributes are subsequently identified by user query in the 

manner explained above. Thus, Shotton does disclose the claimed physical attributes being 

independent of the event. 
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c) Disclosure of the ''single camera " 

Claim 1 merely requires that the object is detected in a video "from a single camera." 
This simply requires that the source of the video is the camera. Shotton describes a "video 
camera" as the source of the video that the system analyzes to detect objects, and perform the 
other analysis required by claim 1: 

The real time bacterial motility video recordings that we have 
analysed were made in the laboratory of Professor Judy Armitage. 
The commercial system presently in use in that laboratory for the 
analysis of bacterial motility [9] has severe limitations in the 
number of bacteria that can be simultaneously tracked, and extent 
of the data that is analysed and stored, both problems related to the 
fact that it is designed to work with limited hardware resources in 
real time direct from a video camera or a videotape. (Shotton, 
Section 2.3.) 

Even without this indication of the "video camera" as the source of the video, it would 
have been obvious to incorporate a video camera ·to provide the video. See, e.g., Attachment 0 
demonstrating obviousness of claim 14 in view of Shotton. 

d) Independent Claims 9, 20, and 22 

In its Amendment and Reply in the '914 reexamination proceeding, Patent Owner's 
alleged distinctions for independent claims 9, 20 and 22 are substantially the same as those it 
provided for claim 1. For similar reasons as set forth above, Requester submits that such 
argument lack merit and should be rejected in presented again in the requested ex parte 
reexamination. 

3. Brill 

a) Claim 8 

In the '914 reexamination proceeding, the Patent Ovvner challenged the rejection of claim 
8 as obvious in view of Shotton and Brill on the following grounds. 

With respect to Shotton, Patent Owner alleged that the "querying functionality of Shotton 
would not have suggested 'identifying an event that is not one of the detected attributes of the 
first and second objects by applying the new user rule to the plurality of detected attributes' or 
having the plurality of detected attributes be 'independent of which event is identified,' as 
required by claim 8." ('914 reexamination, Amendment and Reply, p. 22.) In so doing, Patent 

71 

esperw
Sticky Note
None set by esperw

esperw
Sticky Note
MigrationNone set by esperw

esperw
Sticky Note
Unmarked set by esperw



Owner merely referred to the arguments it previously made as to Shotton and claim 1. Requester 

submits that these attempted distinctions as to Shotton lack merit for the reasons discussed 

above. 

As to the Brill patent, Patent Owner presented a number of arguments regarding features 

not allegedly disclosed by Brill. First, Patent Owner argued that Brill fails to disclose 

"identifying an event that is not one of the detected attributes of the first and second objects by 

applying the new user rule to the plurality of detected attributes" and that "the plurality of 

attributes that are detected are independent of which event is identified." ('914 reexamination, 

Amendment and Reply, p. 23.) 

Should such arguments be presented again, Requester submits that they should not be 

considered persuasive. According to Brill, "[t]he basic system performs three data processing 

steps for every image of a video sequence to recognize events. The three steps are detecting 

objects, tracking objects, and analyzing the motion graph." (col. 3, lines 24 to 27; see additional 

disclosure at col. 3, 11. 28-39, col. 3, l. 60 to col. 4, 1. 13, and Figure 2.) Brill further discloses 

that "the surveillance system can be programmed to only generate an alarm upon the occurrence 

of a complex event made up of a series of simple events." (col. 4, lines 27 to 29; emphasis 

added.) Briil provides the following disclosure relating to the selection of events which make up 

a complex event with reference to Figure 6, reproduced below: 

Time cf day: from U:00 om I',';',!! umll 12:00 am Cl .. .....,,., ... ~---·-'-"1" .. ,,.,.,"""""""~~~-----1'.-..---"'''" .......................... ~---·--,~..._,._,._,._ .. .,. .. :,. .... ,.,:-.:-. 

R~: CPC_area mnlde_ihe_door Clphona..,GlrtO 
D~ti;;··1ltJ . . . . . , ·.... ""'"'"_.._..,,_ 

--~--..-..""" . ...... .................. ,.._.._..._..._..._..,.,._ .. »» ........................... _ ... -.;,;-;-.-.'.>..":-~ ....................................................... ._..._,,.'.- . .... ...................... ~..: ...................... ........ 

Adioits: c~ mwe [JJflosh [],tot mvoic, Cl]popup 
---,.•~••·=·-✓-.,fa .................. ~ ........ .._......_•·•••••uH•~- ,, ,,..,,,,.,,> ___ >,V,. ...... , ___ ,.._.._..._,,,. .. :,O...,.. ......... ~ ............ ,,._.._-.._...._'.,_ .... :,O .................. n••-

[E [E[] 
FIG. 6 
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The user can select which events are to form the complex event via 
the dialog box interface illustrated in FIG. 6. The user selects the 
event type, object type, time, location, and duration of the event to 
be defined using a mouse. The user ca11 also select an action for 
the system to take when the event is recognized. This dialog box 
defines one simple event of the complex event sequence. . . .If the 
event is only being defined in order to be used as a sub-event in a 
complex event, the user might not check any action box. No action 
will be taken when the event is recognized except to see if it 
matches the next sub-event in another complex event activation 
or generate a new activation if it matches the first sub-event in a 
complex event. ( col. 10, 11. 39 to 58; emphasis added.) 

Brill further teaches that, after simple events are defined, the user can define a complex 

event as illustrated in Figure 7, reproduced below with accompanying disclosure: 

·--------. :4 loiter by lht door t 
DlpOillt/Rlmova ~ ··· 
i.eaM !ht COO'!l)Ullf ~ 
Dtpolll Ii 
Exit :! 
lolttr by fill phone ij ' 
Enter t· 
lJG!m On/CH !! i l 
emonlfor1 i\, \ 
, , """""'"'""'"""==1) 1 V , 

Enfer 
Ramo-. 
....0.po&lt 
Elltt 

Rtmow 1! •· '·•· 
~•- X ~,n,,-.-. •..., • '•'>'-•••u--•u, ,u _ _ ~-..-.-.-.-.-.-.-.~-,.,.,,,,, .... ~nn,nH ... H .... •••••• , , .-..-..-..-,.-..-.-.-.-.,,-.-..-~--I 

Acflcns: IJbNp Clog Cfla1h □Plot UIIYCicis DPGP\IP 
a,.;.'.>,...,_..._,~...._ .......... ...,,., .. , ...... , •. , ........ _,, ....... 

[8 
FIG. 7 

After one or more simple events have been defined, the user can 
define a complex event via the dialog box illustrated in FIG. 7 .... 
The first list on the left is a scrolling list of all the event types that 
have been defined thus .far. This list will generally include both 
user defined events and system primitive events. The second list 
on the right b; a list of the sub-event,Y of the complex event being 
defined. The sub-event list is initially blank when defining a new 
complex event. When the user double-clicks with the left mouse 
button on an item in the event list on the left, it is added as the 
next item in the sub-event list on the right. When the user double
clicks with the right mouse button on an item in the event list on 
the left, that item is also added to the sub-event list on the right, but 
as a negated sub-event. The event name is prefixed with a tilde ( ~) 
to indicate that the event is negated. 
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In the upper right corner of the complex event definition dialog 
box is an option menu via which the user indicates how the sub
events are to be combined. The default selection is "ordered" to 
indicate sequential processing of the sub-events. The other options 
include 11all11 and 11any. 11 ••• At the bottom of the dialog box, the user 
can select the action to take when the complex event is 
recognized. ( col. 10, L 59 to col. 11, l. 22; emphasis added.) 

This clear disclosure of detection of the "complex event" detection satisfies the claim 

requirements. As to "identifying an event that is not one of the detected attributes of the first and 

second objects by applying the new user rule to the plurality of detected attributes," Brill 

provides for identifying complex events, such as the "the car-bombing scenario," "THEFT," and 

"CRIME-SPREE" events, which are "events" that are not the "detected attributes." (See Brill at 

col. 3, 11. 28-49, describing event recognition based on analysis of detected object attributes in 

motion graph.) Brill plainly satisfies this claim requirement, and as explained above with 

respect to Shotton, the attributes are necessarily recorded without any consideration of which 

event is to be later specified by a user query. Thus, the events are "independent," in the sense the 

claims require it, from the detected attributes. For similar reasons, Brill discloses "the plurality 

of attributes that are detected are independent of which event is identified." 

b) Claims 29 and 30 

Patent Owner's arguments in the '914 reexamination with respect to dependent claims 29 

and 30 were substantially the same as set forth for claim 8. Requester submits that, to the extent 

such arguments are presented again, those arguments should be found unpersuasive for similar 

reasons to those discussed above. 

c) Dependent Claim 39 

Dependent claim 39 requires "the plural attributes detected by the means for detecting are 

defined in the video device independent of a selection of the detected plural attributes." This 

cla1m literally requires nothing more than the detected attributes being stored ( defined) in some 

fashion prior to a subsequent "selection" of those detected attributes, i.e., for the purpose of a 

user query. Both Shotton and Brill disclose this functionality, as described in the appended 

claim charts at Attachment P. 
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4. Courtnev '584 in view of Brill 

In the '914 reexamination proceeding, Patent Owner challenged the rejection of claims 1-

41 as obvious in view of the combination of Courtney '584 and Brill on the grounds that.the 

references allegedly failed to disclose the "independence-based elements." ('914 reexamination, 

Amendment and Reply, p. 26.) 

If similar arguments are presented in the requested ex parte reexamination, Requester 

submits that they should be rejected. As to Courtney '584, the reference discloses numerous 

instances where attributes of objects are initially detected and then an "event" is identified: 

In FIGURE 3, the nineteen vertical lines FO through F18 each 

represent a respective frame or image in a series of successive 

images from the video camera 12. In FIGURE 3, the horizontal 

dimension represents time, and the vertical dimension represents 

one dimension of movement of an object within a two

dimensional image. Then an object which was not previously 

present first appears, for example at 51 or 52, it is identified as an 

"entrance" or "enter" event. When an object which was previously 

present is found to no ionger be present, for example at 53 or 54, it 

is designated an "exit" event. If an existing object splits into two 

objects, one of which is moving and the other of which is 

stationary, for example as at 57, it is designated a "deposit" event. 

This would occur, for example, when a person who is carrying a 

briefcase sets it down on a table, and then walks away. 

If a moving object merges with a stationary object, and then 

continues to move while the stationary object disappears, as at 58, 

it is designated a "remove" event This would correspond to a 

situation where a person walks to a notebook resting on a table, 

and then picks up the notebook and walks away. Three other types 

of events, which are not specifically illustrated in FIGURE 3, are a 

"rest" event, a "move" event, and a "lightsout" event. A rest event 

occurs when a moving object comes to a stop but continues to be 

present without moving. A practical exmn11lc i.s a .situation vYhere 

the objects being monitored are vehide.s in a parking lot1 and a car 

pulls into a parking space and thereafter ren1ait1.s: statiomrry, A 

move event occurs when a detected object which has been 

stationary begins moving agailt~ for exan:1pfo '-Vhen a car that has 

been parked begins moving. A "'Hgblsouf' event cc.cum when the 

entire detected image suddet1Iy changes, for example ~•hen the 

lights in a monitored room are turned 1.:rqt and the t0:ot11 becomes 

dark. A "lightsout" event can be detected without all of the image 

processing described above in association with FIGUREs 2 and 3. 

(Courtney '584 at paragraphs 36 to 37.) 
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As explained above, the claim language does not require that the events identified by the 

user rule to be new, different events from the attributes of the object detected previously. Rather, 

the claims only require that an identified event is not one of the detected attributes of the object. 

Such examples in the case of Courtney '584 include the "remove" event and the "deposit" event, 

in which the identified event is separate from the mere detection of object attributes, such as 

object location and movement. Thus, Courtney '584, as well as Brill, discloses the 

"independence based" limitations of the '923 Patent claims, as properly considered under the 

broadest reasonable interpretation standard. 

With respect to Patent 0\\111er's comments regarding the features of''selecting a new user 

rule after detecting the plurality of attributes" ( claims 1-7 and 22-28), "means for selecting a new 

user rule after the plurality of detected attributes are stored in memory" (claims 9-19), and "then, 

selecting a rule ... as a new user rule" (claims 20 and 21) which it presented in the '914 

reexamination, Requester disagrees that these features are not disclosed by Courtney '584 and 

Brill. The claim language at issue merely requires some form of "selection" of the new user rule 

after the attributes are detected. Properly considered, the cited to portions of Courtney '584 and 

Brill in the appended claim charts each disclose this requirement based on their implementation 

of the user event definition. Thus, if similar arguments are advanced in the requested ex parte 

reexamination, they should not be found persuasive. 

B. Comments On New Claims 

As indicated above, the Patent Owner presented no amendments to any of claims 1-41 of 

the '923 Patent in the '914 reexamination. (July 6, 2012 Amendment and Reply, Control No. 

95/001,914.) New claims 42-171 were presented in the Amendment and Reply. 

Requester submits the following comments for the Examiner's consideration to the extent 

the Patent Owner attempts to present similar amendments or arguments in the requested ex parte 

reexamination proceeding. Although not intended to be an exhaustive identification as to each 

reference relied upon in this request, Requester provides the following exemplary citations 

corresponding to the subject matter presented in the new claims. 
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New claims 42, 50, 58, 67, 75, 83, 91, 106, and 127 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying fonns, the feature of 

"the plurality of attributes of the object includes at least one spatial attribute." 

Requester submits that this feature is disclosed at least by Courtney '755: 

The vision subsystem 13 records in. the rrwta .. inftrrrnatit1n the size. 

shape, position, time-stamp, an itnagi.~ of each object in every video 

frame. It tracks each object thrQUgh successive video th!J111~s. 

estimating the instantaneous velocity ~t. each frame and 

detcr111.it1i11g: the, p~tth of the object and hs intersection with the 

path~ . of othet objects. · It then classifies objects fl<; m(Jving or 

stationary based llpon velocity 1neasures on their path. 

(Courtney '775 at col. 4, lines 54 to 61.) 

The systetn st('ire.s the output of the vision subsystem--the video 

data, 111otion segi:net)talion, ,:u1d meta-information--in the database 

l5 nw retrieval through the user fo.terfa,ce 17 ,.,, ['T]hc tiser niay 

specify queries on a video sequence based upon s,patiaHcn.1poral, 

event-based, and object-baged pararncters. Pot Cix.ample, lhi.~ user 

may select a region in the scene and specify the q1.1ery "show nw aU 

objects that are removed from this region of the se:e11e he,t\!\leen 8 

am and 9 am'. 

(Courtney '775 at col. 5, lines 4 to 14.) 

Themofo:m segrnenfor 21 ()Utput is prncessed by the object tracker 

22. Given a. segmented image Cn \Vlth P uniquely~labele<l regions 

corresponding to foregn1mld objects in the vid~o1 the systen1 

generates a set of foatuses t(1 r~pre&Cfff each re}linn, This set of 

feattlr{.$ is 1uuuz~d a "\{-,object". (video""object\ denoted · Vf!P~ p=:: t, 

.. -~ P, A. V~obJect contains tJ1e label, centroid, bt'Jtmding fa,1:ii., and 

sh.ape 1nagk of its. corresponding regk)n~ as well as object vek1clty 

and traj¢cfory infonnahon by the tracki11g process, 

(Courtney '755 at col. 7, lines 52 to 60.) 

This feature is also disclosed by Day-I: 

The spatial attribute, of a salient physical object present in the 

frames can be extracted in form of bounding volume, Z, that 

describes the spatial projection of an object, in three dimensions. 

Temporal information of objects can be captured by specifying the 

changes in the spatial parameters associated with the bounding 
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volume (Z) of objects over the sequence of frames. At the finest 

level, these changes can be recorded at each frame. 

(Section 2.1 (Spatio-Temporal Modeling over a Sequence of 

Frames (a Clip)) at page 402) 

2. ~-tlte ,nfan~lity nt att:dhltl~! of Jhe t)bject includes at ct)lor ofthe object~~ 

New ,~Jiiin$43~ 5h59, {i.8., 76~ 84\ 92i W7, and 128 presented in th~Pateht C)wner'sJilly 

6, 2(H2 Amet1dme:11t Replyi~1.the, '914 Proc{:edin:g.recite,in ~Iigl)tly vatyit1g fonn~. the foaltn'e ,crf 

'·nu~pluraHty ofattributes()f the-objept.includes at<;9l<.1r of the, obj.e,,t;t' 

This featim:: is cxJ1r~s:lytaught at Jea.;;fby·B.rill: 

However; the_ pr~seut .ittvet,tkrn. may be• lltilize<l wjth .a color video 

camera qt s.ome other -type of two'."dim~n~kmal image detectQr~ 

suc-h a..1 aninfrarcd dete¢t.ot (co[ 2~JL 55,.58) 

3, ~"the pltttality-qfat.tt:ibutesofthe.objectinc~J.udes a~size: ofthg objecr 

New claims 44, 52, 60, 69, 77, 85, 93, 108, and 129 presented in the Patent Owner's July 

6, 2012 iA..mendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"the plurality of attributes of the object includes a size of the object." 

This feature is taught at least by Courtney 755: 

The vision subsystem 13 records in the meta~information the size, 

shape, position, timestamp, and image of each object in every 

video frame. (col. 4, lines 54-56.) 

This feature is also taught by Day-I: 

The spatial attribute, of cl:\. salietit physical pl:,Ject present in the 

frames can be extracted in form qf bouiidln:g: volume, Z, that 

describes the spatial projectkm of® ol',,ject, in three dimensions. 

(Section 2.1 (Spatio-Temporal Modeling over a Sequence of 

Frames (a Clip)) at page 402.) 

4. ~·the plumHtv ofattribu~of the objectfodudcs at least ,one :ofa. veJodty ant!. 

~~~¢d of the object'' - - · · · · -- ---- -· · 

New claims 45, 53, 61, 70, 78, 86, 94, 109, and 130 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature qf 

"the plurality of attributes of the object includes at least one of a velocity and a speed of the 

object." 
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This feature is taught at least by Brill: 

The vision subsystem 13 ... tracks each object through successive 

video frames, estimating the instantaneous velocity at each frame 

( col. 4, 11. 54-58) 

This feature is also taught by Courtney '755: 

"The vision subsystem 13 records in the meta-information the size, 

shape, position, time-stamp, a11d image of each ,obje(;t in every 

video frame. It tracks each object through successive.video fratue$~

estimating the instantaneQllS velocity at .e-a.ch t¾m.¢ and 

determining the path of the object and its ip:tersecfi.011 With the 

paths of other objects. It then classifies objects as moving or 

stationary based upon velocity measures on their path." ( col. 4, 

lines 54 to 61.) 

New claims 46, 54, 62, 71, 79, 87, 95, 110, and 131 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"the plurality of attributes of the object includes a position of the object." 

The feature is taught at least by Courtney '755: 

The vision subsystem 13 ... tracks each object through successive 

video frames, estimating the instantaneous velocity at each frame 

(col. 4, 11. 54-58) 

This feature is also taught by Brill: 

If a moving object m~ges ·with a stationary object, and□then 

continues to move while the stationary object disappears, as at 58, 

it is designated a REMOVE event. ( col. 4, 11. 8-10) 

The user selects the .. .location (col. 10, 11. 41- 42) 

Day-I also discloses this feature: 

For each input video clip, using a databasr of known. pbjet.";ts, we 

first identify the correspondiO:g. objects, tbQir size$ and loctitions.f 

their relative positions and nmvements} and then i.mcod~ tbis 

information in the proposed graphical niodel. ($e9tiori l 

(Introduction) at page 402) 
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New claims 47, 55, 63, 72, 80, 88, 96, 111, and 132 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"the plurality of attributes of the object includes a trajectory of the object." 

This feature is taught by Courtney '755: 

The vision subsystem 13 records in the meta- information the size, 
shape, position, time- stamp, and image of each object in every 
video frame. (col. 4, 11. 54:.56) 

The object tracking process results in a list of V-objects and 
connecting links that form a directed graph (digraph) representing 
the position and trajectory of foreground objects in the video 
sequence. (col. 8, 1. 67 to col. 9, 1. 2) 

Day-I also discloses this feature: 

For each input video clip, using a database of known objects, we 
first identify the corresponding objects, their sizes and locations, 
their relative positions and movements, and then encode this 
information in the proposed graphical model. 

(Section 1 (Introduction) at page 402) 

This feature is also taught by Brill: 

If a moving object merges with a stationary object, and then 
continues to move while the stationary object disappears, as at 58, 
it is designated a REMOVE event. ( col. 4, 11. 8-10) 

The user selects the .. .location (col. 10, 11. 41- 42) 

7. ~:th~,n_hltp.Uty of attributes of the object include~ •fl: classit1~ation ~f the obje<!e 

New claims 48, 56, 64, 73, 81, 89, 97, 112, and 133 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"the plurality of attributes of the object includes a classification of the object." 

This feature is taught at least by Courtney '755: 

It then classifies objects as moving or stationary based upon 
velocity measures on their path. ( col. 4, 1 1. 59-61) 

Day-I also discloses this feature: 

For each input video clip, using a database of known objects, we 
first identify the corresponding objects, their sizes and locations, 
their relative positions and movements, and then encode this 
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information in the proposed graphical model. 

(Introduction) at page 402) 

This feature is also taught by Brill: 

The user selects the ... object type ( col. 10, 1. 41, Fig.6) 

(Section 1 

New claims 49, 57, 65, 74, 82, 90, 98, 113, and 134 presented in the Patent Owner's July 

6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"the plurality of attributes of the object includes a shape of the object." 

This feature is taught by Courtney '755: 

The vision subsystem 13 records in the meta- information the size, 

shape, _position, time-stamp, and image of each · object in ·every 

video frame. (col. 4, 11. 54-56) 

New claim 66 presented in the Patent O\\'ller's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "each of the plurality of attributes is an observable 

characteristic of the object." 

Requester submits that all the citations identified above with respect to items 1-8 relate to 

"observable characteristics" and thus each would disclose this claim feature. 

New claims 135 and 136 presented in the Patent Ov.,ner's July 6, 2012 Amendment Reply 

in the '914 Proceeding recites the feature of "computer system is application specific hardware." 

At least Brill discloses "application specific hardware," as shown in Figure 1: 

In fact, all other references relied upon herein are implement in hardware that is 

"specific" to the application they perform. 
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11. "retrieving a new user rule that was previously specified" 

New claims 141, 142, 143, 144, 145, and 146 presented in the Patent Owner's July 6, 

2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"retrieving a new user rule that was previously specified." 

This feature is disclosed at least by Brill: 

Given a system which detects simple events, the invention creates 
a user interface that enables someone to define a complex event by 
constructing a list of sub-events. After one or more complex events 
have been defined, the sub-events of complex events defined later 
can be complex events themselves. As an alternative user interface, 
complex events could be constructed in a top-down fashion, 
defining the highest-level complex event first, and then recursively 
defining the sub-events until all of the lowest-level events are 
simple. (col. 4, 11. 51-60.) 

12. "the plurality of detected attributes are independent of which event is 
identified" 

New claims 139 and 140 presented in the Patent Owner's July 6, 2012 Amendment Reply 

in the '914 Proceeding recite, in slightly varying forms, the feature of "the plurality of detected 

attributes are independent of which event is identified." 

This feature corresponds to the "independence-based events" limitations identified by 

Patent Owner in its Amendment and Reply in the '914 reexamination, which Requester 

addresses above. (See discussion of Patent Owner's remarks regarding Courtney '755, Shotton, 

and Courtney '584, above.) This feature is also disclosed by Day-I. (See, e.g., Day-I at Section 

2.3, page 404; Section 1 at page 402: "process[ing] semantically heterogeneous queries on the 

unbiased encoded data"; see also discussion of Day-I's querying functionality pertaining to the 

claimed "user rule" in Attachment H and the related discussion of Day-I above.) 

Additionally, Brill discloses the "independence-based events" functionality. For 

instance, Brill et al. describes a surveillance/monitoring system in Figure 1, reproduced below 

with accompanying disclosure: 
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m 
I 

FIG. 1 is a diagrammatic view of a surveillance or monitoring 

system 10 which embodies the present invenii9n, ahd which is 

used monitor activity in a selected regkm or area. The m.onitoring 

system 10 also includes a camera unit 12, a c.,>mputi/.r 1i1t,rkstation 

13, which are operatively coupled by a network shown 

schematically at 14 .... The computer workstation 13 may be a 

personal computer including a processor 17, a keyboard 18, a 

mouse 19 and a display unit 21.. ( col. 2, lines 42 to 52; emphasis 

added.) 

Camera unit 12 further includes an image processing section 

47.,,Jmage processing section 27 further includes a processor 33. 

:Proce:s.wr.33 preferably- consists of a digital signal processor and 

its cqxre-spondfog volatile memory. (col. 2, 1. 63 to col. 3, 1. 5; 

e1:11phasis addrd,) 

According to Brill et al., "[t]he basic system performs three data processing steps for 

every image of a video sequence to recognize events. The three steps are detecting objects, 

tracking objects, and analyzing the motion graph." (col. 3, lines 24 to 27; see additional 

disclosure at col. 3, 11. 28-39, col. 3, 1. 60 to col. 4, 1. 13, and Figure 2.) Brill et al. further 

discloses that "the surveillance system can be programmed to only generate an alarm upon the 

occurrence of a complex event made up of a series of simple events." (col. 4, lines 27 to 29.) 

Brill et al. provides the following disclosure relating to the selection of events which make up a 

complex event with reference to Figure 6, reproduced below: 
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FIG. 6 

The user can select which events are to form the complex event via 
the dialog box interface illustrated in FIG. 6. The user selects the 
event type, object type, time, location, and duration of the event to 
he defined using a mow;e. The user can also select an action for 
the system to take when the event is recognized. This dialog box 
defi.nes one simple event of the comple.."" event sequence . .. .If the 
event is only being defined in order to be used as a sub-event in a 
complex event, the user might not check any action box. No 
action will be taken when the event is recognized except to see if 
it matches the next sub-event in another complex event activation 
or generate a new activation if it matches the first sub-event in a 
complex event (col. 10, 11. 39 to 58; emphasis added.) 

Brill et al. further teaches that, after simple events are defined, the user can define a 

complex event as illustrated in Figure 7, reproduced below with accompanying disclosure: 
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FIC. 7 

After one or more simple events have been defined, the user can 

define a complex event via the dialog box illustrated in FIG. 

7 .... The first list on the [ejlis a scrolling Ii$/. of all the event types 

that have been define,t th:11s far, Tb,:~ lfst ~ill ge111erally include 

both user defined events<tu~d ~Jwtem prjmith1e eve11ts. The second 

list on the right is a list oft#e ,5ub~ewmtsc qf the complex event 

being define~ The sub-event fi~t i's.init.iallyhlatik vd1.en defining a 

new complex event. When the user dotible...elicks with the left 

mouse button on an it,rm in the e1-wt1t list on the l~ft, it is added as 

the next item in the ~;u/J-ew!ttt Ii# on the right. · \Vhen the user 

double-clicks with the right 111oi1se bu.ttqn qn ao item in the event 

list on the left, that item Js also add~d. to the: su:b".::cvent list on the 

right, but as a negated sub-event. The event name is prefixed with 

a tilde ( ~) to indicate that the event is negated. 

In the upper right corner p_fthr Chmplte;.'f. eventilefinition dialog 

box is an option me1111 Wa wkidl the rtser itttllcat'es how the sub

events are to be com,bined. The default seledio.n is "ordered" to 

indicate sequential pr,qce,.~~ilig. ~f.:the stth•evehts, ~fhe other options 

include "all" and "any:/\ .. At the botWtil -of the· dialog box, the user 

can select the actitm :f<> take: when the ikimplex event is 

recognized. ( col. 10, l. 59 to cot 1 :t, J. <)2; etupha.sis added.) 

Thus, at least these references teach the features of the "independence-based elements" 

and the related features of claims 139 and 140. 
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13, ~'phtra:IHy of detected attributes are selected from a grgup consisting, of at least 

one~f'a •i~~hf't);~:·;~~titt¢, aposit.iqn, a:vefochY; a:ndJL~lle~it~~ 

the detected object" · · 

New claims 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, ] 57, and 158 presented in 

the Patent Owner's July 6, 2012 Amendment Reply in the '914 reexamination proceeding recite, 

in slightly varying forms, the feature of "plurality of detected attributes are selected from a group 

consisting of at least one of a size, a shape, a color, a texture, a position, a velocity, and a speed 

of the detected object." 

Requester submits that the citations identified above with respect to items 1-8 disclose 

one or more of these "attributes" and would satisfy the claim requirement. 

14 .... idefifrf)fihgthe eventQf the _6biect occw·!, in t~altitne~~. 

New claims 159, 160, 162, 163, 165, 166, 167, 168, and 170 presented in the Patent 

Owner's July 6, 2012 Amendment Reply in the '914 Proceeding recite, in slightly varying forms, 

the feature of "identifying the event of the object occurs in real time." 

This feature is substantially similar to at least the "real time" identification in claims 11 

and 32, and thus would be disclosed by the references and supporting citations provided for 

claims 11 and 32 in the appended claim charts. 

15. · t'.$:tgring_g~~a:µtlbutest in ame:m:orj:; whcr¢Ltj aj;ml)f,d:qgJheJ!etected 

attributes occ-tlfs atl:er the Jetect§d attiigtit~ have beenstored in ihe metn{'irv•~ · 

New claims 161, 164, 169, and 171 presented in the Patent Owner's July 6, 2012 

Amendment Reply in the '914 Proceeding recite, in slightly varying forms, the feature of 

"storing detected attributes in a memory; wherein analyzing the detected attributes occurs after 

the detected attributes have been stored in the memory" 

The feature of "storing detected attributes in memory" appears in at least claim 7, 9, 28, 

30, and all references cited in the appended chart for these claims would teach this feature, as 

well as the feature of "analyzing the detected attributes occurs after the detected attributes have 

been stored in the memory." 
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16 .. ~:~{}l.ecting user rule cogw;iges sfil¢tin g st1bset srf the pl1!~·alitv q,f 1l1tributes for 

analysis" 

New claim 100 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "selecting user rule comprises selecting subset of the 

plurality of attributes for analysis" 

This feature appears substantially the same in at least claims 2 and 23 of the '923 Patent 

and it does not provide a basis for patentability at least for reasons similar to those set forth in the 

appended claim charts. 

17, j,1foralitv ofattrihutesth!.U.lre.d£!~.cted aredefit~ff 111 adeykep1jQr toa 

selectiot, of a subset of the nlgralitv o{atttihutes" 

New claim 101 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "plurality of attributes that are detected are defined in a 

device prior to a selection of a subset of the plurality of attributes" 

This feature appears at least in claims 3 and 24 of the '923 Patent and it does not provide 

a basis for patentability at least for reasons similar to those set forth in the appended claim charts. 

18. ''no a:rn:tlysi_~ is 1,erfon.ned rm at· le§§! some of the· detected attdbut~ts to detec.t 

an event" 

New claim 102 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "no analysis is perfonned on at least some of the detected 

attributes to detect an event." 

This feature appears at least in claim 4 of the '923 Patent and it does not provide a basis 

for patentability at least for reasons similar to those set forth in the appended claim charts. 

19, :t1JuratLi,y of att:dbutes. incfod£-12lural J>hysical ~ttrihuh:rn, 11e'W .user mle. <UJ!)lieg 

to JlJ'luntljmmbet of phv~icaJ attribule4.'_: 

New claim 103 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "plurality of attributes include plural physical attributes; 

new user rule applied to a plural mm1ber of physical attributes" 

This feature appears substantially the same in claims 5 and 26 of the '923 Patent and it 

does not provide a basis for patentability at least for reasons similar to those set forth in the 

appended claim charts. 
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20. ~':pimality of attributesinelude:plutal J~t@t1ral ~tttibtltes; new ustt.fii.t~ 
applied to a plural number of physical attributes" 

New claim 104 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "plurality of attributes include plural temporal attributes; 

new user rule applied to a plural number of physical attributes" 

This feature appears at least in claims 6 and 27 of the '923 Patent and it does not provide 

a basis for patentability at least for reasons similar to those set forth in the appended claim charts. 

21. ~·storing: detected attrib~ttes in n1er11ory; fden.tif@ng ev~nt<lfthe object by 
analyzing only a subset of the attributes stored in memory" 

New claim 105 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of"storing detected attributes in memory; identifying event 

of the object by analyzing only a subset of the attributes stored in memory" 

This feature appears at least in claims 7 and 28 of the '923 Patent and it does not provide 

a basis for patentability at least for reasons similar to those set forth in the appended claim charts. 

22. "video camera operable to obtainthe video': 

New claim 116 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "video camera operable to obtain the video" 

This feature appears at least in claims 10 and 31 of the '923 Patent and it does not 

provide a basis for patentability at least for reasons similar to those set forth in the appended 

claim charts. 

23. :~~iiJJ;nJtfying .. first ~gent·fo.real.time byttnalyzingt oi:the·plutality o-fatt:fibytes,. 
only a fi.rst selected su.bset of theplurali.ty of attributes" .·· .... 

New claims 117 and 118 presented in the Patent Owner's July 6, 2012 Amendment Reply 

in the '914 Proceeding recites the feature of "identifying first event in real time by analyzing, of 

the plurality of attributes, only a first selected subset of the plurality of attributes" 

This feature appears substantially the same in claims 11 and 32 of the '923 Patent and it 

does not provide a basis for patentability at least for reasons similar to those set forth in the 

appended claim charts. 
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24. ''~el~~tiug. nev(_ps~r.role co111Uri§9~ aq~~!!!£,_J!Jth~.11luralit&.. of aHribu~ 

mllYJt§ekcted filtbse:t of t11e glnraHty of attrihl1tt4$" 

New claim 119 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of"selecting new user rule comprises analyzing, of the 

plurality of attributes, only a selected subset of the plurality of attributes" 

This feature appears in substantially similar for at least in claims 13 and 34 of the '923 

Patent and it does not provide a basis for patentabiHty at least for reasons similar to those set 

forth in the appended claim charts. 

25. "tn~!llQ.tY:.ir conJ1£illred to store. ,H least @ill~- QfJheajJ.ribµtmt\L~-Uea&t:\YQ 

~no.11ths_;jden1ityi_1,g tlt~~evgpt h~Lm:@l)'Zi!lg_gply a selected Slm&g.t oftlt§ 

n1un:t}jty of atttiJJutes indudingJ.he attdhutes storedJhtAt least t\vo_ tn<mtbi.: 

New claim 120 presented in the Patent Owner's July 6, 2012 Amendment Repiy in the 

'914 Proceeding recites the feature of"memory is configured to store at least some of the 

attributes for at least two months; identifying the event by analyzing only a selected subset of the 

plurality of attributes including the attributes stored for at least two months" 

This feature appears in substantially similar for at least in claims 14 and 35 of the '923 

Patent and it does not provide a basis for patentability at least for reasons similar to those set 

forth in the appended claim charts. 

New claim 121 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "identifying event without reprocessing video" 

This feature appears in substantially similar for at least in claims 1, 9, 22, and 36 of the 

'923 Patent and it does not provide a basis for patentability at least for reasons similar to those 

set forth in the appended claim charts. 

2 7, 5!denti fvi!UL£1'entJ?J?: analvzjng at least hVo sefeq_~~dllletsical. attrihutes o(Jhe. 

WJ}ralitv ofattr;Lbut~_i: 

New claim 122 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "identifying event by analyzing at least two selected 

physical attributes of the plurality of attributes" 

89 

esperw
Sticky Note
None set by esperw

esperw
Sticky Note
MigrationNone set by esperw

esperw
Sticky Note
Unmarked set by esperw



This feature appears in substantially similar for at least in claims 15 and 37 of the '923 

Patent and it does not provide a basis for patentability at least for reasons similar to those set 

forth in the appended claim charts. 

28, '"id~ntifx eventby at)al:yzing r1 s:etection t)f .individua] rmes ofth2'"'det~ted 

plural attributes" 

New claim 123 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "identify event by analyzing a selection of individua1 ones 

of the detected plural attributes" 

This feature appears in substantially similar for at least in claims 16 and 38 of the '923 

Patent and it does not provide a basis for patentability at least for reasons similar to those set 

forth in the appended claim charts. 

29. "phiqil Mjti.butcs de,f~:~ted arc defined in viditQ devic(~.ind~txmdent. of sele~tion 

gJ t11e detected plura.Lfilt:!~ibu:te.s" 

New claim 124 presented in the Patent Ovvner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "plural attributes detected are defined in video device 

independent of selection of the detected plural attributes" 

This feature appears in substantially similar for at least in claims 17 and 39 of the '923 

Patent and it does not provide a basis for patentability at least for reasons similar to those set 

forth in the appended claim charts. 

30. "configured as video surveillance device" 

New claim 125 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "configured as video surveillance device" 

This feature appears in substantially similar for at least in claims 18 and 40 of the '923 

Patent and it does not provide a basis for patent.ability at least for reasons similar to those set 

forth in the appended claim charts. 

31. "video sensors" 

New claim 126 presented in the Patent Owner's July 6, 2012 Amendment Reply in the 

'914 Proceeding recites the feature of "video sensors" 
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This fe'ature appears in substantially similar for at least in claims 19 and 41 of the '923 

Patent and it does not provide a basis for patentability at least for reasons similar to those set 

forth in the appended claim charts. 

32. New fudependent Claims 

In the Amendment and Reply in the '914 reexamination, Patent Ov.,ner submitted new 

independent claims 99, 114, 115, 137, 138. The features of each of these claims are either 

substantially present in existing independent claims of the '923 or features similar to those 

discussed above with respect to the new dependent claims. 

With respect to the limitations of "automatically detecting" set forth in, e.g., claims 114 

and 115, Requester submits that such automation of known, manual steps is an insufficient basis 

to establish patentability. See, e.g., In re Venner, 262 F.2d 91, 95, 120 USPQ 193, 194 (CCPA 

1958); M.P.E.P. § 2144.04(UI). 

X. CONCLUSION 

Based on the above remarks, including the charts appended hereto, it is respectfully 

submitted that substantial new questions of patentability have been raised with respect to claims 

1-41 of the '923 Patent. Therefore, reexamination of claims 1-41 is respectfully requested. 

Any fee due for this reexamination may be charged to Deposit Account No. 50-3828. 

Date: May 23, 2013 

Respectfully submitted, 

By: I Allison M. Tulino/ 

Allison M. Tulino 
Registration No. 48,294 

MUNCY, GEISSLER, OLDS & LOWE, PLLC 
4000 Legato Road, Suite 310 
Fairfax, VA 22033 
(703) 621-7140 (telephone) 
(703) 621-7155 (facsimile) 
CUSTOMER NO. 6060 l 

Attorney for Requester 
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