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Abstract

Smart video cameras analyze the video stream and
translate if into a description of the scene in terms
of objects, object motions, and events, This paper
describes a set of algorithms for the core computa-
tions needed to baild smart cameras. Together
these algorithms make up the Autonomous Video
Surveillance (AVS) system, 4 general-purpose
framework for moving object detection and event
recognition. Moving objects are detected using
change detection, and are tracked using first-order
prediction and nearest neighbor matching. Events
are recognized by applying predicates ta the graph
formed by linking corresponding objects in succes-
sive frames.The AVS algorithms have been used to
create several novel video surveillance applica-
tions. These include a video surveillance shell that

allows a hurnan to monitor the outputs of multiple
cameras, a system that takes a single high-quality
snapshot of every person who enters its field of
view, and a system that learns the structure of the
monitored environment by watching humans move
around in the scene.

1 Introduction

Video cameras today produce images, which must
be examined by humans in order to be useful. Fu-
ture ‘smart’ video cameras will praduce infor-
mation, inchiding descriptions of the environment
they are monitoring and the events taking place in
it. The information they produce may inchide im~-

The research described in this report was sponsored in part by
the DARPA Image Understanding Program.
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ages and video clips, but these will be carefully
selected to maximize their useful information con-

ient. The symbolic information and images from
smart cameras will be filtered by programs that ex-
tract data relevant to particular tasks. This filtering
process will enable a single human to monitor hun-
dreds or thousands of video streams.

in pursuit of ovr research objectives [Flinchbaugh,
1997}, we are developing the technology needed to
make smart cameras a reality. Two fundamental ca-
pabilities are needed. The first is the ability to
describe scenes in terms of object motions and in-
teractions. The second is the ability ts recognize
important events that occur in the scene, and to
pickout those that are relevant to the current task.
These capabilities make it possible to develop a va-
riety of novel and useful video surveillance
applications.

1.1 Video Surveillance and Monitoring
Scenarios

Our work is motivated by a several types of video
surveillance and monitoring scenarios.

Indoor Surveillance: Indoor surveillance provides
information about areas such as building lobbies,
hallways, and offices. Monitoring tasks in Iobbies
and hallways include detection of peaple depasit-
ing things (e.g., unattended luggage in an airport
founge), removing things (e.z., theft}, or loitering.
Office monitoring tasks typically require informa-
tion about people's identities: in an office, for
example, the office owner may do anything at any
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time, but other people should not open desk draw-
ers or operate the computer unless the owner is
present, Cleaning staff may come in at might to vac-
uum and empty trash cans, but should not handle
objects on the desk.

Outdoor Surveillance: Outdoor surveillance in-

chides tasks such as monitoring a site perimeter for
intrusion or threats from vehicles (e.g., car bombs).
In military applications, video survedlance can
function as a seniry or forward observer, e.g. by
notifying commanders when enemy soldiers
emerge from a wooded area or cross a road.

In order for smart cameras to be practical for real-
world tasks, the algorithms they use must be ro-
bust. Current commercial video surveillance

systems have a high false alarm rate [Ringler and
Hoover, 1995], which renders them useless for
most applications. For this reason, our research
stresses robustness and quantification of detection
and false alarm rates. Smart camera algorithms
must also oun effectively on low-cost platforms, so
that they can be implemented in small, low-power
packages and can be used im large numbers. Study-
ing algorithms that can run in near real time makes
it practical to conduct extensive evaluation and
testing of systems, and may enable worthwhile
near-term applications as well as contributing to
long-term research goals.

1.2 Approach

The first step in processing a video stream for sur-
veillance purposes is to identify the important
objects in the scene. In this paper it is assumed that
the important objects are those that move indepen-
dently, Camera parameters are assumed to be fixed.
This allows the use of simple change detection to
identify moving objects. Where use of moving
cameras is necessary, stabilization hardware and
stabilized moving object detection algorithms can
be used (e.g. [Burt et al, 1989, Nelson, 1991], The
use of criteria other than motion fe.g., salience
based on shape or color, or more general object
recognition) is compatible with our approach, but
these criteria are not used in our current

applications,

Our event recognition algorithms are based on
graph matching. Moving objects in the image are
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tracked over time. Observations of an object in suc-
cessive video frames are linked to form a directed

graph (the motion graph}. Events are defined in
terms of predicates on the motion graph. For in-
stance, the beginning of a chain of successive
observations of an object is defined to be an EN-
TER event. Event detection is described in more

detail below.

Our approach to video surveillance stresses 2D,
image-based algorithms and simple, low-level ob-
ject representations that can be extracted reliably
from the video sequence. This emphasis yields a
high level of robustness and low computational
cost. Object recognition and other detailed analy-
ses are used only after the systern has determined
that the objects in question are interesting and mer-
it further investigation.

L3 Research Strategy

The primary technical goal ofthis research is to de-
velop general-purpose algonthms for moving
object detection and event recognition. These algo-
rims comprise the Axtenemous Video
Surveillance (AVS) system, a modular framework
for building video surveillance applications. AVS
is designed to be updated to incorporate better core
algorithms or to tune the processing to specific do-
mains as our research progresses,

In order to evaluate the AVS core algorithms and
event recognition and tracking framework, we use
them to develop applications motivated by the sur-
veillance scenarios described above. The

applications are smali-scale implementations of fu-
ture smart camera systems. They are designed for
long-term operation, and are evaluated by allowing
them te mn for long periods (hours or days) and
analyzing their output.

The remainder of this paper is organized as fol-
lows. The next section discusses related work.

Section 3 presents the core moving object detection
and event recognition algorithms, and the mecha-
nism used te establish the 3D positions of objects.
Section 4 presents applications that have been built
using the AVS framework. The fina! section dis-
cusses the current state of the system and our
future plans.
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2 Related Work

Our overall approach to video surveillance has
been influenced by interest in selective attention
and task-oriented processing [Swain and Stricker,
1991, Rimey and Brown, 1993, Camus et al,
1993]. The fundamental problem with current vid-
ex surveillance technology is that the useful
information density of the images delivered to a
hurnan is very law; the vast majority of surveil-
lance video frames contain no useful information

at al, The fundamental role of the smart camera

deserthed above is ta reduce the volume of data

produced by the camera, and increase the value of
that data. It does this by discarding irrelevant
frames, and by expressing the information in the
relevant frames primarily in symbolic form.

2.1 Moving Object Detection

Most algorithms for moving object detection using
fixed cameras work by comparing incoming video
frames to a reference image, and attributing signifi-
cant differences either to motion or to noise. The

algorithms differ in the form of the comparison op-
erator they ase, and in the way in which the
reference image is maintained. Simple intensity
differencing followed by thresholding is widely
used [Jain et al., 1979, Yalamanchili et al., 1982,
Kelly et al., 1995, Bobick and Davis, 1996, Court-
ney, [997] because it i8 computationally
inexpensive and works guite well in many indoor
environments. Same algorithms provide a means of
adapting the reference image over time, in order fo
track slow changes in lighting conditions and/or
changes in the environment [Karmann and von
Brandt, 1990, Makarov, 1996a]. Some also filter
the image to reduce or remove low spatial frequen-
cy content, which again makes the detector fess
sensitive to lighting changes {Makarov et al.,
1996b, Keller et al., 19941.

Recent wark [Pentland, 1996, Kahn et al., 1996]
has extended the basic change detection paradigm
by replacing the reference image with a statistical
model of the background. The comparison operator
becomes a statistical test that estimates the proba-
bility that the observed pixel value belangs to the
background,

161.

Gur baseline change detection algorithm uses
thresholded absolute differencing, since this works
well for our indoor surveillance scenarios, For ap-
plications where Hghting change is a problem, we
use the adaptive reference frame algorithm of Kar-
mann and von Brandt [1990]. We are also
expenmenting with a probabilistic change detector
stmilar to Pinder [Pentland, 1996.

Our work assumes fixed cameras. When the cam-

era is not fixed, simple change detection cannot be
used because of background motion. One approach
to this problem is to treat the scene as a collection
of independently moving objects, and to detect and
ignore the visual motion due te camera motion
fe.g. Burt et al, 1989] Other researchers have pro-
posed ways of detecting features of the optical flaw
that are Inconsistent with a hypeathesis of self mo-
tion [Nelson, 1991].

In many of our applications moving object detwe-
tion is a prelude to person detection. There has
been significant recent progress in the development
of algorithms to locate and track humans. Pfinder
(cited above) uses a coarse statistical model of hn-

man body geometry and motion to estimate the
likelihood that a given pixel is part of a human.
Several researchers have described methods of

tracking human body and imb movements [Gavri-
fa and Davis, 1996, Kakadiaris and Metaxas, 1996]
and locating faces in images [Sung and Poggio,
1994, Rewley et al., [996]. Intille and Bobick
{1995] describe methods of tracking humans
through episodes of mutual occlusion in a highly
structured environment. We do not currently make
use of these techniques in live experiments because
of their computational cost. However, we expect
that this type of analysis will eventually be an im-
portant part of smart camera processing.

2.2 Event Recognition

Mosi work on event recognition has focussed on
events that consist of a well-defined sequence of
primitive motions. This class of events can be con-
verted into spatiotemporal patterns and recognized
using statistical pattern matching techniques. A
number of researchers have demonstrated algo-
rithms for recagnizing gestures and sign language
fe.g., Stamer and Pentland, 1995}. Robick and
Davis [1996] describe a method ofrecognizing ste-
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Video Frame

Figur: f: Image procesaine steps for moving object detection,

Reference image

reotypical motion pattem corresponding i
aétions such as sittingdown, walking, or waving.

Cer approach ia event recognition is based on the
video database indexing work of Courtney [199774,
which imrodaced the use af predicates on the mo-
tat graph fo represent events. Motion graphs are
welf sulted fo representing abstract, generic events
such aa “depositing an obyeer’ or “coming Hi reat’,
witch are difcult ts captons using the pattern:
based anproaches ssferred tn above. On the other
hand, pattern-hases! approaches can represent cam
plex motions auch as “throwing an abject or
waving’which would be dificult to express ualng.
motion graphs. fois Akely that both pattern-based
anit abstract event recognitian techmqass etl be
neededt3 handle the full range af events thal are of
mterest in surveillance, applications.

3 AYS Tracking and Event Recognition
Algerithms

This section deserihes thecore icchnologias. that
provide the wider surveillance and niinitoring ca-
pabiitics af the AVS systers. There are threes key
lachnologige: moving object detection, vidual
tracking, and event recognition, The moving ohjset
detection routines determine when one or mare ob

jocks onier a monitored scene, decide which pixels
in a given video frame correspand ky the moving
objects versas which pixels correspond to the back~
ground, and fom a simple representation afthe
oblsct’s gnage in the video frame. This represente-
tion is seferred to ae a motion region, and lt exists
ia a aingle video frame, as distinguished fromthe
warkd adjecis which exist in the world and give rise
to ghe moths Melons.

 
Difference image Thresholded tmage

Visual tracking consists of determining carrespon-
ences between the matin regians over 2
sequence ofvuleo frames, and maintaining a single
representation, or raed, for the world object which
gave tise ta the sequienceaf motion regions in the
sequencs of frames. Mnally, event recognition is &
means af analyaimgthe collection of tracks m order
to identify events af interest ineoiving the world
abjects represented by the tracks.

3.4 MovingObject Detection

The muving object detection teckhnslazy we em-
ploy isa 2D changedetection technique siralar to
thal deseribed in Jain ef al. [1878 anc Yalamas-
chit ct al [1982] Brier to activation ef the
moniforing sysinm, an image of the background,
Le. Sn imaie of the scene which canigis neo ies
ing ar otherwise infersaling objects, ig captured to
aurveaethe refererce image. When tis syste8 by
iperation, the absolute diffeames of the cirent
video frame from the reference page ja compated
te prodare a diffivence image, The difference im
age is Gren thresholded af an appropriate value to
abtain a binary image in which the “offpixels rep-
resent backersnind pixels, and the “on” pixels
represent “moving abiet pixels. The foer-con-
nected componente af moving object pixels in the
thresholted imageare the niiinn reginma (See Pig-
urei}.

Simple appliosti¢n af rhe abject detection proce-
dure ouilined above results In a numer of srrors,

largely due io the houtations af threshelding. Hfibe
threshold ased is toofew, camera aeins and shad-
aws WHT producespurious objects: whereas of the
thrashakd as ton high, sarne portions af the objects
in the scene yell fail fe be separated from the back-
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