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ultraviolet illumination apparatus forfluorescence imag-
ine. In order to remove the specular reflection, one or
more polarization elements are disposed along the opti-
cal axis. Afilteris disposed along the optical axis to block
narrow—band ultraviolet light, and a switch for selecting
one of the operation modes.
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Description

FIELD OF THE INVENTION

[0001] This invention generally relates to methods and
apparatus for dental imaging and more particularly re—
lates to an intra-oral camera apparatus that includes ca—
pabilities forcaries detection as well asfor shade match-
ing.

BACKGROUND OF THE INVENTION

[0002] Digital imaging has been adapted to serve den—
tistry for both diagnostic and cosmetic purposes. For ex—
ample, there have been a number of dental imaging sys-
tems developed for diagnosis of dental caries in its var—
ious stages, capable of assisting in this diagnostic task
without the use of x—rays or other ionizing radiation. One
method that has been commercialized employs fluores-
cence, caused when teeth are illuminated with high in-
tensity blue light. This technique, termed Light-Induced
Fluorescence (LIF), operates on the principle thatsound,
healthy tooth tissue yields a higher intensity of fluores-
cence under excitation from some wavelengths than
does de-mineralized tooth tissue that has been damaged
by caries infection. The strong correlation between min-
eral loss and loss of fluorescence for blue light excitation
is then used to identify and assess carious areas of the
tooth. A different relationship has been found for red light
excitation, a region of the spectrum for which bacteria
and bacterial by—products in carious regions absorb and
fluoresce more pro nouncedly than do healthy areas. Uti-
lizing this behavior, U.S. Patent No. 4,290,433 entitled
"Method and Apparatus for Detecting the Presence of
Caries in Teeth Using Visible Luminescence" to Alfano
discloses a method to detect caries by comparing the
excited luminescence in two wavelengths. The use of
fluorescence effects forcaries detection is also described

in U.S. Patent No. 623‘ ,338 entitled "Method and Ape
paratus for the Detection of Carious Activity of a Carious
Lesion in aTooth" to de Josselin de Jong et ai.
[0003] Reflectance characteristics ofvisible light have
also been used for oral caries diagnosis. For example,
U.S. Patent No. 4,479,499 entitled "Method and Appa-
ratus for Detectingthe Presence of Caries in Teeth Using
Visible Light" to Alfano describes a method to detect car-
ies by comparing the intensity of the light scattered at
two differentwavelengths. Commonly assigned U.S. Pat-
ent Application Publication 2007/0099148, previously
mentioned, describes an improved method for caries de-
tection that combines both fluorescence and reflectance
effects.

[0004] Among commercialized products for diagnostic
dental imaging using fluorescence behavior is the QLF
Clinical System from Inspektor Research Systems BV,
Amsterdam, The Netherlands, described in U.S. Patent
6,231,338. Using a different approach, the Diagnodent
Laser Caries Detection Aid from KaVo Dental GmbH,
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Biberach, Germany, described in U.S. Patent6,024,562,
detects caries activity monitoring the intensity of fluores—
cence of bacterial by-products under illumination from
red light. Othercommercial products, such as the DiFOTl
systemfrom Electro-Optical Sciences, lrvington, NY, de-
scribed in U.S. Patent 6,672,868, use transmission of
light through the tooth structure for diagnostic imaging.
[0005] Diagnostic imaging methods have been devel-
oped for use with hand-held devices. For example, U.S.
Patent Application Publication 2005/0003323, entitled
"Diagnostic Imaging Apparatus" by Naoki Katsuda et al.
describes a complex hand-held imaging apparatus suit-
able for medical or dental applications, using fluores-
cence and reflectance imaging. The’3323 Katsuda et al.
disclosure shows an apparatus that receives the reflec-
tion light from the diagnostic object and/or the fluores-
cence of the diagnostic object with different light irradia-
tion. However, with such an approach, any unwanted
specular reflection produces false positive results in re-
flectance imaging. Moreover, with the various illumina-
tion embodiments disclosed, the illumination directed to-
ward a tooth or other diagnostic object is not uniform,
since the light source is in close proximity to the diagnos-
tic object.
[0006] Cosmetic dentistry has also taken advantage
of digital imaging capability to some extent, primarily for
shade-matching in tooth restoration or replacement.
There have been numerous solutions proposed for pro-
viding some form of automated shade matching to assist
the dentist. A few examples are given in U.S. Patents
No. 6,132,210 and 6,305,933, both entitled "Tooth Shade
Analyzer System and Methods” both to Lehmann; and
in U.S. PatentApplication Publication No. 200510074718
entitled "Tooth Shade Scan System and Method" to Gra-
ham et al. Apparatus solutions for cosmetic imaging are
outlined, for example, in international Publication No.
W02005/080929 entitled ”Equipment and Method for
Measuring Dental Shade" by lnglese and in U.S. Patent
No. 4,581, 81 1 entitled "Remote Color Measurement Dee
vice" to O’Brien. Commercialized hand-held products di-
rected to shade matching include the ShadeScan'"I sys-
tem from Cyn ovad, Montreal, CA, described in Cynovad
brochure 1019 of February 2002; and the Shade-Rite1M
Dental Vision System from X-Ftite lnc., Grandville, MI,
described in U.S. Patent 7,030,986. Notably, hand-held
shade-matching systems are not designed for ease of
access to any but the front teeth Conventional shade—
matching techniques can match tooth color acceptably,
but may not provide enough data for providing a substi-
tute tooth that appears real and exhibits some amount
of translucence. This is largely because conventional
cosmetic imaging systems are directed primarily to color
matching, but provide insufficient information on tooth
translucency and surface texture. For cosmetic systems
that measure translucency, little or no attention is paid
to uniformity of illumination. This results in an uneven
distribution of light and reduces the overall accuracy of
the system for measuring tooth translucency.
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[0007] In spite of the growing range of imaging devices
that is now available to the dental practitioner for diag—
nostic and cosmetic purposes, there is still room for im-
provement. Diagnostic imaging apparatus and shade—
matching systems are still separate pieces of equipment,
each system having its own requirements for system op—
tics. lo a large extent, this is the result oftheir different
functions, affecting numerous components from illumi-
nation, light shaping, and imaging subsystems. For ex—
ample, the illumination requirements for diagnostic ime
aging, largely using fluorescence effects, differ signifi-
cantly from those of cosmetic imaging, which largely em-
ploys reflective light. Specular reflection can be undesir—
able for both diagnostic and cosmetic imaging, but must
be compensated in different ways for each type of imag-
ing. Image sensing, the use of polarization and spectral
content, and otherfeatures further differentiate diagnos-
tic from cosmetic systems. Thus, it would be advanta—
geous to provide an intra—oral camera that could be used
for both diagnostic and cosmetic functions.

SUMMARY OF THE INVENTION

[0008] An object of the present invention is to provide
improved apparatus and methods for dental imaging.
With this object in mind, the present invention provides
an apparatus forobtaining an image of atooth comprising
at least one image sensor disposed along an optical axis;
at least one broadband illumination apparatus for reflect—
ance imaging; a narrow—band ultraviolet illumination ap—
paratus for fluorescence imaging; one or more polariza—
tion elements disposed along the optical axis to eliminate
specular reflection; afilter disposed alongthe optical axis
to block narrow-band ultraviolet light; and a switch for
selecting one of the operation modes of reflectance and
fluorescence imaging.
[0009] An embodiment of the method ofthe invention
is useful for obtaining images of a tooth for cosmetic im—
aging and comprises steps of directing lightfrom the light
source to tooth for obtaining a monochromatic image for
translucency measurement; directing polarized visible
light from one or more color light sources to the tooth for
obtaining a polarized color reflectance image; calibrating
the illumination uniformity andtooth shape; calculating a
tooth shadefortooth restoration accordingto the images
obtained; displaying a simulated image of the tooth using
the calculated shade information; obtaining customer
feedback on the displayed image; and sending or saving
the tooth shade information.

[0010] A feature of the present invention is that it uti-
lizes a common optical system for both diagnostic and
cosmetic imaging. An advantage ofthe present invention
is that it provides a single imaging instrument for a range
of dental applications.
[0011] These and other objects, features, and advan-
tages of the present invention will become apparent to
those skilled in the art upon a reading of the following
detailed description when taken in conjunction with the
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drawings wherein there is shown and described an illus-
trative embodiment of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] While the specification concludes with claims
particularlypointing out and distinctlyclaimingthe subject
matter of the present invention, it is believed that the in-
vention will be better understood from the following de—
scription when taken in conjunction with the accompanye
ing drawings, wherein:

Figure 1 is a schematic block diagram of an imaging
apparatus for caries detection and shade matching
according to one embodiment;
Figure 2 is a schematic block diagram of an imaging
probe for diagnostic and cosmetic imaging;
Figures 3a to 3d show example schematic diagrams
for different arrangements of components suitable
for use as an illumination apparatus in embodiments
of the present invention;
Figure 4 is a schematic block diagram of an imaging
probe configured for diagnostic imaging;
Figure 5 shows, in a front view taken along line 5-5
of Figure4, one arrangementfor multiple illumination
apparatus used in the embodiment shown in Figure
4.

Figure 6 shows an alternate embodiment ofthe im-
aging probe that employs a fold mirrorfor improved
access to tooth su rfaces;
Figure 7 shows another alternate embodiment of the
diagnostic mode optical path using a polarization
beamsplitter;
Figures 8a and 8b showtwo oonfigurationsfor a color
sequential illumination method;
Figures 9a and 9b show two embodiments of an at-
tachment for capture of transmitted light;
Figure 10 shows an arrangement of probe 100 with
two sensors;
Figure 11 shows an arrangement of probe 100 with
three sensors;
Figure 12 shows an arrangement of probe 100 with
three sensing regions;
Figure 13 shows a point-based method for measur-
ing tooth translucency:
Figure 14 is a logic flow diagram showing how the
imaging apparatus of the present invention can be
operated in either diagnostic or cosmetic modes;
Figure 15 is a logic flow diagram that shows how
processor logic uses the transluce ncy and color data
obtained in the process of Figure 1 4to provide shade
matching; and
Figure 16 shows an alternative arrangement of light
sources suitable for use in the apparatus of the in?
vention.
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DETAILED DESCRIPTION OF THE INVENTION

[0013] The method and apparatus of the present in-
vention combine both diagnostic and cosmeticfunctions
to provide a versatile intra-oral imaging system for use
by dental practitioners. As noted earlier in the back—
ground section, there are significant differences in re—
quirements between diagnostic and cosmetic imaging,
including different light source and optical system re—
quirements, appropriate compensation for specular ref
flectlon, and different image processing. Moreover, cos-
meticimaging itself is complex and can involve morethan
merely shade matching. In addition to matching color,
accurate cosmetic imaging also requires that additional
information on more subtle tooth features be obtained,
including translucency, surface texture, gloss, and other
characteristics.

[0014] Commonly assigned U.S. Patent Application
Publication No. 200710099148, previously mentioned
and incorporated herein by reference, describes a diag-
nostic imaging approach that combines both fluores-
cence and reflectance effects in order to provide Fluo—
rescence Imaging with Reflectance Enhancement
(FIRE). Advantageously, FIRE detection can be accurate
at an earlier stage of caries infection than has been ex-
hibited using existing fluorescence approaches that
measure fluorescence alone. The apparatus and meth—
ods of the present invention further expand upon the use
of FIRE imaging, as described in detail in the ’9148 ap—
plication, in order to provide the added advantages of
cosmetic imaging when using a single intra-oral camera.
[0015] The schematic block diagram of Figure 1 shows
basic components of an imaging apparatus 150 for both
diagnostic and cosmetic intra-oral imaging in one em-
bodiment. An imaging probe 100 is uscdto obtain images
from atooth 20, either for diagnostic or cosmetic purpos-
es. A control logic prooessor 140 communicates with
probe 1 OOto obtain the image data and providesthe proc—
essed image on a display 142.
[0016] Imaging apparatus 150 can operate in either of
two modes: a diagnostic mode or a cosmetic imaging
mode. Subsequent embodiments give examples show-
Ing how operation in either orboth modes can be obtained
using a suitable configuration of probe 100 and adapting
the illumination, data collection, imaging processing, and
data recording and display functions accordingly.
[0017] The schematic diagram of Figure 2 shows an
embodiment of imaging probe 100 that can be used for
both diagnostic and cosmetic imaging purposes. Probe
100 has a handle 32 and aprobe extension 40. A common
optical axis 0 applies for both diagnostic and cosmetic
image capture. Illumination for any type of image is pro-
vided from one or more of illumination apparatus 12a,
12b, 12c, or 12d, which include light sources and beam
shaping optical elements. An optional attachment 30 pro-
vides illumination fortranslucency measurement. Probe
100 also includes a mode switch 36 which is used to

select either of the operating modes: diagnostic or cos-
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metic.Animaging assembly34containstheimagingsen-
sor and its supporting optical components, as described
subsequently.
[0018] Each of illumination apparatus 12a—12d may
have both light source and beam shaping optics. Each
illumination apparatus could have its own light source,
or a Single light source could serve for multiple illumina-
tion apparatus 12a-12d, provided with an appropriate
spectral selection filter for each illumination apparatus,
for example. The light source could be a solidestate light
source, such as a light emitting diode (LED) or laser, or
could be a broadband light source such as xenon arc
lamp or othertype of light source.
[0019] Figures 3a to 3d show example schematic dia—
grams for different arrangements of components that
could be used for illumination apparatus 12a—12d in em-
bodiments of the present invention. Each of these con-
figurations has a light source 21. Beam—shaping optical
elements 22, such as beam-shaping components 22a,
22b, or 22c condition and shape the light for uniform il-
lumination on the tooth surface. If the beam profile from
the light source is unifon'n enough for illumination on the
tooth surface, no beam shaping optics are needed. Beam
shaping component 22a of Figure 3a is a diffuser. Beam
shaping component 22b of Figure 3b is a spherical or
aspherical optical element. Beam shaping component
22c of Figure 3c is a light pipe. Figure 3d shows a con—
figuration using a number of these different components
in combination within an illumination apparatus. Other
beam shaping components that are part of illumination
apparatus 12a— 12d can include light guiding or light dis—
tributing structures such as an optical fiberora liquid light
guide, forexample (not shown). The light level is typically
a few milliwatts in intensity, but can be more or less, de-
pending on the light shaping and sensing components
used.

[0020] Each illumination apparatus 12a -12d can be
arranged in a number of ways, as shown in detail sub-
seq uently. Light source 21 for each illumination appara
tus emits light with appropriate wavelengths for each dif-
ferent imaging mode. In one embodiment, for example,
lightsource 21 in illumination apparatus i2aemits broad-
band visible light (400nm — 700nm) for polarized reflect—
ance imaging, or a combination from light sources with
different spectrum, such as a combination of Red, Green
and Blue light emitting diodes (LEDs). Light source 21 in
illumination apparatus 12b emits narrow band ultraviolet
(UV) light (375nm - 425nm) to excite tooth fluorescence.
Light source 21 in illumination apparatus 12cemits Near-
lnfrared (NIR) lightfortranslucency measurement. Light
source 21 in illumination apparatus 12d emits blue light
or UV for tooth surface texture measurement. The light
used in the illumination apparatus 12a can be also ob-
tained from other sources, such as a daylight simulator.

Diagnostic Imaging Mode

[0021] The schematic diagrams of Figures 4 and 5
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show probe 100 as configured for diagnostic imaging.
Probe 100 has a handle 32 and a probe extension 40
that is designed for insertion into the mouth for both im-
aging modes. Illumination apparatus 12a, with the coop—
eration of polarizer 42a, which is placed in front of the
illumination apparatus 123, provides uniform polarized
white light illumination on the tooth surface for polarized
reflectance imaging. Illumination apparatus 12b directs
UV light toward tooth 20 through a bandpass filter 46 to
excite fluorescence in the tooth. Bandpass filter 46 is an
option and is helpful for improving spectral purity of illu-
mination from the light source in illumination apparatus
12b.

[0022] Light reflected from tooth 20 passes through a
central opening among the illumination apparatus and
through an analyzer 44. One or more lenses 66 then di—
rect reflected light through a spectral filter 56. Spectral
filter 56 has a long pass that captures fluorescence data
over a range of suitable wavelengths and blocks the ex-
citation light from the light source. In orderto obtain a
true color reflectance image, the cut-off wavelength of
the spectral filter 56 is selected so that it can block the
excitation light from illumination apparatus 12b, but not
blockthe blue portion of the light from illumination appa—
ratus 12a. The fluorescence image that has been ob-
tained from tooth 20 can have a relative broad spectral
distribution in the visible range, with light emitted that is
outside the wavelength range of the light used for exci-
tation. The fluorescence emission is typically between
about 450 nm and 600 nm, while generally peaking in
the green region, roughly from around 510 nm to about
550 nm. A sensor 68 obtains the fluorescence image,
typically using the green color plane. However, other
ranges ofthe visible spectrum could also be used in other
embodiments. Whentaking fluorescence image, analyze
er 44 can be moved out of the optical axis 0 if necessary
to increase the fluorescence signal. Referring back to
Figure 1, this image data can then be transmitted back
to control logic processor 140 forprocessing and display.
[0023] Still referring to Figures 4 and 5, polarized re-
flectance image data is also obtained using many of the
same components. An illumination apparatus 12a directs
visible light, such as awhlte light or other broadband light,
through a polarizer 42a, and toward tooth 20. Analyzer
44, whose transmission axis is oriented orthogonallywith
respect to the transmission axis of polarizer 42, rejects
light from specular reflection and transmits light used to
form the reflectance image onto sensor 68. Filter 56 may
be removed out of the optical axis 0 or replaced with
anotherfilter element as needed.

[0024] Sensor 68 may be any of a number of types of
imaging sensing component, such as a complementary
metal-oxide-semiconductor (CMOS) or charge-coupled
device (CCD) sensor. Light sources used in illumination
apparatus 12a and 12b can be lasers or other solid-state
sources, such as combinations using one or more light
emitting diodes (LEDs). Alternately, a broadband source,
such as a xenon lamp having a supporting colorfilter for
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passing the desired wavelengths, could be used.
[0025] Figure 5 shows one arrangement for multiple
illumination apparatus used in the embodiment shown in
Figure 4. As Figure 4 showed, probe 100 has multiple
illumination apparatus 12a, 12b, 12c, and 12d. Illumina-
tion apparatus that have the same light spectrum are
arranged to be symmetric to the optical axis of the Imag—
ing optics for a uniform illumination.
[0026] The imaging optics, represented as lens 66 in
Figure 4, could include any suitable arrangement of op
tical components, with possible configurations ranging
from a single lens component to a multi-element lens.
Clear imaging of the tooth surface, which is not flat but
can have areas that are both smoothly contoured and
highly ridged, requires that imaging optics have sufficient
depth of field. Preferably, for optimal resolution, the im—
aging optics provides an image size that is suited to the
aspect ratio of sensor 68.
[0027] Camera controls are suitably adjusted for ob-
tainingeachtype of diagnosticimage. Forexample, when
capturingthefluorescence image, itis necessaryto make
appropriate exposure adjustments for gain, shutter
speed, and aperture,sincethisimage may notbeintense.
When sensor 68 is a color sensor, color filtering can be
performed by colorfilter arrays (CFA) on the camera im-
age sensor. That is, a single exposure can capture both
back-scattered reflectance and fluorescence images. In
one embodiment, the reflectance image is captured in
the blue color plane; simultaneously, the fluorescence
image is captured in the green color plane.
[0028] Image processing by imaging apparatus 150
(Figure 1) combines the reflectance and fluorescence
images in order to obtain a contrast-enhanced image
showing caries regions, as is described in the ‘9148
Wong et al. application. Various methods can be used
forprocessing, combining, and displayingthe images ob-
tained.

[0029] Figure 6 shows an alternate embodiment of
probe 100 that employs a fold mirror 18 for improved
access totooth 20 surfaces. This fold mirror is necessary
in order to access the buccal surface of the molars and

the occlusal and lingual surface of all teeth. Figure 7
shows another alternate embodiment of the diagnostic
mode optical path using a polarization beamsplitter 38.
An illumination apparatus 14 provides light of one polar-
ization directedthrough a beam shaping optical element
14a from a light source 14b, which is reflected from po—
larization beamsplitter 38 and directed toward tooth 20.
Beam shaping optical element 14a shapes the lightfrom
an illumination apparatus 14 to provide uniform illumina-
tion on the tooth surface. Reflected light of the opposite
polarization state is thentransmitted through polarization
beamsplitter 38 toward sensor 68. This arrangement re-
moves specular reflected lightfrom other scattered light,
so that the returned light includes a high proportion of
reflectance light from caries sites. Usingthe arrangement
of Figure 7, illumination apparatus 14 can be selected
from a number of configurations, such as a combination

0359



9 EP 2 241 248 A2 10

of the light sources with differentwavelengths ora single
light source with spectrum selection filter. The light
source 14b can also be outside of the handheld probe
and the light delivered to the beam shaping optical ele—
ment14athrough an opticalfiberor otherlight guide such
as a liquid light guide. One advantage of this embodiment
is that illumination apparatus 14 can be easily changed
to meet different applications. For example, illumination
apparatus 14 can be changed to provide a daylight sim—
ulator for dental shade matching in cosmetic imaging
mode, as is described subsequently.

Cosmetic Imaging Mode

[0030] When switched to cosmetic imaging mode,
probe 100 operates under a different set of requirements.
In this mode the illumination sources and optical path are
suitably configured forthetypes of measurementthat are
of particular interest for cosmetic imaging. This includes
the following:

(i) Color shade measurement;
(ii) Translucency measurement; and
(iii) Surface texture or gloss measurement.

[0031] In embodiments of the current invention, color
shade measurementcan be obtained using a number of
approaches. In one approach, illumination is provided
from polarized Red (R), Green (G), and Blue (B) light
sources, sequentially. The resulting R, G, B images are
then captured in sequence. The tooth shade can be cal—
culated from the RGB images that are obtained. In an
alternate approach, a polarized white light source is used
as source illumination. The color shade of the tooth is

then calculatedfrom data in RGB planes ofthe white light
image.
[0032] In one conventional method, unpolarized light
is used in tooth shade measurement. One problem with
unpolarized light illumination relates to specular reflece
tion. The lightfrom specular reflection has the same spec-
trum as the illumination light source and doesn’t contain
colorinformation forthe tooth. Additionally, very little sur-
face information is obtained when specular reflection pre—
dominates and saturates the sensor.

[0033] By using polarized light illumination and spec-
ular reflection removal, embodiments of the present in-
vention overcomethis limitation and obtain scattered light
fromthe enamel and dentin. This scattered light contains
the true base color of the tooth.

[0034] Referring to Figures 4 and 5, when probe 100
of the present invention is used to measure tooth color,
a broadband light source in illumination apparatus 12a
is turned on. The broadband light from illumination ap-
paratus 12a passes polarizer 42a and illuminates the
tooth surface. Of all the light reflected backfromthetooth,
only the light having orthogonal polarization passes
through analyzer44 and reaches sensor 68. Tooth shade
information is calculatedfrom the R, G, and B plane data
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of sensor 68.

[0035] Because sensor and filter performance are im—
perfect, there is some amount of cross talk between each
color plane when broadband illumination is used. An al—
te rnatlve solutionfortooth color measurementis to obtain

3 separate images sequentially, each image separately
illuminated using light of red, green, and blue spectra
separately. These images can then be combined to pro-
duce more accurate tooth shade information. One dis—

advantage ot this method is that it may require additional
image processing in orderto alignthethree different color
images since they are taken at different time.
[0036] Figures 8a and 8b show two configurations for
a color sequential illumination method. The first config—
uration of Figure Ba comprises three light sources 21
such as red, green and blue LEDs, and one beam shap—
ing optical element 22, which can be one ofbeam shaping
elements 22a, 22b, or22c, previously described orsome
combination ofthese elements. Thesethree lightsources
can be switched either simultaneously or sequentially in
order to obtain each of the composite Red, Green, and
Blue images separately. The second configuration of Fig—
ure 3b comprises a broadband light source 21, spectrum
selection filter 23 and beam shaping optical element 22.
While using this configuration, the spectrum selection fil-
ter 23 is rotated to change the illumination spectrum in
orderto obtain Red, Green and Blue images. Lightsource
21 and spectrum selection filter 23 of this embodiment
can be built in or provided outside of probe 100. Illumi—
nation from these color sources could be directed to

probe 100 by optical fiber or liquid light guide. This type
of arrangement allows a wide selection of light sources,
without the constraints imposed by size and weight lim-
itations for probe 100.
[0037] The translucency of atooth can be determined
by measuring the reflectance light returned fromthetooth
or, alternately, the lighttransmittedthroughthe tooth. The
translucency can be used as a coordinate of the meas—
urement point in one dimension of the shade space dede
icatedto this parameter. It can also be usedforcorrection
of at least one othercoordinate ofthe measurement point
in another dimension.

[0038] To use the reflectance light to determine tooth
translucency, specular reflection must be removed either
by changing the illumination angle, or by using polarized
light illumination. One advantage of embodiments of the
present invention using polarized light illumination re—
lates to the light captured bythe sensor and scattered in
enamel and dentin. If unpolarized light is used, specular
light reflectedfrom the tooth surface and from the super-
ficial layer of the enamel is much more pronounced than
is the light returned from enamel and dentin. This can
lead to inaccurate translucency data.
[0039] Theoretically, with the uniform illumination and
ideal enamel, the tooth is more translucent if the light
level of the polarized light, reflected from the tooth sur-
face, and captured by the sensor 68, is lower. However,
there are several factors that can affect the light level of
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the polarized light captured bythe sensor 68. These fac—
tors include, for example, the thickness of the enamel,
the local tooth defect, fillings, and local absorption.
Therefore, calibration is an important process fortrans—
lucency measurement. Also, in order to determine the
translucency of the tooth from reflected light, calibration
is necessary to correct the illumination non-uniformity
and tooth shape factor. With calibration, one or more im-
ages captured for tooth color shade measurement, as
discussed in a previous paragraph, can be processed to
determine the tooth translucency. In one preferred em-
bodiment, Near-Infrared (NIR) light is used for tooth
translucency measurement since the scattering is weak—
er inside the tooth for light with longer wavelengths. In
particular, the measurements taken in infrared light can
be used forthe correction of one coordinate ofthe meas—

urement point in a dimension corresponding to the red
shades. Illumination apparatus 12c and polarizer 42c in
Figures 4 and 5 provide NIR light fortranslucency meas-
urement.

[0040] When transmitted light is used to determine
tooth translucency, the tooth is illuminated from the side
opposite the image sensor. The illumination Is not nec—
essarily polarized, since there is no specular reflection
in transmission mode. Translucency is determined bythe
light level transmitted through the tooth. A higher light
level means that the tooth is more translucent.

[0041] Referring to Figures 9a and 9b, two embodi-
ments of attachment 30 are shown. Either embodiment

can be added to imaging probe 100 in order to capture
transmitted light. In both embodiments, light from illumi—
nation apparatus 12a or 12c is delivered to a light output
window 31 of attachment 30 by a light guide element.
The light source, such as LEDs or other solid state light
source, can also be placed directly in the light output
window 31. In the embodiment of Figure 9a, the light
illuminates the tooth at an angle, as indicated by lines
33. In the embodiment of Figure 9b, the light illuminates
the tooth directly. In both embodiments, calibration on
illumination uniformity is necessary when calculating the
translucency from the transmitted light.
[0042] Anotherparameterofthe tooth capable of being
used as a coordinate of the shade space, or as a correc—
tion parameter, is the tooth’s surface condition. This pa-
rameter is termed the roughness parameter, ortexture.
The roughness parameter can be used to establish one
coordinate of the measurement point in one dimension
ofthe shade space dedicated tothis parameter. This can
be detemtined by illuminating the tooth with light, and
measuring the angular distribution and intensity of the
light reflected from the tooth surface. Asmooth tooth sure
face tends to return a greater amount of specularly re-
flected light. Since the scattering effect is stronger for
Iightwith shorterwavelength, blue or UV Iightsource can
be generally more advantageousfortooth surface texture
or roughness measurement. Since the light reflected by
the tooth surface and superficial enamel layer is more
relevant to surface properties of the tooth, one strategy
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is to illuminate the tooth surface with polarized light, then
to capture light of the same polarization state that is re—
flected from the tooth.

[0043] Again referring to the architecture of probe illu-
mination shown generally in Figure 4 and more particu-
larlyin Figure 5, illumination apparatus 12d and polarizer
42d p rovide polarized lightillumination for surfacetexture
measurement. The light source in illumination apparatus
12d could be any light source in the spectral range from
UVto NIR. In one preferred embodiment, UV orblue light
is used, since the surface scatter effect is stronger. For
surface roughness measurement, the orientation of po-
larizer 42d is orthogonal to that of other polarizers 42a
and 42c in orderto capture the light reflected back from
the tooth surface with the same polarization as the illu-
mination light. Polarizer 42d is not a requirementfor sur-
face roughness measurement and could be an option.
Without polarizer42d, light captured bythe sensor is still
polarized since there is an analyzer 44 in the imaging
path. This polarized light contains both specular light and
scattered light, since the illumination light is unpolarized.
The analyzer 44 could be moved out of the optical axis
too as needed for surface texture measurement.

[0044] As described earlier with reference to Figures
7 and 8, instead of separate light sources, beam shaping
elements, and polarizers, asingle broadband Iightsource
with one spectrum selection filter and one beam shaping
element can also provide the needed illumination for
color shade, tooth translucency, and surface roughness
measurement.

[0045] Illumination uniformity is useful for determining
both tooth translucency and surface roughness meas-
urement. Any one of the illumination configurations
shown in Figure 3 could generate sufficiently uniform il-
lumination. On the other hand, tooth shape is another
factor which has a significant effect on the light level re-
ceived by the sensor. For example, even with the same
surface quality,the light level reflected backfromthetilted
surface Is lower than that of the surface perpendicular
with the optical axis. For these reasons, calibration for
both illumination uniformity and surface shape is very
important in order to obtain accurate measurement on
tooth translucency and surface roughness.

Alternate Embodiments

[0046] Figures 10, 11, and 12 are alternative embod—
iments of probe 100 using more than one sensor. There
are some benefits with more than one sensor, especially
for an apparatus with diagnostic and cosmetic application
modes. In Figure 10, there are two sensors, 68a and 68b.
A polarization beamsplitter 65 divides the light returned
from the tooth into two parts having different polariza-
tions. The Iightwith orthogonal polarization goes to sen?
sor 68a, while the light with the same polarization state
goes to sensor68b. Along pass filter56 is placed in front
of the sensor 68b to blockthe excitation light from illumi-
nation apparatus 12b. In diagnostic imaging mode, sen-
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sor 68b captures a fluorescence image and sensor 68a
captures polarizedwhite lightimage. In cosmeticimaging
mode, the data from sensor 68b, which has the same
polarization state as the illumination beam, can be used
to determine the surface roughness. The data from sen-
sor 68a is used to calculate the color shade andtranslu—
cency.

[0047] The embodiment of probe 1 00in Figure 11 com-
prises three sensors, one for each color. A beam splitter
element 67 separates the beam into three spectrum
bands: UV to Blue band, Green band and Red to NIR
band. One type of beam splitter element 67 that can be
used is an x—cube that is configured to direct lightto three
sensors with different spectrum bands. As in Figure 10,
one long pass filter 56 is required in order to obtain flu-
orescence images Without cross talkfrom the excitation
light. Since there are Red, Green and Blue imaging data
fromthree sensors separately,thecalculated colorshade
is more accurate.

[0048] Figure 12 is yet another alternate embodiment
with three sensing regions 69r, 69g, and 69b in one sen-
sor 69. Color filter 58 is placed in front of sensor 69 so
that sensing regions 69r, 699, and 69b capture the im-
ages in RED, Green and Blue regions. Since sensing
regions 69r, 69g, and 69b are in the same plane, three
separate imaging lenses 66a, 66b, and SEC are neces-
sary.
[0049] Figure 13 shows another point-based method
formeasuringtoothtranslucencyand surface roughness.
As shown in this figure, a number of individual points,
shown as A, B, C, D and E, are illuminated with polarized
light. The sensor captures the tooth surface image
formed by the orthogonal polarized light reflected from
these points. The method illustrated in Figure 13 works
asfollows: Aftertheillumination light reachesthe enamel,
it scatters inside the tooth randomly and exits the tooth
surface from all over the tooth surface. Even when the

tooth is not illuminated over its entire surface, the sensor
can still obtain the tooth image with sufficient scattered
light. This image gives a particularly good characteriza-
tion of tooth properties, such as tooth translucency and
surface roughness. It should be emphasized that Figure
13 only presents a point illumination method. Other illu—
mination methods, such as grid illumination and line illu-
mination, can be applied and can offer similar advantag-
es.

Operation of Imaging Agparatus 150

[0050] Imaging apparatus 150 is designed to obtain
translucency, surface texture, and color shade measure?
ments as well as to obtain images for dental caries de-
tection. Figure 14 is a logic flow diagram showing how
this apparatus can be operated in either mode. Initially,
an operation mode selection 70 is made, such as by ac-
tuating mode switch 36. In diagnostic imaging mode, the
Iightsource in illumination apparatus 12a or12b isturned
on for tooth examination (step 72). When the operator
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decides to capture the images and pushes the shutter
(orotherwise enters the command to capture the image),
the light sources in illumination apparatus 12a and 12b
are switched on and off sequentiallyfor sensor 68to cap-
ture the polarized reflectance image and fluorescence
image (step 73). Then the image processing software
processes the images and provides the analyzed data
(step 76). Software suitable forthis purpose is disclosed
in commonly assigned, copending U.S. Patent Applica—
tion Serial No. 11/623,804, previously mentioned, the
contents of which are incorporated by reference into this
specification.
[0051] With the selection of cosmetic imaging mode,
the light source in illumination apparatus 12a is turned
on to determine the right teeth for imaging (step 78). To
take images for color shade, translucency and texture
measurement, the light sources in illumination apparatus
12a, 12c, and 12d (or light source 31) are turned on and
off sequentially (step 80). Thefinal step 82 isto calculate,
using image analysis techniques known to those skilled
in the art, the tooth colorshade, translucency, and rough-
ness from the images obtained in step 80.
[0052] The logicflow diagram of Figure 15 shows how
processor logic uses the translucency and color data ob—
tain ed in the process of Figure 14 to provide shade
matching. After the tooth shade, translucency and sur-
face roughness are calculated (step 82), the image
processing software displays a simulated tooth to the pa-
tient for review (step 84). A patient approval step 86 then
prompts the patient to approve the calculated shade, us—
ing asimulation provided on display 142 (Figure 1). When
approved, the data is sent to a lab or other processing
facility (step 88). If not, the image process software will
modify the simulated image based on the patient’s pref-
erence (step 90), and reedisplay the modified image to
the patient for approval.
[0053] The invention has been described in detailwith
particular reference to certain preferred embodiments
thereof, but it will be understood that variations and mode
ifications can be effected within the scope of the invention
as described above, and as noted in the appended
claims, by a person of ordinary skill in the art without
departing from the scope of the invention. For example,
various arrangements of light sources in illumination ap-
paratus 12a-d could be used, with various different em-
bodiments employing a camera or other type of image
sensor, such asthe parallel arrays of light sources shown
in Figure 16.
[0054] Thus, what is provided is a dental imaging ap-
paratus that provides, in a single unit, diagnostic imaging
forcaries detection and cosmetic imagingforshade map?
ping.

PARTS LIST

[0055]

12, 12a, 12b, 12c, 12d. Illumination apparatus
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14. illumination apparatus
14a. Beam shaping optical element
14b. light source
18. Fold mirror
20. Tooth

21. Light source
22. Beam shaping optical element
22a. Diffuser

22b. Beam shaping element
22c. Light guide
23. Spectrum selection filter
30. Attachment for translucency measurement
31. Light output window
32. Handle

33. Light lines
34. Imaging assembly
36. Mode switch

38. Polarization beamsplitter
40. Probe extension

42, 42a, 42c, 42d. Polarizer
44. Analyzer
46. Bandpass filter
56. Long pass spatial filter
58. Colorfilter

65. Polarization beamsplitter
66, 66a, 66b, 66c. Lens
87. Beamsplitter
68, 68a, 68b, 68c. Sensor
69. Sensor

69r, 69g, 69b. Sensor regions
70, 72, 73, 76, 78, 80, 82, 84, 86, 88, 90. Method
steps
100. Imaging probe
140. Control logic processor
142. Display
150. Imaging apparatus
A, B, C, D, E. illumination points
0. Optical axis

FURTHER SUMMARY OF THE INVENTION

[0056]

1.An apparatusfor obtaining images ofatooth, com-
prising:

a) at least one image sensor disposed along an
optical axis;
b) at least one broadband illumination apparatus
for reflectance imaging;
c) a narrowiband ultraviolet illumination appae
ratus for fluorescence imaging;
d) one or more polarization elements disposed
along the optical axis to eliminate specular ref
flection;
e) afilter disposed along the optical axis to block
narrow—band ultraviolet light; and
f) a switch for selecting one of the operation
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0363

modes of diagnostic imaging using reflectance
and fluorescence imaging, and cosmetic imag—
ing using reflectance imaging.

2. The apparatus of 1 , wherein cosmetic imagingfur-
ther uses light transmission through the tooth.

3. The apparatus of 1 further comprising an attach-
ment for illuminating the occlusal or lingual surface
to obtain an image from the transmitted light.

4. The apparatus of 1 wherein the broadband illumi-
nation apparatus comprises at least one light source
with the spectrum from 400nm to 700nm.

5. The apparatus of 1 wherein the broadband illumi—
nation apparatus further comprises one or more
beam shaping elements.

6. The apparatus of 1 wherein the narrow-band ul-
traviolet illumination apparatus comprises at least
one narrow-band ultraviolet light source with the
spectral range of 375nm to 425nm.

7. The apparatus of 1 wherein the narrow-band ul-
traviolet illumination apparatus further comprises a
bandpass filter to clean the spectrum of the narrow—
band ultraviolet light source.

8. The apparatus of 1 wherein the polarization ele—
ment is a polarization beamsplitter.

9. The apparatus of 1 wherein the polarization ele-
ment is a plate polarizer.

10. The apparatus of 1 wherein there are two image
sensors, further comprising a polarization beam
splitterto separatethe lightwith differentpolarlzation
states to two sensors.

1 1. The apparatus of 1 wherein there are two image
sensors, fu rther comprising at least one dichroic mir-
rorto separatethe light with different spectral ranges
to at least two sensors.

12. A method for obtaining images of a tooth for cos-
metic imaging, comprising:

(a) directing light from a light source to a tooth
for obtaining a monochromatic image for trans-
lucency measurement;
(b) directing polarized visible light from one or
more colorlightsourcestothetoothforobtaining
a polarized color reflectance image;
(C) calibrating the illumination uniformity and
tooth shape;
(d) calculating atooth shade fortooth restoration
according to the images obtained;
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(e) displaying a simulated image of the tooth us—
ing the calculated shade information;
(f) obtaining customer feedback on the dis-
played image; and
(g) sending or saving the tooth shade informa- 5
tion.

13. The method of 12 further comprising a step to
illuminate the tooth with deep blue or UV light for
obtaining reflectance image fortooth surface texture 10
measurement.

14. The method of 12 wherein the light for obtaining
monochromatic image is deliveredto occlusal or lin—
gual surface of the tooth. 15

15. The method of 12 wherein calculating the tooth
shade fortooth restoration includes the tooth shade,
tooth translucency and tooth surface texture. 20

Claims

1. Amethodfor obtaining images of atooth for cosmetic
imaging, comprising: 25

a) directing light from a light source to a tooth
for obtaining a mo nochromatic image for trans-
ucency measurement;
b) directing polarized visible light from one or 30

more colorlightsourcestothetoothforobtaining
a polarized color reflectance image;
c) calibrating the illumination uniformity and
ooth shape;
d) calculating atooth shade fortooth restoration 35

according to the images obtained;
e) displaying a simulated image of the tooth us-

'ng the calculated shade information;
f) obtaining customer feedback on the dis?
olayed image; and 40
g) sending or saving the tooth shade informa-

tion.

 
2. The method of claim 1 further comprising a step to

illuminate the tooth with deep blue or UV light for 45
obtaining reflectance image fortooth surface texture
measurement.

3. The method of claim 1 wherein the light for obtaining
monochromatic image is delivered to occlusal or lin- 50
gual surface of the tooth.

4. The method of claim 1 wherein calculating the tooth
shade fortooth restoration includesthe tooth shade,
tooth translucency and tooth surface texture. 55
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 mummNSEQNAL MEAS‘I‘JR ' *‘ IN THE DENTAL mm   

The present inventian relates ta 3 new aecnre threeudimansional

measuring devica through, contactless high—precision and [wide*

fialé optical calor impressinn without stxuctured active light

pzojectien, asgecially fax dentistry.

The presant invention ensures the structural integrity of the

human body and an acauracy in the range of cue misrcn. xt is

applicable namely in the medical and dental fields ficr intra~

oral picture racardings ané assistance in diagncsis.

it includeg:

I) a miniaturized‘ fihree—aimensianal reading system using no

active or atructurefi light projection fox measuring the

éimensions ci the abject, cansisting Of

a) one or more CED» or CMDS~type electronic sensors anfi its

aagcciatefi optiual system,

b} eventually one LED or CLED lighting of ans or several

wavelengths permitting t0 diagnose eventual pathologies at the

surface Bf tha teeth or the gums,

c} one- ¢r mcxe accelexometers{gyros/3Dwmagnetometers far

aNsisting, limiting, even :eylacing one or several sensors,

2} a central unit fox converting analcgue/digital fiata ané

managament data,

3} associated safitware permitting 3D spatial analyais aimost in

:aa} time, temporal analysis for analyzing the movements 0: the

measurad abjects, colorimetric analysis for analyzing the ealor

cf thasa objects in diracfi carrelation and in real time with the

surfaces measured in 3D proviéing assistance for the diagnssis
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through xeflection, global Gr selective penetratian $5 the

caxefully selected LED/OLED light radiation,

é} an EEK communication “hardwara” and "Software“ set (sexeefi,

keyboard, madam ...}.

This invention. permits ta solve the fundamental problams the

systems fax recaxding optical SD imprassions are facing. it

gravides realwcolor and raal»tima infurmation fer the fientistry.

It meafiuras thfi object without prcjecting any structured activ&

light with an accuracy of at least lfl~15 gm at a fielfi depth of

at least 15 mm and a surface of at least 28 x 30 mm on the teeth

locatad within 10 mm of the front lens af the camara.

There exiat a large variety ofi methoas £0: raccrding optical

impressiana in the mouth at on a model for making prostheses or

a diagnasifi. By the harm “optical imprassion“ first introduced

in 1973 by the inventor of this technelogy, Francois Duret, in

his thaais fox the second cycle {DDS} under the title ”Optical

imprassioa“ No. 2?3, the 3D measuring and diagnostic anaiysis of

the mxal ané medical environment by contactless optical means,

in substitution of the traditional imprassimn mathod£ with pasta

or prabing.

In the dental fielfi the works by Dr. Durst. aescribefi i.a. in a

number af articlas and in his patants dd. May 9, 1980 (FR

8G.10957 or Us é.663.720 and 4,?42.464}, April 14, 1982 (BE

8,091,875 — US é,611,283}, Navambar' 30. 1982 {EP 0116797, US

5,092,022}, March 27, 1984 {ER 84.05173), Fabruary 13, 198? (FR

8?.02339 or US 4,952,149} or 3180 June 26. 1992 (?R 92.08k28 or

EC? WC 9&160074) have been echaed. by‘ many authors since the

early 19805. as we will see in the varioua technologi&s, wfiich
can be summarized as fallaws.

1) Tha techniquas using the projection of active ox

structuxed light.
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The simplest methcé used by thase systems consists in projecting

on the object structured light, which may ha a &ot, a line, even

a full grido This light will scan the objact and is followafi by

one er several {2ch or CMOS 23: cameras gmsitionad at an angle

ranging between 3° an§ 13° with rafipect ta tha axis cf the light

prmfiection. These techniques hava bean widely knawn for several

decades and are very wail dascxibed in the article by G Bangle:

ami COL a: light sectioning with latge depth anti high

:egolution » in Apple Opt. 27 (1988). They have hafin the object

0E numarous developments and are used in particular by the desk”

tog scanners in dsntal labnratcrias.

A. more sophisticatad. method consfists in projeating ante the

teeth a structured active light in the Eorm of a varying-pitch

grid. The most commcn technique for this kind of fringe

projection has been described for the first time by M.

Altschuler and Col., under tha title “Numerical Stereo camera“

SPIE vol 283 3&3 (1981} Machine perception, which publication

ha$ been echoed by other authars such as M flalioua and Chi.

« Automatefi phase measuring profilométxy of 39 diffusa abjects »

in AppLOpt. 23 (3.984). It consists in pxgjectiag a series of

varying~pitch grids. The grid with the wider pitch serves for

providing general informatian ané. the global position of the

lines in z, the fiinest line for rafining the accuracy of

raading.

All these woxka ané inventiona have led :0 many embafliments ané

ta more than twenty commercially avaiiabie syatems (F.3uret, tha

éental {loss No. 63, May 2311! “the great adventure 0f CADGAM at

xns in Calcgne” 14~263. We will cite for example the systems

using a spot scanfling system {Cara Exam Cara system, ENE from SC

and Hikfln), a iina $aanning syStam (Titan from Des, Ekton from

Straumann), a varying«pitch frame scanning system (Cerccm from

Degudentx Bigident Exam Sint~Rls, Everest fxdm Kavo. Lavascan

Erom 3M, Zeno from Wielan 0r Wol~ceram from.Wol~dant).
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rhesa systama cannot be used in the mfiuth becaufie they are too

slaw {13 to lmn}+ The slightest movement by the patient or the

operator impedes the full reading and fihe nacasgaxy correlation

of pictures for transfoxming a 2D cross—sectional display inta a

3B image, Furthermcxe. there 13 no infarmatian. between the

liRESz which zequires a series of Iaadings in éifferant

fiixectiong, which further increases the r&ading time

significantly (up to 4 minutes yer taeth for the camplete

readings).

Finally, more recently. in order to more easily determine the

S§atia1 pasiticn of the projecteé fringes, tha chrcmatic

prefilometry technique has been pzavidefi, which uses the

varyingwcalor fringes. It has haen aescrihed as profilometry by

Cohen Sabban, B? F 2758076 and is the object of a marketiag

under the name 9:058 (Cynovad — Ganada}‘

In crder to meet the intra~oral reading :equirementst faster

system$ hag been prcvided. The first one has been marketefi in

Francs in 1985 un§er the name 9f Durat system (Vienna » France}

and used the ayatem of profiilcmatrim phafia in ¢enical pxajection

as fiascribed in the gatents (FR 82.06797 or 3S %;611,288}s {FR

82.203é9 or US 5,092,522) and (FR 8?.32339 .03: us 4,952,149}.

This technique has been adopted with great suc¢eas by Moermann

and Braadastini in their Patents 4,575,805 and 4,837,732 or in

their 'hoaks éealing with Ehe igsue as “Die Cerec Comyutgr

Reconstruction" in 1989, “CAD/CIM in Aasthatic Dentistry“ in

1996 or also “State of the art oi CAD/CAM restoratian“ in 2006.

This methad has been imprcved gxadually as we can $53 in the

9atent by Jones, T,N~ 0f 1999 (U95. 6.409.50é}.

This is an active and stxuctuxed light yxojection t&ahnique in

the form of a frame projected unto the teeth according to

§azallal or conical xadiation with a slight phaae shift

(generally nfz} and perfcrming a series of 2D picture

acquisitions {in‘ 100 ms}, the third dimension can be found
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pravidad the patient an& the camera are Paxfectiy still while

reccréing the successive pictures. which remains difficult

during a clinical action, the mare sinca the Electronoptical

czgans of the camera are mobile,

Othex slightly different sygtemsi but which age structured

a¢tiv¢ projection in the mouth, have been pravided:

The simplest one is the “OralMetrix”, which consists in

projecting one single type sf grid unto tha surfaca of the

teeth, as described in FR 84.05173). This is therefore an active

triangulation associated with cna single projection of

structured light. One single camexa reads the defiormation cf the

grid ané, by compariacn with a stared grid. derives the distance

2 from it, aha acquisition 0f six pictuxes per second associatfié

with a 2D View of a defioxmed grid makes the system inaccurata

ané unstable during the picture recording.

The sacand system is the “directgcan“ firom the company Hint«Els

(USA). It combines the fringe prajaction and the phase

corralatinn. This method hake3 place in twa steps: prejection of

two series of oxthogonal grids with differeat gitches, one aficar

the other, than carrelation Of the yictuxas abhainaa depending

of the position of the dots at the lava} a: the pixels 95 the

CCDS. This is an improVement of the profilometrie phase, but the

procesfiing time is about 260 ms, which makes its use very

difificult in the mcuth. The measuEE$ are often erxcneons.

The third system pravided is the iTec systam from da company

Cadent {33,0199559} baaed an the pxinciple 6f the “gar&llel

confoeai image“ whare many 50 pm laser data ara prcjected at

different fiald flayths. This Scanning 0% the target area has the

advantage of having one single axig 0f image xecoxding ané r§~

racoxfiing of images, but takas shunt 390 m§§ The apparatus must

thezefiore not move during the xecording of imagea. in additicn,

since thia technclogy is complex, the iTero system is
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particularly voluminous, which limits the recuréing ofi images in

the depth of the mouth.

The fourth systam ha$ been yrovided by G. Kaualer {US

2910.8303341). Several atructured light grids Cf fiifferent

orientatians are prcjected onto the arch. This permits to find

the third dimension immadiately through carrelation between the

first deformed grifi and thfi max: ones. Thés mathad permits to

recoxfi enly one imaga. but ha$ the disadvaut&ga ofi being capable

6f measuring only the dotS cf the defiormed gxid and not all the

flats of the object itself.

In thasa methoéa based on activa and stxuctured light

yrcjection, we obtain aeveral 2D images permitting to

reconstruct the analyzed object in 3D. ThESE methods are the

more accurate as the projected light is fine and caiibratad and

as the moving organs are stabie over time. flnfcrtunately, none

of them measuxes the object itself, but anly the deformation of

th& grejaated light; which limits the number of maasurafi dcts

ané can hifie important areas for the exact reconstruction ofi tha

analyze& 3D surface.

Furthermore, it very oftsn requires the object ta be coated with

a white lays: referrad to 33 coating, ax to nae syecial plastara

when a model is measured. Indaed, the spacular reflection of the

teeth is very sensitive and zespands in a varying way to the

structured light proj$¢ted de§ending on its own coler.

This also hag & major firawback afi regards the accuracy of the

maasuxement. The structaxeé activa light, because cf its power,

penatrates into tug Surface iayexs of the tooth. afiéing

inaccuracy to the exact aetaxmination of the outer surface.

The calibration of these devicas is complex and the mounting ia

always very complex an& expensive.
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Einally; since the angle cf projection is mfiten different from

the angle 0f recovery of the image, the shadow effects can lead

to the presance of uncodad shadow axaas. which requixes many

manipulations. It should also ha noted that we have no

infioxmatien between the lines.U!

Same systems have tried tn limit the prmjection of Structured

light without removing it. T0 this ené, they have asamciated a

very small projected.poxtion with a conventional ZD stereascopic

visien. One uses two iflentical cameras and prajacts a line or a

10 target having‘ a varying shape ante the object and. maves the

whole while scanning tha surfacfi of the ahfiaat. The two 2D

gameras form a cenventicnal sterecscogic unit, both information

of which are ccxrelated thanks ta the pxojected target visible

in the twc pietures. This aystem is marketed by means of the T—

15 scan 3 Senior from.steinbichler Oyt. (Neubauarm — Germany} at by

unao (Touiouse * France). These matheds, which have the same

dzawbacks as the methcds described above, could never be applied

to dentistry, because thay in aédition lack precision and, in

particular, they require the projected target to always be

20 disylayed( which remains difficult an highly speculax a: unifiorm
surfaces as in the ¢ase of the teeth.

2) The teGhniques, which. do not uae active or Structured

light projection;

The first grupasal to age a stereaseopic intxa—aral system wag

25 made by D. Rekaw {J‘ of Dent.Practice Adminiatratiom ; & (2} 52~

55 (1934?. In. this system, it is nacessaxy to make several

acquisitiuns, with a reference fixed on the teeth, then to reaa

these frames by means of a Kodak Eikonix device. This ancestral

method, well known unfler the mama of stexeoscopic, has graved

inaccurate and timE*consuming for its implementation. EhiaLu CD

method was recently groposed again by Denzan Cao US 3009‘0237875

{Sandy — USA) and by Steinbichler Opt. EP 2,166,303 {Neubeuern m

Germany) without any im§rovement ova: the system by Rakmw, in
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particuiar the rassolution of the meld éepth, the determination

6f the reference dots and. the accuxacy. which. is a crucial

§I0blem during the reflmxding of intra—Bral pictures

corresponding ta 3 close stareascopic, has mat haen addressed.

Such a system cannat ha carriafi out in the mouth if we want ta

aahiave an accuracy 0!? 20 pm at a field degzth mi 20 mm with the

object placed within 5 mm of tha frant leas,

The same ramarks can be mafia fer the systems using the tachnique

referrefl ta as "BB frmm mgticn“ descxibed. for example by C.

Tomasi anfi Col. « Shape and nation from image streams under

Orthagraghy : a factorizatien Method » dang Int; 34 of Computer

Vision 3 {2) 1992. This system nu longer uses active light, as

seen befaxe, but snly a gassive illumination of the area

measureé by a conventional stereoscopic vision with two cameras

having the same resolution. Unfcrtunateiy, unde: canventicnal

circumstances as described by the authora. the corxelations ofi

pictuxes without projectad targat anfi tha abunfiance of areas

without coding make the use of this System imgossible on the

teeth. It dues not solve the problems evoked by Rekow.

This is the reason why racantly the system by Active Wavefront

Semglimg (ANS). based on the Biris system, maxketed by 3M with

his Lava Cos camera has been intruduced an the market in 2008

(Rohaly and Co. Us Patent 7,372,642). This system uses a single

view scanning, thanks to a ratatory disk, a vexy small portion

of the abject. The diameter cf the poaitinn 0f the viaw in tha

focal plane and the mechanical variatian at the focal length

with raspect to tha aptical axis Of the mounting permits to know

the spatial pasiticn oi the small area measured at a small—fifild

deptho flnfortunataly, the system is camplax and expensive for

itg implementation and the very small scanning araa requir&5 the

oyexatox to slowly move over all the arflas ta be measured.

Whether they are labcratory syskems or intra~orai cameras,

inclu§ing the one we developeé, all thesa systems do not yrovide
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the xaguixa& qualities t0 have a quality information in order to

make prostheses or' diagnoses. A more thorough. analysis shows

that the3e aameras have several very important drawhacks, in the

very principle of the methods used. These drawbacka ara

unavaidable, because they are relate& to the choice ofi these

methfléao

a) All thasa $y$tem$, whathax in the mauth, on the skin or in

the laboratory (on mnfiel} use tha surface scanning by

mechanical, aptical or elect30vo§tical maans. Although this

scanning of fringes or frames is very fast, the fact ramains

that it requires a mavament in the camera itself. which movement

can cause blurry araas or parasitic mavements, which aften leaé

to the rejection_of part of the pictures.

b) This scanning significantly limits the already congidarably

reduced fielé &epth in a nmcr¢3¢cpi¢ picture {Of a flaw cubic

centimeters).

a) the dots of the gurface of the objecfi axa not maasured. but

the éeformatien of a light projection on tha surface cf this

abject i3 measured. This firat featuxe xequires develoyers ta

covar the teeth with a white layer xefarxed to as “coatingi,

which degxaées, in. princiyle, the actual measurement of the

object. This 15 in fact often expresseé both as inaccuracy anfi

inconvenianee in the use of cameras in the mcuth (Eeuttall, J

Ent.J‘Cumputerizad Dant. 1998 1:35-39},

Basiées, this layex is often mandatory if we do nmt want to have

any pauetrat$on, thus inaccuracy, in measuring the exact

position Of the tooth suxface, cnytalline oxgan per excellence

where a sufificient signalwto~noise ratio is required.

d) This has led some manufacturers ta use radiation; making the

tooth. ”opaque" as &a the blue er UV rayse This is why the

present inventcr prm§oged in 1583, preaeated to the ADF, tha use
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Qf an argon laser. This can be restrictive for the user, even

fiangerous, for thfi patient.

8} even worst not measuring tha objact, but the defarmation at

the grofiecfied light, either a dot, a line, a frame of a varying

shape or a phase GE this light, removes all possibilities mi

having a gerfect match in real time between tha calor, tha calox

3&ade of the object and its measuxamant. whe only color that WE

can hava in real sime is the color cf tha projectafl light.

fl} There- is no immediate scintien. allowing the clinician ts

continue his surgical yrocedure if a component fails: which is

crucial during a clinical procedure.

g} the transition firom 33 reading ta 2D color reading, when it

is used for diagnosis, is com§lete3y imgosaihie in dentistry,

because we will recover only a monschromatic image repxeaenting

the light of the fringase

h} finally; the techniques of analysis by profilemetry or

saanning requixe reccrding multiyle yictures of the sama spot in

orfier to be able to extract the thirfi dimension, This results

intc a risk of distorticn cg the data between the first picture

and the lafit yicturea, leading is large errors in corralaticn

and accuxacy. The: “movement” has always been an enemy cf thias

tyyé of technology°

Finaily, if it is possible :9 measure a taoth, in mast cases a

measuxement of the projected» light is carriefl out and mat“ a

measurement of the object itaelfo in tha case in which we do not

use prajected light, we must use com§lex and expensive

flefccussing systsms. This explaina why the proposed aust is

pazt&cu1arly high. As for the only 8terecscopic systems that

hava been yravided for decadesl they have nothing innovative ané

are therefore inaccurate, time~consuming to handle, complex and

very expensive to he implamefitea.
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No simpla and above all secure solutian has bean fauna to meet

the tooth/camera prcximity, fast carrying- out, requireé

accuxaeyt the measuremant GE tha actual cola: and fiald depth on

a quite large surfiace.

The object of the present invention is ta solve the

afcrementioned drawbacks hy‘ proviéing a naw\ and v&ry secure

stereosca§ic matho& fa: intranmxal :eaéing cambin$ng a very

fiast, even instantanaous dynamic SD reaaing, a measuring at a

fiield de§th cerregponéing to the intfinded application and the

availability almost in real 'time of a real 3D or 2D colnr

display; all this leading ta a vaxy' accurate éigitalizing, a

data sfioxage ané trangier without using Structurefi active light

or adfiition of a ”coating" cavering the teeth.

The three~fiimensional measuring device used in tha dental fiald

according be the inventian is aime& at measuring in ths absence

of active or structured light projecticfl. it comprises means for

capturing images as well as datawpracessing meana for said

images, and it is characteriz&& in that said imag8ncapturing

means are comprised at meana designed capabla cfi permitting to

simultaneously; or néarly simultaneoflsly; captuxe at least two

images, one of which is fully or paxtially include& in the other

Que, said included image describing a fieid that is naxrower

than that 05 the ether one, and its accuracy i3 greater than
that of the cther ona.

This invention solvefi the groblems Set forth by yroviding an

adaytable, inexpensiva solutian usable in all deatal and medical

cffices, but also as hand-heid instrmmant in dental—prosthesis

laborabcries, in a simplified ané patient~friandly form.

la §articulaz, it solves the many yxablems mantianad above:

1) Through a new and original organizatian of the

traditional dental stereosccpy, we limit the problam of

the bliné spots between the twc picture rgcordings

0393



W0 2013/008097 PCT/IB2012/001777

i9

15

20

25

23

S}

6)

12

carrespanding hm tha dififerance between tha wpticai axes,

which is crucial for an objact clause to the front lenses

of tha maunting, as teeth in the mouth always are.

By using an original software arrangement, in caSE' Of

failure of one of the sensors during the clinical

procefiura, it is passible tr: thain a. stereosc'ogic

yictuxe by means a5 03% single sensor, which solution is

Simple, inexpemsive axé little bulky in the mouth.

By eventually adding’ a BD accelerometer/gyroscope/

magnetometer, it is yassible to accelerate anfi facilitate

the carrelation of the Fictures with each ather,

especially in the evant of failure of was of the sensors.

By’ choosing éifferent focal lines, it is passible to

solve the problems of accuracy and, speed cf clinical

aptiaal xecarding of an impression in the mouth. this

3180 permits ta combine a: gaparate a general. less

accurate recan&ing on a wida fiald and a East anfi

a¢curate recording on a narrower fieid dayenéing on tha
clinicaa need.

By choosing new lenses, in particular the liquid lenses;

it is pasaible to eliminate the camp-Rex mechaniaai

adjusting equipment, which ensures & mgasuring at an

affective field depth in dentistry an mbjects very close

to the measuring aystem because cf tha very amaki intra~

era} space.

By not. using maasurements a: fleficxmation, cf atructured

active light. we work directly on the actual aurfiace an&

in colar of the body images. This parmits for exampie be

manually a: automatically select certain parts of the

human body, for example to idenfiifiy the Eeeth and gums

separately.
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This also permits;

w Not to be compelled to cover the meagura§ object with

the “coating", which is unaccuxahe and te§iaus

» To have nu penetration of measuranvactar light inside

the teeth, thanks to the abanéanmant 9f active

structured light pxojection.

— Ta use the coler of the read areas, in ordex to

facilitate the matching of hemelogous dats. which is

crucial in the month where the surfaces remain regulaz
and uniform.

— To make highly affective and to reduce the reading time

for measuring a camplex suzface {full arch} or the

movaments of these surfaces (upper arches with respect

to lower arches}.

* To enable selE—calibration, eliminating any adjustment
over time.

— Tc avoid any blur effect due to “movement“ during the

recording cf pictures.

?) For the implemented means, tha device is simple as to its

manufacture, which makes it particulaxly resistant.

This also germits;

“ to significantly raduce the nanufacturing cost, hance

the gala Price. in yarticular from the damocratizatiun

ofi the elactronic companents usaé, such as CCDS; CMDS

or LEDS,

~ to permit a refiuceé power supply. which can be proviéed

by a ESB~campatible connection with all typas oi

comgutéxs at just a battery power—supgly,
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« to have CMOS 9: CCD sansors in a pradetarminade

immutable and fixed Sgatial pcsitiun with respect to

aach other during m&nufacture, avoifiing the neefi to

know the movementa of the object or cameras (with

respect tn each other); raducing the prablem of

disgarity to a simyle pxohlem of density correlation in

the scatter diagram‘

« Being able to pass from a BB image, spatial analysis,

to a 2D image, glanax analysiax useful fer common

diagnastics in aentistry Wichout using saftwaxe

manipuiatians‘

- Ta have the SD display an standaré 3E scxeens, which is

not the case without complex pIDCE$sing Of the present

intra~oral systems.

Eha presant invention relates :0 a new three—dimensional anfi

tempoxal measuring device by maans of optical calor impressions

in the mouth anguxing its structural integrity, namely

apylicahle in the fiental fiielé for intrauaral reccrding 0E

pictuzas, but alga ansuring in these azeas an assistance for

fiental éiagnos&a.

In accordance with the present "hardware” mounting there i3

provided a "software” method that meetfi the requirements Of

fastness and accuracy necaSfiary fax the sgecialist in dantistry

and yermitbing to limit the stereescwpic vision to one or twa
8 ensors .

It is comgrfised of:

An miniaturiflefi ~arigina1 staraosmopim system comprisea cf at

laast two sensora, of whiah:
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ans views a wide amezage—pre¢ision field and the other

one a narrower fielé with highar accuracy fully or

gartially included in the yrevious field.

whe wide field pexmitting a sufficiently‘ large general

recording of images in order to avoid a long and tedinus

scanning of the meuth for the practitioner.

Since some areas are paxticulaxly atrahegic and xaquiza

higher prficisian, a naxraw field is includefi in the wida

field. which permits :0 detect spagifiic information where

this is necessary, without being obliged to scan the

entire month. Thia alga permits t0 better dafine certain

important homelogoua Spats fox' the correlations betwesn

yictures.

It also germits the "software“ to operate almost in real

time, as this partial or full inclusion of the small

fiekd in the large Eield permits t0 very quickly finé tha

yositimn of the specific and highly Eucalized axea in a

wiéer sgade.

it is obvinug that these sensors can be wmltiplied when

one wants to nmasure larger clinical areas, both at the

level of the large field anfl at the laval of the Small
fiald.

The aptical systema asso¢iated with the seagorg have

different focal lengths, in orfler to permit two fiiffiarant

levels of precisiono The images receive& by the sansors,

such as for example the CCDs a: GMOS inclufied in the head

0f the camera: axe tharefure a general image with an

average accuracy, for example in the range of Zfi pm and a

complementary image with more infiaxmatinn an& a higher

accuracy (5 to 10 pm) fully or gartially incluéed in the

wide fiald. it is therafare unnacessaxy to acan the
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entire mouth ta have accurate infarmation required for by

only less than 5% of the total araa.

3} The advantage cf this system is ta facilitate the

correlation of the two fielfis. since they are vary

5 gimilar, but also ta limit tha number of senscrs without

having to use clock or pulsafi raading systems. Indee&,

the appreximation cf the two f&alé$ shows that a single

wide—Eiald senswr or twe sensors can be used without any

complex electronic system. It also permits to avoid the
”A Q usa of light— or imaggmreturning mirxoxs, which are

always fragile anfi very voluminaus in th& mouth.

é) Ehe fields are read by one or several slectronic Sensors,

which can be cf the colar or mmnochromatic CMOS or CCD

tyge generating the informaticn necessary in: calculatfing

U? the colax 3D or gxayscale information. These Sensurs thus4...;

perform a measuring of the realwtime color or black and

whita intensities. The measured color will thus be the

actual color ofi the teeth ané gums.

Thifi is very important, because it yexmits i.a.:

20 a. to automatically separate the teeth from the gums in

tha imagas.

b. to identifiy acme important colara for the CADCAM

scftware

c. to meaaure tha color of the taoth. on a three—

25 fiimensional surface.

5) This informatian is traateé eithex by way mi a video, in

orfier to allaw the operate: and his assistants t0 fallow

in real time the movements of the camara in the mouth or,

after an analog—te—digital Sanversien in a digital way

30 that permits to hava an almogt raalwtime colcx 33
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reconstruction an& to be able GE taking a&vantage of tha

dental CAD/CAM software grocesaing, fix a éual video and

digital prunessing providing the aperatcx' with all the

available information.

This will also allow the Operator, as wa will describe at

tha lavgl of the "gaftware“, to know and came back to the

areas that have been insufficiently measuzed in raal
time.

The optical systam reading tha scene has twu different

fiocal lengths, Tha advantage at this aevice is to be able
ta have:

a. a focal length that dmafi mat reguire high yreaisionl

and to be able to have a unique iixed focal length

withaut adjuating ayatem. Th 15 indeed nptically

p0$$ible to have a 20 x 36 x 15 mm fialé at 19 mm

from the lens for an accuracy of 26—25 p.

a highnpzacision focal length (S ta 1Q gm}, but tha
U“

field aepth of whichv is included in the previoug

GRE. The scanning in a will thus always be simple

and known a griori. The scanning in 3 (field degthS

will thug be limiteé to same 5 to 10 diffiarent

levels.

6. a high«precisi0n focal length and variable zoom

permitting to freely chaose ané increase the &esired

aceuraey .

in crfier to faailitate the reaéing in the mouth by the

practitioner, without any nee& of monitoring his aareen,

it is foreseen that the device incluaes means for

projacting at leagt one cixcle cf colered light

surrounéing the included imaga field, and/Or the fiield of

the other image:
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a. Evautually and preferably, the existence cf a mark,

for example a xed cirale, gxojected unto the scene

in the piature indicating where the axact reading is

locatefl in the reading of the wide field.

U U Eventually and prefierably, the existence of a mark!

such ag a blue circle, yrajected unto the scene in

the picture indicating where the eége ofi the wida
field is Eocated-

8) in order to avoid unpleasant and éangeraus interruptions

10 in the clinical reafiing in the mauth, a 39 accelermmetax/

gyroaccpe/magnetometer is eventually ané afivantageously

addea, in orfier to Eacilitate the corraiation. of the

picturas, evan ED eampensate for a yossible failure of

one cf the senscxs. This davice, placed in the vicinity

$5 of the sensors. pravidea general and continuous

information on the syatial pasiticn of the camera.

This also pgrmits, thanks tn the "Sofitwara“ introducad,

which is an inseparable part 0f the invention, to wcrk

wi&h cnly one single sensor, the wide field or tha narrow

20 fielfif éeganding on tha clinical needS. since some

actions require a genaxal study as &n orthodontics, or a

very accurate dfitectien as far the localized unitary
recanstitution.

8} While measuring an gypsum genarally benafits mi a good

25 lighting, this is act true Ecx' readings in. the mcuth.

Eventually ané advantageousiy, the adfiiticn. is groviéeé

of a passive and unstructureé lighting by L338 of one or

several wavelengths parmitting to measure sgecular or

Lambertian smoeth suriaaes without depcsition of coating

30 an the suxfiace ef the mouth.
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Not using structured light: 315:) avaida the nperatar from

turning off his professional lighting, which greatly

facilitatea his clinical work.

10) The infcmation {Setectad at the same time or with an

extremely short shift avoids any mavement causing

redhibitaxy blux due to aha nmvement cf tfie opexator a:

the patient: .

11) In ordex' to limit the blur phenomena, an antiublux

hardware syst$m, or a "flash fiED“ aystem with a very faat

pulse cf the unstructured LED lighting ox also a software

that can. be of type: anti—blur system in §hatographic

camaraa, is eventuaily adfied.

12) Wi th the pregent invention is associated , fax

prance-saving and; fiisplaying the data fram the: senaors:

a. a. central management and analog/digfital conversion

unit without the slightest need for mechanical,

oytical oz electr0moptica1 scanning! structured~

light projecticn permitting t0 calculate the 3

syatial dimension$ and eventually the fourth

dimensinn carrespanding to tha times cf the

movementfi of the measure& Objectg.

b . original software pet‘mittin‘g the use :55 a single

sense: permitting a BB detection almost in real

time, in oréax to compensate fer a possible failuza

of one of ths sensara o; to limit the volume 0E the

camera‘

a. a &ata transmission via cable, telephone or

wireless.

0401



W0 2013/008097 PCT/IB2012/001777
20

é‘ a complemenfiaxy procassing, dialog/disglay with the

operator, éata transmission and storage hardware

systam.

an original software system inclufiing:

1} A realmtime 3D reconstruction éiagram starting from twom

ED—image streams from both camarafi.

2} A real—time 3E xecomstxuction diagxam starting fxam a 23»

image atxeam from a, singie camera and an accelaxatioa

data flow from the accalerometer

18 3) An algoxithm for finding dots of intaxast on the three

algcxithms for 3earching an optical trace {projection of

the same ED dot on several diffaranh cameraa} by

calculating dots of interest ana matching through the

images

35 4) An algoxithm for real~time automatic $gquencing 0E the

stream of images into spatially aoharent sub$equancas

5} An algorithm for esfiimating in parallel the camera

gositionS‘ in space and the‘ acoréinates 0f the 3D data

thanks ta the opticax txaces

20 6) An algorithm fur BB interyolating the scatter diagram

?) An algcrithm for polygonizing BB scatter diagrama an§

calculating the texture

8) An algoxithm for scaling the 3D reconsfiqutian

9) Two algaxithms for enhancing the spatial accuracy

35 Global ozganizatian of the algorithm:

The image stream praceeding from the cameras is gracessed in

real time so as to prcduce a first 3D reconstruction displayablg
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by th& use: as he moves the ayatem in th& vicinity- of the

object. The real*time SD global reconstruction scheme an& the

urganizaticn of the data vary depending on the availability of
the two cameraa.

Each newly acguired picture is first of all yréac¢ssed by a

algsrithm for saarching for an opticai tracaw Starting from the

carrespoafiencas, a sequenging algorithm Chen updatea the

sequencing of 'the viéea stream for a better temporal

performance. A parallel estimation algorithm can then germits,

thanka to the opticai traces

a} to Eind tha positions of the cameras in the space at the time

OE acquisition

b} to generate the 3D scatter diagram prcjecting an the optical
traces.

The generated scatter diagram is then intergolated, in oxder to

Obtain a dense: diagram, and an implicit interpolation function

i3 calculated. Thanka to thia functign, a textuxed

palygonization oi the surface to be xenonstructefl can be

obtained, En this step, it is alga poasible tn calculate quality

indicag of the final scatter diagramJ Some of them or some areas
can thus be labeleé as invalid.

The texturad surface is thfifl di8§1ay§d on tha snxeen, eventually

with adapted annotations to indicate tha areas, which are still

invalid.

The Surface genarateé in real time is a raprasantation without

spatial fiimensieu representing a scale famtar near the

recanstxuctefi area. This scale factor is calculated by an

algorithm when the acquisition is complete.

Finally, the final 3D mcfiel can have its accuxacy enhanced by an

algorithm; as as to have the most accurate possibxe
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xeccnstruction. This algoxithm xewcalcuiatea a an scatter

diagram taking into cansidezation all tha acquireé pictures.

This diagram i; then interpolated by the algorithm. Finally, an

“space carving“ algarithm recongtructs the glohax 3D moéel.

There is thus yroviéed a device univ¢rsal as to its field of

a§p1ications meeting numeraus :Equests in aarmg Qf cost,

aficuracy and diagnastic imaging in dentistry ané meéicine.

This system can for example‘be ap§1ied, in an evvlutionary form,

ta any 3D acquisition xequiring good accuracy inclufling any

human body surface, the acquisitian nf' data related. to the

architecture and requiring high. precisioa, or the industrial

production processes. It is thus possible to scan the abject

measureé with the singlg DI multipla sensor, ts move the object

in front of the sensor(s) or to move both, sensor and objeat.

We xemind that the elements permitting this measurement are mafia

in real time and with a fiiffarent accuracy, which permits t0

improve the xeaéing of certain 3:335 thanks to the narrow—fiield

camara, whila facilitating, thanks to the wifie»field camera. a

fast correlaticn with othez captured images.

Other objects and advantages of the prasaut invention will

became clear from the: folicwing dagcription, whinch staffers; to an

embodiment of the method, given by way of an indicative anfi non“

reatgrictive exampla. The understanfiing ofi this descxiption will

be facilitated. whan referring to the attached arawings, in
which;

— Eigure la is an overall representation of tha pxmtotype

ma&e. inciuding the camera, the connectcrs, the

computer (here a laptop) and eventually a casing

containing tha processing cards.

~ Figure 1b i3 a diagram shewiag the datail of the

canfiguration of the inventicn‘
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Figure 2 shows a View of the prototype made,

highlighting the very small dimensions Bf the camera,

thanks tn the technique chosen and permitting its

intruduction into the mouth.

Figure 3 shows a longitudinal crossfisectional visw of

the camsxa (l) inclading tfia imaga acquisition system

(optiaal system and CCB ¢r CMCS sensozs} lacatad in the

heaé, in fiirect views (3a and 3b).

Figure é shows a frontal crass~sectional View of the

head of the camera (13 according to the configuration

we have just seen in drawings and 2 and deflating the

covering of tha wide and narrcw reading area.

Figure 5 shows the global volume analyzed by the wide~

iield camara and the small—fiald camaxa.

Figuxe 5 skews tha dififerent levels 05 field depth

providefi by tha use of variable focal length 0: the

liquid lens an&lyzafi by the wiée~field camera and tha
amall-Eield camera.

Figure 7 ahows the illustraticn of the pictures

obtained by the widEMfield camera and the smali~fialfi

camera ané 3D mafialing obtainefi.

Figures 8a, 8b and 8c aaow the automatic determination

by softwara of the homologous dots on a piaster modei

(Ba), in the mouth (83)) anfi the resulting scatter

diagram (83).

?igures 93 am§ 9b represant the arrangemant a5 the LEDa

in passive lighting (9a) amd thg target projected onto

the teeth {9b} permitting the practitioner to know the

area s¢annad by the high—Precision camaxa.
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Figures 10a, 16b and 103 reprasent a View obtainad with

white light {183), blue light (lek and camposite blue

and white light (106).

Figure 11 shows tha agarturfl in the head oi the camera

§ermitting the jet of aix, in order to remeve saliva a:

bloaa ané fihe Pratective heating~ glass avoiding the

prasenca of maisture during the recnrding ofi an cpticai

imprassion in the mouth-

Figuzze 12 shows the general diagxzam of tha software

gart, from the integration cf fine acquired imagas to

tha iinal ED reconstxuation :0 scale‘

Figures 133, 13b and l3c regresemt thxea algorithms for

using the acquired imagas in real time in the case in

which two camexaa are used simultaneaualy.

Figure 14 shows the twa peasible reconstruction

Strategies when one singia camera is usedd

Figuxe 15 shows an exemplary calculation of an opsical

trace by “tracking" of the dots of interest.

Figuxe 16 shcws the simplified steps of the algorithm

for reaiwtima SD reconstructiun.

Figurs 1? shows hue Orgfinizfiticn Qf ths algorithm 50:

enhancing fihe accuracy.

As shown in Figure 1, the present inventiom, gresantefi in the

form of a prototype. in the form Of a sahematic design phafio in

25 the fiollowing figures, relates to a umasuring and/Gr éiagnosis

fievice that will find a p&rticu1ax interagt in the fialda of

dentistry.

As ahcwn in phota la, this device includes a camera with focal

length (1} using the technology described in the invention. a
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cannectinn (2) batween. the camara (1} and the cabla {3) for

supplying and transferring data, the connecticn {4) hetween the

sable and the comguter (5) being ofi the HEB type and the caging

(6}, which can be placed in between for adding a axiving aard
(1)

they are net placad in the cameza ox iu the comgutexo

for the processor of the camera andicr processing the image if

This sama camara can use a wireless Wifii~type cannactian for

transmitting images or aata proceefiing from the images, and a

charger system for charging rechargeable batteries fer the gave:

10 to to augplied ta the camera.

The electronic §art, which can be entirely included in the body

95 tha camera (9*12) or shareé between she camera, the casing

is: and the computer {5}. It includes an electronic system

iaeatéd bahind er near the sensors, ensuring the maflagement of

15 the latter, but also of the £333 illuminating tha impresaion

recording area. Thig electronic system alao inclufiasz

— a centrai management unit that can Gallant, stor& and order

the data 0f the sensors in a language understandabla by a

universal PC. Kt will avantually also be capable of convarting

data having anaxog values inte digital values if this function

is flat traasfaxreé to the :emate FC. fict having to manage a

system fer prafiecting masks or fiximgefi significantly raduces the

central unit to its bare minimum: the management of

stexeascopic 0010: picture camerae

25 ‘n a LED central card, under the eontrol of thg central unit

and/0r saftware of the PC, capabla 0f triggering prefexahly a

particuiar LEE éepenéing on the programs baing implemented.

Indeed, the L333 will be controlieé altsrnately or together,

accaxding to a varying oréer dapanfling- on the program being

.0 imglementad. The functicn is in the fioxm of a simple orfler,

it is good to mention it¢
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— a standard powerMsuyply card capable of operating an USB or on

battery pawex (e.g. ACIDS). flepending on whather we hav& a fizee

Byfitam {without wire connection} 0x a wirad syatem. the power

supyly will remain light, taking into consideration the low

5 §ower aonsumption of the ccmyonants being implemented. Oux

aamaxa. will thus ha the fixst 038 that can have a wirelase

conn&ction.

- eventually, a miniaturizad memory card eventually includsci in

the camera, permitting to store the gictures and :0 transfer

KG them ta the com§uter us$ng a transportable medium without

naading a USB connection Gr a wireless commuaication.

A_ stanéard laptop (5), natbook ox éesktop £6 containing the

management and program &né data processing scitwar& can he adfied

to the unit when everything is not included £n the camera ox/

35 and the intarmediata aasing (6}. it is capable of :eproducing

the informatian in a Zn or 35 form visibla on the screen. but

also to send the measures ta mora at less remote centers

{internet, Wifi, Ethernat ...) in a atanéaxd foxm similar t0 any

CAD/CAM system (STD..) or in a specific form, by means of

20 Ranguaga translation software. In this ccmguter, bafore having a

miniatuxized computing unit, will he installafi the 3m

restitution and eamera control safitware.

Thus, the connection between the camera and the computer c&n be

wired ox wireleaa‘

25 According to tha invention, the wireline‘ aunnection {3) 13

yreiaxably via a self*powered USE cannection {4) with a spacific

part (2} at the side of the camera (1). This specific coanCtian

(2) is designed 30 that it is adaptable to any camera shape and

aegign§

30 Likewise. and according ta the inventicn; the connectian can he

wizaless, :0: example in Wifi mode, ané this is not restrictive.

In this caser the antenna will be included in the camera a:
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connectad ingtaad of tha specific cannection (2}~ Likewise, on

the computer (5} or the intermediafie gasing (S), am anteana fox

sending and receiving data correaponding to the cammanda given

by the §ragram locate& in the camara, in th& computax (5) or the

intermefiiate casing (5} will be inaertad into the $33

aonnectian. This arrangement will permit fast, friendly and easy

commuaisation; irxespeative of the configuraticns of the

mefiical, dental afficea or dental prosthesis laboratories.

in the same way anfi still according to the invention, the unit

gormefi by the processing carfls; the C98 and the disP1ay will be

installed in tha interme§iate casing (63 as that tha unit

according to the invention can he integrateé into a professianal

piece of furniture, such as the unit of the dentists or the

work—bench at the dental techniaians.

Acccraing to the inventicn. the computer {5} wili be of a

stan§arfi type with an ineorporated 0x sepaxate screen, such a3 a

F3 or the like (Mac ...). This camputer will use stanfiaré cards

specifically programmefi for controiiing the camera or specific

control cards, which will be placed an the bus.

In the event the computer could not be eguip§ed or when it is

previougly present in the fienca1~cara unit, an intarmediate

casing {8) will ba pasitianed between the camexa and the

computer in order to compensate far this lack. Similarly and for

the same function; this casiag wiil bfi pasitioned downstrfiam of

the camputer and the USE connection (Q) at the connection will

be connected diractly to the USE perk 9f ths computer, without

any intermediate gart. This will generate a spe¢ific language

that Can be interpreted by each CAD or CAM application ufied in

the pxofegsional woxkplace.

Figure lb ahows the éetail af the ccnfiguration of the

invafitiefl. This diagram is comprised of two major entities, the

camera (1) and the computer {5), which may be substituted with a

specific and dedicate& caaing {6}.
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after having chosen a menu on tha aim interface 9f the cmmgutex

(48) and started the camera thanks to itg awn man/machine (REM)

interfiaae (18), the image software {45} at the camera controls

the initiation of the reading process cf the wiée—field (38} and

small—field (39) sensars. At the same time, it triggers the LED

lighting {15), whether sgecific or not, depending an the

selected menu. This pracesg will 3150 cause the accelerometer

{52} ta start, which will sena its information as a continuous

ax discontinuous stream to the gicture Softwara l (45)

throughuut the 9190533, thus asgisting in a correlaticn ofi the

pictures, anfi ‘which may at any time substitute one of tha

sensors, should it fail during the clinical acticn. Tha optical

System (38) of the larga field (25) will allow the image

software syfitam to know the flield depth and ta adjust, if we d0

not implement liquié lemaes, tha control (42) itselfi, adjusting,

thanks to a nficra—metor {22}, the field dfigth of the ogtical

systam {$1} of the small fiel§ (19) an the era: structures (21).

Each of the twn images will be aagtuxea by the COD of the laxge

fiel§ (38} ané of the small fiiald {39). They will be convarteé

into digital data by the AID converters {£3 anfifor $4) anfi/or

arrive in analcg form on the viéeo control screen (49).

If the hardware suppnrting the image sofitwara 1 ($5) uses too

large a velume to ba located in the camera {1), the second part

bf this image software 54S} will be relacatefi in a standard (5)

or éedicated (6} computexe

whe infiormation proceeding Exam this pxmcassing, as described

later in this dfitfiilad description, will bg adfiressed by all the

ncwadays kncwn mhannels {51} capable of performing their

9xocessing, whether fax diagnosia cr for the CAD/CAM. This will

be done using a modem {$0} that will senfi ifis infmrmatinn, in

bath directians, by wired channels (interns: ana Ethernet, Wifi

or te1e§hone).
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yo: the detail of each yart cf thig invention, we will refer :0

Figure 2. which shows a dental clinic cption in its functional

a$pect. In mrdar to eafiily record an intraworal pinture, a 3D

reafiing camera should be little vuluminous. Unlike all the known

systems, the presant canfiguratian Enables us ta have a very

smallmsize 3D colax camera, simfia its dimfinsians are betwean 28

an& 35 cm, and has a bmdy that is laxga encugh to ansuxe a good

grip (far examyla 2 to 4 cm} and a thicknass Ehat dues mat

exceed for example 2 cm. It is an extenfied with an arm of 5 to 6

cm, which permits to gags tha staga cf the liys when recazding

an impxassion fieep in the mouth. The reafiing head contains, in a

non—hurting avaid shape, for example 1 to 2 cm thick, aprox. a 2

cm width and a 3 cm length, the camglete oytical system, the

LEDS and the CCD/CMOS sensora.

The cross—sectional View in Figura 3 pexmits us ta batter datail

the components of this camera. In thi$ coniiguratian and this is

flat restrictive, we have a crosswsecticnal View $hewing the heafi

of the aamaza {7). the arm (8) permitting its insertion into the

mouth and the body {9), ofitan autside of the mouth. The heafi has

the cross~secti¢n of the aptical aaaembly, here comprisad of twn

wptical systems {10) comprising three unita {the lanses,

evantually the system for adjusting the focal length (22) and

the 2 CCD 9r CMOS sensors) cannectea to tha image acnnectian

car& (12} via a preferably shielde$ cable (11). in order to

avoid interferenCES haxmfml to the quaiity 0f the information

being transmitteé. This carfi will itself be connected t0 the

camputer (5) or to tha specifiic casing (6} thraugh the specifiic

cannecfia: (13) depending frcm the camera (IE. This same

longitudinal cross~sactioual ViEW parmits to identify the LESS

placed towaréa the optical system (14} inside tha heafl yretectefi

by- the pratective glass (1?) and/GK’ at the pariphery of the

optical system, outside the latter (15). A huttan (18) permit$

to activate the picture recorfling, when w& do not use the foot

pfida1¢ $5139 a picture~recoxéing system withomt any 9£fset
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allows us to take this 39 image with the huttae without any risk

of blur that could be createfi by an involuntary movement.

Figure 4 illustrates more accurately the basic yrineiple of the

present invention apylieaticn» we see the snhematic

xepresentetion of the head ofi the camera (7} and the twe

different optical systeme‘ (10}. These systems are comprised,

from the bottont tn the top, of the focusing and the image_

tramemission lenses and the CCDE/CMOS. These lenses are shown

witheut focal adfiustment system. if we use traditional lensesE

it will be necessary to have a focalnlength adjusting syetem

{22} permitting i=6 scanning in “z“ a field with a 1 to 3 cam

field depth.

advantageously, the lens will be of the liquid type {Verioptic »

Fr} or of glass or molded glass/plastic with e gugil on the

input face.

The face: length will afivantageously be between 0.5 and 5 mm. in

order ta meet the requirements 0f large and email fielé in the

limited environment the oral environment represents.

The white and blue LEDS (15) are arrengeé arcund the uptical

system, immediately behiné the protective glass (17), weather

heating or not. They will preferably be specifically seiected

base& on the éesized tyye Of lighting color‘

it shoula be noted that there is no atrnctured light grejection.

but two areas visualized by the optical system and the CCDs.

Afivanfiageouely, the narxcw and accurate area {19) is campletely

included in the less aecurate wide area (20) of the teeth

measured‘ by aptical impxeesion. As we can see, one af the

advantages of this method is to include the accurate area in the

general area, which largely facilitates the correlation of the

two stereoscoyie pictures. This also redeces the uneaded areas,

since what one camera will nut zecord will be read by the eecomé
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one. The mere movement the camera wi11 carrect the eventual lack

of coding¢

Eventually ané preferablyr the narrow area can also be yartially

incin$ea in the area for purpeses of industrial dasign ana size.

In this case, the narrcw accurate measurement area will overlap

the lasa accurata wi&est area.

Eventuaily and advantagecusly, in order to facilitate the

reaéing of the accurate and narrcw area, it is gossible ta add a

displacement meter so bhat the narrow area quickly scans the

entire wide area during tha regarding 0E pictures. $he

aisplacemant motor may uae all the techniques of disylacement af

the lenses.

Eventually and advantageously, this narrow area may be afi

variable zeom, which allows the operator to vary the desixefi

accuracy in this narrow area between 1 and 20 pm, while

benefiting fram the large rsading fiield fin the wide area.

rhis stereoscopic camera is comprised of one or several unitary

or multiple sensors! two in Figure 4, in a pradetermined

Fosition. which ca be CCDS or CMOS, for example DE 2 megapixgls

at 2.2 umq (25 ha 500 images / aeconé} defining, by their

renewal. the réading speed. thus the speefi ofi recorfiing of

auccessive im§ressions permitting a static or fiynamic reading,

as we kncw for a phcto camera or a videOaaamera. We can thus

have a dynamic View by moving ova: the area of analysis, unlike

with the §rofilometric phase systems that require a minimum of

four pictures for extracting the relief, fihe System use& in the

present invention only requires a single frame or a fiouble frame

at twn levels of accuracy, aveiding any movement in the

measursment, or the integration of the information an tha sensor

is immediate and gimultaneous.

It i5 also compxised af an optical afisembly having one fiacal

length or at least two éifferent fecal lengths, which can
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ranging fronk a numerical aperture (NA) of 0.001 to 0.15 and

permits 'to transmit to the senaor{s) of the camera, withcut

distortion, the éata visualizeé on the twu or several operatory

fields. Far example, for the intraworal pictures, in the example

5 Shown in Figure é. theae Eields can be deacxibefi as fallcws;

a“ one of the fielés covers a 3arge surface, but with a

lows: raSOLHtiog, Eor exampla and thia is n0:

restrictive, of 20 pm. (NA; 0.0125, i.e. a focal

equivalent of EXB} over a fiield of 30x29 mm;

30 b. the other field is Smaller, but more accurate, for

example anfi this i s not ras tric tivé , with a

resolution af 10 pm (NA: 0025, i.e. a focal

equivalent of F/Qi aver a field 05 15 x 10 mm. The

fielé depth is small, a series of yictura xeeardings

35 with a variable éeyth is foreseen.

c. The small fiield is fully included in the large fielfi,

at all levels, whether centered oz not, in orfier ta

detect the data for the generation of the three

dimensiuns of the object (x, y & z) and to facilitate

20 the real-time ccrrelasion befiween the accurate views

and the gameral larger—field Views.

in The objective can be ccmprised ofi several glass 0:

molded glass/plastim elements, the adjustment b$ing

performed by a micro*motar.

20 U» Eventually and advantageously, this aéjustment the field depth

on tha taeth will be carried out using a liquid lens, in orfler

to ensure a perfect adaptatian based on the pxaximity of the

intra—oral surfaces and to avoid the use of a micranmotor.

Eventua11y~ anfi advantagsously, it can also be comprisad‘ of a

33 lens, fior example a thermoplastic 1en$ rafaxred to a$ "freem

farm" camprised 05 a flat to? surrcunaefi by n asymmetric facets
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ensuring, in one pictuxe recording, the vigualization af the

oral environment according to n dififierent viewing angles. The

facatfid porticn i3 arientefi towards the: sensor ané the flat side

towards the oral anvironmfint. The sensor will receive n slightly

different images with views from a different angle depending on

the angle of cut oi the facet with respect: ta the flat surface.

Thus; in one single recording 0f gictures is possibla the

capturing and $1gitizing of n instantanaously carrelatefi

sterecscapic views of different: suxfiace$. avoiding the addition

afi a aecond aensax and a second optical system.

Eventually and advantagaously, if we hava a singlg sensor. no

longer tha prsdetermined position of the sensor all the views,

as we have seen previuusly, but the sequences of successive

capturea will define. The displacement movements correlated with

a sequence of automatic yictuxe recaxdings will dafine the

different planag of picture reccrding. Fa: examgleg the first

image 9113.: be recorded at: time T0, than a slight shift, which

will leaa ta 3 change in angle of viewing. will be followed by a

new recording at time TO + 1 second {far example) and so on.

Eventually and advantageously, an accelerometer, a gyro or a 3D

magnetomater (52) will be inetalled near the CCDfCMOS Hangar, in

order to assiat with the carrelatibns and to ccmyensate for an

eventual failure of nna of the sensors. According to the presant

invention, in Order to awid any intarxuggticzn in the clinical

action 4:: to repzace one of the fieids (large or small as the

case may be}, it will be far example a 3D acaelerometer with a

frequency of acquisition highar than or: egual to SOHZ, an.

interval ofi +/~ 10g and an accuracy lewer than or squal to 3 mg.

Eventually and advantageously. the general information on the

field depth will be indicated by one of the sensors, for exampla

the wide»field sensor, so that the focal length of the other,

sma11~field sensor is prepositicneé .in an area class to the

reality &nslyze& by the first. Ear examplEnwiéa field senscr.
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Figure 5 shcws the vclume amasuxed in the mouth of a patient.

The small volume; in which the dentist can move his camera,

considerably limits the possibilities of having bath a wide

field and a high accuracy. With the new concept introduced hexe,

anfi sticking to the laws af cpti¢a1 physics, it is p05$£ble :9

measure a volume of 28 x 30 mm and a field degth of 2 mm with an

accuracy of 28 pm at the 1evel of the wida fielfi. The narrow

fiald limits the valume ha 10 x 15 x 0.5 mm for an accuracy of

lo pm‘ This i3 given only by way of an examyle and can vary

significantly degenéing on the qualities sf the aptical systems

being ans-ado Thege values are consigtent with the requirements Bf

an optical impression in the mouth for making good prostheses

and good diagnoses.

Tha field depth is insufficiant, but it i3 laid on by tha

proximity of the heath with xe$paat to the oytical system laid

an by the space between the upger teeth and the lawex teeth; in

orfier ta solve the prcblam of fielé &epth. a series of picture

recordings is provided for in ?iguxe S, by varying between 13

and 20 timas in tha accurate area and betwegn 5 and 10 timea in

the widar area. This ensures accuracies within 10 gm {small and

accurate narrow field} and within 20 um (less accurate wide

field) with a field depthv between 10 and 30 mm, which is

suffiicient in dantistry.

EventuaEly and aévantageausiy, these movements in field depth in

the naxrow fiela and in the wifia field can b& synchronized ax

not depenéing on the needs of the recording of optical

impreasian. As wewill see in the software gzoceasing, this

adjustment nan be limited, since the CCD/CMOS can recognize

wkether the callection of information is unclear or not, This

provifies an information on the po$itian of the teeth with pre

respact to the optical system and enables an automatic~

adfiustment 0f fine field depth. This also grevides the afivantage

cf limiting the scanning in depth and cf limiting the succassive

picture recerdings,
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In Figuxe 7 we have the representation of the axsa scanned by

the wide Eield {23} ané by the successiOn of pictures of the

accurate and naxrcw fiela {24}. As we can see in the example

given, ten pictures are sufficient to cover an entire field with

an accuracy 0E 10 pm?

In fact, the éentist will positian fits acaurafie View on the

aentral gram raquirimg oral maximum accuxacy. This axea can b&

the finishing line of a greFaration, hut &1$Q, as we can $23 in

Figure 7, the groaves anfi the cusps of tha teetho As will be

presente& latar in the deacriytian at the “software”. in

§articular in Figure 13 (stackea surfaces strategy), a judicious

use of this high~precision area largaly contributea to a high»

fidelity reconstruction. The area common to bath camexas is used

for reconstruction an& largely benefits of the level of details

provided by th& accurate fielé‘ 0n the other hand, by moving tha

head randmmly, and thanks to the high frequency of acquisition

ofi images, the usgx has a great chanae ta cover the whole axea

t0 be reconstructed by the part common to both cameras. Finally?

3houlé an area exhibit insufficient accuxacy, visual feedback

will ba pzovided to the user, who can then focus the accurate

field 03 this area, in order to achieve sufficient accuracy.

As can be seen in Figures Bar Rb and Be, a 3D stereoscopic View

is possible when it is possibla to correlate hamologous Guts

faund in each of the gictuzes rgccrded together or with a slight

tima shift. Figure 8a shows the automatic dfifiaxminatian 9f t§e

homalagous &cts in two acclusal and lingual pictures of the same

tgath. on a dantal plaster (Figure 8a ~ 26). fihis automatic

determination is Possibls with the software, which is an

integral part of our inventicn.

§he lines that we can sg$ unit idenfiical anfl hnmclugaus dots

identified in each 0E tha two pictures. The same representatian

can be mafia on an intra—oral View (Figure Sb « 27) thankfi to the

software systam,
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Eventually and advantageausly, the “software“ pexmit$ this

automatic identification of the area o£ focua in the 3363 of

fiald depth; whila noting that everything happens for areag

Outside the fielc‘i as if they had been subjected. to a low-$3.358

filtex‘ with respect to areas inside the fiaid; tharefore, the

local gawer sgectrum has a softgr slapa. the pawer spectrum is

thus calculateé in “patchfis“ p of the image {typically a 20*20

pixei Square araa). the deareasing slope a? of which is

appxoximated acccrding to a decxeasing expcn&ntia1 model. Then,

the ratio (ap~uO}/a3 is calculataé‘ where a6 is the decreasing

slope fox~ tha entire image. Is this ratio below a caxtain

threshold adapted to the image, then the patch is considered

outside the area of focus.

The result is a representation of a scatter diagram arranged in

space (Figura 8c * 28), a part of which is vary accmrata (less

than 10 um):

Eveatually and afivantageously, this reyresentation as a scatter

6iagram is alfio performed thanks to the 3D reconstruction

techniques éesczibafi in Figuxa x.

Eventually and advantageausly, this representation can alga be

maée by a dense. polygonalisée anfi textuzefl representation close

t0 the actual visual representation, at tha Bezier surfgce, by

Rafiial Basis Functions. by NflRBs, or by wavelets.

In this case, the fioftwaxe wilz gra¢e&& as daseribed in Figure

x, in order ta perform this modeling‘ Schematically. the sparse

scattax diagram generated by the 3D raconsfiructian (Figure x} is

interpolated using the techniqua describad in figura y. Thia

technique has the advantage af densifying the scatter diagram

and of mo&eling it by means cf soft Raéial Basis Functions type

curves~ (Without: lass of generality, the madaling can be

performed for exampie, and thi$ is not restrictive, by Baziex

curves, by Rafiial Basia Functicns, by NURES; or by waveletsJ

Once the surfaae model is ayplied, pnlygamalization occurs by
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means cf 3 canvantional tachnique {far example. an& this is not

restrictive. Blacmenthal technique, ball Fivcting, Poisson

recametruction}, than a texture as 5esuribea in Figure 2 is

calculateé and applied.

The advantage of these madeling methods in real time Gr aimnst

in real time is that they §ermit, starting frcm a stereosccgic

View, an immadiate BB raprasantatian an the practitionfix’s

fiisplay screen. He can vary the orientatian anfi zonm digitaliy

on all 9r part 9: the impressian, in crdar ta varify and/ox

valiéate his work £0: the following part of his clinical

operations.

Fig@ 9 showa the BEDS yruvifling' sufficignt light for a good

stereoscopic recording. In order' to achieve an accurate ané

Complete measurement. it is necassary to have a goofl lighting of

the scene. The quest£on. is not at ail to project structured

light, but oaly tn light the scene in a relatively dark mauth.

Eventually ané advantageously, the lighting will ha LED lighting

for pcwers that ean vary between $0,000 and 500,000 lux 95 white

light and betwaen 5,500 and 300,000 lux 0f blue light.

That is why a flaw LEES are suffiicient. In Figure 9a are shown

two white aEDs (29) amcng the eight that are necessary to

achieve 200,609 lux of white light anfi 1 blua LSD (3Q) among the

Q blue LEDS that are necessary to achieve the 160,060 lux of

blue light.

Evantually an& admantageously; othar LEDa will be added which

have an unstructurafi light, but with the exact charactaristica

in terms of purity* (consistent or‘ not), of type {color} and

intensity (power). In Figure 9a is shown, for example, and this

is nah restrinfiive, a gxeen LEE (31) permitting to éevelop game

functions of assistance to the diagnosis on a 3D £mage,

txansferzefi unto our 3D surfaces.
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This is the mora intaregting as $inca we are not using

stxuctuxed light; it is always poasibla he Qarioxm real~time

cola: analyses in the mouth of tha gatiants, both at the level

0f the mucoaa and at the level of the mineral structures of the

tooth or the prosthatic reeonstxuatimn materials.

Evantually an§ advantageously, tha light will be chosen so that

it can highlight minaxal or organia cariaua fraatuxes or damage

in the crystal of the tooth. ?his is particularly interesting

becauSe the display will net occur 9% 2D images, as presently

known, but on structures shown in 3D highlighting the areas to

be analyzed, aiagnnsafi or treatefi. This also allows the

yractitioner to follow up the quality of his wark and to be

sure, on, 3D images, he has preparly treated the highlighted
éisease‘

Eventually and advantageously, this §ermits to highlight

fractures im tha xestorative matexials {as for example a slit in

the zirconia ceramics) an& to assess whether a new interventicn

on the xeccnstitution is necesgary.

Eventually aad advantageously, in addition to diffuse LED light,

in order to assist the yxactitioner in knowing where the high~

precision reafiing is locatea {narrow field in the wide fielfi)y

the projection of a target {Figure 9b « 32a) aurrounding this

specific area is eventually foreseefi.

Evantually ané advantageauslyg ather LEDS will be adflefl: which

have a non—strudturefi light. but with the specifiic

charactaristics in karma of purity (consistent or not), type

(color) and intensity (power). In Figuxe 9a is shown, for

example and nen~zestriatively, a gx$en :39 {31) permiting ta

develog some functicns of assisting to tha diagnosis on a BB

image, tranaferred onto our 3D surfaces.

Eventufilly and advantagemusly, the projection of a frame

surrauading the wide fiela {32b} is firoviéed for. which avoids
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the practitimner from fellowing his scanning on the screen

duxing the recording of an impxession in the mouth.

flsing these blua anélo: white LEDS has the aévantage of

permitting an aasiar search for homolagaus paints and to

determine a higher number uf them on a tenth that has a

cryatalline and slightly pgnetrating structure, Eventually and

advantagecusly, though the penetxation 3f a fiiffuse LED light is

not comparable to that Bf structurefi light projected. on a

Surface of the tooth. the blue light will be used to make tham

lack mare chalky, avoiding the use of a covering layex refexred

ta as coating.

£ventua11y and afivantagsously, ths lighting system with LEDS of

various wavelengths or colorsy the mix of which will be chosen,

far example, so as to create flucreacenca or phosphorescence

effects in the crystals of the tooth or in, some parts or

patholcgies ofi the gum. This will further promote the display 0E

tbs surface of the mineralizeé tissues in the blue or the UV,

Since a fluorescent tocth tissue has a particularly “mat"

aspect, which avoids the surface ox paint deposition referred to

as coating.

This game applicaticn finally allows us to penetrate imam finer

gum areas, such as they exist in the dental sulcus. This permits

the operator to haves a ViEW On the emaxgence of the toofih

through the gum. Likewise, the choice of a judiciauaiy galactad

eomglementary color, for example, among the reé, permits to

reduce the harmful effiects 9f hlcofi ané saliva anfi faailitatfis

the recording of an ogtical impressian.

Advantageausly, these LKD5 wixl have a variable yower and calor,

in Order to light, at law pawer, the measured surface or; at

high yower, to cross some small thickneases of the epithelial

tissue.
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Thrcugh the mounting as pxmvifiad for én thig methofi, as Figures

13a, 13b and 19c ghow, a reading in white light is previded far.

in cxfier he have the exact color oi the mouth envixonment (33)

and eventually the addition of a picture recarding in

comgiementary light, far exampla anfi non»rastrictively in blue

light (3%} or an association of the complementary light anfl the

white light {complementary blue at 35),

EventualEy and advantageously, one or more of the color

companants aéaefi to the white light will be gubtracted, in ordet

to arrange and represent on the sateen and in real time the real
cclor of the measured cral envixament-

Eventually ané advantageously, this choice 0f the LED culor can

be predetermined or automatic. If the scatter diagram is

insufficient duxing a rafiding in white light; the system

automatically‘ {or manually) activates the complamantary LEBS,

fur example the blue L335, and tha 3y5tem wacoxé$ again the same

gicture. The addition cf the blue ané white pictures multiplies

the Chancas of incxeafiing the informatian on tha Surfiaces and

tha search for homologous éots.

Eventually and advantagaously, these EEDS can also have a

predetermined wavelength permitting‘ to highlight the natural

anatomic elements {buttons cf furraws or color areas

differentiating tumors. gums 0r teeth ShadES) or markings made

bafioxe the recording cf imyressicns anfi mada by m&an$ 0f

specific and predefined coloreé markers.

These markings 2&fi advantageausly be Objects of diffanent shapss

placed in the measured area, glued or accommodated for example

on the teeth, in the spaces between the teeth ox on the implant

heaés, in order ta facilitate the carrelation cf tha picturas,

but 3136 in orfier to know the exact apatial §ositi¢n of these

pxaaefined marks.
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In the case of implants 0: dental canals, this will yermit to

knew some ingccessible araas flaring the optiaal xeaé$ng. The

identificatian of the mark and a prior: knawle$ge of the

¢arrying shage will paxmit to derive the shaye ané the spatial

5 positiqn of tha hiddsn part‘

The light Cambinations yermit to highlight details on the areas

with a weak textuxe, which éo not appear unéer "natural“ light.

An optimal combination will be previfled to tha use: by default:

however, several pre—established combinations {which can

EB highlight the markings, for example) will be yrovidea.

The light combination permits: on tha other hand, to have

adfiitional information fox each spactrai band. Thus, whanv we

wili present the algorithm for searching aptical traces in

figure x, the grocessing i3 not performed on the global image,

15 but in garallal on the three spectral bands. The optical traces

used for the 3D reccnstruction result from the combinatian ofi

the traces thained for the thrae 5§ectra1 bands.

In Figuze 11, two afifiiticnal functions requirefi in the mouth are

shown. Very oftan, during a recording of an optiaal fimpression,

20 three opticai elements that can degrade the information are

avai&ad. Thay are blead, due to the pxepaxation of the tcoth,

aaliva that naturally flaws in an open xmuth, and mist that

appears on a surface colfler than the mouth.

30: this raa$an and far :easons mi comfurt and accuracy, it is

25 foreseen to associate with the camera, in the reading head. a

spray of air ax liquid, of which can be seen tha aperture (3“?)I

which is airectafi towarfls the reaéing area. This parmits to

evacuate saliva or blood during téa raading,

Likewise, the glass protecting the optical system and the LEDB

3G in the head of the camera‘ is designed as a heating glass, for

example between 25 and 35°, depending on the seascns, so as to

limit tha degosition of mist on the protective glaas.
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Figure 12 shows the general fiiagram of the 30ftwara partion.

Thia diagram permits both t0 yrovide a realwtime BB

r$aonstru¢tion during the acquiaition and to ensure spatial

high—fidelity cf the final model.

5 A first reccnstruction is performed in real time and

gequentially: when images &re acquixed (53}, a regionam 3D

recangtruction (5%} is calculated {from this only pair » if twc

cameras ~ or with a faw pracading pairg R if a single camara)

then added to the global reconstruction as it was hefora th&

16 acquisition of this pair. Tha reconstruction is instantly

displayeé on the screen (55), eventually with annotations on its

local quaiity, enabling the user to visualiy ifiantify tha 3:635

in which a second pass would eventually be necessary. The

sequential reccnstructicn i5 cantinued until the user completes

i5 tha ficquisitiun 0i images.

Once the acquisition is completeF we proceed‘ to tha final

adfiustments af the reconstructed 33 model: enhgncement cf tha

accuracy of the medal and eatimatian of the scale factcr. The

total duratian of the final adjugtm&nt does not exceed 5

2fl minutgs.

Figs: of all, the 3D reconstruction may require a scaling {56}

when the images were acqu$red from a single camera. The

estimation of the scale factor be be applieé to the

reconstructed 33 model is yerformfid by means of a Eilter, for

25 exam§le, and this is not restriutive, a Kalman fiilter. and uaes

bath the maasurements far axamyle, and thifi is not xestrictive,

from the accelerameter and those from the images (relative

Positions of ths camarag with rfifipact to each ether}(

Furthermore, the r$alwtime SD reccnatructian ia refined in arder

30 he increase accuracy {5?}. The pxecisionvgain technique is

detailed in Figure 1?.
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Figures 13a, 13b and 13:: sehematically Show how the picturegs

acquireci frcm the two camerag can be useci. Tc this: anti, three

ways of operating, and this is not xegtrictive:

» 3’igux‘e 13: when a pair cf imageg is newly acquiréd by the

two cameras, we look for the optical traces (dots ofU1

intaxast and correspondences) aZBDfiQ‘ the: two images

(3:; garitm sham: in Figure 15} . The: cerresponding data

than permit, by triangulation, to calculate the

ccrrespundiug 3D dots. Triangulation is extremely simple

if} in the case cf two cameras, since we are in a calibrated

configuratimn, in whiah we know the intrinsic (focal

length and distortion) and extrinsic {relative positions

of the cameras with rest t0 each other, by canstruction

of the camera} parameters°

1:5 ”53315 3D scatter diagram geaerated is than interpolatad,

ggmlygonalized and, textured (algorithm shown in Figure

16). A validity index q (57) is they.) calculated fer each

element (for exanwle. and this is not xeafirictive.

triangle 0r tetrahedron) of the yolygonalized 3D

216®~J§wz
20 reccnstruction. We will chose 9’: (v :

{a+b+c+d)2

volume, a, b, c, d 2 length of the sides of the:

tetrahadron, for example, and thig is not restrictive} .

If. at: a. point, this index is lower than a certain

threshold, the reconstruction element is imbalad as

25 invalid, which will yarmit a real time visual feedback to

the user during the phase of display, 50 that the umaz‘

can acquire new pictuxes in this area and thus cbtain a

sufficient; quality. A global index of validity of, the

rsconstruction genarataci by the pair of images is alas

3O fierived, by calculating the percentage of invalid

filaments cempared to the tctal number cf reconstruction

elements. If this percantage is lower than. a certain

0425



W0 2013/008097 PCT/IB2012/001777
44

threshoiti, aha genarated surface will not be integrated

into the reconstruction.

The generated surface, if valid, is integrated into the

partial reconstructiun far example by resetting, and this

5 is not regtxifltive, of the non-linaar iterative Clcsest

Point type fallcawerl by a simplification (removal of

redunfiant 33 dot$ 0r outliers). Eventually anfi

advantageously, the integration into the partial

reconstruation can be (Sane by perficming a tracking mi

10 the relative yositions of the camaras by an algcrithm

similar to that shown in tha following figure.

Finally, the reconstruction phase is followed by a phase

of display.

6 Figure 13b: Alternatively, the images frem tha two

i5 cameras can be useé inaegendently. Two :egicnal 39

reconstzuetions can be calculateé inée§endeutly for the

wide«fieid camexa ané the smallmfiald camera, thanks tn

the algorithms shown in Figure 14. Since the smallufiald

reconstruction i8 calculated base& on images that

20 intagrata into a fixed yasitiom in the large~field

images. it can. be airectly integrate& into the large»

field reconstruction. The end of the algorithm is than

similar to the casa abown in Figure 13a.

« fiigure 13c; Altexnatively, tha imagfis ofi the amallmfielé

25 camera can b& used only spcxadically. During the

acquisitidn, than they axe stored, but not autumatically

processed. ?he reconstruction is carried out only— from

the wifle-field camera, thanks to one of the algorithms of

Figure 14, than the local quality indices axe calculateé.

30 For the invalid elements, one looks through reverae

projection to which yortioa of the large~fialé ED image

they belong, than ane locka in the $mall«fielé image

éatahase whether acme images {typically some ten imagas}
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cover this area. A iocal reaonstruction is then

calculatad based en these small~fiield images, than the

valiéity indices are xe»ca;¢ulated. If the lattar are

above the thresholfl, than the smallmfiield reconstxumtion

is integrated into the largeufielfi one in a way similar

to Eiguxe 13b°

Figure 1% detailS the twa strategies usable in: xeconstructing

tha ED model from a Single Camara. ?he camplexity of the

algorithma used in this case rasults directly firom the freadam

givan to the uSer t0 uge the systenx without any constraint.

Thus, the movements of the system cannot be pre§icted; in other

wnxds, when the picture recordings are aCQpired, we cannot know

a priori from whare these pictures have been recorded“ It is

then up tn the algorithms to find the specific spatial

erganization of ths gictures, in ordex t0 ensure a faithful

reconstruction of the object.

8 Saquential Case: We wnrk in a prajective gecmatry, which

requires {rem hhe start af the acquifiiticn ta chaosa a pair

af imagas serving as a geometrimal reference. The choice of

these first tWQ pictures ia assantial to avoid falling

theraafiter into a probiem 0f local minima. Amang the fiirst

images of the acquisition. the inifiializing pair is

selectefl such that:

a The numbar of matches between the first two picturaa

is at least éOO.

o The &istance between thes$ two yictures is lar§@

enough: arbitraxily, we will wait for the éata from

the accelerometer that at leagt 5mm have been

covered; atherwise {if the operator remains

immmbile), we will wait until at most éfl images have

been acquixed.

0427



W0 2013/008097 PCT/IB2012/001777
46

From these first two yictuzes, a first estimate 65 tha geometry

ia gerfiwrmeé:

¢ The aptical trace 15 calculated between thesa 2

images (algorithm of Figure 15)

U» o The prajaction matriceg P; and P2 {xeprasentativa oi

th& spatial positicn Of the cameras} are calculateé

from the matchas by a conventicnal 5»paint algorithm,

0 The corresyonding dcts afie triangulatefl, in order t0

obtain an initial estimation of she 3D dots.

19 o The geometry Is updates by selfiucalibratimn. in oxfier

to pass from a prujectiva geometry to a naaxlyumetzic

geometry (within 03% $cale factor}.

0 The generated 39 scatter éiagram is than

intergalatea, pclyganalizea ana textureé {algorithm

E5 13‘ Figure 16). Thfi generatedr surface is the first

estimate of the partial ED recanstructiog.

Then, the reconstruction is enriched thanks to any newly

acquixed fiicture i:

o the optical trace is complemented by calculating the

20 dots of interest in. this picture and. by‘ matching it

with the gravious picture (58).

s Knawing the corrasymndence with cartain dots of

interest in image inl, aha knowing the aoordinatag of

SD points that are prcjected onto these fiots cf

25 interest, it is pasaible ta estimate the projection

matrix Pi. for Example ané thia is not regtrictive, by

re~sectioning (593.

" Sinua all the projectian matrices are new known until

image 1, WE re~estimate the 3D data linearly based on
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these matrices anfi tha cptical traces. in practice, in

cxdex t0 maintain the xeal»time acnstraint, we oaly

work on the curxent pieture and the n pravinus pictures

(typically; n=3 or 4). The tmtal geometxy on these n

5 pictures (profiection matrices and 39 dots) is than

refined by a nonfilinear algorithm fax example; and this

is flat restrictive, of the Sgarsa Bundle Adjustment

type.

a The tutal 3D scatter diagram is again interpolatad by

30 multiscale REP; than polygonalized ana texturized.

a The local indices cf validity are calculated, and then

follows the viSuaIization phase.

a Case by subwaequences: The subusequence strategy ealculates

yartial reconstructions fur sub~sequences Qf images, farmed

25 by isclating Spatially coherent groups cf images and having

a large number of corresyonding dotsfl One grocaads as
follows:

a Sequencing algorithm: The video stream ia &ivi&ed into

subusequences, referreé to as regions, as the

26 acquisition pxchesaas, after calculating the optical

txacafi. ‘1f the oytical search cccurs by tracking; a

region ends (50) when the percentage of data still in

tracking phase drops beldw 70%; for the other Dgtical

gearch techniques, the xegion anés when the number of

25 matches with the first image of Ehe region is lower

than 7G% of the dots of interest of the cuxrent image.

When the current regian is closad, a. new region is

created and initialized with the new image being

acquirefi.

30 0 As soon as an area is closed {51). the relative

positions 0f the cameras and the 3D fiots corresponding

to tha Q§tical tracaa found in this region by an
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fiactoxization, for example and this is not restrictive,

of the Tomas: Kanade tyye are calculated in paxallel.

Th6 generated 35 scatter diagram is interpolated, than

polygon&lized and textured (algorithm oi Figure 16).

5 c The geometries differ by region wheu this algcrithm is

used as is; the generated surfaces are thus not

coherent in $paca‘ in ordfir ta bxing ali the regimns in

the same geometry (52). One shoulfi be careful to put

some images (typically 3) artificially in commwn

i0 between 2 adjacent regions, which will permit to derive

a transformation humography batween pairs of adjacent

regions. The homography is applied to each en& mi the

generated surface, in order t0 integrate it into the

global model.

U!
a

The lacal indices of valifiity are calculatafi, thanp“:

gallows the visualization phase.

Figure 15 skews an example ofi calculation GE an cptifial trace by

tracking dots 05 interest. The dots ofi interest cf the current

image are regresented in it by squares {63), while the lines

20 represent the positians of bhase fiots of interest in the

previoua imagea.

The search for noticeable Optical traces of 3D data occurs by

searching dots of interast in all tha acquired 2D images, than

by searching matches between tha dots ofi interest ofi diffarant

25 images. Sevezai schemes are possible:

é Optical Tracking of Angles: The general idea is to

calculata noticeable dots (angles) in an image, than to

track these dots in the following images without having to

rfi—detect them. The tracking phase continues as long 33 a

38 certain parcentage Qf noticeable dots 0f ths first image is

still detectable (typically ?G%} ; below this threshmlé, a
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naw detaution yhasa 9f noticaafile dots is conducted on the

fol lowing image .

The detection of angles occurs by calculating fer any pixel

A 2 rn \‘

GI \ X f E9} }8 (7159“} w \ 5 “1 f3?

)2 , Where
 

(x, y} the 2*2 matrix C 
Bx; @F} w iéfi\

5 I denates the intenssity’ in (x, y) of the image and W a

suzrounding of (x, y) . Lat’s assume that 2x3. and A2 are the

2 eigenvalues of this matrix; if these 2 values are ahsve a

certain thresholrfl (typically 0.15}, the dot is cansidered

as a noticeable dot.

E0 For the tracking, we 1003:, among 2 imagses 1 anti at +1 and

for each noticeable «that, the dfisglaaemeng dam.” fly)! that

minimzas Z (I;(Xa3’)* Ii+1(x + dx 3 y + d)! W . This
34’

disgrlacament 13 calculataé by 6:613). C being the 2*2

[~{1i(‘¥>.}’l)_ Ii-:~§{xr.y))fi 1433 y)":b: a ‘
24v: §_(11(~‘C;y)”‘ 1M (3‘13”)8‘ Im (x, yllx.matrix evoked above, and

15 Since this aytical tracking tecimique is reliable :Ecr small

displacements, the contingencies of large displacements are

coped with by aeguantially calculatiag the éisplacement d

on a. pyramid of images (from a largely gubsamglaci versimn

of the images to the original raaalutioa) .

20 The abcvemmentionaci techniques ara ba3ed on the implicit;

a$5umptien that: tha stream of images: is coasistant, Le»

the éisglacement betWeen 2 successive imagfis is small, anti

2 guccessive images are cf sufficient quality to find a

satisfactory amount of matching dots (at least 30) .

25 As regards the diaglacemem; between 2 imagss, the

acquisitiGn $35 the images accurs at: a canventional video«
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straam. frequency, We can therefore expect a very Smali

disylacement between 2 images. For a larger displacement

that would result into an impasaibility of finding data

C0rr€5§onding with the previous images, a new region can be

generated.

As regards the insuffiiciant qu&lity of an image (in the

eventual case of a blurred image, fa: example}, the

matching phase acts as a filtgr, Since it is clear that

very few matching dots will be found. The image will then

be stared withaut being grocessed, anfl ens will wait to:

the nag: imagfl that will have a sufficient number sf

matching fiots.

unchangafi acts + matching at leaat squares: ?he acts sf

interest axe sought in the ED images by well—known

techniques. which lock for écta that remain unchangefl under

change of scale ané illumination. These tgchniqugs have tha

advantage of being capable 0f calfiulating mox§hological

fieacriptors for each dot of interest.

The matching between fiots of interest for a givan yair of

image& is performed by searching for any dot 0: interest

x“, in image 1, the dot o£ interest x” in image 2

minimizing the distance at xn_ at the leaat squares in

terms of descriptors. In order to avoid faise matches or

outliers, the fundamfintal matrix B will first be calculataé

between images 1 and 2 (which binds the pairs of dots of

interast by the xatia xfl,F.xflt m D.

If, for a pair of potentially matching data of interest Km

and, x” at the lfiagt squares, the pxoduct xfl.E.xu‘ is

larger than 104, the pair is rejected.

The saa-rch far an optical trace than occurs by transition

during the acquisition ef a new image. When acquiring image

x3, it is agsumed that the calculation af the optical trace
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was §erformed for all previous images 11 .‘v 3&1. The data

of: intexest Ij are then caxculated, which are brcught inter

carxesponéenae with image 1&1. The optical traces are than

complemented by transition, whereby it shoulfl be noted that

if xaj is in correspondence with xiyl and xiyl is inU!

caxxespondence with X3333; than xij-1 is in carrespnndence

with xij_2 .

e Stxong gradients + matching by correlation: As dots cf

interest ofi an imaga era censiéarefi all the data where tha

30 variations in intensity are important. In practice; for

each &ot of the image considered is calculateé the standarfi

deviation of tha intansities in a 26*20 pixel surrounding

around this dot. If the deviation is shave a certain

threghold {typically in the range of 10, for intensities

ended on 8 bits). than the dot is considered as a dot CE7.... L11

interest-

The search for matches between 2' images at the lavel of

thair éets wf interest occurs by a correiatien technique,

Em: example anti this is not rastrictive; of tha Medici tyye

2G (French Patents filefi on 23.03.2003 EP1756771 (58453) and

390600128 ( BOQ‘Fl) } .

Figure 16 shcwa three simplifiefl steps of the realntime 3D

reconstruction algorithm. The reproduction {65) is one of the 20

images 0f the acquisitian to ba reannatruétedv The rapraduction

.25 {66} represents the scatter diagram ganarateci by tune of the

algorithms far calculating the SD scatter diagram. The

reyroduction (57) shows the yartial 3D reconstruction calcuiatad

beams! on the rapxoduction {66} thanks to time algorithm in:

intazgolating the scatter diagram, polygonization and taxturing

30 detailed beiow.

The 3fl mmdeling follaws three steps. In the first stap, tha ED

scatter diagram obtaineé by proaessing the optical lines is

éenaifieé by calculating &n imfilicit integgalatian functiam E.
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Thanks to this implicit function( the 3D surface intargalating

the points is polygonalizad for example by means of the methoci,

anfl this is not zestxictive, such as Elnomenthal. Finally, aacfi

polygon is textured in a very simple way: by §rojecting tha SD

yoints delimiting the polygon onto the images that generated

chase points, a polygcnal area is delimited an theSe imagasn Ws

then determine the average value cf the texture of these

polygonal areas, and it is assigned to the polygon.

The main difficulty resides in the algorithm used for

interpolating and calculating the implicit function. This

algorithm is aptimally adapted ta cur use, because it permits a

real—time interpolation and, unlike other interpolation

techniques, it permits a den$e intaxpolatien from a very

scattered initial diagram, which is very often the case when

working with objects with Eittle texture lika the teeth» Below

we axylain the ganeric interyalatian underlying this aigorithm,

then its use in pxactice in a multi-scale scheme:

9 Generic Enterpulatian: Assuming that 91 xepxesents the acts
——1>

cf the SD diagram (after estimation 0f the normal n at

these paints), we will search fer the implicit funétion

fzkzwaR, based an Radialfiasis Functions (REF) such that

the points X belonging to the surface are those for which

fiX}=Q° We choase f such that:

},  fix}: Zigiixwziwgéiwm
1'7: £3?

with

mx} — qfif-iWflx) :2 (1 — 1-}4 + (4)” +1)
\UJ

The unknowns to be determined to explain 5 axe thus the gi

and the hi.
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Estimation 0f the gi: Let‘s consider the point. Pi anti its
--:-

normal 3% , lat’s choose a system {u,v,w) such that u and v

are perpendicular to the nermal and w points in the

fiirecti¢n of the narmal. Assuming that h is a function of

  

5 the form I1{z.t,v)=.4uz{Bm'4vC‘L-‘2, we 1063:. in pi fer the

cuefficients A; B and C so as tax: minimize the following

quantity' EZ¢U {aiju(wjyh(unyiflz, We then calculate gi(x}
p.237 .. I

by 3313:} r: 'wmhwm) .

Estimation of the h“ Kncwing that f(8)x(3Vflq we can

10 estimate the A1 by simply solving the linear syatem.

a Multiscaie Interpolation: The generic interpolation is

actually confiucted an subsets of yoiRts, in oréer to

largely improve the accuracy afi the intexpolation~ We first

sf all construct a sat {apngfi} as follows: the set XE i3

35 a garallelepiped including the Set of points Pi. Between 3

successive levels k—l and k, a sub§ivision of

parallelepipeds into B sma‘il parallelagigecis math.

The function 55 is calcuiatad by an iterative prwcefiurfi. We

start with {cau1, thenv we iterate, on the sets f1 by

20 updating f:

 
I:

x”33i f}E {X} = f'H (x) + 0" {xfiok (x) 2 21%;" {x} + Jim, )5 915d C

Tha gf §Ia aetsrminad as desaxibed abave an the set }{.

and the ki are calculated by soiving the sygtem

x“ {pf > -+- (pf) : G -
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The sykare upéated such that (ngz -------- , and the numbar of

o. 0

levels t0 be constructed is defineé by flflzam4ng?[g~7]A0

Eigure 17 shows the 2 steps of enhancemant of fihe accuracy:

6 Giobai calculation of the geomatxy (68): In contrast to all

5 the real~time 3D recanstructian,techniqyes Fre$ented abave,

we use, at the en& of the aCQfiiSitiQn; a xe~a$seasment of

the spatial yositions oi the cameras and the 3D §oints

based no langer on some images (fixed number of images if

sequentiai strategy, regian if subusequential strategy),

i0 but an all th& images of the acquisition<

We tharefore use an algozithm of the type Sparsa Bundle

Adjustment, with as the initial estimate the positions of

the SD paints anfi the projection matrices of the cameras ag

they were at tha end of the acquiaition. whe scatter

15 diagram ifi finally dansifiad by the interpolation algorithm
evcked above.

a Space carving (69): Once tha global 3D scatter diagram has

been re-calculated, the gluhal 3D reconstruction consists

of a Delaunay triangulation of the aiagram. This

29 triangulation provides a much too demse sat of 39¢lygcnz‘usy

not taking into consifiexation the visibiiity of the points.

In order to segment this madal and to extract only the

visible information, we perfurm a graphwcut type

$egmentation aiming at minimizing the energy E: visibility

25 + phatc~coasistency + surface. with:

o Visibility: for each tetraheéron of the moéal 13

known from which cameras it was reconstructed. It is

thus visible from thia camera anfl no other

tetrahefiran. should be located betwean. it and the
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camera. Thus, fiar each tatxahfifimon, the texm

visibility cauuts the number cf tetrahedra between

it and the camera.

.o Ehofio—censiatancy: flet’s assume that pi?) is a
U1

photo—consistency meaaure far a triangle '3‘ of the:

recanatructiom. (Traditionally. we can takg the

average value 05 the differences'betwaen fiha texture

of this triangle and tbs textures of the 2D points,

which its vertices are darivea Exam). The term

16 photo—consistency enexgy ta be minimized is equal to

£&Mm==::gfifjsahw(f). In the care of the minimizationI

per gxagh. cut, we will minimize‘ by' adding to the

graph, for each pair cfi tatrahedra sharing a

triangle T, two nodes § anfi q with a weight efige

15 mg a p(T} .

0 Surface area: we try to have a surface with an as

small as possible gurfiace area‘ We will minimize by

adding to the graph, for any pair 9f tatrahedra

sharing a triangle T, twm nodes 9 and q withJ a

20 weight edge PVfi=zah€(T).

The handling of such a system is extramely simple because itg

characteristics are deemed fixea and nachangeable by the

operator, except the type of selected lighting, although this

functian can be centralleé by a sequenca of autamatic actions

25 leading’ to the desired diagnoais. me this enfi, the operater

{dant&st, dental technician a: yhysician} has a computer showing

him the cperatimns aha camera can carry out and permitting him

to cheese between one function and anather one.

All or part of the treatment can occur at the level 9f the carda

30 included in the camera; whereby the test 95 the treatmamt can

eventualiy be perfarmed by a generic system (laptop or standard
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defiktoy computer} or a spacific system including cards

specifically dgdicated to the applicatien of proce3sing,

transmission and data displayv

Thus, in “measuring“ function, after having selected this mode

of action, the operator starts the measurement! using a button

locatad. on the camera, or a pefial in cammunication with the

camputar, the camera or on the intermediate casing» after having

positioneé the 6&mara avar the area to be measured and stops it

when the fieels he has enough information- TO this enfi, he stops

the pressure. 0: greases a secund time.

The camara is, in this case of §icture recording ifi tha mauth or

an a plaster moael, maved over the arch. in oréer to collect the

color 23 informatian, x and y, on each Bf aha sensar($), whieh

can be CCDSICMOSS with or withsut aacelezameters.

The software pracesaing pexmits to calculate practically in real

time the 33 coordinates (x, y anfi z) anfi tha color 9f each of

the paints maasursd on x and y: We obtain a 33 file of & partial

or compiete arch in calor.

The successive recardings 05 images, a real film of the area to

be measured, permit a complete record OE the information

neceasary £0: the digital yroceasing ¢£ all 03- part of the

objact measured in the vestibular, lingual Rafi proximal area. A

alight light pattern pexmits to indicate the successive picture

recardings to the oyerator.

The kncwledga cf all the pointg of all the auxiaces ofi the two

measured arches also allaw3 the operatar to rawrecoxd certain

insuffiaiently accurate areaa. Thase areas are identifiefi

automatically by the softwara by means of éifferent real—tims

systems such as the exigtenca of a lack m5 information on tha

5catter éiagrams (wide detection) or the existence of aberrant

éots with reagect to their immediata vicinity {lanai detection).
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This same detsctian can occur at tbs level oi the moaeling

curves €fiurbs; rafiial basis fun¢ti¢ns, wavelets .,..}.

These areas will be nmrkea with a color at by another method

capable 0i drawing the clinician’s attention. The lattar will

take again tha camera and the identifiicatian of the new paints

with zespect t0 the known poimta will §ermit tn fill in the

inaccurate spacea a: arfiaab This aperation flan be facilitatad by

numbering the areas to be read again, a reading order ta be

followad, ana/ar the presance cf a 33 accelercmetar.

These data unéergo, on the one hand; an analog—towdigital

convaxsion and, on the othar hand. axs Eventually yrscesaeé in

the fiarm of a vifieo signal directly usable in real time by tha

conventional display screens.

Having a colored. image alas allows the operator to have _an

automatic analysis of the dental (usually white) and gingival

{u3ually rad} areas, which i5 impossible w£th the current

methofi3 using the projections ofi struceureé light. Likewise.

thraugh yositioning an infiex 05 known c010: he has the

gossibility of carrying out a discriminative analysia in ordar

to identify objacts in the image, but also thair positian

{implant or screw heads, orthodontic brackets ..“) or also ta

facilitate the cozrelatimn of the pictures (colored marks, lines

on the abject or selective colors such as the bottoms of

furrows...)

This discriminatian has another advantage at the level of the

software. Since the Current mathoas often do not have the color

analysis, because of the projection of structured light, they

have sa»ca11ed "unrelated“ surfaces. which aisturb. even impede

the automatic csxrelation cf the pictures. They raquire a manual

cleaning of the pictures, Whiflh operation is time—consuming an&

expansive. Being able to flistinguish batwaen the gum (rgfi) an&

the teeth (white) will pexmit to remove the unrelated areas

bas&d 0n the aolar information. whus, in an analysis surface of
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the preparations cf the teeth. all refl unxalatefiv areas will

automatically be deleted;

Finally. in the measuring function cf our invention, the high

accuracy of 10 gm is am: always necessary and that of the wifie

5 fielfi is somatimas enough (20 pm). En dentistryf the

§xactitioner, who wants to carry out a diagnosis or an

impregsion, in order to make a presthesis ar an implanfi, neefis

two types cf approaches, a fast one, whiah pravidea him only

with the necessary infoxmation {in terms cf measured surface and

10 provifisd accuracy), and the othax one, a completa and accurata

one. For example, making a crown on a mandibular molar teeth can

be éone by fiental CFAO when the cptical impressivn of the

pregaration area is accurate, complete and neat, when the

optical impression cf the opposing teeth provides at least the

35 measures of the points 05 contact icasps, furrows) and the arch

forms, which doea not requira the same attention, fiikawi$e, an

imgressiun for a device for straightening the teeth

(orthodontics) will not requira as much accuracy as the one for

making a ceramic bridge on imylant head3.

20 Eventually ané advantageously. the present invantion permits to

select infieyendently from each char widemfigld a: narrow fielfi

accuracias. thanks to the sofitwara implemented in image

pracessing (Figure 1b). It is possible to quickiy construct

large‘axea color surfacea or, on the contrary, to canstruflt

narrow areas with high aacuraey, by gutting into oyeration anlyto Liz

either one of the sensors, preferably aasociatad with the

accalerometer the function of which will be to replace the

inactivated sensor. This substitntien 13 not necessary, but is a

augplament that guaxanteas the acauracy of the correlation of

30 the pictures,

In tha function referred t0 as “diagnosia”. he selects on the

ccmguter the desired type of diagn03is, 9.9; melanoma, and the

camera will start a scanning with a wavelangth cox:esyo&ding to
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highlighting the araas GE iaterast for the pre—salected

wavelengths pregent on a SD image. In afldition, and through the

ED analysis 0f the object, the recovering cf the measures aver

time will permit to better follow the evolution of saia

gathology. It is indeed reccgnizad by the grofessionals that the

study of a suspicious image can b@ mafia in ED; but especially

the evolution of its volume and its color serves as a refierence

for monitoring ifis fiangernus character ovar time. Raving a

valuma :eferred to a mathematical center {e*g. the micrchar

center} parmits to sugarpose images an a center depending on the

object, and not on the abserver, in oréer to objectively aasess

the evolution of its volumey the color analysis being

transferrad onto a 3D form, WhiCh is not the case today with the

methods performeé on 2D suxfames or those using stxuctuxed light

or waves (OCT, scannex 0: M33).

Likewise, thanks to the 3D color disglay cf our invention an& by

selecting the ”color analysis", the analysis of the color of the

teeth will be transferred onto their measured volumes. This

measurement will be done by calorimetry using 3 ox fl basic LE5

calors {KGB}. Being able to have different LED colarfi, thus

several wavelengths, we can apyraximate a continuous spectrum,

without the risk of disturbing an structured active light. We

will have a spectrc~colorimatric analysis independent from the
metamarism.

Afivantageously and according he the invention, the LEDS can a1$a

play an imgortant tale in the coaxelation of the successive

pictures {Figure 12) (85)- Indeed. we know that there are

methnds based an the correlations Qf tha picturas with marks

§laceé in the measured enviranment or aging the similarity faund

in tha diagram itself, at even woxking 0n the fiuzzy afige cf the

pictuxea. All these systems are fiomplex, because they require

either placing spherical marks in the area, which operation is

complex at clinical level, or idantifying araas often without

any reliafi or with :00 an even acndition of the surfaca.
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Scanning with LEDs having a known wavelength with a colcr 3D

imaging permits to simplify and automate this procegs. Inéeed, a

simyle cckoraa line or the sticking 5f 3 mark can ha detected

amé d$sp£ayeé automatically" 1E we have taken care to use a

marking using a calor that is complementary, ifientical, additive

or‘ subtractive of the wavelength, of one {Gr several} of the

scanning LEbs (79). Th3 éetection will thus occur thraugh. a

sim9le chromatic highlighting of any mark whatsoever. This

mgrking, which is always in the same yosition on the objeet,

regarfiless af the angle or zoom of our optical impressions, will

serv& as a carrelation reference“

Advantageously and accoxding to the same principle in our

invention, it will be possible t0 track the mandibular movements

by placing on: cameza in the vestibular area oi the jaws of the

mouth. We draw red—color lines on the upper jaw bone anti the

lower jaw bone, and this is only a nonwrestrictive example, and

than we film the movements 0f these two jaW' bones, in a

veStibula: viaw, frcm the start ta the and of the mavement. Thé

camexa takes pictures in which a scatter éiagram mave$ (the

lower jaw bane) relative tn the other scatter diagram (tha upyer

jaw bans, which ig in principle considared immobile). Since Qur

marking belongs indapendently tc each jaw bone, our system will

only' track the movement of the colored. m&rkings, highlighted

when the red LED is lit {in our example an& this is oniy an

example). Since this same marking exists at the time the optical

impraSsian made separataly of the upper jaw bone and the lower

jaw home; the correlation software will uae this cglorad markxng

net only for correlat&ng the imagas of each. one of the jaw

bones. but also for displaying the movements depending an the

fourth dimension, the time.

This cpexation can be performea without using a marker! but only

through the i§entification of the scatter fiiagram ccmmon to the

upyer and lower jaw bones.
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it is also possible ta measure tke pesition in Occlusion and the

displacement oi an arch with respect to the other one. To this

and, the camera is §ositionad lataxally, with clenched teeth, in

order to take the coorfiinabes of the paints visibla on‘ both

arches, usually lccated on the labial surfaces of the heath.

Since the points fietected in the vestibular Fictures are ccmmcn

to the individual pictures 0f aach of the $t¢heas it i$ pa5$ible

t0 sorxelata all the points of both arenas takea individually

anfi to 30 have all the paints in occlusion, including the

inaccessible areas in tha vestibular View, with clenched teeth.

We then have thxea types ofi paint files, the file of the uppex

arahy that of the lowex‘ axch and that of the two arches in

Occlusian referred to as static occlusimn,

If we position the camera for a vestibular View, with clanched

teeth, and we ask the patient ta move hia teeth; wa will have a

fourth file coxresponding to the temporal disglacament Of the

upper arch with raspact to the lowar arch. It is enough to

follow over time tbs movement of the yoints identified in the

vestibular View“ This will provide the information on tha

dynamic movements $n occlusion.

This same operation can he perfiormed using a laburatcry patch c3

articulator. The camera will fallew the fiisplaeement of the

vestibular points detected on the piaster models place& on the
articuiator.

Starting from this static analysis afi the occlusion, it is

posaible to pasitian aux virtual models in a virtual articulator

as introducad in Chambéry in 1985 and to follcw- tha dynam§c

movamentg by adjusting the essential data, which are tha

condylax inclination; the Bennett angle and other assential

information given by a tame—bow;
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We can advantageously use the points of tha BB analysis

resulting from our inventinn in order to properly potitinn the

virtual medal an the virtual articulate: an&for we can usa the

marking gointt as defined in out yatent BE 0373977 or our yatent

apylication.EP 93‘913173.6.

Based on this static and dynamic occlusion Kmagurement, we can

use the mathcfl dascribeé in cur patent EP 0359908 (Us 5,143,088)

“éevice for mfiasuring and analyzing the movements of tha human

hofiy or~ part thereof". This will allow ut t0 have all the

cliniaal infarmaticn necessary for a good analyais of the

patient‘s occlusion.

Likewise and advantageously in our inventian, the same principla

at the intervention cf time in following the movements will be

applied for measuring the pressuxe an the gathologies that can

be faund in the mouth. Indaad. wa knew that a pathclogy can i.a.

be iéentified by its reactian to the pressure (more or less

rapia return to its eriginal position}. By follcwing tha

“physfical‘ reaction over time afi the optical imfixeasion of out

excrescence, we will be able to aSsist in fliagnosing. In fact,

we took care, as can be seen in drawing 6a (69} to permit the

passingwthrough of an instrument to perform this action, without

it being an obligation of course.

The light is intended only ta illuminate the saene, in oxder to

gromot8 the Signalvncise ratia. It wouid indead ht togsibla t0

perfoxua a mmasurement without light illuminating the surface

being meastred, but wanking in datk areas like the insiée at tte

mauth requires an ambient light chssen as close as yotsible ta

daylight, 0: using a light having knowu spacttal

characteristics, $0 that the celor rendering can be analyzed for

extracting from same the characteristic data of the analyzefl

tissues.

This unstructured. light alga permits, as wa alraady‘ said, tn

wart with the lighting cf the dentist's ream cr the laberatery.
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Likewise. ag we can see, by selecting certain wavelengths

amitteé by the LEDa pxesent around the reading winéow an& by

increasing their frequencies ar/and their intensities, we can

glaca on a 33 image the display of certain/ anatomies oz

pathologies lccated at a small depth. Knowiadge of the volume

provides an indication of the positianing of this pathologicai

limit, which permits to prfldict an& display its evelutiou. This

is also true for the flumrescance reactions 0E 50mg tissues to

blue, 9:: W radiaticn. The flunxesczenae aypeara not only at tha

surface, but also in the degth GE the patholagy; whimh helps us

to prqvide assistan¢e for the theragy to be a§plied (exeresia of

pathclogical tisgue}. Knowing the yenetxation of such or such

radiation, it is ycasihle ta assess the extent and depth with

respect to the actual ED surface being analyzed.

Finally, and this is not restrictive, having two 25 images for

constructing the 3D image permits us, in real time, to switch

aux vision withaut any mcdification of the camera ta 2D color

displays like all the camexas ncwadays available on the market

of dantistry‘ Tharefiore, since it dogs not use stzuctuzednlight

yrojection. our camexa can perform all presently known

functions, including zoom effects, but also the applications of

color diagnosis on Zn images, such as the detections of caries

by flunxescence in green; blue o: 3V (590 ha 360 am} radiations

or visualfizamfins in reci and IR radiatien {6m} to 900 am},

éapenéing on tha LEDs that we have emulate& in the analysis.

advantageously, and this remains a very intaresting paint of our

invantion, it is Possible ta work in 2D 0010: starting fram 3D

views. This can be dune in twc dififiarent way$:

~ Since we use daylight {79}, without yrojection of framea 3r

other structured light, the dispkay screen {5) in our control

auring the recording af gicturas (78) allow& us he use thig

optical impressinn camera as a simple 23 camera, which

Significantly limita the practitionars' cost of inVEstment.
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- We can also p-ex‘fioxm this 21;) display, afiter digital prooessing

and highlighting of the pathological areas by scanning with LEEDS

of Specific wavelengths. This technique is Obviously possible

only starting from 39 images.

T2213 same zoom effect: in color picture or the amuletions can be

performed on the ED rimages. It is obvious that the transition

from owl-or to grayeoele will only be an offset function preeent

in the softwaxe contxolling the yrocessiog o: images resulting

item the operation of the camera.

it clearly appeers from the foregoing fiescription that the

Freeent invention fully solves the the problems set forth, in

that it provides a real answer for optimizing 3:) color and

dynamic dental reading (in time} and the pathological analysis

of skin pathologies at particularly low cost: due to a concept

that can be iixed during the manufacturing phaeet It also

clearly appears from this: descriptiom that: it. permits to solve

the basic problems, such as the control ofi the clinical

:prooedure, especially since no altexnetive has been yroviéeci. It

is obvious that the invention is not limited to one form of

implementation of this method, nor to only the embodiments of

the device for implementing this method as written above by way

of an example» On the contrary, it eucompasses all variants of

implementation anal embodiment. Thus, it is yossible, in

partieular, to measure the are}. pathologies, irzeepeotive of

their being related to hard tissue or sofit tissue.
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CfiRIMS

1} Three~dimensional measuring device used in the dental

fitld and aimed at measuring in the absence of projection of

active or structurad light, cempzising maans fer capturing

imagas as well as $atanproce§sing maamg far said image5, wherein

said image~capturing means: (38, 39) cansist of: means designed

ca9able of permitting ta capture simultaneously, or almost

simultaneously, at least two images, one of which is totally or

partiaily included in the ether one, said included image

flescribing a narrower field than that sf the other one, and

having a higher accuracy than that of the othar ana.

2} ThreE*éimensiona1 measuring device according t0 claim 1,

wherein the image—capturing means cansist af at least two

electxonic image senaorg. nae of which {38} viewing a wide field

with average accuracy and the other was {3a} a narrower field

with high&: accuracy totally or partially included in aaid wide

field, saié sengoxs being associated with optical systems.

3) Three—dimenaional measuring device according to claim 2,

wherein. the thical systems associataéfl witht tha sensors have

different fecal lengths in oréer t0 yexmit two different levels

cfi accuxacy.

4} Threeufiimenaional measuxing device according to claim 3,

wherein tha sensors censist of color or nmnachromatic CCD or

CMOS electronic sensors.

5) rtree~diménsicnal measuring fiavice accardimg ta any cf

claima 1 ta 4, whexein it comprises in afidition an

accelezometerigyro/3D nagnetamatar (52} capable ai previding a

general and continucus infiexmaticn tn the apatial gosition of

the image~caytuxing means.
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6} Threeudimcnsicnal measuring ficvicc accoxding :9 any cf

claims 1 ta 5, wherein is comprisea: a central management and

analog/digital data conversicn unit,

- a data transmission via cable, telephfina or wireless!

5 ~ 3 haréware cystem for adfiitioaal pxccessing, dialog/

flisplay with the cparatcr, éata transmission ané storage,

- a powervsupply card capabla cf ogcrating on USB cx an

battery (c.g‘. ACE/DC).

7) Three~dimensicnal mcaauxing fievice according to any of

10 ciaimc 1 to 6, wherein it comprises a gassive and unstructurefi

lighting by means of LEDS of one or mare wavelengths permitting

tc measure specular ox Lambertian regular surfaces, and having

unstructured light, but with. the specific characteristics in

terms of curity (consistent or not), typa (color) and intensity

15 (power) for the functicn cf diagnosis on a 3D image, transfcrred

onto the 33 surfaces.

8) Threc-cimensional measuring device according ta claim ?,

wherein the LEDs arc of a predefined wavelength.

9} Three—dimensional measuring device according to any of

20 claims 2 to 8, wherein one of the sensors is assigned capable 0E

indicating the general informaticn on the field depth, cc that

the focal langth of the other sensor- is yrc-pasiticnad. in a

region close to reality analyzeé by the first ccnscr«

10) Three—dimansional measuring device according to any cfi

25 claims; 1 to 9, wherein the means fen.” capturing imagcs in tbs:

narrowest fisld with higher accuracy is associatad with a

éisplacemant meanc permitting it to quickly Scan the entire

field covered by the mther capturing means.

13.) Three—dimensioned meafiuring device according to any of

DJ w».u claims l to 10, whezein the means for capturing images in the
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narrowest fiald with higher accuracy ig asgnciata& with a

vaxiable zoom?

12} Three~dimensional measuring fievice according to any oi

claims 1 to 11‘ wflerein it com§rises means far projecting at

least cna circle of caloreé light surrmumding the Eield bf the

incluéeé image. andfor the fielé of the othex image.

13) Three~dimensional measuring flavice aacording to any af

claims 1 to 12, wherein it comprises a flash sy$tam with very

fast pulging L393.

24} Three~dimen$ional measuring device according to any of

claims 1 to 13, wherein tbs optical systems include liquidutype
lensege

l5) Ehree»éimenaional meaauring device acccrding to any of

claims 1 to 13, wherein the Optical systems comprise lenses of

glass or moléeé glass/plastic with a pupil on the in§ut faca!

associated with a micxo~motox for aéfiusting the fiield éepth.

16) Three—dimensional measuring device accarding to any af

claims 1 to 13, wherein the optical systems camprise seweallefi

“frae»furm“ thermoplastic lenses comprised of a flat fiop

surraunfied by asymmetric facets.
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Focus scanning apparatus recording color

Field of the invention

The invention relates to three dimensional (3D) scanning of the surface geometry

and surface color of objects. A particular application is within dentistry, particularly

for intraoral scanning.

Background of the invention

SD scanners are widely known from the art, and so are intraoral dental 3D

scanners (e.g., Sirona Cerec, Cadent Itero, SShape TRIOS).

The ability to record surface color is useful in many applications. For example in

dentistry, the user can differentiate types of tissue or detect existing restorations.

For example in materials inspection, the user can detect surface abnormalities

such as crystallization defects or discoloring. None of the above is generally

possible from 3D surface information alone.

W02010145669 mentions the possibility of recording color. In particular, several

sequential images, each taken for an illumination in a different color - typically

blue, green, and red — are combined to form a synthetic color image. This

approach hence requires means to change light source color, such as color filters.

Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and USS102538 (Cadent Inc.) describe an intraoral scanner that

records both SD geometry data and 3D texture data with one or more image

sensor(s). However, there is a slight delay between the color and the 3D geometry

recording, respectively. US7698068 requires sequential illumination in different

colors to form a synthetic image, while U88102538 mentions white light as a

possibility, however from a second illumination source or recorded by a second

image sensor, the first set being used for recording the SD geometry.
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WO2012083967 discloses a scanner for recording 3D geometry data and 3D

texture data with two separate cameras. While the first camera has a relatively

shallow depth of field as to provide focus scanning based on multiple images. the

second camera has a relatively large depth of field as to provide color texture

information from a single image.

Color-recording scanning confocal microscopes are also known from the prior art

(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system

along with a color image sensoris used for recording 2D texture, while a laser

beam forms a dot that is scanned, i.e., moved over the surface and recorded by a

photomultiplier, providing the 3D geometry data from many depth measurements,

one for each position of the clot. The principle of a moving dot requires the

measured object not to move relative to the microscope during measurement, and

hence is not suitable for handheld use.

Summag of the invention

It is an object of the present invention to provide a scanner for obtaining the 3D

surface geometry and surface color of the surface of an object, which does not

require that some 2D images are‘ recorded for determining the 3D surface

geometry while other images are recorded for determining the surface color.

It is an object of the present invention to provide a scanner for obtaining the SD

surface geometry and surface color of the surface of an object, which obtains

surface color and the 3D surface geometry simultaneously such that an alignment

of data relating to 3D surface geometry and data relating to surface color is not

required.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light, and
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- a color image sensor comprising an array of image sensor pixels for

recording one or more ZD images of light received from said object,

where at least for a block of said image sensor pixels, both surface color and 3D

surface geometry of a part of the object are derived at least partly from one 2D

image recorded by said color image sensor

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light,

- a color image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to

the color image sensor such that 2D images of said object can be

recorded by said color image sensor;

wherein the scanner is configured for acquiring a number of said 2D images of a

part of the object and for deriving both surface color and 3D surface geometry of

the part of the object from at least one of said recorded ZD images at least for a

block of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light;

- a color image sensor comprising an array of image sensor pixels, where

the image sensor is arranged to record ZD images of light received from

the object; and
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- an image processor configured for deriving both surface color and SD

surface geometry of at least a part of the object from at least one of said

2D images recorded by the color image sensor.

Disclosed is a scanner system for obtaining 3D surface geometry and surface

color of an object, said scanner system comprising

- a scanner according to any of the embodiments, where the scanner is

configured for deriving surface color and SD surface geometry of the

object, and optionally for obtaining a partial or full SD surface geometry

of the part of the object; and

— a data processing unit configured for post—processing SD surface

geometry and/or surface color readings from the color image sensor, or

for post-processing the obtained partial or full SD surface geometry.

In some embodiments, the data processing unit comprises a computer readable

medium on which is stored computer implemented algorithms for performing said

post-processing.

In some embodiments, the data processing unit is integrated in a cart or a

personal computer.

Disclosed is a method of obtaining SD surface geometry and surface color of an

object, the method comprising:

- providing a scanner or scanner system according to any of the

embodiments;

- illuminating the surface of said object with probe light from said

multichromatic light source;

- recording one or more 2D images of said object using said color image

sensor; and
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- deriving both surface color and 3D surface geometry of a part of the

object from at least some of said recorded 2D images at least for a block

of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

The present invention is a significant improvement over the state of the art in that

only a single image sensor and a single multichromatic light source is required,

and that surface color and 3D surface geometry for at least a part of the object can

be derived from the same image or images, which also means that alignment of

color and 3D surface geometry is inherently perfect. in the scanner according to

the present invention, there is no need for taking into account or compensating for

relative motion of the object and scanner between obtaining 3D surface geometry

and surface color. Since the 3D surface geometry and the surface color are

obtained at precisely the same time, the scanner automatically maintains its

spatial disposition with respect to the object surface while obtaining the 3D surface

geometry and the surface color. This makes the scanner of the present invention

suitable for handheld use, for example as an intraoral scanner, or for scanning

moving objects.

in the context of the present invention, the phrase “surface color” may refer to the

apparent color of an object surface and thus in some cases, such as for semi-

transparent or semi—translucent objects such as teeth, be caused by light from the

object surface and/or the material below the object surface, such as material

immediately below the object surface.

in some embodiments, the 3D surface geometry and the surface color are both

determined from light recorded by the color image sensor.

In some embodiments, the light received from the object originates from the

multichromatic light source, i.e. it is probe light reflected or scattered from the

surface of the object.
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In some embodiments, the light received form the object is fluorescence excited by

the probe light from the multichromatic light source, i.e. fluorescence emitted by

fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of

fluorescence while the mulitichromatic light source provides the light for obtaining

the geometry and color of the object.

In some embodiments, the scanner comprises a first optical system, such as an

arrangement of lenses, for transmitting the probe light from the multichromatic light

source towards an object and a second optical system for imaging light received

from the object at the color image sensor.

In some embodiments, only one optical system images the probe light onto the

object and images the object, or at least a part of the object, onto the color image

sensor, preferably along the same optical axis, however along opposite optical

paths. The scanner may comprise at least one beam splitter located in the optical

path. where the beam splitter is arranged such that it directs the probe light from

the multichromatic light source towards the object while it directs light received

from the object towards the color image sensor.

In some embodiments, the surface color and 3D surface geometry of the part of

the object are derived from a plurality of recorded ZD images. In that case, both

surface color and 3D surface geometry of the part of the object can be derived

from a number of the plurality of recorded 2D images.

Several scanning principles are suitable for this invention, such as triangulation

and focus scanning.

In some embodiments, the scanner is a focus scanner configured for obtaining a

stack of 2D images of the object from a number of different focus plane positions.

In some focus scanning embodiments, the focus plane is adjusted in such a way

that the image of e.g. a spatial pattern projected by the light source on the probed

object is shifted along the optical axis while recording 2D images at a number of

focus plane positions such that said stack of recorded 2D images can be obtained
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for a given position of the scanner relative to the object. The focus plane position

may be varied by means of at least one focus element, e.g., a moving focus lens.

in some focus scanner embodiments, the scanner comprises means for

incorporating a spatial pattern in said probe light and means for evaluating a

correlation measure at each focus plane position between at least one image pixel

and a weight function, where the weight function is determined based on

information of the configuration of the spatial pattern. Determining in-focus

information may then relate to calculating a correlation measure of the spatially

structured light signal provided by the pattern with the variation of the pattern itself

(which we term reference) for every location of the focus plane and finding the

location of an extremum of this series. in some embodiments, the pattern is static.

Such a static pattern can for example be realized as a chrome-on—glass pattern.

One way to define the correlation measure mathematically with a discrete set of

measurements is as a dot product computed from a signal vector, l= (I1,...,!n),

with n > 1' elements representing sensor signals and a reference vector, f = (f1,...,

fn), of reference weights. The correlation measure A is then given by

mic-him.-
i=1

The indices on the elements in the signal vector represent sensor signals that are

recorded at different pixels, typically in a block of pixels. The reference vector f

can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to

transform the location of an extremum of the correlation measure, i.e., the focus

plane into depth data information, on a pixel block basis. All pixel blocks combined

thus provide an array of depth data. In other words, depth is along an optical path

that is known from the optical design and/or found from calibration, and each block

of pixels on the image sensor represents the end point of an optical path.

Therefore, depth along an optical path, for a bundle of paths, yields a 3D surface

geometry within the field of view of the scanner.
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It can be advantageous to smooth and interpolate the series of correlation

measure values, such as to obtain a more robust and accurate determination of

the location of the maximum. For example, a polynomial can be fitted to the values

ofA for a pixel block over several images on both sides of the recorded maximum,

and a location of a deducted maximum can be found from the maximum of the

fitted polynomial, which can be in between two images.

Color for a block of pixels is at least partially derived from the same image from

which 3D geometry is derived. In case the location of the maximum ofA is

represented by an image, then also color is derived from that same image. in case

the location of the maximum of A is found by interpolation to be between two >

images, then at least one of those two images should be used to derive color, or

both images using interpolation for color also. It is also possible to average color

data from more than two images used in the determination of the location of the

maximum of the correlation measure, or to average color from a subset or

superset of multiple images used to derive 3D surface geometry. In any case,

some image sensor pixels readings are used to derive both surface color and 3D

surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three

contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note

that color filters typically allow a range of wavelengths to pass, and there is

typically cross-talk between filters, such that, for example, some green light will

contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component C] within a pixel

block can be obtained as

11

C] = Z 91'ini=1

where g“ = 1 if pixel i has a filter for color Cj, 0 otherwise. For an RGB filter array

like in a Bayer pattern, j is one of red, green, or blue. Further weighting of the

individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,
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illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of view, as the mixing of the light source component colors may

vary with those factors.

In some embodiments, Color is obtained for every pixel in a pixel block. In sensors

with a color filter array or with other means to separate colors such as diffractive

means, depending on the color measured with a particular pixel, an intensity value

for that color is obtained. In other words, in this case a particular pixel has a color

value only for one color. Recently developed color image sensors allow

measurement of several colors in the same pixel, at different depths in the

substrate, so in that case, a particular pixel can yield intensity values for several

colors. In summary, it is possible to obtain a resolution of the surface color data

that is inherently higher than that of the SD geometry data.

In the embodiments where color resolution is higher than 30 geometry resolution,

a pattern will be visible when at least approximately in focus, which preferably is

the case when color is derived. The image can be filtered such as to visually

remove the pattern, however at a loss of resolution. In fact, it can be

advantageous to be able to see the pattern for the user. For example in intraoral

scanning, it may be important to detect the position of a margin line, the rim or

edge of a preparation. The image of the pattern overlaid on the 3D geometry of

this edge is sharper on a side that is seen approximately perpendicular, and more

blurred on the side that is seen at an acute angle. Thus, a user, who in this

example typically is a dentist or dental technician, can use the difference in

sharpness to more precisely locate the position of the margin line than may be

possible from examining the 3D surface geometry alone.

High spatial contrast of the in-focus pattern image on the object is desirable to

obtain a good signal to noise ratio of the correlation measure on the color image

sensor. Improved spatial contrast can be achieved by preferential imaging of the

specular surface reflection from the object on the color image sensor. Thus, some

embodiments of the invention comprise means for preferential/selective imaging of

specularly reflected light. This may be provided if the scanner further comprises
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means for polarizing the probe light, for example by means of at least one

polarizing beam splitter.

In some embodiments, the polarizing optics is coated such as to optimize

preservation of the circular polarization of a part of the spectrum of the

multichromatic light source that is used for obtaining the 3D surface geometry.

The scanner according to the invention may further comprise means for changing

the polarization state of the probe light and/or the light received from the object.

This can be provided by means of a retardation plate, preferably located in the

optical path. In some embodiments of the invention the retardation plate is a

quarter wave retardation plate.

Especially for intraoral applications, the scanner can have an elongated tip, with

means for directing the probe light and/or imaging an object. This may be provided

by means of at least one folding element. The folding element could be a light

reflecting element such as a mirror or a prism.

For a more in-depth description of the above aspects of this invention, see

W02010145669.

The invention disclosed here comprises a multichromatic light source, for example

a white light source, for example a multi—die LED.

Light received from the scanned object, such as probe light returned from the

object surface or fluorescence generated by the probe light by exciting fluorescent

parts of the object, is recorded by a color image sensor. In some embodiments,

the color image sensor comprises a color filter array such that every pixel in the

color image sensor is a color—specific filter. The color filters are preferably

arranged in a regular pattern, for example where the color filters are arranged

according to a Bayer color filter pattern. The image data thus obtained are used to

derive both 3D surface geometry and surface color for each block of pixels. For a

focus scanner utilizing a correlation measure, the 3D surface geometry may be

found from an extremum of the correlation measure as described above.

In some embodiments, the 3D surface geometry is derived from light in a first part

of the spectrum of the probe light provided by the multichromatic light source.

0490



10’

15

20

25

30

11

Preferably, the color filters are aligned with the image pixels, preferably such that

' each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with

color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the scanner is configured to derive the surface color with a

higher resolution than the 3D surface geometry.

In some embodiments, the higher surface color resolution is achieved by

demosaicing, where color values for pixel blocks may be demosaiced to achieve

an apparently higher resolution of the color image than is present in the 30

surface geometry. The demosaicing may operate on pixel blocks or individual

pixels.

In case a multi-die LED or another illumination source comprising physically or

optically separated light emitters is used, it is preferable to aim at a Kohler type

illumination in the scanner, i.e. the illumination source is defocused at the object

plane in order to achieve uniform illumination and good color mixing for the entire

field of view. In case color mixing is not perfect and varies with focal plane

location, color calibration of the scanner will be advantageous.

It can be preferable to compute the 3D surface geometry only from pixels with one

or two kinds of color filters. A single color requires no achromatic optics and is thus

provides for a scanner that is easier and cheaper to build. Furthermore, folding

elements can generally not preserve the polarization state for all colors equally

well. When only some color(s) is/are used to compute 3D surface geometry, the

reference vector f will contain zeros for the pixels with filters for the other color(s).

Accordingly, the total signal strength is generally reduced, but for large enough

blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters

are adapted for little cross-talk from one color to the other(s). Note that even in the

embodiments computing geometry from only a subset of pixels, color is preferably

still computed from all pixels.

To obtain a full SD surface geometry and color representation of an object, i.e. a

colored full SD surface geometry of said part of the object surface, typically several
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partial representations of the object have to be combined, where each partial

representation is a view from substantially the same relative position of scanner

and object. in the present invention, a view from a given relative position

preferably obtains the 3D geometry and color of the object surface as seen from

that relative position.

For a focus scanner, a view corresponds to one pass ot the focusing element(s),

i.e. for a focus scanner each partial representation is the 3D surface geometry and

color derived from the stack of 2D images recorded during the pass of the focus

plane position between its extremum positions.

The 3D surface geometry found for various views can be combined by algorithms

for stitching and registration as widely known in the literature, or from known view

positions and orientations, for example when the scanner is mounted on axes with

encoders. Color can be interpolated and averaged by methods such as texture

weaving, or by simply averaging corresponding color components in multiple views

of the same location on the 3D surface. Here, it can be advantageous to account

for differences in apparent color due to different angles of incidence and reflection,

which is possible because the 3D surface geometry is also known. Texture

weaving is described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing

textured meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20~22,

2002.

In some embodiments, the scanner and/or the scanner system is configured for

generating a partial representation of the object surface based on the obtained

surface color and 3D surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for

combining partial representations of the object surface obtained from different

relative positions to obtain a full SD surface geometry and color representation of

the part of the object.

In some embodiments, the combination of partial representations of the object to

obtain the full 3D surface geometry and color representation comprises computing

the color in each surface point as a weighted average of corresponding points in

all overlapping partial 3D surface geometries at that surface point. The weight of
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each partial presentation in the sum may be determined by several factors, such

as the presence of saturated pixel values or the orientation of the object surface

with respect to the scanner.

Such a weighted average is advantageous in cases where some scanner positions

and orientations relative to the object will give a better estimate of the actual color

than other positions and orientations. If the illumination of the object surface is

uneven this can to some degree also be compensated for by weighting the best

illuminated parts higher.

In some embodiments, the scanner comprises an image processor configured for

performing a post-processing of the 3D surface geometry, the surface color

readings, or the derived partial or full 3D surface geometries of the object. The

scanner may be configured for performing the combination of the partial

representations using eg. computer implemented algorithms executed by an

image processor of the scanner.

The scanner system may be configured for performing the combination of the

partial representations using eg computer implemented algorithms executed by

the data processing unit as part of the post—processing of the 3D surface

geometry, surface color, partial 3D geometry and/or full 3D geometry, i.e. the post-

processing comprises computing the color in each surface point as a weighted

average of corresponding points in all overlapping partial 3D surface geometries at

that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of

highlights on the recording of the surface color. The color for a given part of the

surface should preferably be determined primarily from 2D images where the color

can be determined precisely which is not the case when the pixel values are

saturated.

In some embodiments, the scanner and/or scanner system is configured for

detecting saturated pixels in the recorded 2D images and for mitigating or

removing the error in the obtained color caused by the pixel saturation. The error

caused by the saturated pixel may be mitigated or removed by assigning a low

weight to the saturated pixel in the weighted average.
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Specularly reflected light has the color of the light source rather than the color of

the object surface. If the object surface is not a pure white reflector then specular

reflections can hence be identified as the areas where the pixel color closely

matches the light source color. When obtaining the surface color it is therefore

advantageous to assign a low weight to pixels or pixel groups whose color values

closely match the color of the multichromatic light source in order to compensate

for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient's

set of teeth since teeth rarely are completely white. It may hence be advantageous

to assume that for pixels where the readings from the color images sensor indicate

that the surface of the object is a pure white reflector, the light recorded by this

pixel group is caused by a specular reflection from the teeth or the soft tissue in

the oral cavity and accordingly assign a low weight to these pixels to compensate

for the specular reflections.

In some embodiments, the compensation for specular reflections from the object

surface is based on information derived from a calibration of the scanner in which

a calibration object e.g. in the form of a pure white reflector is scanned. The color

image sensor readings then depend on the spectrum of the multichromatic light

source and on the wavelength dependence of the scanner’s optical system caused

by e.g. a wavelength dependent reflectance of mirrors in the optical system. if the

optical system guides light equally well for all wavelengths of the multichromatic

light source, the color image sensor will record the color (also referred to as the

spectrum) of the multichromatic light source when the pure white reflector is

scanned.

in some embodiments, compensating for the specular reflections from the surface

is based on information derived from a calculation based on the wavelength

dependence of the scanner’s optical system, the spectrum of the multichromatic

light source and a wavelength dependent sensitivity of the color image sensor. In

some embodiments, the scanner comprises means for optically suppressing

specularly reflected light to achieve better color measurement. This may be

provided if the scanner further comprises means for polarizing the probe light, for

example by means of at least one polarizing beam splitter.
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When scanning inside an oral cavity there may be red ambient light caused by

probe light illumination of surrounding tissue, such as the gingiva, palette, tongue

or buccal tissue. In some embodiments, the scanner and/or scanner system is

hence configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for

comparing the color of sections of the recorded 2D images and/or of the partial

presentations of the object with predetermined color ranges for teeth and for oral

tissue, respectively, and for suppressing the red component of the recorded color

for sections where the color is not in either one of the two predetermined color

ranges. The teeth may e.g. be assumed to be primarily white with one ratio

between the intensity of the different components of the recorded image, e.g. with

one ratio between the intensity of the red component and the intensity of the blue

and/or green components in a RGB configuration, while oral tissue is primarily

reddish with another ratio between the intensity of the components. When a color

recorded for a region of the oral cavity shows. a ratio which differs from both the

predetermined ratio for teeth and the predetermined ratio for tissue, this region is

identified as a tooth region illuminated by red ambient light and the red component

of the recorded image is suppressed relative to the other components, either by

reducing the recorded intensity of the red signal or by increasing the recorded

intensities of the other components in the image.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted higher than the color of points where the surface normal

is not directed towards the scanner. This has the advantage that points with a

surface normal directly towards the scanner will to a higher degree be illuminated

by the white light from the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating

for different effects, such as compensating for saturated pixels and/or for specular

reflections and/or for orientation of the surface normal. This may be done by

generally raising the weight for a selection of pixels or pixel groups of a 2D image
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and by reducing the weight for a fraction of the pixels or pixel groups of said

selection.

In some embodiments, the method comprises a processing of recorded 2D

images, partial Or full 3D representations of the part of the object, where said

processing comprises

- compensating for pixel saturation by omitting or reducing the weight of

saturated pixels when deriving the surface color, and/or

- compensating for specular reflections when deriving the surface color by

omitting or reducing the weight of pixels whose color values closely

matches the light source color, and/or

- compensating for red ambient light by comparing color of the 2D images

With predetermined color ranges, and suppressing the red component of

the recorded color if this is not within a predetermined color range.

Disclosed is a method of using a scanner of this invention to display color texture

on 3D surface geometry. It is advantageous to display the 2D color data as a

texture on the 3D surface geometry, for example on a computer screen. The

combination of color and geometry is a more powerful conveyor of information

than either type of data alone. For example, dentists can more easily differentiate

between different types of tissue. In the rendering of the 3D surface geometry,

appropriate shading can help convey the 3D surface geometry on the texture, for

example with artificial shadows revealing sharp edges better than texture alone

could do.

When the multichromatic light source is a multi-die LED or similar, the scanner of

this invention can also be used to detect fluorescence. Disclosed is a method of

using the scanner of the invention to display fluorescence on 3D surface

geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said

object by illuminating it with only a subset of the LED dies in the multi-die LED,
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and where said fluorescence is recorded by only or preferentially reading out only

those pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light, i.e. measuring intensity only in pixels of

the image sensors that have filters for longer-wavelength light. in other words, the

scanner is capable of selectively,activating only a subset of the LED dies in the

multi-die LED and of only recording or preferentially reading out only those pixels

in the color image sensor that have color filters at a higher wavelength than that of

the subset of the LED dies, such that light emitted from the subset of LED dies can

excite fluorescent materials in the object and the scanner can record the

fluorescence emitted from theSe fluorescent materials. The subset of the dies

preferably comprises one or more LED dies which emits light within the excitation

spectrum of the fluorescent materials in the object, such as an ultraviolet, a blue, a

green, a yellow or a red LED die. Such fluorescence measurement yields a 20

data array much like the 2D color image, however unlike the 2D image it cannot be

taken concurrently with the 3D surface geometry. For a slow-moving scanner,

and/or with appropriate interpolation, the fluorescence image can still be overlaid

the 3D surface geometry. It is advantageous to display fluorescence on teeth

because it can help detect caries and plaque.

in some embodiments, the processing means comprises a microprocessor unit

configured for extracting the 3D surface geometry from 2D images obtained by the

color image sensor and for determining the surface color from the same images.

Disclosed is a method of using a scanner of this invention to average color and/or

3D surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using a scanner of this invention to combine color and/or

3D surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object, such as to achieve a

more complete coverage of the object than would be possible in a single view.

Brief description of drawings
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Fig. 1 shows a handheld embodiment of the scanner according to the invention.

Fig. 2 shows prior art pattern generating means and associated reference weights.

Fig. 3 shows a pattern generating means and associated reference weights

according to the present invention.

Fig. 4 shows a color filter array according to the present invention

The scanner embodiment illustrated in fig. 1 is a hand-held scanner with

components inside the housing 100. The scanner comprises a tip which can be

entered into a cavity, a multichromatic light source in the form of a multi-die LED

101, pattern generation means 130 for incorporating a spatial pattern in the probe

light, a beam splitter 140, an image acquisition means 180 including an image

sensor 181, electronics and potentially other elements, an optical system typically

comprising at least one lens, the object being scanned 200, and the image sensor.

The light from the light source 101~travels back and forth through the optical

system 150. During this passage the optical system images the pattern 130 onto

the object being scanned 200 and further images the object being scanned onto

the image sensor 181.

The image sensor 181 has a color filter array 1000. Although drawn as a separate

entity because of its importance in the invention, the color filter array is typically

integrated with the image sensor, with a single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift

the focal imaging plane of the pattern on the probed object 200. In the example

embodiment, a single lens element is shifted physically back and forth along the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object

being probed and from the object being probed to the camera.

The device may include polarization optics 160. Polarization optics can be used to

selectively image specular reflections and block out undesired diffuse signal from

sub-surface scattering inside the scanned object. The beam splitter 140 may also
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have polarization filtering properties. It can be advantageous for optical elements
to be anti-reflection coated.

The device may include folding optics, a mirror 170, which directs the light out of

the device in a direction different to the optical axis of the lens system, e.g. in a

direction perpendicular to the optical axis of the lens system.

There may be additional optical elements in the scanner, for example one or more

condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi—die LED with two green, one

red, and one blue die. Only the green portion of the light is used for obtaining the

3D surface geometry. Accordingly, the mirror 170 is coated such as to optimize

preservation of the circular polarization of the green light, and not that of the other

colors. Note that during scanning all dies within the LED are active, i.e., emitting

light, so the scanner emits apparently white light onto the scanned object 200. The

LED may emit light at the different colors with different intensities such that e.g.

one color is more intense than the other colors. This may be desired in order to

reduce cross-talk between the readings of the different color signals in the color _

image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB

system is reduced, the apparently white light emitted by the light source will

appear greenish-white.

Figure 2 shows an example of prior art pattern generation means 130 that is

applied as a static pattern in a spatial correlation embodiment of

W020101455669, as imaged on a monochromatic image sensor 180. The pattern

can be a chrome—on-glass pattern. Only a portion of the pattern is shOWn, namely

one period. This period is represented by a pixel block of 6 by 6 image pixels, and

2 by 2 pattern fields. The fields drawn in gray in Fig. 2 (a) are in actuality black

because the pattern mask is opaque for these fields; gray was only chosen for

visibility and thus clarity of the Figure. Figure 2(b) illustrates the reference weights

f for computing the spatial correlation measure A for the pixel block, where n = 6 x

6 = 36, such that
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fili2>
u

'M=i=1

where I are 'the intensity values measured in the 36 pixels in the pixel block for a

given image. Note that perfect alignment between image sensor pixels and pattern

fields is not required, but gives the best signal for the 3D surface geometry

measurement.

Figure 3 shows the extension of the principle in Figure 2 for the present invention.

The pattern is the same as in Figure 2 and so is the image sensor geometry.

However, the image sensor is a color image sensor with a Bayer color filter array.

In Figure 2 (a), pixels marked “B" have a blue color filter, while “G" indicates green

and “R" red pixel filters, respectively. Figure 2 (b) shows the corresponding

reference weights f. Note that only green pixels have a non-zero value. This is so 0

because only the green fraction of the spectrum is used for obtaining the 3D

surface geometry.

For the pattern / color filter combination of Figure 3, a color component 0; within a

pixel block can be obtained as

n

C; = E gj,ilii=1

where g“ = 1 if pixel ihas a filter for color Ci, 0 otherwise. For an RGB color filter

array like in the Bayer pattern] is one of red, green, or blue. Further weighting of

the individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,

illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of view, as the mixing of the LED's component colors may vary with

those factors.

Figure 4 shows an alternative color filter array with a higher fraction of green pixels

than in the Bayer pattern. Assuming that only the green portion of the illumination

is used to obtain the 3D surface geometry, the filter of Figure 4 will potentially

provide a better quality of the obtained 3D surface geometry than a Bayer pattern
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filter, at the expense of poorer color representation. The poorer color

representation will however in many cases still be sufficient while the improved

quality of the obtained SD surface geometry often is very advantageous.
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Claims

1. A scanner for obtaining 3D surface geometry and surface color of an object,

10

15

20

25

30

the scanner comprising:

- a multichromatic light source configured for providing a probe light, and

— a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color

and 3D surface geometry of a part of the object are derived at least

partly from one 2D image recorded by said color image sensor.

. A scanner according to claim 1, wherein the surface color and 3D surface

geometry of the part of the object are derived from a plurality of recorded

2D images, and where for a number of the plurality of recorded ZD images

both surface color and 3D surface geometry of the part of the object are

derived.

. A scanner according to any of the preceding claims where the scanner is a

focus scanner configured for obtaining a stack of 2D images of the object

from a number of different focus plane positions.

, A scanner according to the preceding claim where the scanner comprises

means for incorporating a spatial pattern in said probe light and means for

evaluating a correlation measure at each focus plane position between at

least one image pixel and a weight function, where the weight function is

determined based on information of the configuration of the spatial pattern.

. A scanner according to any of the preceding claims where the 3D surface

geometry is derived from light in a first part of the spectrum provided by the

multichromatic light source, and where the color image sensor comprises a

color filter array which is such that its proportion of pixels with color filters

that match the first part of the spectrum is larger than 50%.
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. A scanner according to any of the preceding claims where the scanner is

configured to derive the surface color with a higher resolution than the 3D

surface geometry

. A scanner according to any of the preceding claims where the scanner is '

configured for exciting fluorescence on said object by illuminating it with

only a subset of the LED dies in the multi-die LED, and where said

fluorescence is recorded by only or preferentially reading out only those

pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light.

. A scanner system for obtaining 3D surface geometry and surface color of

an object, said scanner system comprising

- a scanner according to any of the preceding claims, where the scanner

is configured for deriving surface color and SD surface geometry of the

object, and optionally for obtaining a partial or full 3D surface geometry

of the part of the object; and

— a data processing unit configured for post-processing 3D surface

geometry and/or surface color readings from the color image sensor, or

for post-processing the obtained partial or full 3D surface geometry.

wherein the post-processing comprises computing the color in each surface

point as a weighted average of corresponding points in all overlapping

partial 3D surface geometries at that surface point.

. The scanner system according to claim 8, wherein the scanner system is

configured for detecting saturated pixels in the recorded ZD images and for

mitigating or removing the error in the obtained color caused by the pixel

saturation, and wherein the error caused by the saturated pixel is mitigated

or removed by assigning a low weight to the saturated pixel in the weighted

average

10. The scanner system according to claim 8 or 9, wherein the scanner system

is configured for comparing the color of sections of the recorded ZD images
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and/or of the partial presentations of the object with predetermined color

ranges for teeth and for oral tissue, and for suppressing the red component

of the recorded color for sections where the color is not in one of the two

predetermined color ranges.
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Disclosed is a scanner, a scanner system, a user interface and a method

for obtaining 3D surface geometry and surface color of an object, the

scanner comprising:

a multichromatic light source configured for providing a probe light, and

a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color

and BD surface geometry of a part of the object are derived at least

partly from one 20 image recorded by said color image sensor.
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Focus'scanning apparatus recording color

Field of the invention

The invention relates to three dimensional (3D) scanning of the surface geometry

and surface color of objects. A particular application is within dentistry, particularly
for intraoral scanning.

Background of the invention

3D scanners are widely known from the art, and so are intraoral dental 3D

scanners (e.g., Sirona Cerec, Cadent Itero, SShape TRIOS).

.The ability to record surface color is useful in many applications. For example in

dentistry, the user can differentiate types of tissue or detect existing restorations.

For example in materials inspection, the user can detect surface abnormalities

such as crystallization defects or discoloring. None of the above is generally

possible from 3D surface information alone.

WO2010145669 mentions the possibility of recording color. In particular, several

sequential images, each taken for an illumination in a different color - typically .

blue, green, and red — are combined to form a synthetic color image. This

approach hence requires means to change light source color, such as color filters.

Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also U87698068 and USB102538 (Cadent Inc.) describe an intraoral scanner that

records both 3D geometry data and 3D texture data with one or more image

sensor(s). However, there is a slight delay between the color and the SD geometry

recording, respectively. US7698068 requires sequential illumination in different

colors to form a synthetic image, while U88102538 mentions white light as a

possibility, however from a second illumination source or recorded by a second

image sensor, the first set being used for recording the 3D geometry.

1
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W02012083967 discloses a scanner for recording 3D geometry data and 3D

texture data with two separate cameras. While the first camera has a relatively

shallow depth of field as to provide focus scanning based on multiple images, the

second camera has a relatively large depth of field as to provide color texture

information from a single image.

Color—recording scanning confocal microscopes are also known from-the prior art

(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system

along with a color image sensor is used for recording 2D texture, while, a laser

beam forms a dot that is scanned, i.e., moved over the surface and recorded by a

photomultiplier, providing the 3D geometry data from many depth measurements,

one for each position of the dot. The principle of a moving dot requires the

measured object not to move relative to the microscope during measurement, and

hence is not suitable for handheld use.

Summafl of the invention

It is an object of the present invention to provide a scanner for obtaining the 3D

surface geometry and surface color of the surface of an object, which does not

require that some ZD images are recorded for determining the 3D surface

geometry while other images are recorded for determining the surface color.

it is an object of the present invention to provide a scanner for obtaining the 3D

surface geometry and surface color of the surface of an object, which obtains

surface color and the 3D surface geometry simultaneously such that an alignment

of data relating to 3D surface geometry and data relating to surface color is not

required.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

— a multichromatic light source configured for providing a probe light, and

Copy provided hv USPTO from “1|: u=w In--- n-.-...... .. “Mun...” .
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~ a color image sensor comprising an array of image sensor pikels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color and 3D

surface geometry of a part of the object are derived at least partly from one 2D

image recorded by said color image sensor

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light,

— a color image sensor comprising an array of image sensor pixels, and

— an optical system configured for guiding light received from the object to

the color image sensor such that ZD images of said object can be

recorded by said color image sensor;

wherein the scanner is configured for acquiring a number of said 2D images of a

part of the object and for deriving both surface color and 3D surface geometry of

the part of the object from at least one of said recorded 2D images at least for a

block of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a'probe light;

- a color image sensor comprising an array of image sensor pixels, where

the image sensor is arranged to record 2D images of light received from

the object; and

.'L 12' -| 1" I
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- an image processor configured for deriving both surface color and SD

surface geometry of at least a part of the object from at least one of said

2D images recorded by the color image sensor.

Disclosed is a scanner system for obtaining 3D surface geometry and surface

color of an object, said scanner system comprising

- a scanner according to any of the embodiments, where the scanner is

configured for deriving surface color and SD surface geometry of the

object, and optionally for obtaining a partial or full 3D surface geometry

of the part of the object; and

— a data processing unit configured for post-processing 3D surface

geometry and/or surface color readings from the color image sensor, or

for post—processing the obtained partial or full 30 surface geometry.

in some embodiments, the data processing unit comprises a computer readable

medium on which is stored computer implemented algorithms for performing said

post—processing.

in some embodiments, the data processing unit is integrated in a cart or a

personal computer.

Disclosed is a method of obtaining 3D surface geometry and surface color of an

object, the method comprising:

— providing a scanner or scanner system according to any of the

embodiments;

- illuminating the surface of said object with probe light from said

multichromatic light source;

- recording one or more 2D images of said object using said color image

sensor; and

A
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— deriving both surface color and 3D surface geometry of a part of the

object from at least some of said recorded 2D images at least for a block

of said image sensor pixels, such that the surface color and 30 surface

geometry are obtained concurrently by the scanner.

The present invention is a significant improvement over the state of the art in that

only a single image sensor and a single multichromatic light source is required,

and that surface color and 3D surface geometry for at least a part of the object can

be derived from the same image or images, which also means that alignment of

color and 3D surface geometry is inherently perfect. In the scanner according to

the present invention, there is no need for taking into account or compensating for

relative motion of the object and scanner between obtaining 3D surface geometry

and surface color. Since the 3D surface geometry and the surface color are

obtained at precisely the same time, the scanner automatically maintains its

spatial disposition with respect to the object surface while obtaining the 3D surface

geometry and the surface color. This makes the scanner of the present invention

suitable for handheld use, for example as an intraoral scanner, or for scanning

moving objects. f

In the context of the present invention, the phrase “surface color" may refer to the

apparent color of an object surface and thus in some cases, such as for semi-

transparent or semi—translucent objects such as teeth, be caused by light from the

object surface and/or the material below the object surface. such as material

immediately below the object surface.

in some embodiments, the 3D surface geometry and the surface color are both

determined from light recorded by the color image sensor.

in some embodiments, the light received from the object originates from the

multichromatic light source, i.e. it is probe light reflected or scattered from the

surface of the object.

1
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In some embodiments, the light received form the object is fluorescence excited by

the probe light from the multichromatic light source, i.e. fluorescence emitted by

fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of

fluorescence while the mulitichromatic light source provides the light for obtaining

the geometry and color of the object.

in some embodiments, the scanner comprises a first optical system, such as an

arrangement of lenses, for transmitting the probe light from the multichromatic light

source towards an object and a second optical system for imaging light received

from the object at the color image sensor.

in some embodiments, only one optical system images the probe light onto the

object and images the object, or at least a part of the object, onto the color image

sensor, preferably along the same optical axis, however along opposite optical

paths. The scanner may comprise at least one beam splitter located in the optical

path, where the beam splitter is arranged such that it directs the probe light from

the multichromatic light source towards the object while it directs light received

from the object towards the color image sensor.

In some embodiments, the surface color and 3D surface geometry of the part of

the object are derived from a plurality of recorded 2D images. In that case, both

surface color and 3D surface geometry of the part of the object can be derived

from a number of the plurality of recorded 20 images.

Several scanning principles are suitable for this invention, such as triangulation

and focus scanning.

In some embodiments, the scanner is a focus scanner configured for obtaining a

stack of ZD images of the object from a number of different focus plane positions.

In some focus scanning embodiments, the focus plane is adjusted in such a way

that the image of e.g. a spatial pattern projected by the light source on the probed

object is shifted along the optical axis while recording 2D images at a number of

focus plane positions such that said stack of recorded 2D images can be obtained
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for a given position of the scanner relative to the object. The focus plane position

may be varied by means of at least one focus element, e.g., a moving focus lens.

In some focus scanner embodiments. the scanner comprises means for

incorporating a spatial pattern in said probe light and means for evaluating a

correlation measure at each focus plane position between at least one image pixel

and a weight function, where the weight function is determined based on

information of the configuration of'the spatial pattern. Determining in-focus

information may then relate to calculating a correlation measure of the spatially

structured light signal provided by the pattern with the variation of the pattern itself

(which we term reference) for every location of the focus plane and finding the

location of an extremum of this series. In some embodiments, the pattern is static.

Such a static pattern can for example be realized as a chrome-on-glass pattern.

One way to define the correlation measure mathematically with a discrete set of

measurements is as a dot product computed from a signal vector, I = (l1,...,ln),

with n > 1 elements representing sensor signals and a reference vector, f= (f1

fn), of reference weights. The correlation measure A is then given by

A=f'1=ZfiIii=1

The indices on the elements in the signal vector represent sensor signals that are

recorded at different pixels, typically in a block of pixels. The reference vector f

can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to

transform the location of an extremum of the correlation measure, i.e., the focus

plane into depth data information, on a pixel block basis. All pixel blocks combined

thus provide an array of depth data. in other words, depth is along an optical path

that is known from the optical design and/or found from calibration, and each block

of pixels on the image sensor represents the end point of an optical path.

Therefore, depth along an optical path, for a bundle of paths, yields a 3D surface

geometry within the field of view of the scanner.

I :-‘ _ -. I ; ' ;_I-g
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It can be advantageous to smooth and interpolate the series of correlation

measure values, such as to obtain a more robust and accurate determination of

the location of the maximum. For example. a polynomial can be fitted to the values

ofA for a pixel block over several images on both sides of the recorded maximum.

and a location of a deducted maximum can be found from the maximum of the

fitted polynomial, which can be in between two images.

Color for a block of pixels is at least partially derived from the same image from
which 3D geometry is derived. In case the location of the maximum of A is

represented by an image. then also color is derived from that same image. In case

the location of the maximum ofA is found by interpolation to be between two

, images, then at least one of those two images should be used to derive color, or

both images using interpolation for color also. It is also possible to average color

' data from more than two images used in the determination of the location of the

maximum of the correlation measure. or to average color from a subset or

superset of multiple images used to derive 3D surface geometry. In any case,

some image sensor pixels readings are used to derive both surface color and 3D

surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three

contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note

that color filters typically allow a range of wavelengths to pass, and there is

typically crosstalk between filters, such that, for example, some green light will

contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component q within a pixel

block can be obtained as

n

C] = Z gj,iIti=1

where g“ = 1 if pixel ihas a filter for color c], 0 otherwise. For an RGB filter array

like in a Bayer pattern,j is one of red, green, or blue. Further weighting of the

individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,
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illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of View, as the mixing of the light source component colors may

vary with those factors.

In some embodiments, color is obtained for every pixel in a pixel block. In sensors

with a color filter array or with other means to separate colors such as diffractive

means, depending on the color measured with a particular pixel, an intensity value

for that color is obtained. in other words, in this case a particular pixel has a color

value only for one color. Recently developed color image sensors allow

measurement of several colors in the same pixel, at different depths in the

substrate, so in that case, a particular pixel can yield intensity values for several

colors. In summary, it is possible to obtain a resolution of the surface color data

that is inherently higher than that of the SD geometry data.

In the embodiments where color resolution is higher than 3D geometry resolution,

a pattern will be visible when at least approximately in focus, which preferably is

the case when color is derived. The image can be filtered such as to visually

remove the pattern, however at a loss of resolution. In fact, it can be

advantageous to be able to see the pattern for the user. For example in intraoral

scanning, it may be important to detect the position of a margin line, the rim or

edge of a preparation. The image of the pattern overlaid on the 3D geometry of

this edge is sharper on a side that is seen approximately perpendicular, and more

blurred on the side that is seen at an acute angle. Thus, a user, who in this

example typically is a dentist or dental technician, can use the difference in

sharpness to more precisely locate the position of the margin line than may be

possible from examining the 3D surface geometry alone.

High spatial contrast of the in-focus pattern image on the object is desirable to

obtain a good signal to noise ratio of the correlation measure on the color image

sensor. Improved spatial contrast can be achieved by preferential imaging of the

specular surface reflection from the object on the color image sensor. Thus, some

embodiments of the invention comprise means for preferential/selectiveimaging of

specularly reflected light. This may be provided if the scanner further comprises

,L ‘.: -r -- . xi
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means for polarizing the probe light, for example by means of at least one

polarizing beam splitter.

In some embodiments, the polarizing optics is coated such as to optimize

preservation of the circular polarization of a part of the spectrum of the

multichromatic light source that is used for obtaining the 3D surface geometry.

The scanner according to the invention may further comprise means for changing

the polarization state of the probe light and/or the light received from the object.

This can be provided by means of a retardation plate, preferably located in the

optical path. In some embodiments of the invention the retardation plate is a

quarter wave retardation plate.

Especially for intraoral applications, the scanner can have an elongated tip, with

means for directing the probe light and/or imaging an object. This may be provided

by means of at least one folding element. The folding element could be a light

reflecting element such as a mirror or a prism.

For a more in-depth description of the above aspects of this invention, see

W020101 45669.

The invention disclosed here comprises a multichromatic light source, for'example

a white light source, for example a multi—die LED.

Light received‘from‘ the scanned object, such as probe light returned from the
object surface or fluorescence generated by the probe light by exciting fluorescent

parts of the object, is recorded by a colorimage sensor. In some embodiments,

the color image sensor comprises a color filter array such that every pixel in the

color image sensor is a color-specific filter. The color filters are preferably

arranged in a regular pattern, for example where the color filters are arranged
according to a Bayer color filter pattern. The image data thus obtained are used to

derive both 3D surface geometry and surface color for each block of pixels. For a

focus scanner utilizing a correlation measure, the 3D surface geometry may be

found from an extremum of the correlation measure as described above.

In some embodiments, the 3D surface geometry is derived from light in a first part

of the spectrum of the probe light provided by the multichromatic light source.

Copv provided bv USPTo from "m Il=w Imann hank-.1... .. noranI-un‘ n
0528



10

15

20

25

30

Preferably, the color filters are aligned with the image pixels, preferably such that

each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with

color filters that match the first part of the spectrum is larger than 50%.

in some embodiments, the scanner is configured to derive the surface color with a

higher resolution than the SD surface geometry. ‘

In some embodiments, the higher surface color resolution is achieved by

demosaicing, where color values for pixel blocks may be demosaiced to achieve

an apparently higher resolution of the color image than is present in the 3D

surface geometry. The demosaicing may operate on pixel blocks or individual

pixels.

In case a multi-die LED or another illumination source comprising physically or

optically separated light emitters is used, it is preferable to aim at a Kohler type

illumination in the scanner, i.e. the illumination source is defocused at the object

plane in order to achieve uniform illumination and good color mixing for the entire

field of view. In case color mixing is not perfect and varies with focal plane

location, color calibration of the scanner will be advantageous.

It can be preferable to compute the 3D surface geometry only from pixels with one

or two kinds of color filters. A single color requires no achromatic optics and is thus
provides for a scanner that is easier and cheaper to build. Furthermore, folding

elements can generally not preserve the polarization state for all colors equally

well. When only some color(s) is/are used to compute 3D surface geometry, the

reference vector fwill contain zeros for the pixels with filters for the other color(s).

Accordingly, the total signal strength is generally reduced, but for large enough

blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters

are adapted for little cross—talk from one color to the other(s). Note that even in the

embodiments computing geometry from only a subset of pixels, color is preferably

still computed from all pixels.

To obtain a full 3D surface geometry and color representation of an object, Le. a

colored full 3D surface geometry of said part of the object surface, typically several

11
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partial representations of the object have to be combined, where each partial

representation is a view from substantially the same relative position of scanner

and object. In the present invention, a view from a given relative position

preferably obtains the 3D geometry and color of the object surface as seen from

that relative position.

For a focus scanner, a view corresponds to one pass of the focusing element(s),

i.e. for a focus scanner each partial representation is the 3D surface geometry and

color derived from the stack of ZD images recorded during the pass of the focus

plane position between its extremum positions. '

The 3D surface geometry found for various views can be cOmbined by algorithms

for stitching and registration as widely known in the literature. or from known view

positions and orientations, for example when the scanner is mounted on axes with

encoders. Color can be interpolated and averaged by methods such as texture

weaving, or by simply averaging corresponding color components in multiple views

of the same location on the 3D surface. Here, it can be advantageous to account

for differences in apparent color due to different angles of incidence and reflection.

which is possible because the 3D surface geometry is also known. Texture

weaving is described by eg Callieri M, Cignoni P, Scopigno R. “Reconstructing

textured meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20-22,
2002.

In some embodiments, the scanner and/or the scanner system is configured for

generating a partial representation of the object surface based on the obtained

surface color and 3D surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for

combining partial representations of the object surface obtained from different

relative positions to obtain a full 3D surface geometry and color representation of

the part of the object.

In some embodiments. the combination of partial representations of the object to

obtain the full 3D surface geometry and color representation comprises computing

the color in each surface point as a weighted average of corresponding points in

all overlapping partial 3D surface geometries at that surface point. The weight of
12
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each partial presentation in the sum may be determined by several factors. such

as the presence of saturated pixel values or the orientation of the object surface

with respect to the scanner.

Such a weighted average is advantageous in cases where some scanner positions

and orientations relative to the object will give a better estimate of the actual color

than other positions and orientations. if the illumination of the object surface is

uneven this can to some degree also be compensated for by weighting the best

illuminated parts higher. '

In some embodiments, the scanner comprises an image processor configured for

performing a post-processing of the 3D surface geometry, the surface color

readings, or the derived partial or full 3D surface geometries of the object. The

scanner may be configured for performing the combination of the partial

representations using eg. computer implemented algorithms executed by an

image processor of the scanner.

The scanner system may be configured for performing the combination of the

partial representations using e.g. computer implemented algorithms executed by

the data processing unit as part of the post—processing of the 3D surface

geometry, surface color, partial 3D geometry and/or full 3D geometry, i.e. the post—

processing comprises computing the color in each surface point as a weighted

average of corresponding points in all overlapping partial 3D surface geometries at

that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of

highlights on the recording of the surface color. The color for a given part of the

surface should preferably be determined primarily from 2D images where the color

can be determined precisely which is not the case when the pixel values are

saturated.

In some embodiments, the scanner and/or scanner system is configured for

detecting saturated pixels in the recorded 2D images and for mitigating or

removing the error in the obtained color caused by the pixel saturation. The error

caused by the saturated pixel may be mitigated or removed by assigning a low

weight to the saturated pixel in the weighted average.

13
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Specularly reflected light has the color of the light source rather than the color of

the object surface. If the object surface is not a pure white reflector then specular

reflections can hence be identified as the areas where the pixel color closely

matches the light source color. When obtaining the surface color it is therefore

advantageous to assign a low weight to pixels or pixel groups whose color values

closely match the color of the multichromatic light source in order to compensate

for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient‘s -

set of teeth since teeth rarely are completely white. it may hence be advantageous

to assume that for pixels where the readings from the color images sensor indicate

that the surface of the object is a pure white reflector, the light recorded by this

pixel group is caused by a specular reflection from the teeth or the soft tissue in

the oral cavity and accordingly assign a low weight to these pixels to compensate

for the specular reflections.

in some embodiments, the compensation for specular reflections from the object

surface is based on information derived from a calibration of the scanner in which

a calibration object e.g. in the form of a pure white reflector is scanned. The color

image sensor readings then depend on the spectrum of the multichromatic light

source and on the wavelength dependence of the scanner's optical system caused

by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the

optical system guides light equally well for all wavelengths of the multichromatic

light source, the color image sensor will record the color (also referred to as the

spectrum) of the multichromatic light source when the pure white reflector is
scanned.

In some embodiments, compensating for the specular reflections from the surface

is based on information derived from a calculation based on the wavelength _

dependence of the scanner’s optical system, the spectrum of the multichromatic,

light source and a wavelength dependent sensitivity of the color image sensor. In

some embodiments, the scanner comprises means for optically suppressing

specularly reflected light to achieve better color measurement. This may be

provided if the scanner further comprises means for polarizing the probe light, for

example by means of at least one polarizing beam splitter.

14
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When scanning inside an oral cavity there may be red ambient light caused by

probe light illumination of surrounding tissue, such as the gingiva, palette, tongue

or buccal tissue. In some embodiments, the scanner and/or scanner system is

hence configured for suppressing the red component in the recorded 20 images.

In some embodiments, the scanner and/or scanner system is configured for

comparing the color of sections of the recorded ZD images and/or of the partial

presentations of the object with predetermined color ranges for teeth and for oral

tissue, respectively, and for suppressing the red component of the recorded color

for sections where the color is not in either one of the two predetermined color

ranges. The teeth may e.g. be assumed to be primarily white with one ratio

between the intensity of the different components of the recorded image, e.g. with

one ratio between the intensity of the red component and the intensity of the blue

and/or green components in a RGB configuration, while oral tissue is primarily

reddish with another ratio between the intensity of the components. When a color

recorded for a region of the oral cavity shows a ratio which differs from both the

predetermined ratio for teeth and the predetermined ratio for tissue, this region is

identified as a tooth region illuminated by red ambient light and the red component

of the recorded image is suppressed relative to the other components, either by

reducing the recorded intensity of the red signal or by increasing the recorded

intensities of the other components in the image.

in some embodiments, the color of points with a surface normal directly towards

the scanner are weighted higher than the color of points where the surface normal

is not directed towards the scanner. This has the advantage that points with a

surface normal directly towards the scanner will to a higher degree be illuminated

by the white light from‘the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating

for different effects, such as compensating for saturated pixels and/or for specular

reflections and/or for orientation of the surface normal. This may be done by

generally raising the weight for a selection of pixels or pixel groups of a ZD image

15
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and by reducing the weight fora fraction of the pixels or pixel groups of said
selection.

in some embodiments, the method comprises a processing of recorded 2D

images, partial or full 3D representations of the part of the object, where said

processing comprises

- compensating for pixel saturation by omitting or reducing the weight of

saturated pixels when deriving the surface color, and/or

- compensating for specular reflections when deriving the surface color by

omitting or reducing the weight of pixels whose color values closely

matches the light source color, and/or

— compensating for red ambient light by comparing color of the 2D images

with predetermined color ranges, and suppressing the red component of

the recorded color if this is not within a predetermined color range.

Disclosed is a method of using a scanner of this invention to display color texture

on 3D surface geometry. it is advantageous to display the 2D color data as a

texture on the 3D surface geometry, for example on a computer screen. The

combination of color and geometry is a more powerful conveyor of information

than either type of data alone. For example, dentists can more easily differentiate

betWeen different types of tissue. In the rendering of the 3D surface geometry,

appropriate shading can help convey the 3D surface geometry on the texture, for

example with artificial shadows revealing sharp edges better than texture alone
could do.

When the multichromatic light source is a multi-die‘ LED or similar, the scanner of

this invention can also be used to detect fluorescence. Disclosed is a method of

using the scanner of the invention to display fluorescence on 3D surface

geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said

object by illuminating it with only a subset of the LED dies in the multi—die LED,

16
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and where said fluorescence is recorded by only or preferentially reading out only

those pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light, i.e. measuring intensity only in pixels of

the image sensors that have filters for longer-wavelength light. In other words, the

scanner is capable of selectively activating only a subset of the LED dies in the

multi-di‘e LED and of only recording or preferentially reading out only those pixels

in the color image sensor that have color filters at a higher wavelength than that of

the subset of the LED dies, such that light emitted from the subset of LED dies can

excite fluorescent materials in the object and the scanner can record the

fluorescence emitted from these fluorescent materials. The subset of the dies
preferably comprises one or more LED dies which emits light within the excitation

spectrum of the fluorescent materials in the object, such as an ultraviolet. a blue, a

green, a yellow or a red LED die. Such fluorescence measurement yields a ZD

data array much like the 2D color image, however unlike the 2D image it cannot be

taken concurrently with the 3D surface geometry. For a slow-moving scanner,

and/or with appropriate interpolation, the fluorescence image can still be overlaid

the 3D surface geometry. It is advantageous to display fluorescence on teeth

because it can help detect caries and plaque.

In some embodiments, the processing means comprises a microprocessor unit

configured for extracting the 3D surface geometry from 2D images obtained by the

color image sensor and for determining the surface color from the same images.

Disclosed is a method of using a scanner of this invention to average color and/or

3D surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using a scanner of this invention to combine color and/or

3D surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object, such as to achieve a

more complete coverage of the object than would be possible in a single view.

Brief descrigtion of drawings

17
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Fig. 1 shows a handheld embodiment of the scanner according to the invention.

Fig. 2 shows prior art pattern generating means and associated reference weights.

Fig. 3 shows a pattern generating means and associated reference Weights

according to the present invention.

Fig. 4 shows a color filter array according to the present invention

The scanner embodiment illustrated in fig. 1 is a hand-held scanner with

’ components inside the housing 100. The scanner comprises a tip which can be

entered into a cavity, a multichromatic light source in the form of a multi-die LED

101, pattern generation means 130 for incorporating a spatial pattern in the probe

light, a beam splitter 140, an image acquisition means 180 including an image

sensor 181, electronics and potentially other elements, an optical system typically

comprising at least one lens, the object being scanned 200, and the image sensor.

The light from the light source 101 travels back and forth through the optical

system 150. During this passage the optical system images the pattern 130 onto

the object being scanned 200 and further images the object being scanned onto

the image sensor 181.

The image sensor 181 has a color filter array 1000. Although drawn as a separate

entity because of its importance in the invention. the color filter array is typically

integrated with the image sensor, with a single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift

the focal imaging plane of the pattern on the probed object 200. In the example

embodiment, a single lens element is shifted physically back and forth along the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object '

being probed and from the object being probed to the camera. '

The device may include polarization optics 160. Polarization optics can be used to

selectively image specular reflections and block out undesired diffuse signal from

sub-surface scattering inside the scanned object. The beam splitter 140 may also

18
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have polarization filtering properties. it can be advantageous for optical elements

to be anti~reflection coated. .

The device may include folding optics, a mirror 170, which directs the light out'of

the device in a direction different to the optical axis of the lens system, e.g. in a

direction perpendicular to the optical 'axis of the lens system.

There may be additional optical elements in the scanner, for example one or more

condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi-die LED with two green, one

red, and one blue die. Only the green portion of the light is used for obtaining the

3D surface geometry. Accordingly, the mirror 170 is Coated such as to optimize

preservation of the circular polarization of the green light, and not that of the other

colors. Note that during scanning all dies within the LED are active, i.e., emitting

light, so the scanner emits apparently white light onto the scanned object 200. The

LED may emit light at the different colors with different intensities such that e.g.

one color is more intense than the other colors. This may be desired in order to

reduce cross—talk between the readings of the different color signals in the color

image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB

system is reduced, the apparently white light emitted by the light source will

appear greenish—White.

Figure 2 shows an example of prior art pattern generation means 130 that is

applied as a static pattern in a spatial correlation embodiment of

W020101455669, as imaged on a monochromatic image sensor 180. The pattern

can be a chrome-on-glass pattern. Only a portion of the pattern is shown, namely

one period. This period is represented by a pixel block of 6 by 6 image pixels, and

2 by 2 pattern fields. The fields drawn in gray in Fig. 2 (a) are in actuality black

because the pattern mask is opaque for these fields; gray was only chosen for

visibility and thus clarity of the Figure. Figure 2(b) illustrates the reference weights

f for computing the spatial correlation measure A for the pixel block, where n = 6 x

6 = 36, such that '
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Conv provided hv IIQDTn (mm Oh; mm b...“ n-A-L_-- .. nnuntnnq .
0537



10

15

20

25

A =Zn:fi1ii=1

where I are the intensity values measured in the 36 pixels in the pixel block for a

given image. Note that perfect alignment between image sensor pixels and pattern

fields is not required, but gives the best signal for the 3D surface geometry
measurement.

Figure 3 shows the extension of the principle in Figure 2 for the present invention.

The pattern is the same as in Figure 2 and so is the image sensor geometry.

However, the image sensor is a color image sensor with a Bayer color filter array.

In Figure 2 (a), pixels marked “B” have a blue color filter, while "G” indicates green

and "R” red pixel filters, respectively. Figure 2 (b) shows the corresponding

reference weights f. Note that only green pixels have a non—zero value. This is so

because only the green fraction of the spectrum is used for obtaining the 30

surface geometry.

For the pattern / color filter combination of Figure 3, a color component q within a

pixel block can be obtained as

n

C} = 291,111i=1

where g“ = 1 if pixel ihas a filter for color c], 0 otherwise. For an RGB color filter

array like in the Bayer pattern, j is one of red, green, or blue. Further weighting of

the individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency.

illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of view, as the mixing of the LED’s component colors may vary with

those factors.

Figure 4 shows an alternative color filter array with a higher fraction of green pixels

than in the Bayer pattern. Assuming that only the green portion of the illumination

is used to obtain the SD surface geometry. the filter of Figure 4 will potentially

provide a better quality of the obtained 30 surface geometry than a Bayer pattern
20
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filter, at the expense of poorer color representation. The poorer color

representation will however in many cases still be sufficient while the improved

quality of the obtained 3D surface geometry often is very advantageous.
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Claims

1. A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:

- a multichromatic light source configured for providing a probe light, and

- a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color

and 8D surface geometry of a part of the object are derived at least

. partly from one 2D image recorded by said color image sensor.

. A scanner according to claim 1, wherein the surface color and 3D surface

geometry of the part of the object are derived from a plurality of recorded

2D images, and where for a number of the plurality of recorded 2D images

both surface color and 30 surface geometry of the part of the object are

derived.

A scanner according to any of the preceding claims where the scanner is a

focus scanner configured for obtaining a stack of 2D images of the object

from a number of different focus plane positions.

. A scanner according to the preceding claim where the scanner comprises

means for incorporating a spatial pattern in said probe light and means for

evaluating a correlation measure at each focus plane position between at

least one image pixel and a weight function, where the weight function is

determined based on information of the configuration of the spatial pattern.

A scanner according to the preceding claim and where the spatial pattern is
static.

A scanner according to any of the preceding claims where the color image

sensor comprises a color filter array.

22,
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7. A scanner according to any of the preceding claims where the color filters of

the array are arranged according to a Bayer color filter pattern.

8. A scanner according to any of the preceding claims where the 3D surface

geometry is derived from light in a first part of the spectrum provided by the

multichromatic light source

9. A scanner according to the preceding claim where the color‘filter array is

such that its proportion of pixels with color filters that match the first part of

the spectrum is larger than 50%.

10.A scanner according to any of the preceding claims where the

multichromatic light source is a multi-die LED

11.A scanner according to any of the preceding claims where the scanner is

configured to derive the surface color with a higher resolution than the BD

surface geometry

12.A scanner according to the preceding claim where the higher surface color

resolution is achieved by demosaicing.

13.A scanner according to any of the preceding claims where the scanner is

configured for exciting fluorescence on said object by illuminating it with

only a subset of the LED dies in the multi-die LED, and where said

fluorescence is recorded by only or preferentially reading out only those

pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light.

14.The scanner according to any of the preceding claims, wherein the scanner

is configured for generating a partial representation of the part of the object

surface based on the obtained surface color and 3D surface geometry, and .

for combining partial representations obtained from different relative

23

0541



10

15

20

25

positions to obtain a full 3D surface geometry and color representation of

the part of the object.

15.A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:

- a multichromatic light source configured for providing a probe light,

- a color image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to

the color image sensor such that ZD images of said object can be

recorded by said color image sensor;

wherein the scanner is configured for acquiring a number of said 2D images

of a part of the object and for deriving both surface color and 3D surface

geometry of the part of the object from at least one of said recorded 2D

images at least for a block of said image sensor pixels, such that surface

color and 3D surface geometry are obtained concurrently by the scanner.

16.A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:
1

- a multichromatic light source configured for providing a probe light;

- a color image sensor comprising an array of image sensor pixels, where

the image sensor is arranged to record 2D images of light received from

the object; and

— an image processor configured for deriving both surface color and 3D

surface geometry of at least a part of the object from at least one of said

2D images recorded by the color image sensor.

17.A scanner system for obtaining 3D surface geometry and surface color of

an object. said scanner system comprising
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- a scanner according to any of the preceding claims, where the scanner

is configured for deriving surface color and 3D surface geometry of the

object, and optionally for obtaining a partial or full 3D surface geometry

of the part of the object; and

- a data processing unit configured for post-processing 3D surface

geometry and/or surface color readings from the color image sensor, or

for post-processing the obtained partial or full SD surface geometry.

18.The scanner system according to the preceding claim. wherein the post— ~

processing comprises computing the color in each surface point as a

weighted average of corresponding points in all overlapping partial 3D

surface geometries at that surface point.

19.The scanner system according to claim 17 or 18, wherein the scanner

system is configured for detecting saturated pixels in the recorded 2D

images and for mitigating or removing the error in the obtained color caused

by the pixel saturation. ‘

20.The scanner system according to the preceding claim wherein the error

caused by the saturated pixel is mitigated or removed by assigning a low

weight to the saturated pixel in the weighted average.

21.The scanner system according to any of claims 17 to 20, wherein the

scanner system is configured for comparing the color of sections of the

recorded 2D images and/or of the partial presentations of the object with

predetermined color ranges for teeth and for oral tissue, and for

suppressing the red component of the recorded color for sections where the

color is not in one of the two predetermined color ranges.

22.A method of obtaining 3D surface geometry and surface color of an object,

the method comprising:

— providing a scanner or scanner system according to any of the previous

claims;

25
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illuminating the surface of said object with probe light from said

multichromatic light source;

recording one or more 2D images of said object using said color image

sensor; and

deriving both surface color and 3D surface geometry of a part of the

object from at least some of said recorded 20 images at least for a block

of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

23.The method according to claim 22, wherein the method comprises a

processing of recorded 2D images, partial or full 3D representations of the

part of the object, where said processing comprises

compensating for pixel saturation by omitting or reducing the weight of

saturated pixels when deriving the surface color, and/or

compensating for red ambient light by comparing color of the 20 images

with predetermined color ranges, and suppressing the red component of

the recorded color if this is not within a predetermined color range.

26
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Abstract

Disclosed is a scanner, a scanner system, a user interface and a method

for obtaining 3D surface geometry and surface color of an object, the

scanner comprising:

a multichromatic light source configured for providing a probe light. and

a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object.

where at least for a block of said image sensor pixels, both surface color

and 3D surface geometry of a part of the object are derived at least

partly from one 2D image recorded by said color image sensor.

27
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Focus scanning apparatus recording color

Field of the application

The application relates to three dimensional (3D) scanning of the surface

geometry and surface color of objects. A particular application is within dentistry,

particularly for intraoral scanning.

Background

3D scanners are widely known from the art, and so are intraoral dental 3D

scanners (e.g., Sirona Cerec, Cadent ltero, BShape TRiOS).

The abiiity to record surface color is useful in many applications. For example in

dentistry, the user can differentiate types of tissue or detect existing restorations.

For example in materials inspection, the user can detect surface abnormalities

such as crystallization defects or discoloring. None of the above is generally

possible from surface geometry information alone.

W02010145669 mentions the possibility of recording color. In particular, several

sequential images, each taken for an illumination in a different color - typically

blue, green, and red — are combined to form a synthetic color image. This

approach hence requires means to change light source color, such as color filters.

Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and US$102538 (Cadent Inc.) describe an intraoral scanner that

records both geometry data and texture data with one or more image sensor(s).

However, there is a slight delay between the color and the geometry recording,

respectively. U87698068 requires sequential illumination in different colors to form

a synthetic image, while US8102538 mentions white light as a possibility, however

from a second illumination source or recorded by a second image sensor, the first

set being used for recording the geometry.
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W02012083967 discloses a scanner for recording geometry data and texture data

with two separate cameras. While the first camera has a relatively shallow depth of

field as to provide focus scanning based on multiple images, the second camera

has a relatively large depth of field as to provide color texture information from a

single image.

Color-recording scanning confocal microscopes are also known from the prior art

(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system

along with a color image sensor is used for recording 2D texture. while a laser

beam forms a dot that is scanned, i.e., moved over the surface and recorded by a

photomultiplier, providing the geometry data from many depth measurements, one

for each position of the dot. The principle of a moving dot requires the measured

object not to move relative to the microscope during measurement, and hence is

not suitable for handheld use.

Summam

One aspect of this application is to provide a scanner system and a method for

recording surface geometry and surface color of an object, and where surface

geometry and surface color are derived from the same captured 2D images.

One aspect of this application is to provide a scanner system for recording surface

geometry and surface color of an object, and wherein all 2D images are captured

using the same color image sensor.

One aspect of this application is to provide a scanner system and a method for

recording surface geometry and surface color of an object, in which the

information relating to the surface geometry and to the surface color are acquired

simultaneously such that an alignment of data relating to the recorded surface

geometry and data relating to the recorded surface color is not required in order to

generate a digital 3D representation of the object expressing both color and

geometry of the object.
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Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

— a multichromatic light source configured for providing a multichromatic probe

light for illumination of the object,

— a color image sensor comprising an array of image sensor pixels for capturing

one or more 2D images of light received from said object, and

- a data processing system configured for deriving both surface geometry

information and surface color information for a block of said image sensor

pixels at least partly from one 2D image recorded by said color image sensor.

Disclosed is a method of recording surface geometry and surface color of an

object, the method comprising:

- obtaining a scanner system comprising a multichromatic light source and a

color image sensor comprising an array of image sensor pixels;

— illuminating the surface of said object with multichromatic probe light from

said multichromatic light source;

- capturing a series of 2D images of said object using said color image sensor;

and

- deriving both surface geometry information and surface color information for a

block of said image sensor pixels at least partly from one captured 2D image.

In the context of the present application, the phrase “surface color” may refer to

the apparent color of an object surface and thus in some cases, such as for semi-

transparent or semi-translucent objects such as teeth, be caused by light from the

object surface and/or the material below the object surface, such as material

immediately below the object surface.

In the context of the present application, the phrase “derived at least partly from

one 2D image” refers to the situation where the surface geometry information for a
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given block of image sensor pixels at least in part is derived from one 2D image

and where the corresponding surface color information at least in part is derived

from the same 2D image. The phase also covers cases where the surface

geometry information for a given block of image sensor pixels at least in part is

derived from a plurality of 2D images of a series of captured 2D images and where

the corresponding surface color information at least in part is derived from the

same 2D images of that series of captured 2D images.

An advantage of deriving both surface geometry information and surface color

information for a block of said image sensor pixels at least partly from one 2D

image is that a scanner system having only one image sensor can be realized.

it is an advantage that the surface geometry information and the surface color

information are derived at least partly from one 20 image, since this inherently

provides that the two types of information are acquired simultaneously. There is

hence no requirement for an exact timing of the operation of two color image

sensors, which may the case when one image sensor is used for the geometry

recording and another for color recording. Equally there is no need for an

elaborate calculation accounting for significant differences in the timing of

capturing of 2D images from which the surface geometry information is derived

and the timing of the capturing of 2D images from which the surface color

information is derived.

The present application discloses is a significant improvement over the state of the

art in that only a single image sensor and a single multichromatic light source is

required, and that surface color and surface geometry for at least a part of the

object can be derived from the same 2D image or 2D images, which also means

that alignment of color and surface geometry is inherently perfect. In the scanner

system according to the present application, there is no need for taking into

account or compensating for relative motion of the object and scanner system

between obtaining surface geometry and surface color. Since the surface

geometry and the surface color are obtained at precisely the same time, the

scanner system automatically maintains its spatial disposition with respect to the

object surface while obtaining the surface geometry and the surface color. This
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makes the scanner system of the present application suitable for handheld use, for

example as an intraoral scanner, or for scanning moving objects.

In some embodiments, the data processing system is configured for deriving

surface geometry information and surface color information for said block of image

sensor pixels from a series of 2D images, such as from a plurality of the 2D

images in a series of captured 2D images. I.e. the data processing system is

capable of analyzing a plurality of the 2D images in a series of captured 2D

images in order to derive the surface geometry information for a block of image

sensor pixels and to also derive surface color information from at least one of the

2D images from which the surface geometry information is derived.

In some embodiments, the data processing system is configured for deriving

surface color information from a plurality of 2D images of a series of captured 2D

images and for deriving surface geometry information from at least one of the 2D

images from which the surface color information is derived.

In some embodiments, the data processing system is configured for deriving

surface geometry information from a plurality of 2D images of a series of captured

2D images and for deriving surface color information from at least one of the 2D

images from which the surface geometry information is derived.

In some embodiments, the set of 2D images from which surface color information

is derived from is identical to the set of 2D images from which surface geometry

information is derived from.

In some embodiments, the data processing system is configured for generating a

sub-scan of a part of the object surface based on surface geometry information

and surface color information derived from a plurality of blocks of image sensor

pixels. The sub-scan expresses at least the geometry of the part of the object and

typically one sub-scan is derived from one stack of captured 2D images.
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In some embodiments, all 2D images of a captured series of images are analyzed

to derive the surface geometry information for each block of image sensor pixels

on the color image sensor.

For a given block of image sensor pixels the corresponding portions of the

captured 2D images in the stack may be analyzed to derive the surface geometry

information and surface color information for that block.

In some embodiments, the surface geometry information relates to where the

object surface is located relative to the scanner system coordinate system for that

particular block of image sensor pixels.

One advantage of the scanner system and the method of the current application is

that the informations used for generating the sub-scan expressing both geometry

and color of the object (as seen from one view) are obtained concurrently.

Sub-scans can be generated for a number of different views of the object such that

they together cover the part of the surface.

In some embodiments, the data processing system is configured for combining a

number of sub—scans to generate a digital 3D representation of the object. The

digital 3D representation of the object then preferably expresses both the recorded

geometry and color of the object.

The digital 3D representation of the object can be in the form of a data file. When

the object is a patient's set of teeth the digital 3D representation of this set of teeth

can e.g. be used for CAD/CAM manufacture of a physical model of the patient's

set teeth.

The surface geometry and the surface color are both determined from light

recorded by the color image sensor.

In some embodiments, the light received from the object originates from the

multichromatic light source, i.e. it is probe light reflected or scattered from the

surface of the object.
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In some embodiments, the light received form the object comprises fluorescence

excited by the probe light from the multichromatic light source, i.e. fluorescence

emitted by fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of

fluorescence while the multichromatic light source provides the light for obtaining

the geometry and color of the object.

The scanner system preferably comprises an optical system configured for guiding

light emitted by the multichromatic light source towards the object to be scanned

and for guiding light received from the object to the color image sensor such that

the 2D images of said object can be captured by said color image sensor.

In some embodiments, the scanner system comprises a first optical system, such

as an arrangement of lenses, for transmitting the probe light from the

multichromatic light source towards an object and a second optical system for

imaging light received from the object at the color image sensor.

In some embodiments, single optical system images the probe light onto the

object and images the object, or at least a part of the object, onto the color image

sensor, preferably along the same optical axis, however in opposite directions

along optical axis. The scanner may comprise at least one beam splitter located in

the optical path, where the beam splitter is arranged such that it directs the probe

light from the multichromatic light source towards the object while it directs light

received from the object towards the color image sensor.

Several scanning principles are suitable, such as triangulation and focus scanning.

In some embodiments, the scanner system is a focus scanner system operating

by translating a focus plane along an optical axis of the scanner system and

capturing the 2D images at different focus plane positions such that each series of

captured 2D images forms a stack of 2D images. The focus plane position is
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preferably shifted along an optical axis of the scanner system, such that 2D

images captured at a number of focus plane positions along the optical axis forms

said stack of 2D images for a given view of the object, i.e. for a given arrangement

of the scanner system relative to the object. After changing the arrangement of the

scanner system relative to the object a new stack of 2D images for that view can

be captured. The focus plane position may be varied by means of at least one

focus element, e.g., a moving focus lens.

In some focus scanner embodiments, the scanner system comprises a pattern

generating element configured for incorporating a spatial pattern in said probe

light.

In some embodiments, the pattern generating element is configured to provide that

the probe light projected by scanner system onto the object comprises a pattern

consisting of dark sections and sections with light having the a wavelength

distribution according to the wavelength distribution of the multichromatic light

SOUI'CG.

In some embodiments, the multichromatic light source comprises a broadband

light source, such as a white light source

In some embodiments, the pixels of the color image sensor and the pattern

generating element are configured to provide that each pixel corresponds to a

single bright or dark region of the spatial pattern incorporated in said probe light.

For a focus scanner system the surface geometry information for a given block of

image sensor pixels is derived by identifying at which distance from the scanner

system the object surface is in focus for that block of image sensor pixels.

In some embodiments, deriving the surface geometry information and surface

color information comprises calculating for several 2D images, such as for several

2D images in a captured stack of 2D images, a correlation measure between the

portion of the 2D image captured by said block of image sensor pixels and a
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weight function. Here the weight function is preferably determined based on

information of the configuration of the spatial pattern. The correlation measure

may be calculated for each 2D image of the stack.

The scanner system may comprise means for evaluating a correlation measure at

each focus plane position between at least one image pixel and a weight function,

where the weight function is determined based on information of the configuration

of the spatial pattern.

In some embodiments, deriving the surface geometry information and the surface

color information for a block of image sensor pixels comprises identifying the

position along the optical axis at which the corresponding correlation measure has

a maximum value. The position along the optical axis at which the corresponding

correlation measure has a maximum value may coincide with the position where a

2D image has been captured but it may even more likely be in between two

neighboring 2D images of the stack of 2D images.

Determining the surface geometry information may then relate to calculating a

correlation measure of the spatially structured light signal provided by the pattern

with the variation of the pattern itself (which we term reference) for every location

of the focus plane and finding the location of an extremum of this stack of 2D

images. In some embodiments, the pattern is static. Such a static pattern can for

example be realized as a chrome—on—glass pattern.

One way to define the correlation measure mathematically with a discrete set of

measurements is as a dot product computed from a signal vector, I= (I1,...,In),

with n > 1 elements representing sensor signals and a reference vector, f: (f1

m), of reference weights. The correlation measure A is then given by

A=f-I=:filii=1
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The indices on the elements in the signal vector represent sensor signals that are

recorded at different pixels, typically in a block of pixels. The reference vector f

can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to

transform the location of an extremum of the correlation measure, i.e., the focus

plane into depth data information, on a pixel block basis. All pixel blocks combined

thus provide an array of depth data. In other words, depth is along an optical path

that is known from the optical design and/or found from calibration, and each block

of pixels on the image sensor represents the end point of an optical path.

Therefore, depth along an optical path, for a bundle of paths, yields a surface

geometry within the field of view of the scanner, Le. a sub-scan for the present

view.

It can be advantageous to smooth and interpolate the series of correlation

measure values, such as to obtain a more robust and accurate determination of

the location of the maximum.

In some embodiments, the generating a sub-scan comprises determining a

correlation measure function describing the variation of the correlation measure

along the optical axis for each block of image sensor pixels and identifying for the

position along the optical axis at which the correlation measure functions have

their maximum value for the block.

In some embodiments, the maximum correlation measure value is the highest

calculated correlation measure value for the block of image sensor pixels and/or

the highest maximum value of the correlation measure function for the block of

image sensor pixels.

For example, a polynomial can be fitted to the values of A for a pixel block over

several images on both sides of the recorded maximum, and a location of a

deducted maximum can be found from the maximum of the fitted polynomial,

which can be in between two images. The deducted maximum is subsequently
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used as depth data information when deriving the surface geometry from the

present view, i.e. when deriving a sub-scan for the view.

In some embodiments, the data processing system is configured for determining a

color for a point on a generated sub—scan based on the surface color information

of the 2D image of the series in which the correlation measure has its maximum

value for the corresponding block of image sensor pixels. The color may eg. be

read as the RGB values for pixels in said block of image sensor pixels.

In some embodiments, the data processing system is configured for deriving the

color for a point on a generated sub-scan based on the surface color informations

of the 2D images in the series in which the correlation measure has its maximum

value for the corresponding block of image sensor pixels and on at least one

additional 2D image, such as a neighboring 2D image from the series of captured

2D images. The surface color information is still derived from at least one of the

2D images from which the surface geometry information is derived.

In some embodiments, the data processing system is configured for interpolating

surface color information of at least two 2D images in a series when determining

the sub-scan color, such as an interpolation of surface color information of

neighboring 2D images in a series.

In some embodiments, the data processing system is configured for computing a

smoothed color for a number of points of the sub—scan, where the computing

comprises an averaging of sub—scan colors of different points, such as a weighted

averaging of the colors of the surrounding points on the sub—scan.

Surface color information for a block of image sensor pixels is at least partially

derived from the same image from which surface geometry information is derived.

In case the location of the maximum ofA is represented by a 2D image, then also

color is derived from that same image. In case the location of the maximum ofA is

found by interpolation to be between two images, then at least one of those two
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images should be used to derive color, or both images using interpolation for color

also. It is also possible to average color data from more than two images used in

the determination of the location of the maximum of the correlation measure, or to

average color from a subset or superset of multiple images used to derive surface

geometry. In any case, some image sensor pixels readings are used to derive both

surface color and surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three

contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note

that color filters typically allow a range of wavelengths to pass, and there is

typically cross—talk between filters, such that, for example, some green light will

contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component Q within a pixel

block can be obtained as

TL

Cj = Z 91'in{:1

where g“ = ’I if pixel i has a filter for color c}, 0 otherwise. For an RGB filter array

like in a Bayer pattern,j is one of red, green, or blue. Further weighting of the

individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,

illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of view, as the mixing of the light source component colors may

vary with those factors.

In some embodiments, surface color information is obtained for every pixel in a

pixel block. In color image sensors with a color filter array or with other means to

separate colors such as diffractive means, depending on the color measured with

a particular pixel, an intensity value for that color is obtained. In other words, in this

case a particular pixel has a color value only for one color. Recently developed

color image sensors allow measurement of several colors in the same pixel, at

different depths in the substrate, so in that case, a particular pixel can yield

0572



10

15

20

25

30

WO 2014/125037 PCT/EP2014/052842
13

intensity values for several colors. In summary, it is possible to obtain a resolution

of the surface color data that is inherently higher than that of the surface geometry

information.

In the embodiments where the resolution of the derived color is higher than the

resolution of the surface geometry for the generated digital 3D representation of

the object, a pattern will be visible when at least approximately in focus, which

preferably is the case when color is derived. The image can be filtered such as to

visually remove the pattern, however at a loss of resolution. In fact, it can be

advantageous to be able to see the pattern for the user. For example in intraoral

scanning, it may be important to detect the position of a margin line, the rim or

edge of a preparation. The image of the pattern overlaid on the geometry of this

edge is sharper on a side that is seen approximately perpendicular, and more

blurred on the side that is seen at an acute angle. Thus, a user, who in this

example typically is a dentist or dental technician, can use the difference in

sharpness to more precisely locate the position of the margin line than may be

possible from examining the surface geometry alone.

High spatial contrast of an in—focus pattern image on the object is desirable to

obtain a good signal to noise ratio of the correlation measure on the color image

sensor. Improved spatial contrast can be achieved by preferential imaging of the

specular surface reflection from the object on the color image sensor. Thus, some

embodiments comprise means for preferential/selective imaging of specularly

reflected light. This may be provided if the scanner further comprises means for

polarizing the probe light, for example by means of at least one polarizing beam

splitter.

In some embodiments, the polarizing optics is coated such as to optimize

preservation of the circular polarization of a part of the spectrum of the

multichromatic light source that is used for recording the surface geometw.

The scanner system may further comprise means for changing the polarization

state of the probe light and/or the light received from the object. This can be

provided by means of a retardation plate, preferably located in the optical path. In

some embodiments, the retardation plate is a quarter wave retardation plate.
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Especially for intraoral applications where the scanned object e.g. is the patient’s

set or teeth, the scanner can have an elongated tip, with means for directing the

probe light and/or imaging an object. This may be provided by means of at least

one folding element. The folding element could be a light reflecting element such

as a mirror or a prism. The probe light then emerges from the scanner system

along an optical axis at least partly defined by the folding element.

For a more in-depth description of the focus scanning technology. see

WOZO10145669.

In some embodiments, the data processing system is configured for determining

the color of a least one point of the generated digital 3D representation of the

object, such that the digital 3D representation expresses both geometry and color

profile of the object. Color may be determined for several points of the generated

digital 3D representation such that the color profile of the scanned part of the

object is expressed by the digital 3D representation.

In some embodiments determining the object color comprises computing a

weighted average of color values derived for corresponding points in overlapping

sub-scans at that point of the object surface. This weighted average can then be

used as the color of the point in the digital 3D representation of the object.

In some embodiments the data processing system is configured for detecting

saturated pixels in the captured 2D images and for mitigating or removing the error

in the derived surface color information or the sub—scan color caused by the pixel

saturation.

In some embodiments the error caused by the saturated pixel is mitigated or

removed by assigning a low weight to the surface color information of the

saturated pixel in the computing of the smoothed color of a sub-scan and/or by

assigning a low weight to the color of a sub-scan computed based on the

saturated pixel.
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In some embodiments, the data processing system is configured for comparing the

derived surface color information of sections of the captured 2D images and/or of

the generated sub-scans of the object with predetermined color ranges for teeth

and for oral tissue, and for suppressing the red component of the derived surface

color information or sub-scan color for sections where the color is not in one of the

two predetermined color ranges.

The scanner system disclosed here comprises a multichromatic light source, for

example a white light source, for example a multi-die LED.

Light received from the scanned object, such as probe light returned from the

object surface or fluorescence generated by the probe light by exciting fluorescent

parts of the object, is recorded by the color image sensor. In some embodiments,

the color image sensor comprises a color filter array such that every pixel in the

color image sensor is a color-specific filter. The color filters are preferably

arranged in a regular pattern, for example where the color filters are arranged

according to a Bayer color filter pattern. The image data thus obtained are used to

derive both surface geometry and surface color for each block of pixels. For a

focus scanner utilizing a correlation measure, the surface geometry may be found

from an extremum of the correlation measure as described above.

In some embodiments, the surface geometry is derived from light in a first part of

the spectrum of the probe light provided by the multichromatic light source.

Preferably, the color filters are aligned with the image sensor pixels, preferably

such that each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with

color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the surface geometry information is derived from light in a

selected wavelength range of the spectrum provided by the multichromatic light

source. The light in the other wavelength ranges is hence not used to derive the

surface geometry information. This provides the advantage that chromatic

dispersion of optical elements in the optical system of the scanner system does

not influence the scanning of the object.
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It can be preferable to compute the surface geometry only from pixels with one or

two types of color filters. A single color requires no achromatic optics and is thus

provides for a scanner that is easier and cheaper to build. Furthermore, folding

elements can generally not preserve the polarization state for all colors equally

well. When only some color(s) is/are used to compute surface geometry, the

reference vector fwill contain zeros for the pixels with filters for the other color(s).

Accordingly, the total signal strength is generally reduced, but for large enough

blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters

are adapted for little cross—talk from one color to the other(s). Note that even in the

embodiments computing geometry from only a subset of pixels, color is preferably

still computed from all pixels.

In some embodiments, the color image sensor comprises a color filter array

comprising at least three types of colors filters, each allowing light in a known

wavelength range, W1, W2, and W3 respectively, to propagate through the color

filter.

In some embodiments, the color filter array is such that its proportion of pixels with

color filters that match the selected wavelength range of the spectrum is larger

than 50%, such 8 wherein the proportion equals 32/36, 60/64 or 96/100.

In some embodiments, the selected wavelength range matches the W2

wavelength range.

In some embodiments, the color filter array comprises a plurality of cells of 6x6

color filters, where the color filters in positions (2,2) and (5,5) of each cell are of

the W1 type, the color filters in positions (2,5) and (5,2) are of the W3 type. Here a

W1 type of filter is a color tilter that allows light in the known wavelength range W1

to propagate through the color filter, and similar for W2 and W3 type of filters. In

some embodiments, the remaining 32 color filters in the 6x6 cell are of the W2

type.
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In a RGB color system, W’I may correspond to red light, W2 to green light, and W3

to blue light.

In some embodiments, the scanner is configured to derive the surface color with a

higher resolution than the surface geometry.

In some embodiments, the higher surface color resolution is achieved by

demosaicing, where color values for pixel blocks may be demosaiced to achieve

an apparently higher resolution of the color image than is present in the surface

geometry. The demosaicing may operate on pixel blocks or individual pixels.

In case a multi-die LED or another illumination source comprising physically or

optically separated light emitters is used, it is preferable to aim at a Kt'jhler type

illumination in the scanner, i.e. the illumination source is defocused at the object

plane in order to achieve uniform illumination and good color mixing for the entire

field of view. In case color mixing is not perfect and varies with focal plane

location, color calibration of the scanner will be advantageous.

In some embodiments, the pattern generating element is configured to provide that

the spatial pattern comprises alternating dark and bright regions arranged in a

checkerboard pattern. The probe light provided by the scanner system then

comprises a pattern consisting of dark sections and sections with light having the

same wavelength distribution as the multichromatic light source.

In order to obtain a digital 3D representation expressing both surface geometry

and color representation of an object, Le. a colored digital 3D representation of

said part of the object surface, typically several sub—scans, i.e. partial

representations of the object, have to be combined, where each sub-scans

presents one View of the object. A sub-scan expressing a view from a given

relative position preferably records the geometry and color of the object surface as

seen from that relative position.

For a focus scanner, a view corresponds to one pass of the focusing element(s),

is for a focus scanner each sub-scan is the surface geometry and color derived
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from the stack of 2D images recorded during the pass of the focus plane position

between its extremum positions.

The surface geometry found for various views can be combined by algorithms for

stitching and registration as widely known in the literature, or from known view

positions and orientations, for example when the scanner is mounted on axes with

encoders. Color can be interpolated and averaged by methods such as texture

weaving, or by simply averaging corresponding color components in multiple views

of the same location on the surface. Here, it can be advantageous to account for

differences in apparent color clue to different angles of incidence and reflection,

which is possible because the surface geometry is also known. Texture weaving is

described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing textured

meshes from multiple range rgb maps“. VMV 2002, Erlangen, Nov 20-22, 2002.

In some embodiments, the scanner and/or the scanner system is configured for

generating a sub-scan of the object surface based on the obtained surface color

and surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for

combining sub—scans of the object surface obtained from different relative

positions to generate a digital 3D representation expressing the surface geometry

and color of at least part of the object.

In some embodiments, the combination of sub—scans of the object to obtain the

digital 3D representation expressing surface geometry and color comprises

computing the color in each surface point as a weighted average of corresponding

points in all overlapping sub-scans at that surface point. The weight of each sub-

scan in the sum may be determined by several factors, such as the presence of

saturated pixel values or the orientation of the object surface with respect to the

scanner when the sub-scan is recorded.

Such a weighted average is advantageous in cases where some scanner positions

and orientations relative to the object will give a better estimate of the actual color

than other positions and orientations. If the illumination of the object surface is

uneven this can to some degree also be compensated for by weighting the best

illuminated parts higher.
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In some embodiments, the data processing system of the scanner system

comprises an image processor configured for performing a post-processing of the

surface geometry, the surface color readings, or the derived sub-scan or the digital

3D representation of the object. The scanner system may be configured for

performing the combination of the sub-scans using e.g. computer implemented

algorithms executed by the image processor.

The scanner system may be configured for performing the combination of the sub-

scans using e.g. computer implemented algorithms executed by the data

processing system as part of the post-processing of the surface geometry, surface

color, sub—scan and/or the digital 3D representation, i.e. the post—processing

comprises computing the color in each surface point as a weighted average of

corresponding points in all overlapping sub-scans at that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of

highlights on the recording of the surface color. The color for a given part of the

surface should preferably be determined primarily from 2D images where the color

can be determined precisely which is not the case when the pixel values are

saturated.

In some embodiments, the scanner and/or scanner system is configured for

detecting saturated pixels in the captured 2D images and for mitigating or

removing the error in the obtained color caused by the pixel saturation. The error

caused by the saturated pixel may be mitigated or removed by assigning a low

weight to the saturated pixel in the weighted average.

Specularly reflected light has the color of the light source rather than the color of

the object surface. If the object surface is not a pure white reflector then specular

reflections can hence be identified as the areas where the pixel color closely

matches the light source color. When obtaining the surface color it is therefore

advantageous to assign a low weight to pixels or pixel groups whose color values

closely match the color of the multichromatic light source in order to compensate

for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient’s

set of teeth since teeth rarely are completely white. It may hence be advantageous
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to assume that for pixels where the readings from the color images sensor indicate

that the surface of the object is a pure white reflector, the light recorded by this

pixel group is caused by a specular reflection from the teeth or the soft tissue in

the oral cavity and accordingly assign a low weight to these pixels to compensate

for the specular reflections.

In some embodiments, the compensation for specular reflections from the object

surface is based on information derived from a calibration of the scanner in which

a calibration object eg in the form of a pure white reflector is scanned. The color

image sensor readings then depend on the spectrum of the multichromatic light

source and on the wavelength dependence of the scanner’s optical system caused

by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the

optical system guides light equally well for all wavelengths of the multichromatic

light source, the color image sensor will record the color (also referred to as the

spectrum) of the multichromatic light source when the pure white reflector is

scanned.

In some embodiments, compensating for the specular reflections from the surface

is based on information derived from a calculation based on the wavelength

dependence of the scanner’s optical system, the spectrum of the multichromatic

light source and a wavelength dependent sensitivity of the color image sensor. In

some embodiments, the scanner comprises means for optically suppressing

specularly reflected light to achieve better color measurement. This may be

provided if the scanner further comprises means for polarizing the probe light, for

example by means of at least one polarizing beam splitter.

When scanning inside an oral cavity there may be red ambient light caused by

probe light illumination of surrounding tissue, such as the gingiva, palette, tongue

or buccal tissue. In some embodiments, the scanner and/or scanner system is

hence configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for

comparing the color of sections of the captured 2D images and/or of the sub—scans

of the object with predetermined color ranges for teeth and for oral tissue,

respectively, and for suppressing the red component of the recorded color for
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sections where the color is not in either one of the two predetermined color

ranges. The teeth may e.g. be assumed to be primarily white with one ratio

between the intensity of the different components of the recorded image, e.g. with

one ratio between the intensity of the red component and the intensity of the blue

and/or green components in a RGB configuration, while oral tissue is primarily

reddish with another ratio between the intensity of the components. When a color

recorded for a region of the oral cavity shows a ratio which differs from both the

predetermined ratio for teeth and the predetermined ratio for tissue, this region is

identified as a tooth region illuminated by red ambient light and the red component

of the recorded image is suppressed relative to the other components, either by

reducing the recorded intensity of the red signal or by increasing the recorded

intensities of the other components in the image.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted higher than the color of points where the surface normal

is not directed towards the scanner. This has the advantage that points with a

surface normal directly towards the scanner will to a higher degree be illuminated

by the white light from the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating

for different effects, such as compensating for saturated pixels and/or for specular

reflections and/or for orientation of the surface normal. This may be done by

generally raising the weight for a selection of pixels or pixel groups of a 2D image

and by reducing the weight for a fraction of the pixels or pixel groups of said

selection.

In some embodiments, the method comprises a processing of recorded 2D

images, a sub—scan or the generated 3D representations of the part of the object,

where said processing comprises

— compensating for pixel saturation by omitting or reducing the weight of

saturated pixels when deriving the surface color, and/or
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— compensating for specular reflections when deriving the surface color by

omitting or reducing the weight of pixels whose color values closely

matches the light source color, and/or

— compensating for red ambient light by comparing surface color

information of the 2D images with predetermined color ranges, and

suppressing the red component of the recorded color if this is not within

a predetermined color range.

Disclosed is a method of using the disclosed scanner system to display color

texture on the generated digital 3D representation of the object. It is advantageous

to display the color data as a texture on the digital 3D representation, for example

on a computer screen. The combination of color and geometry is a more powerful

conveyor of information than either type of data alone. For example, dentists can

more easily differentiate between different types of tissue. In the rendering of the

surface geometry, appropriate shading can help convey the surface geometry on

the texture, for example with artificial shadows revealing sharp edges better than

texture alone could do.

When the multichromatic light source is a multi-die LED or similar, the scanner

system can also be used to detect fluorescence. Disclosed is a method of using

the disclosed scanner system to display fluorescence on surface geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said

object by illuminating it with only a subset of the LED dies in the multi-die LED,

and where said fluorescence is recorded by only or preferentially reading out only

those pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light, i.e. measuring intensity only in pixels of

the image sensors that have filters for longer-wavelength light. in other words, the

scanner is capable of selectively activating only a subset of the LED dies in the

multi—die LED and of only recording or preferentially reading out only those pixels

in the color image sensor that have color filters at a higher wavelength than that of

the subset of the LED dies, such that light emitted from the subset of LED dies can

excite fluorescent materials in the object and the scanner can record the
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fluorescence emitted from these fluorescent materials. The subset of the dies

preferably comprises one or more LED dies which emits light within the excitation

spectrum of the fluorescent materials in the object, such as an ultraviolet, a blue, a

green, a yellow or a red LED die. Such fluorescence measurement yields a 2D

data array much like the 2D color image, however unlike the 2D image it cannot be

taken concurrently with the surface geometry. For a slow-moving scanner, and/or

with appropriate interpolation, the fluorescence image can still be overlaid the

surface geometry. It is advantageous to display fluorescence on teeth because it

can help detect caries and plaque.

in some embodiments, the data processing system comprises a microprocessor

unit configured for extracting the surface geometry information from 2D images

obtained by the color image sensor and for determining the surface color from the

same images.

The data processing system may comprise units distributed in different parts of the

scanner system. For a scanner system comprising a handheld part connected to a

stationary unit, the data processing system may for example comprise one unit

integrated in the handheld part and another unit integrated in the stationary unit.

This can be advantageous when a data connection for transferring data from the

handheld unit to the stationary unit has a bandwidth which cannot handle the data

stream from the color image sensor. A preliminary data processing in the handheld

unit can then reduce the amount of data which must be transferred via the data

connection.

In some embodiments, the data processing system comprises a computer

readable medium on which is stored computer implemented algorithms for

performing said post-processing.

in some embodiments, a part of the data processing system is integrated in a cart

0|” a personal computer.
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Disclosed is a method of using the disclosed scanner system to average color

and/or surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using the disclosed scanner system to combine color and/or

surface geometry from several views, where each view represents a substantially

fixed relative orientation of scanner and object, such as to achieve a more

complete coverage of the object than would be possible in a single view.

Disclosed is a scanner for obtaining surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light, and

- a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color and

surface geometry of a part of the object are derived at least partly from one 2D

image recorded by said color image sensor

Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic

probe light, and

— a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color

information and surface geometry information of a part of the object are derived at

least partly from one 2D image captured by said color image sensor.
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Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

- a multichromatic light source configured for providing a probe light,

- a color image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to

the color image sensor such that 2D images of said object can be

captured by said color image sensor;

wherein the scanner system is configured for capturing a number of said 2D

images of a part of the object and for deriving both surface color information and

surface geometry information of the part of the object from at least one of said

captured 2D images at least for a block of said color image sensor pixels, such

that the surface color information and the surface geometry information are

obtained concurrently by the scanner.

Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

- a multichromatic light source configured for providing a probe light;

- a color image sensor comprising an array of image sensor pixels, where

the image sensor is arranged to capture 2D images of light received

from the object; and

— an image processor configured for deriving both surface color

information and surface geometry information of at least a part of the

object from at least one of said 2D images captured by the color image

sensor.

Disclosed is a scanner system for recording surface geometry and surface color

of an object, said scanner system comprising
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— a scanner system according to any of the embodiments, where the

scanner system is configured for deriving surface color and surface

geometry of the object, and optionally for generating a sub-scan or a

digital 3D representation of the part of the object; and

— a data processing unit configured for post-processing surface geometry

and/or surface color readings from the color image sensor, or for post—

processing the generated sub-scan or digital 3D representation.

Disclosed is a method of recording surface geometry and surface color of an

object, the method comprising:

— providing a scanner or scanner system according to any of the

embodiments;

— illuminating the surface of said object with probe light from said

multichromatic light source;

— recording one or more 2D images of said object using said color image

sensor; and

- deriving both surface color and surface geometry of a part of the object

from at least some of said recorded 2D images at least for a block of

said image sensor pixels, such that the surface color and surface

geometry are obtained concurrently by the scanner.

Brief description of drawings

Fig. 1 shows a handheld embodiment of a scanner system.

Fig. 2 shows prior art pattern generating means and associated reference weights.

Fig. 3 shows a pattern generating means and associated reference weights.

Fig. 4 shows a color filter array.

0586



10

15

20

25

WO 2014/125037 PCT/EP2014/052842
27

Fig. 5 shows a flow chart of a method.

Fig. 6 illustrates how surface geometry information and surface geometry

information can be derived

Fig. 1 shows a handheld part of a scanner system with components inside a

housing 100. The scanner comprises a tip which can be entered into a cavity, a

multichromatic light source in the form of a multi-die LED 101, pattern generating

element 130 for incorporating a spatial pattern in the probe light, a beam splitter

140, color image sensor 180 including an image sensor 181, electronics and

potentially other elements, an optical system typically comprising at least one lens,

and the image sensor. The light from the light source 101 travels back and forth

through the optical system 150. During this passage the optical system images the

pattern 130 onto the object being scanned 200 which here is a patient’s set of

teeth, and further images the object being scanned onto the image sensor 181.

The image sensor 181 has a color filter array 1000. Although drawn as a separate

entity, the color filter array is typically integrated with the image sensor, with a

single—color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift

the focal imaging plane of the pattern on the probed object 200. In the example

embodiment, a single lens element is shifted physically back and forth along the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object

being probed and from the object being probed to the camera.

The device may include polarization optics 160. Polarization optics can be used to

selectively image specular reflections and block out undesired diffuse signal from

sub-surface scattering inside the scanned object. The beam splitter 140 may also

have polarization filtering properties. It can be advantageous for optical elements

to be anti—reflection coated.
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The device may include folding optics, a mirror 170, which directs the light out of

the device in a direction different to the optical path of the lens system, e.g. in a

direction perpendicular to the optical path of the lens system.

There may be additional optical elements in the scanner, for example one or more

condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi—die LED with two green, one

red, and one blue die. Only the green portion of the light is used for obtaining the

surface geometry. Accordingly, the mirror 170 is coated such as to optimize

preservation of the circular polarization of the green light, and not that of the other

colors. Note that during scanning all dies within the LED are active, i.e., emitting

light, so the scanner emits apparently white light onto the scanned object 200. The

LED may emit light at the different colors with different intensities such that e.g.

one color is more intense than the other colors. This may be desired in order to

reduce cross—talk between the readings of the different color signals in the color

image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB

system is reduced, the apparently white light emitted by the light source will

appear greenish-white.

The scanner system further comprises a data processing system configured for

deriving both surface geometry information and surface color information for a

block of pixels of the color image sensor 180 at least partly from one 2D image

recorded by said color image sensor 180. At least part of the data processing

system may be arranged in the illustrated handheld part of the scanner system. A

part may also be arranged in an additional part of the scanner system, such as a

cart connected to the handheld part.

Figure 2 shows an section of a prior art pattern generating element 130 that is

applied as a static pattern in a spatial correlation embodiment of W02010145669,

as imaged on a monochromatic image sensor 180. The pattern can be a chrome—

on-glass pattern. The section shows only a portion of the pattern is shown, namely

one period. This period is represented by a pixel block of 6 by 6 image pixels, and

2 by 2 pattern fields. The fields drawn in gray in Fig. 2A are in actuality black
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because the pattern mask is opaque for these fields; gray was only chosen for

visibility and thus clarity of the Figure. Fig. 28 illustrates the reference weights f

for computing the spatial correlation measure A for the pixel block, where n = 6 X 6

= 36, such that

A = ifilii=1

where [are the intensity values measured in the 36 pixels in the pixel block for a

given image. Note that perfect alignment between image sensor pixels and pattern

fields is not required, but gives the best signal for the surface geometry

measurement.

Fig. 3 shows the extension of the principle in Fig. 2 to color scanning. The pattern

is the same as in Fig. 2 and so is the image sensor geometry. However, the image

sensor is a color image sensor with a Bayer color filter array. In Fig. 3A, pixels

marked “B” have a blue color filter, while “G” indicates green and “R” red pixel

filters, respectively. Fig. 3B shows the corresponding reference weights f. Note

that only green pixels have a non-zero value. This is so because only the green

fraction of the spectrum is used for recording the surface geometry information.

For the pattern/color filter combination of Fig, 3, a color component 0] within a pixel

block can be obtained as

where g” = 1 if pixel ihas a filter for color 0], 0 otherwise. For an RGB color filter

array like in the Bayer pattern,j is one of red, green, or blue. Further weighting of

the individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,

illumination source efficiency, and different fraction of color components in the filter

pattern. The calibration may also depend on focus plane location and/or position

within the field of view, as the mixing of the LED’s component colors may vary with

those factors.
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Figure 4 shows an inventive color filter array with a higher fraction of green pixels

than in the Bayer pattern. The color filter array comprises a plurality of cells of 6x6

color filters, with blue color filters in positions (2,2) and (5,5) of each cell, red color

filters in positions (2,5) and (5,2), 3 and green color filters in all remaining positions

of the cell.

Assuming that only the green portion of the illumination is used to obtain the

surface geometry information, the filter of Figure 4 will potentially provide a better

quality of the obtained surface geometry than a Bayer pattern filter, at the expense

of poorer color representation. The poorer color representation will however in

many cases still be sufficient while the improved quality of the obtained surface

geometry often is very advantageous.

Fig. 5 illustrates a flow chart 541 of a method of recording surface geometry and

surface color of an object.

In step 542 a scanner system according to any of the previous claims is obtained.

In step 543 the object is illuminated with multichromatic probe light. In a focus

scanning system utilizing a correlation measure or correlation measure function, a

checkerboard pattern may be imposed on the probe light such that information

relating to the pattern can be used for determining surface geometry information

from captured 2D images.

In step 544 a series of 2D Images of said object is captured using said color image

sensor. The 2D images can be processed immediately or stored for later

processing in a memory unit.

In step 545 both surface geometry information and surface color information are

derived for a block of image sensor pixels at least partly from one captured 2D

image. The information can eg. be derived using the correlation measure

approach as descried herein. The derived informations are combined to generate
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a sub—scan of the object in step 546, where the sub—scan comprises data

expressing the geometry and color of the object as seen from one view.

In step 547 a digital 3D representation expressing both color and geometry of the

object is generated by combining several sub-scans. This may be done using

known algorithms for sub-scan alignment such as algorithms for stitching and

registration as widely known in the literature.

Fig. 6 illustrates how surface geometry information and surface geometry

information can be derived at least from one 2D image for a block of image sensor

pixels.

The correlation measure is determined for all active image sensor pixel groups on

the color image sensor for every focus plane position, i.e. for every 2D image of

the stack. Starting by analyzing the 2D images from one end of the stack, the

correlation measures for all active image sensor pixel groups is determined and

the calculated values are stored. Progressing through the stack the correlation

measures for each pixel group are determined and stored together with the

previously stored values, i.e. the values for the previously analyzed 2D images.

A correlation measure function describing the variation of the correlation measure

along the optical axis is then determined for each pixel group by smoothing and

interpolating the determined correlation measure values. For example, a

polynomial can be fitted to the values of for a pixel block over several images on

both sides of the recorded maximum, and a location of a deducted maximum can

be found from the maximum of the fitted polynomial, which can be in between two

images.

The surface color information for the pixel group is derived from one or more of the

2D images from which the position of the correlation measure maximum was

determined i.e. surface geometry information and surface color information from a

group of pixels of the color image sensor are derived from the same 2D images of

the stack.
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The surface color information can be derived from one 2D image. The maximum

value of the correlation measure for each group of pixels is monitored along the

analysis of the 2D images such that when a 2D image has been analyzed the

values for the correlation measure for the different pixels groups can be compared

with the currently highest value for the previously analyzed 2D images. If the

correlation measure is a new maximum value for that pixel group at least the

portion of the 2D image corresponding to this pixel group is saved. Next time a

higher correlation value is found for that pixel group the portion of this 2D image is

saved overwriting the previously stored image/sub—image. Thereby when all 2D

images of the stack have been analyzed, the surface geometry information of the

2D images is translated into a series of correlation measure values for each pixel

group where a maximum value is recorded for each block of image sensor pixels.

Fig. 6A illustrated a portion 661 of a stack of 2D images acquired using a focus

scanning system, where each 2D image is acquired at a different focal plane

position. in each 2D image 662 a portion 663 corresponding to a block of image

sensor pixels are indicated. The block corresponding to a set of coordinates (x,,yi).

The focus scanning system is configured for determining a correlation measure for

each block of image sensor pixels and for each 2D image in the stack. In Fig. BB is

illustrated the determined correlation measures 664 (here indicated by an “x") for

the block 663. Based on the determined correlation measures 664 a correlation

measure function 665 is calculated, here as a polynomial, and a maximum value

for the correlation measure function is found a position 2:. The z—value for which

the fitted polynomial has a maximum (2,) is identified as a point of the object

surface. The surface geometry information derived for this block can then be

presented in the form of the coordinates (x;,y;,zi), and by combining the surface

geometry information for several block of the images sensor, the a sub-scan

expressing the geometry of part of the object can be created.

In Fig. 6C is illustrated a procedure for deriving the surface color geometry from

two 2D images for each block of image sensor pixels. Two 2D images are stored

using the procedure described above and their RGB values for the pixel block are

determined. in Fig. 66 the R—values 666 are displayed. An averaged R—value 667

(as well as averaged G— and B-values) at the 2, position can then be determined by

0592



WO 2014/125037 PCT/EP2014/052842
33

interpolation and used as surface color information for this block. This surface coiir

information is evidently derived from the same 2D image that the geometry

information at least in part was derived from.
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Claims

. A scanner system for recording surface geometry and surface color of an

object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic

probe light for illumination of the object,

- a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object, and

— a data processing system configured for deriving both surface geometry

information and surface color information for a block of said image sensor

pixels at least partly from one 2D image recorded by said color image

sensor.

. The scanner system according to claim 1, wherein the data processing

system is configured for deriving surface geometry information and surface

color information for said block of image sensor pixels from a series of 2D

images.

. The scanner system according to claim 1 or 2, wherein the data processing

system is configured for generating a sub-scan of a part of the object

surface based on surface geometry information and surface color

information derived from a plurality of blocks of image sensor pixels.

. The scanner system according to any of claims 1 to 3, wherein the data

processing system is configured for combining a number of sub-scans to

generate a digital 3D representation of the object.

. The scanner system according to any of claims 2 to 5, where the scanner

system is a focus scanner system operating by translating a focus plane

along an optical axis of the scanner system and capturing the 2D images at

different focus plane positions such that each series of captured 2D images

forms a stack of 2D images.
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. The scanner system according to any of the preceding claims, where the

scanner system comprises a pattern generating element configured for

incorporating a spatial pattern in said probe light.

. The scanner system according to any of the preceding claims, where

deriving the surface geometry information and surface color information

comprises calculating for several 2D images a correlation measure between

the portion of the 2D image captured by said block of image sensor pixels

and a weight function, where the weight function is determined based on

information of the configuration of the spatial pattern.

. The scanner system according to the preceding claim, wherein deriving the

surface geometry information and the surface color information for a block

of image sensor pixels comprises identifying the position along the optical

axis at which the corresponding correlation measure has a maximum value.

. The scanner system according to claim 7 or 8, wherein generating a sub-

scan comprises determining a correlation measure function describing the

variation of the correlation measure along the optical axis for each block of

image sensor pixels and identifying for the position along the optical axis at

which the correlation measure functions have their maximum value for the

block.

10.The scanner system according to the preceding claim, where the maximum

1’]

correlation measure value is the highest calculated correlation measure

value for the block of image sensor pixels and/or the highest maximum

value of the correlation measure function for the block of image sensor

pixels

.The scanner system according to any of the preceding claims, wherein the

data processing system is configured for determining a sub—scan color for a

point on a generated sub—scan based on the surface color information of the
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2D image in the series in which the correlation measure has its maximum

value for the corresponding block of image sensor pixels.

The scanner system according to the preceding claim, wherein the data

processing system is configured for deriving the sub-scan color for a point

on a generated sub-scan based on the surface color informations of the 2D

images in the series in which the correlation measure has its maximum

value for the corresponding block of image sensor pixels and on at least

one additional 2D image, such as a neighboring 2D image from the series

of captured 2D images.

The scanner system according to the preceding claim, where the data

processing system is configured for interpolating surface color information

of at least two 2D images in a series when determining the sub—scan color,

such as an interpolation of surface color information of neighboring 2D

images in a series.

The scanner system according to any of the preceding claims wherein the

data processing system is configured for computing a smoothed sub—scan

color for a number of points of the sub—scan, where the computing

comprises an averaging of sub-scan colors of different points, such as a

weighted averaging of the colors of the surrounding points on the sub-scan.

The scanner system according to any of the preceding claims, where the

data processing system is configured for determining object color of a least

one point of the generated digital 3D representation of the object, such that

the digital 3D representation expresses both geometry and color profile of

the object,..

The scanner system according to the previous claim, wherein determining

the object color comprises computing a weighted average of sub—scan color

values derived for corresponding points in overlapping sub-scans at that

point of the object surface.
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17.The scanner system according to any the previous claims, wherein the data

processing system is configured for detecting saturated pixels in the

captured 2D images and for mitigating or removing the error in the derived

surface color information or the sub—scan color caused by the pixel

saturation.

18.The scanner system according to the previous claim wherein the error

caused by the saturated pixel is mitigated or removed by assigning a low

weight to the surface color information of the saturated pixel in the

computing of the smoothed sub-scan color and/or by assigning a low weight

to the sub-scan color computed based on the saturated pixel.

19.The scanner system according to any any of the preceding claims, wherein

the data processing system is configured for comparing the derived surface

color information of sections of the captured 2D images and/or of the

generated sub-scans of the object with predetermined color ranges for teeth

and for oral tissue, and for suppressing the red component of the derived

surface color information or sub—scan color for sections where the color is

not in one of the two predetermined color ranges.

20. The scanner system according to any of the preceding claims where the

color image sensor comprises a color filter array comprising at least three

types of colors filters, each allowing light in a known wavelength range, W1,

W2, and W3 respectively, to propagate through the color filter.

21.The scanner system according to any of the preceding claims where the

surface geometry information is derived from light in a selected wavelength

range of the spectrum provided by the multichromatic light source.

22.The scanner system according to the preceding claim where the color filter

array is such that its proportion of pixels with color filters that match the
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selected wavelength range of the spectrum is larger than 50%, such a

wherein the proportion equals 32/36, 60/64 or 96/100.

23.The scanner system according to claim 21 or 22, wherein the selected

wavelength range matches the W2 wavelength range.

24.The scanner system according to any of claims 21 to 23, wherein the color

filter array comprises a plurality of cells of 6x6 color filters, where the color

filters in positions (2,2) and (5,5) of each cell are of the W1 type, the color

filters in positions (2,5) and (5,2) are of the W3 type

25.The scanner system according to the preceding claim, where the remaining

32 color filters in the 6x6 cell are of the W2 type.

26,The scanner according to the preceding claim where the pattern generating

element is configured to provide that the spatial pattern comprises

alternating dark and bright regions arranged in a checkerboard pattern.

27A scanner system for recording surface geometry and surface color of an

object, the scanner system comprising:

— a multichromatic light source configured for providing a multichromatic

probe light, and

- a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color

information and surface geometry information of a part of the object are

derived at least partly from one 2D image captured by said color image

sensor.
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28.A method of recording surface geometry and surface color of an object, the

method comprising:

- obtaining a scanner system according to any of the previous Claims;

- illuminating the surface of said object with multichromatic probe light

from said multichromatic light source;

- capturing a series of 2D images of said object using said color image

sensor; and

— deriving both surface geometry information and surface color

information for a block of image sensor pixels at least partly from one

captured 2D image.

0599



PCT/EP2014/052842WO 2014/125037

1/4

OOH

Hma U--------:---:owaomfi

Fig. 1

0600



PCT/EP2014/052842WO 2014/125037

2/4

 
Fig. 28Fig. 2A

 Fig. BBFig. 3A 

0601



WO 2014/125037 PCT/EP2014/052842

3/4

541

Obtain scanner system obtained 542

Illuminating obejct surface w. 543
multichromatic probe light

Capturing a series of 2D images of

said object

Derived geometry and color. . 545
information

Generate a sub-scan of the object 545

544

Generate a colored digital 3D

representation of the object from 547
several sub—scans

 
  

Fig. 5

0602



WO 2014/125037 PCT/EP2014/052842

4/4 662

NW?
Correlation

measure

 

  
667

R—value

Fig. 6C
~~~~~

.....

     
0603



DoeCode — SCORE

SCORE Placeholder Sheet for [FW Content

Application Number: 14764087 Document Date: 07/23/2015

The presence ofthis form in the IFW record indicates that the following document type was received in
electronic format on the date identified above. This content is stored in the SCORE database.

0 Drawings — Other than Black and White Line Drawings

Since this was an electronic submission, there is no physical artifact folder, no artifact folder is recorded in

PALM, and no paper documents or physical media exist. The TIFF images in the IFW record were created
from the original documents that are stored in SCORE.

To access the documents in the SCORE database, refer to instructions below.

At the time ofdocument entry (noted above):

- Examiners may access SCORE content via the eDAN interface.

o Other USPTO employees can bookmark the current SCORE URL

(http://Score.uspto.gvov/SeoreAceessWebO.

- External customers may access SCORE content via the Public and Private PAIR interfaces.

Form Revision Date: September 30. 2013

0604



PTO/SB/Oe (09-1 1)
Approved for use through 1/31/2014 OMB 065170032

U 8 Patent and Trademark Office; U S DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD Application or BMW Number Filing Dale
Substitute for Form PTO-875 14/764,087 07/28/2015 El To be Mailed

ENTITY: LARGE I] SMALL El MICRO

APPLICATION AS FILED — PART I

(Column 1) (Column 2)

NUMBER FILED NUMBER EXTRA RATE (1;) FEE (15)

El BASIC FEE ,
37CFR116'a b,or 0 MA

[I SEARCH FEE37CFR116K), i,or m

D EXAMINATION FEE(37 CFR1 16(0), (p), or (q))
TOTAL CLAIMS
37 CFR 1.16 I
INDEPENDENT CLAIMS
37 CFR 1.16 I1

If the specification and drawings exceed 100 sheets
of paper, the application size fee due is $310 ($155
for small entity) for each additional 50 sheets or
fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37

DAPPLICATION SIZE FEE
(37 CFR1.16(S))

I:I MULTIPLE DEPENDENT CLAIM PRESENT (37CFR 1.16(j))
* If the difference in column 1 is less than zero. enter “0“ in column 2.

APPLICATION AS AMENDED — PART II

(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST
REMAINING NUMBER

07/28/2015 AFTER PREVIOUSLY PRESENT EXTRAAMENDMENT PAID FOR

1.31 ”31

(sees): —-—z_
I] Application Size Fee (37 CFR1.16(S))

AMENDMENT
I] FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST
REMAINING NUMBER

AFTER PREVIOUSLY PRESENT EXTRAAMENDMENT PAID FOR
Total (3‘ CFR ., - H
_-_——l d d I -

—_-_—
I] Application Size Fee (37 CFR1.16(s))AMENDMENT
D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 116(1))

* lfthe entry in column 1 is less than the entry in column 2. write “0“ in column 3. LIE
** If the “Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter “20”. /BRUCE HARRISON/
**" lfthe “Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter ”".3
The “Highest Number Previously Paid For” (Total or Independent) is the highest number found in the appropriate box in column 1.

 
This collection of information is required by 37 CFRI 16. Tie information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the IISPTO Time will vaiy depending upon the individual case Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US. Patent and Trademark Office, U S.
Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.

0605
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 APPLNUi/[C’X'ERI10\ FILING or GRP ARI
3711C) DATE UNIT FIL F ‘ RECD ATTY.DOCKET.NO CLAIM WDCL2AIMS

   

14/764,087 07/28/2015 2500 0079124—000111

CONFIRMATION NO.26247
21839 FILING RECEIPT

BUCHANAN, INGERSOLL & ROONEY PC

POST OFFICE BOX 1404 ||||l|||||Il|ll||||l|IIIUJWIIIIIIIIIIIIIIIIIIIIIIIIIIII|||||l||||||||||||
ALEXANDRIA, VA 22313—1404

Date Mailed: 10/19/2015

Receipt is acknowledged of this non—provisional patent application. The application will be taken up for examination
in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application must include the following identification information: the us. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.
Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please
submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" tor this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

lnventor(s)
Bo ESBECH, Gentolte, DENMARK;

Christian Romer ROSBERG, Bronshoj, DENMARK;
Mike VAN DER POEL, Rodovre, DENMARK;
Rasmus KJAER, Kobenhavn K, DENMARK;
Michael VINTHER, Kobenhavn S, DENMARK;

Karl-Josef HOLLENBECK, Copenhagen 0, DENMARK;
Applicant(s)

SSHAPE A/S, Copenhayen k, DENMARK;
Assignment For Published Patent Application

BSHAPE A/S, Copenhagen K, OT, DENMARK

Power 01 Attorney: The patent practitioners associated with Customer Number 21839

Domestic Priority data as claimed by applicant
This application is a 371 of PCT/EP2014/052842 02/13/2014
which claims benefit of 61/764,178 02/13/2013

Foreign Applications (You may be eligible to benefit from the Patent Prosecution Highway program at the
USPTO. Please see http://wwwusptogov for more information.)
DENMARK PA 2013 70077 02/13/2013 No Access Code Provided

It Required, Foreign Filing License Granted: 10/15/2015
The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 14/764,087
Projected Publication Date: 01/28/2016

page 1 of 3
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Non-Publication Request: No

Early Publication Request: No
Title

FOCUS SCANNING APPARATUS RECORDING COLOR

Preliminary Class

Statement under 37 CFFI 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT—member country. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent application
serves as a request for a foreign filing license. The application‘s filing receipt contains further information and
guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800—786—9199, or it
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,
this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may
call the US. Government hotline at 1-866-999-HALT (1-866-999-4258).

page 2 of 3
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

m

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121—128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).
 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote and facilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U .8. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http://wwwSelectUSAgov or call
+1—202—482—6800.

page 3 of 3
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PATENT APPLICATION FEE DETERMINATION RECORD Application or DOCketNUmber
Substitute for Form PTO—875 14/764,087

APPLICATION AS FILED - PART I OTHER THAN

(Column 1) (Column 2) SMALL ENTITY SMALL ENTITY

NUMBER FILED NUMBER EXTRA RATE($ RATE($

N/A

—

BASIC FEE
(37 CF?1.1B(a) (b) or((12))
SEARCH FEE
(37 CFR1.16(k) (I) or((m))
EXAMINATION FEE
(37 CF41.16I0) (p) or (q)
TOTAL CLAIMSfi—INDEPENDENT CLAIMS

—__
It the specification and drawings exceed 100

APPLICATION SIZE sheets of paper, the application size Tee due is
FEE $310 ($155 tor small entity) for each additional
(37 CFR1.16(s)) 50 sheets ortraction thereof. See 35 U.S.C.

41 (a)(1)(G) and 37 CFR1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR1.16(j))

* ltthe difference in co umn 1 s less than zero, enter "0" in column 2.

APPLICATION AS AMENDED — PART II

OTHER THAN

(Oolumn1) (Co umn 2) (Column 3) SMALL ENTITY

Total

CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL RATE($) ADDITIONALAFTER PREVIOUSL‘I FEE($) FEE($)AMENDMENT PAID FOR

(37 OFR .16(i))
Independent '(370FR1.16(h])AMENDMENTA

OR

TOAL

OR ADD‘L FEE

Total

(00 umn 2) (Column 3)

(37 CFR .16(i))
Independent

cLAlMs HIGHEST

REMAINING NUMBER RATE $ ADDITIONAL ADDITIONALAFTER PREVIOUSLV (I FEE($) FEE($)AMENDMENT PAID FOR

(37 CFH1.16(h])

Application SlZe Fee (37 CFR 1.163(9)) —
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

AMENDMENTB
ADD‘L FEE

‘ lfthe entry in column 1 is less than the entry in column 2, write "0" in column 3.
” Ifthe "Highest Number Previously Paid For" IN THIS SPACE is less than 20. enter "20".

*" If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter ”3".
The "Highest Number Previously Paid For" (Total or Independent] Is the hlghest lound inthe appropriate box in column 1
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US, APPI .ICATInN NUMBER Nn, FIRST NAMED TNVFXTOR ATTY, DOCKET No.

14/764,087 B0 ESBECH 0079124-000111

21839 IE
BUCHANAN, INGERSOLL & ROONEY PC PCT/EP2014/052842
POST OFFICE BOX 1404 LA. FILING DATE PRIORITY DATE

ALEXANDRIA, VA 22313-1404 02/13/2014 02/13/2013   
CONFIRMATION NO. 6247

371 ACCEPTANCE LETTER

II||I|I|IlllIIII||l|I||II|IIII||II|||I||IIIIIIIQIIIIIIIIIIIIIIIIIQIIILIJIIIIIII

NOTICE OF ACCEPTANCE OF APPLICATION UNDER 35 U.S.C 371 AND 37 CFR 1.495

The applicant is hereby advised that the United States Patent and Trademark Office, in its capacity as a
Designated / Elected Office (37 CFR 1.495), has ACCEPTED the above identified international application for
national patentability examination in the United States Patent and Trademark Office.

The United States Application Number assigned to the application is shown above. A Filing Receipt will be
issued for the present application in due course. THE DATE APPEARING ON THE FILING RECEIPT AS THE
"FILING DATE or 371(0) DATE" IS THE DATE ON WHICH THE LAST OF THE 35 U.S.C. 371 (c)(1) and (c)(2)
REQUIREMENTS HAS BEEN RECEIVED IN THE OFFICE. THIS DATE IS SHOWN BELOW. The filing date of
the above identified application is the international filing date of the international application (Article 1 1(3) and 35
U.S.C. 363)

M
DATE OF RECEIPT OF 35 U.S.C.

371(c)(1) and (c)(2) REQUIREMENTS

The following items have been received:

- Copy of the International Application filed on 07/28/2015
- Copy of the International Search Report filed on 07/28/2015
- Preliminary Amendments filed on 07/28/2015
- Information Disclosure Statements filed on 07/28/2015
- U.S. Basic National Fees filed on 07/28/2015

- Substitute Specification filed on 07/28/2015
- Priority Documents filed on 07/28/2015
- Power of Attorney filed on 07/28/2015
- Application Data Sheet (37 CFR 1.76) filed on 07/28/2015

Applicant is notified that the above-identified application contains the deficiencies noted below. No period for
reply is set forth in this notice for correction of these deficiencies. However, if a deficiency relates to the inventor's
oath or declaration, the applicant must file an oath or declaration in compliance with 37 CFR 1.63, or a substitute
statement in compliance with 37 CFR 1.64, executed by or with respect to each actual inventor no later than the
expiration of the time period set in the "Notice of Allowability" to avoid abandonment. See 37 CFR 1.495(0).

- Properly executed inventor's oath or declaration for the following inventor(s) has not been submitted: Bo
ESBECH, Christian Romer ROSBERG, Mike VAN DER POEL, Rasmus KJAER, Michael VINTHER, and
Karl-Josef HOLLENBECK

page 1 of 2

FORM PCT/DO/EO/QOS (371 Acceptance Notice)
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Applicant is reminded that any communications to the United States Patent and Trademark Office must be mailed
to the address given in the heading and include the US. application no. shown above (37 CFR 1.5)

VONDA M WALLACE
 

Telephone: (571) 272-3734

page 2 of 2

FORM PCT/DO/EO/QOS (371 Acceptance Notice)
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APPLICATION NUMBER FILING 02 371(C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

14/764,087 07/28/2015 B0 ESBECH 0079124-000111
CONFIRMATION NO. 6247

21839 PUBLICATION NOTICE

BUCHANAN, INGERSOLL & ROONEY PC

POST OFFICE BOX 1404 ||II|I|I||II|||1|II||1IIILIIIIIIIILII|ILLIMIIMI|IIIII|||II|I||1JIH|I1I1|I|1II|I||||II|56925
ALEXANDRIA, VA 22313-1404

Title:FOCUS SCANNING APPARATUS RECORDING COLOR

Publication No.US—2016—0022389—A1
Publication Date:01/28/2016

NOTICE OF PUBLICATION OF APPLICATION

The above—identified application will be electronically published as a patent application publication pursuant to 37
CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases via the
Internet at www.uspto.gov. The direct link to access the publication is currently http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the publication to
applicant. A copy of the publication may be obtained from the Office upon payment of the appropriate fee set forth
in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO‘s Office of
Public Records. The Office of Public Records can be reached by telephone at (703) 308—9726 or (800) 972—6382,
by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the
dates of receipt of correspondence filed in the Office, may also be accessed via the Internet through the Patent
Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and
Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.uspto.gov/. Prior to
publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217—9197.

 

Office of Data Managment, Application Assistance Unit (571) 272—4000, or (571) 272—4200, or 1—888—786—0101

page 1 of 1
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PATENT ASSIGNMENT COVER SHEET

Electronic Version v1.1 EPAS ID: PAT3731187

Stylesheet Version v1.2

SUBMISSION TYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: ASSIGNMENT

CONVEYING PARTY DATA 

Execution Date

BO ESBECH 12/08/2015

CHRISTIAN ROMER ROSBERG 01/13/2016

MIKE VAN DER POEL 12/08/2015

RASMUS KJAER 12/08/2015

MICHAEL VINTHER 12/08/2015

KARL-JOSEF HOLLENBECK 12/08/2015

 

 

RECEIVING PARTY DATA

Name: SSHAPE A/S

Street Address: HOLMENS KANAL 7

City: COPENHAGEN K

State/Country: DENMARK

Postal Code: DK—1060

 

 

PROPERTY NUMBERS Total: 1

Application Number: 14764087

CORRESPONDENCE DATA

Fax Number: (703)836-2021

Correspondence will be sent to the e-mail address first; if that is unsuccessful, it will be sent
using a fax number, if provided; if that is unsuccessful, it will be sent Via US Mail.
Phone: 703—836—6620

Email: stacey.pf|ieger@bipc.com

Correspondent Name: BUCHANAN INGERSOLL & ROONEY
Address Line 1: 1737 KING STREET

Address Line 4: ALEXANDRIA, VIRGINIA 22314

ATTORNEY DOCKET NUMBER: 0079124—0001 11

NAME OF SUBMITTER: STACEY PFLIEGER

SIGNATURE: /StaceyPtlieger/

DATE SIGNED: 02/09/2016

This d00ument serves as an Oath/Declaration (37 CFR 1.63).
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Attorney Docket No. 0079124-000111
Page 1 of 3

COMBINED DECLARATION

AND ASSIGNMENT (JOINT)

As one of the below named inventors, I hereby declare that this Combined Declaration and Assignment is
directed to: -

(1) IXI PCT application number PCT/EP2014/052842, filed on February 13, 2014, entitled
' FOCUS SCANNING APPARATUS RECORDING COLOR; or

(2) [I the attached application entitled

DECLARATION

As' one of the below named inventors, I further declare that:

The above-identified application was made or authori7ed to be made by me.-

I believe that I am an original joint inventor of a claimed invention in the application

I have reviewed and understand the contents of the above-identified application, including the claims.

I acknowledge the duty to disclose to the U.S. Patent and Trademark Office all information known to me
to be material to patentability as defined in Title 37, Code of Federal Regulations, § 1.56.

I hereby acknowledge that anywillful false statement made in this declaration is punishable under
18 U.S.C. 1001 by fine or imprisonment of not more than five (5) years, or both.

ASSIGNMENT

THIS ASSIGNMENT, by the undersigned inventors (hereinafter referred to as “the Assignors"),
respectively, witnesseth:

WHEREAS, the Assignors have invented certain new and useful improvements set forth in an
application for Letters Patent of the United States, which is a nonprovisional application;

WHEREAS, SSHAPE AIS, a corporation duly organized under and pursuant to the laws of Denmark and
- having a principal place of business at Holmens Kanal 7 DK-1060 Copenhagen K Denmark (hereinafter referred

to as "the Assignee“), is desirous of acquiring the entire right, title, and interest in and to said inventions, the
right to file applications on said inventions and the entire right, title and interest in and to any applications,
including provisional appiications fur Letters Patent of the United States or other countries claiming priority to
said application, and in and to any Letters Patent or Patents, United States or foreign, to be obtained thereforand thereon.

NOW, THEREFORE, for good and sufficient consideration, the receipt of which is hereby
acknowledged, the Assignors have sold, assigned, transferred, and set over, and by these presents do selt,
assign, transfer, and set over, unto the Assignee, its successors, legal representatives, and assigns the entire
right, title, and interest in and to the above-mentioned inventions, the right to file applications on said inventions
and the entire right, title and interest in and to any applications for Letters Patent of the United States or other
countries claiming priority to said applications, and any and all Letters Patent or Patents of the United States of
America and all foreign countries that may be granted therefor and thereon, and in and to any and all
applications claiming priority to said applications, divisions, continuations, and continuations—in—part of said
applications, and reissues and extensions of said Letters Patent or Patents, and all rights under the International

BuchananIngersoll A's Rooney PC .Attorneys AGavemment “station: Professionals
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Attorney Docket No. 0—_079124—000111
Application No. Unassigned

Page 2 of 3

Convention for the Protection of Industrial Property, the same to be held and enjoyed by the Assignee, for its
own use and behoof and the use and behoof of its successors, legal representatives, and assigns, to the full
end of the term or terms for which Letters Patent or Patents may be granted as fully and entirely as the same
would have been held and enjoyed by the Assignors had this sale and assignment not been made;

AND for the same consideration, the Assignors hereby covenant and agree to and with the Assignee, its
successors, legal representatives, and assigns, that, at the time of execution and delivery of these presents, the
Assignors are the sole and lawful owners ofithe entire right, title, and interest in and to the inventions set forth in
said applications and said applications, inc uding provisional applications, above—mentioned, and that the same
are unencumbered, and that the Assignors have good and full right and lawful authority to sell and convey the
same in the manner herein set forth;

AND for the same consideration, the Assignors hereby covenant and agree to and with the Assignee, its
successors, legal representatives. and assigns that the Assignors will, whenever counsel of the Assignee, or the
counsel of its successors, legal representatives, and assigns, shall advise that any proceeding in connection
with said inventions or said applications for Letters Patent or Patents, or any proceeding in connection with
Letters Patent or Patents for said inventions in any country, including interference proceedings, is lawful and
desirable, or that any application ciaiming priority to said application, division, continuation, or continuation—in-
part of any applications for Letters Patent or Patents, or any reissue or extension of any Letters Patent or
Patents to be obtained thereon, is lawful and desirable, sign all papers and documents, take all lawful oaths,

. and do all acts necessary or required to be done for the procurement, maintenance, enforcement, and defense
' of Letters Patent or Patents for said inventions, without charge to the Assignee, its successors legal

representatives, and assigns, but at the cost and expense of the Assignee, its successors, legal representatives,
and assigns,

. AND the Assignors hereby request the Commissioner of Patents to issue any and all said Letters Patent
of the United States to the Assignee as the Assignee of said inventions, the Letters Patent to be issued for the
sole use and behoof of the Assignee, its successors, legal representatives, and assigns.

g//2 "25! S’- . BO ESBECH E0 00L“

  
 

Date Name

/g/, ' 2019 CHRISTIAN ROMER ROSBERG
Date Name

242 — 13 17 7 ' MIKE VAN DER POEL J’V/ 3
Date Name Signature 

7 I‘). r " ' if - 'RASMUS KJIER [QM
L O l '- flfl%gna1t:l:eti-M, Date Name
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Attorney Docket No. 0079124-030111
Application No. Unassigned

Page 3 of 3

 

 

3/7145 MICHAEL VINTHER flm
Date Name Signature

. — I,_ 7 l

E .7. x/ I S KARL-JOSEF HOLLENBECK 4 ' , /' 7/
' Date Name // gtgmm ./' .
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The Privacy Act of 1974 (PL. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record 5.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement
negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from the
Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public ifthe record was filed in
an application which became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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Number stamp intraorai eoanner and oral cavity internal eurtaoe tepography

image reaixtirne reeonetrtiating eyetern

lnventor(s): QINGYANG WU; BIN HUI; XIANGDONG GONG; JINGZHEN LI 3;

(WU QINGYANG, ; HUI BIN, ; GONG XIANGDONG, ; L|

JINGZHEN)

Applicant(s): UNIV SHENZHEN : (SHENZHEN UNIVERSITY)

Classification: - international:A61B‘§/’04; A5131/24; A5?C1§/fl4; GflfiT‘i‘Z/fit’}

- cooperative: A61 31/001272; AM 31124; A61C9i006; GM Bi'll24;
A61B1/O4; A61B1/0684

Application CN20101526092 20101029
number:

Priority number CN20101526092 20101029
(5):

Also published CN’IO2008282 (Bi U82013236850gA12 US$149348 {B21

as: W02012055347 {A1}

Abetraet of CN‘EG2003282 {A}

The invention is suitable for medical equipment and provides a numb-er etarne intreorai

eeanner which is provided with a window for limiting the eize of the collection range,
The number stamp intraorel scanner comprieee a threecolor light emitting diode (LED)

light source metiule, a micro lens arrayl plate, a collimation lane assembly; a gray scale
coding grating plate, an optical deflector, a projeoling lens assembly, a first reflector: a

eemnd reflector: a third reflector and a camera: wherein the second reflector and the

third reflector are arranged in parallel, and lne reflecting enrtaoee of the second

reflector aria the third reflector are opposite; in the invention, the number stamp
inlreoral scanner can scan the interior of the oral cavity of human body directly;

acquires; the novel number stamp or a threeudimenelonal Surface shape of tooth bodies
and eoll tleeues in real time and meets the requiremente trial dentists and oral cavity

technicians can obtain the oral cavity stamp rapidly and accurately.
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Eseacanet

Eibiieg misfits; data: Stat 021 ”t 2345 {A} m 201 ”i wfifiwfifi

System fer adaptive threedimensicnai scanning at“ surface characteristics

Inventor(s): ERIC SAINT-PIERRE; DRAGAN TUBIC; PATRICK HEBERT :
(SAINT-PIERRE ERIC, ; TUBIC DRAGAN, ; HEBERT PATRICK)

Applicant(s): CREAFORM INC : (CREAFORM INC)

Classification: - international: (5013111245; {301812725

- cooperative: G018’i1i’fis; 60181135; 630133130; (303171905?

Application CN20098129832 20090730
number:

Priority number WOZOOQCAO‘i 105 20090730 ; U820080088554P 20080806
(s):

Also published 0N102112845 (Bi W02010015086(Ati U8201‘i‘134225 (A1)
as: U88284240 (82‘) JPZGi 1530071 (A) more

 

  

Abstract at (3N1 $211234?» {A}

There are previded systems and methods
for obtaining a three—dimensional surface

geometric characteristic aridier texture

characteristic of an object. A pattern is

projected on a surface of said object; a
basic 233: image at said abject is acquired;

a characteristic 2D image of said abject is
acquired; ED surface paints are axiracteci

from said basic 2D image: from a
reflection at said prciecied pattern cn said

object; a set at “SD surface paints is

caicuiateci in a sensor coordinate system

using said 2D surface points; and a set of
ED surface gecmairicliexture
characteristics is extracted.
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Eeeenenet

Bibiiegi’ehhie data: SN1G24GE?Q§ {A} m 2%? 3534434

Obiect cleeeifieetien fer meeeureci threedin‘ieneienei ehjeet eeenee

|nventor(s): ROBERT DILLON; BING ZHAO i (DILLON ROBERT, ; ZHAO
BING)

Applicant(s): DIMENSIONAL PHOTONICS INTERNAT INC : (DIMENSIONAL

PHOTONICS INTERNATIONAL INC)

C|assification: - international: AfifC‘iQ/fle; eaerre/ee
- cooperative: A51C9i096; GGéKSIGMOt G06i<2209i05

Application CN20111273996 20110909
number:

Priority number US2010038173’EP 20100910 ; U8201113217552 20110825

(5):

Also published 0N102402799 (BL EP2428913 {A2} EP2428913 (A3)
as: U32012062716 (A?) JP2012059268 (A) more

 

 
 

Ahetrect 6f CN’EfiZdflZ?QS EA}

Deeerihed are methede that enabie rapid euiemeied object eleeeiiiceiion of measured
titree—dimeheinnei Object scenes. Each method can be nen‘ermed during a three

dimensionai meeeurement procedure whiie data are being acquired er efier eempietien

of the meeeuremen‘i procedure Lieihg the acquired data. in various emhedimenie, an
Object scene is iiiumineted with en optieei beam and an image is acquired, In eeme

embodiments, the deject scene is illuminated with a structured light pattern and e
sequenee ei‘ Images at“ the ebieel: scene iiiumineted by the peitern at different epetiei

phases is acquired: Ceerdinetee are determined for points in the ene er mere images

and e traneiiicence veiue is determined for eeeh iii the paints. An object eieee is

determined for each paint heeed en the transiucenee veiue ier the point; Opiieneiiy,
eddiiienei infornietien, such ee greyeeeie er ceier image data for each mint is ueed ie

suppiement the abject Ciaee deiermineiien.
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Fame Seenning Apparaiue
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Application CN2010827248 20100617

 

number:
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number(8):

Also published CN102802520 {BL W0201J145669 {A1)_ US2015054922 (A1)
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Abstract 01‘ (2011132802520 {A}

Biecloeed is; a handheld Scanner for Obieining andfor meeeuring the SD geometry 012:1:
Eeeei a part 01 the surface Of an nbjeei using (2011105311 pattern prejectien techniques.

Specific amendments; are given for iniraorei manning and scanning ei the interior part
61 a human ear.
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