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Abstract 
Reliable transport protocols such as TCP use end-to- 

endjow, congestion, and error control mechanisms to pro- 
vide reliable delivery over an internetwork. However, the 
end-to-end performance of a TCP connection can suffer 
significant degradation in the presence of a wireless link. 
We are exploring alternatives for optimizing end-to-end 
performance of TCP connections across an internetwork 
consisting of both fixed and mobile networks. The central 
idea in our approach is to transparently split an end-to-end 
connection into two separate connections; one over the 
wireless link and other over the wired path. The connec- 
tion over the wireless link m y  either use regular TCP or a 
specialized transport protocol optimized for better perfor- 
mance over a wireless link. Our approach does not require 
any changes to the existing protocol software on station- 
ary hosts. Results of a systematic performance evaluation 
using both our approach and regular TCP show that our 
approach yields significant performance improvements. 

1 Introduction 
Reliable transport protocols such as TCP use end-to- 

end flow, congestion, and error control mechanisms to 
provide reliable delivery over an internetwork. However, 
co-existence of wireless links and mobile hosts with fixed 
networks poses unique problems for transport protocols. In 
particular, the following communication characteristics of 
wireless links have significant implications. 

First, Maximum Transmission Unit (MTU) on a wireless 
link is typically much smaller than that over links in the 
wired network [l,  21. Small MTU over the first link forces 
transmission of smaller packets over the entire end-to-end 
path even though wired path can accommodate much larger 
packets. 

Second, the error rates on a wireless link are much higher 
than those experienced over the links in the wired net- 
work [3,4,5]. Higher error rates (and resulting intermittent 
connectivity) over a wireless link are due to a combination 
of factors such as multipath fading, terrain and environ- 
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mental factors, and interference from other transmissions. 
In addition, these errors often cause a burst of packets to be 
lost. 

Third, communication pauses during handoffs are also 
perceived as periods of heavy losses by transport and higher 
level protocols [61. 

These wireless transmission characteristics together 
contribute to severe degradation in performance of proto- 
cols such as TCP. Use of small packets leads to under- 
utilization of available bandwidth in the wired network 
and reduces overall end-to-end throughput of a connection. 
Higher error rates and communication pauses during hand- 
off can falsely trigger congestion control mechanism of 
TCP [7]. For example, communication pauses and packet 
losses over the wireless link cause retransmission timeouts. 
In both cases, TCP’s slow-start mechanism [8] reacts by 
drastically reducing the current transmission rate and TCP 
takes a long time to recover from such a reduction resulting 
in severe degradation in throughput. 

We are exploring alternate approaches for optimizing 
end-to-end performance of TCP connections across an in- 
temetwork consisting of both fixed and mobile networks. 
Our approach is motivated by the following principles: 

0 We want to achieve performance optimization wifhout 
modifying TCP and its existing flow and congestion 
control mechanisms. 

0 Given the widespread use of TCP/IP in fixed hosts, 
we would like to avoid any changes to the existing 
protocol software in machines on the wired Internet. 

0 Existing clienvserver applications should see no 
changes to the socket interface and should require no 
changes to execute across mobile internetworks. 

The central idea in our approach is to introduce a new 
session layer protocol on top of TCP at both base stations 
(also called Mobile Support Routers or MSRs) and mo- 
bile hosts. We require no changes to the protocol software 
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Figure 1: An example mobile internetwork. 

on ordinary stationary hosts. The session layer proto- 
col is designed to exploit the available knowledge about 
both wireless link characteristics and host migration and 
to compensate for highly unpredictable and unreliable link 
between a mobile host and its base station. 

An advantage of this approach is that performance degra- 
dation in TCP is limited to a “short” connection over the 
wireless hop and traffic over the “long” connection over the 
wired network can be protected from the impact of erratic 
behavior over the wireless link. 

We have considered two alternatives for improving per- 
formance of TCP over the wireless hop. The two alter- 
natives can be summarized by an example using Figure 1. 
Let us assume that a TCP connection is desired between 
sitar and icsi. 

Under the first altemative (called MTCP), the proposed 
session layer protocol, called MHP (Mobile Host Proto- 
col), establishes two TCP connections, one from sitar to 
its base station, and another from its base station to icsi 
across the fixed internetwork. An intermediate agent at the 
base station acts as a relay for traffic from the first connec- 
tion to another’. In the case of a handoff, we assume that 
the mobile IP protocol can pass on an indication of hand- 
of in progress to higher layer protocols using an upcall 
through the protocol layers. When the handoff completes, 
MHP transfers the connection state information to the new 
base station and establishes a new connection between the 
mobile host and its new base station. No changes are, how- 
ever, necessary to the connection with the remote host as 
mobile IP routing [9] takes care of routing packets through 
the new base station. 

If the remote host is also mobile, an additional connection must also 
be set up over the wireless link to its base station. 

MHP 
(Session Layer) 

TCP/U DP 

IP 
- - - - - - - - - - - - - -  r Loss and Handoff I 

Figure 2: The protocol hierarchy assumed at base stations 
and mobile hosts. 

The second altemative (called SRP) is similar to the first 
alternative except that the session layer does not use TCP as 
its transport layer for the wireless hop. We are considering 
this alternative to investigate whether one can justify use 
of a specialized transport protocol tuned and optimized for 
better performance over a wireless link. Under SRP, the 
protocol used over the wireless hop uses its own flow and 
error control mechanisms designed and optimized specifi- 
cally to tackle the lossy and erratic delay characteristics of 
the wireless link. The intermediate agent at the base sta- 
tion participates in the session layer protocol and forwards 
incoming traffic over a TCP connection to the remote host. 
The session layer hides the details of the first connection 
and provides the same application layer interface as TCP 
through the Unix socket library. 

We have compared both alternatives against the use of 
normal TCP in aL mobile internet testbed consisting of a 
simulated wireless link and the Internet. Our tests have 
yielded impressive results. The rest of this paper is orga- 
nized as follows. Section 2 describes the protocol model in 
detail. Section 3 describes the experimental setup, method- 
ology, and results of our performance evaluation. Section 
4 summarizes the related work in this work and Section 5 
provides concluding remarks. 

2 Protocol Model 
Our goal is to isolate the wired portion of the path of 

a connection from the impact of erratic behavior over the 
wireless portion and also to recover quickly from errors over 
a wireless link to obtain good end-to-end performance. We 
regard the impact of small MTU and intermittent connec- 
tivity over a wirelless link as transient errors over a transport 
level connection and we believe that the protocol software 
must protect applications by transparently recovering from 
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such transient errors. In the IS0  reference model [IO], the 
responsibility for session management including recovery 
and re-synchronization in data transfers lies with the session 
layer in the protocol stack. Transport layer protocols only 
provide end-to-end delivery of messages or byte streams. 
In keeping with the IS0 reference model, we introduce a 
new session layer protocol called MHP (Mobile Host Pro- 
tocol) that explicitly includes mechanisms for recovering 
from errors over the wireless link. 

Figure 2 shows the proposed protocol hierarchy for net- 
working software on mobile hosts and their base stations 
(also called Mobile Support Routers or MSRs). We as- 
sume that no changes are necessary to the existing network 
protocol software on fixed hosts. The protocol software 
on mobile hosts and their base stations is now augmented 
with a new session layer protocol called M H P  (Mobile Host 
Protocol) that retains the same MI (such as BSD socket 
interface [ 1 I]) as that offered by TCP. 

2.1 Connection Establishment 
Figure 3 shows an example interaction involving a mo- 

bile host and a remote, stationary host. We assume that 
protocol software on base stations and mobile hosts con- 
sists of an M H P  layer that manages the transport level con- 
nections. In the following, we describe how MHP layers 
at base stations and mobile hosts cooperate to support an 
end-to-end connection. 

0 When a TCP application on the mobile host X issues a 
connec t  call to request a connection to a remote 
destination Y at < d e s t I P a d d r ,  d e s t P o r t > ,  
the MHF layer at X (MHPX) intercepts the call 
and instead requests a transport level connection 
(Connectionl in Figure 3) with its peer at its cur- 
rent base station. M H P  peer on the base station 
sets up a surrogate or MHP agent (MHPBSl) on 
behalf of the requested connection. The surrogate, 
MHPBS1, in turn, establishes a TCP connection 
(Connection2 in Figure 3) with Y at the address 
i des t  IPaddr , dest  Port>on behalf of theend- 
point on X. One endpoint of Connection2 is still 
marked as cX-IPaddr, X-srcPort> and all the 
TCP traffic from Y to X is intercepted and forwarded 
to the surrogate MHP-BS1 at the base station. As 
described in Section 2.2, MHPBS 1 simply acts as a 
relay for the traffic between X and Y in both directions. 

0 When a TCP application on a stationary host (Y) 
requests a TCP connection to a mobile host (X) at 
address < M H a d d r  , M H P o r t > ,  the connection re- 
quest is intercepted and forwarded to the surrogate 
MHPBS 1 at the base station. The surrogate then com- 
pletes the TCP connection establishment with Y and 
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Figure 3: An example of connection establishment and 
handoff involving a mobile host (X), stationary destination 
(Y), and two base stations. Initially, X establishes a con- 
nection to Y through the MHP agent at base station BS1. 
After a cell handoff, a new connection is established be- 
tween X and the new base station BS2 and the endpoint of 
connection 2 is transferred to MHP agent on BS2. 

establishes a new connection with its peer (MHPX) 
at the given address. 

0 A TCP connection between endpoints on two mobile 
hosts is handled similarly except, in this case, three 
separate connections are established. 

2.2 Data Transfer 
Data transfer to and from the mobile host X and remote 

destination host Y proceeds as follows. When a TCP appli- 
cation on X sends data, MHPX uses the first connection to 
send that data to MHPBS 1. In particular, MHPX sends 
data in small segments to match the smaller MTU over the 
wireless link. MHPBS 1 receives the data and buffers it to 
assemble these smaller packets into larger TCP segments 
before forwarding them over the connection to Y, Simi- 
larly, when MJJPBS1 receives TCP segments from Y, it 
first breaks them into smaller fragments to match the MTU 
over the wireless link, forwards smaller TCP segments to 
X. 

To recover from handoffs, the MHP layer must maintain 
some state information on the segments in transit to and 
from the wireless link. Therefore, the MHP layer maintains 
state information on the segments in its buffers and also 
accesses the connection state information maintained by 
its underlying transport protocol. The state information 
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accessed includes connection parameters such as current 
window sizes and sequence numbers for window edges. 

2.3 Error Recovery 
To recover from errors due to high bit error rates of 

the wireless link and handoff, we have investigated two 
alternatives. 

Under the first alternative called MTCP (MultipleTCP), 
MHP uses regular TCP as the transport protocol for the 
connection over the wireless link. 

Under the second alternative called SRP (Selective Re- 
peat Protocol), MHP uses a specialized transport protocol 
designed to recover quickly from higher and sometimes 
bursty packet losses experienced over the wireless link. 
SRP uses a selective repeat algorithm in which a receiver 
returns a selective ACK (SACK) when an out of sequence 
segment is received. The SACK specifies the missing seg- 
ments using a bitmap, the sequence number of the latest 
segment received, and the sequence number of the last seg- 
ment received in sequence. On receiving a SACIK, the 
sender retransmits all the missing segments specified in the 
SACK. Using this alternative, unlike TCP, SRP can recover 
more than one segment in one round trip time and can yield 
better throughput over the wireless link. 

Section 3 compares the performance of two alternatives 
when used over a mobile internet. 

2.4 Handoff Management 
When the MH moves and crosses the current cell bound- 

ary, it gets attached to another base station (BSZ) and the 
IP datagrams for TCP segments over an existing connec- 
tion start getting forwarded to the new base station. During 
the cell handoff, we must also make sure that the existing 
transport connections get transferred to a new MHP agent. 

We assume that the M H P  layer at the mobile host regis- 
ters an upcall function with its IP layer. When a handoff is 
completed, IP layer on MH informs the MHP layer of hand- 
off using the upcall function and passes the address of the 
new base station (BSZ) to it. The MHP layer (MHPX) then 
contacts its peer at the new base station to initiate a handof 
management procedure that consists of the following steps: 

0 On receiving the upcall, MHPX first suspends the 
ongoing data transfer across its transport connections, 
contacts its peer at BS2 giving it the address of the 
previous surrogate MHP-BS1, and then waits for a 
connection resume message from BSZ. 

0 The MHP peer at BS2 establishes a new MHP agent 
or surrogate (MHPBS2) for the connection. The new 
surrogate then sends a handover message to the old 
surrogate (MHPBS 1) requesting the state information 
for two connections. 

0 MHPBS1 responds with the connection state infor- 
mation and, in addition, also forwards the TCP seg- 
ments in transit that it has buffered for traffic in each 
direction. When MHPBS2 receives the state infor- 
mation, it re-creates the state information for connec- 
tions with MHPX and Y and then sends a connection 
resume message to MHPX. 

0 Data transfer to and from MHPX then resumes and 
the remote stationary host observes no changes in the 
state of its connection except possibly for some trans- 
port layer retransmission of data lost during handoff. 

3 Performance Evaluation 
We have conducted a systematic performance evaluation 

of our approach using a wireless internet testbed. In the 
following, we describe the testbed, experiments performed, 
and results obtained. 
3.1 Experimental Testbed 

The testbed coinsists of two parts. The first part consists 
of a wireless network simulated over an ethemet segment 
and Sun sparcstations running a modified SunOS kernel 
acting as mobile sparcstations. The second part consists of 
our campus network attached to the rest of the Internet over 
a T1 link. Some isparcstations on the campus network act 
as base stations. 

We have implemented M H P  in two different versions. 
To test our ideas, we first implemented MHP as a user 
level library and rest of this paper reports results obtained 
using the user level MHP implementation. We also have a 
kernel implementation of MHP on mobile hosts and base 
stations that resides below the socket layer (above TCP) 
and provides the same interface as TCP through the socket 
interface. 

The IP software in the SunOS kernel of the mobile sparc- 
stations has been modified to simulate a wireless link as 
follows: 

1. In mobile sparcstations, we have modified the IP layer 
to use a smaller MTU (128 or 256 octets). In addition, 
the IP software simulates packet losses and handoffs. 
Delay and loss characteristics simulated are taken from 
the experiences reported in the published literature [ 1, 
4,3,  121. 

2. IP software simulates bursty losses over the wireless 
link. The busty loss simulation models the interburst 
gap using an exponential distribution around a mean 
inter-burst interval (IBG) and the size of each burst 
is modeled using a geometric distribution around a 
mean burst size (BS) value. The values of IBG and 
BS were chosen for each experiments based on the 
average packet loss desired for the experiment. We 
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have simulated packet losses of 0, 5 ,  and 10% for 
different testcases. 

2.8 sec 

3. Sparcstations located on campus subnets act as base 
stations where each subnet is considered a different 
cell and subnets are separated by a campus router. 

4. The IP layer simulates a handoff at a mobile host by 
simply pausing for the handoff duration and dropping 
all outgoing and incoming packets during the pause. 
We have simulated handoff pauses of 1, 2.8, and 5 
second durations based on figures taken from 161. 

We have also carried out tests using multiple handoffs 
in which successive cell handoffs are simulated spaced 
at different intervals ranging from 5 to 10 seconds. 

[27.6,35.9] [40.9,48.31 [50.5,62.71 
32.6 52.1 88.7 

3.2 Methodology 
In our experiments, we use a user-level test program 

that establishes a connection between a mobile host and a 
remote stationary host and transfers data in a file of fixed 
size to its peer at the destination. Tests were canid  using 
stationary hosts either located in the local area (on a cam- 
pus subnet) or located across the Intemet at ICs1 and UC 
Berkeley, Purdue University, and Washington University in 
St. Louis. 

Once the connection is in progress, mobile IP software 
simulates a handoff pause duration starting after a fixed, 
predetermined interval (typically 4 to 8 seconds, an exper- 
imental parameter) after the connection starts and contacts 
the mobile IP software at a new base station at the end of 
the handoff pause to complete the handoff. 

For each test, we repeated the experiments over a two 
week period on weekdays between 1 and 3 pm EST to ob- 
tain results under similar Intemet traffic conditions2. Using 
samples from 40 independent runs, we carried out a con- 
fidence interval analysis with 95% probability and have 
tabulated the confidence intervals along with average val- 
ues. 
3.3 Representative Results 

Tables 1 through 3 show a representative sample of re- 
sults. We have also conducted tests involving remote hosts 
located at Purdue University and Washington University 
and have obtained similar results. 

Table 1 shows the results for the base case used for com- 
parison with our approaches. The entry in upper left hand 
corner (no pause, no losses) shows the results in the absence 
of mobility (no handoff pause, no losses due to mobile link) 
and, as can be seen clearly, performance degrades as a sin- 
gle handoff pause and packet losses due to wireless link are 
inuoduced. 

5 sec 

?-We have also conductedtests late night to evaluate performanceunder 
different Intemet traffic conditions. 

[29.2,36.01 [45.6,58.61 [77.6,99.71 
36.7 69.8 99.9 

[34.0,39.31 160.L79.61 186.6, 113.11 

Results Using Regular TCP 

Packet loss in Percent 
Pause 

1 sec 44.6 

Handoff 
Pause 
0 sec 

Packet loss in Percent 
0 %  5 %  10 96 
12.7 19.6 22.4 

Table 1: Mean time to transfer a file of size look bytes 
with a single, normal TCP connection between the mo- 
bile host sitar.dcs.uky.edu and the remote destination ic- 
sib16.icsi.berkeley.edu. The confidence Interval of 95% is 
shown in square brackets. 

Results using MTCP 

Packet loss in Percent 
Pause 

2.8 sec 

5 sec 32.6 

Table 2: Results for tests carried out for the same case as 
Table 1, but using MTCP. 

[11.7, 13.71 [18.7,20.5] [21.0,23.9] 

112.5, 15.31 [18.4,21.71 [24.7,28.61 
2.8 sec 21.1 27.3 29.2 1 [19.7,22.51 I [25.5,29.11 I [26.9,31.41 I 

Table 3: Results for tests carried out for the case same as 
for Table 1, but using SRP. 
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