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Abstract 

Over the past decade or more, processor speeds have 
increased much more quickly than memory speeds. 
As a result, a large, and still increasing, processor
memory performance gap has formed. Many signifi
cant applications suffer from substantial memory bot
tlenecks, and their memory performance problems are 
often either too unusual or extreme to be mitigated by 
cache memories alone. Such specialized performance 
"bugs" require specialized solutions, but it is impos
sible to provide case-by-case memory hierarchies or 
caching strategies on general-purpose computers. 

We have investigated the potential of implementing 
mechanisms like victim caches and prefetch buffers in 
reconfigurable hardware to improve application mem
ory behavior. Based on technology and commercial 
trends, our simulation-based studies use a forward
looking model in which configurable logic is located 
on the CPU chip. Given such assumptions, our re
sults show that the flexibility of being able to special
ize configurable hardware to an application's memory 
referencing behavior more than balances the slightly 
slower response times of configurable memory hier
archy structures. For our three applications, small, 
specialized memory hierarchy additions such as vic
tim caches and prefetch buffers can reduce miss rates 
substantially and can drop total execution times for 
these programs to between 60 and 80% of their orig
inal execution times. Our results also indicate that 
different memory specializations may be most effec
tive for each application; this highlights the useful
ness of configurable memory hierarchies that are spe
cialized on a per-application basis. 

Keywords: memory latency, configurable comput
ing, victim cache, prefetching. 

0-8194-23 16-5/96/$6 .00 

1 Introduction 

Due to rapid increases in microprocessor speeds, the 
performance gap between processors and main mem
ory is widening. Cache memories are typically used in 
computer systems to bridge this performance gap and 
reduce the average memory access time. Although 
caches work well in many cases, they may still fail to 
provide high performance for certain applications. 

Several hardware and software techniques have 
been proposed to improve cache performance in such 
cases. For example, prefetching techniques aim to 
hide the large latency out to main memory by bring
ing data to the cache before it is referenced. Vic
tim caches attempt to reduce conflict misses in low
associativity caches. These hardware techniques have 
variable results depending on the application's mem
ory referencing behavior. Their disadvantage is that 
they represent wasted transistor space on the CPU 
chip for those applications where they are ineffec
tive. On the other hand, the drawback to purely 
software-based techniques ( such as blocked matrix ac
cesses or compiler-inserted pref etching directives) is 
that it can be difficult to statically analyze a pro
gram's memory behavior and determine when such 
techniques will be useful. For these reasons, this pa
per explores implementi~g memory hierarchy addi
tions in programmable hardware. 

Programmable logic, such as field-programmable 
gate arrays (FPGAs), has gained tremendous popu
larity in the past decade. Programmable logic is pop
ular because a given chip's behavior can be configured 
and customized for different functions during differ
ent sessions. Customization on a per-application ba
sis is feasible because the reconfiguration process is 
fast and can be done with the device in the system. 
Some FPGAs can even be partially reconfigured while 
the rest of the device is in use. 
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The configurability of FPGAs makes them heavily 
used for prototyping, but they have also been used to 
build high-performance application specific compute 
engines [12]. In addition, there has been work (such 
as PRISC [21] and PRISM [2]) on supplementing con
ventional processors with configurable coprocessors 
to accelerate performance for different applications 

Thus far, most configurable computing projects 
have focused heavily on computation as opposed to 
data access. In this paper, we explore the potential 
of using configurable hardware to make application
specific improvements to memory behavior. We en
vision a library of parameterized memory hierarchy 
additions that can be invoked to target cases where 
the cache system does not work well for a particular 
application. 

As fabrication technology improves, more and more 
transistors fit on a single chip. It seems likely that 
we will soon see processor chips that include a re
gion of on-chip configurable logic. This configurable 
logic can clearly have many uses; our work does not 
preclude configuring the logic for more traditional 
compute-oriented uses, but simply attempts to ex
plore an alternative use. 

In Section 2, we will first discuss the structure of 
the configurable memory unit that we envision. Fol
lowing that, in Section 3, we present case studies of 
applying the ideas of configurable memory to several 
applications. In Section 4, we discuss some of the 
hardware organization and implementation issues in
herent in our approach. A brief account of related 
work is included in Section 5 and Section 6 presents 
some discussion and our conclusions. 

. 

flexible, configurable hardware instead. 

Integrated circuits are expected to soon grow to 
contain over 100 million transistors. As this growth 
takes place, we must determine ways to best make 
use of these additional transistors. Rather than sim
ply devoting increased chip areas to increased · cache 
sizes, our research explores other methods for using 
the transistors to reduce ( or better tolerate) memory 
access latencies. 

In current research projects, configurable logic is 
typically incorporated into the architecture using an 
attached processor array model. As shown on the left 
hand side of Figure 1, an accelerator based on FP
GAs and dedicated static RAM (SRAM), is attached 
to the 1/0 bus of a conventional host processor. The 
conventional processor and configurable logic array 
operate asynchronously. The host supplies control 
signals and monitors results while the logic array pro
cesses data obtained from an external source such as 
a frame-buffer. The major problem with this model 
is the high communication latency between proces
sor and configurable logic, due to their physical and 
logical separation. 

As shown on the right hand side of Figure 1, the ex
pected integration of configurable logic on-chip gives 
us more flexibility not only in its logical placement 
within the architecture, but also in its expected uses. 
In addition, on-chip configurable logic has more flexi
bility in its connectivity to processors and caches. We 
can now begin considering uses for configurable logic 
that are infeasible (because of latency and connectiv
ity constraints) with the attached processor model. 

2.1 Logical Placement, Connectivity 

2 Configurable Hardware 
Memory Hierarchies 

lil The logical placement of the configurable logic is 
driven by its intended memory optimization func
tion. The right hand side of Figure 1 shows two 
distinct possibilities, and in fact, each of these con-We believe that configurable logic can result in sig

nificant performance improvement by improving av
erage memory access latencies. Our overriding goal 
is to minimize the number of cache misses that result 
in accesses to main memory. Researchers have pro
posed methods that promise performance improve
ments of up to 3X by reducing cache misses using 
full-custom hardware [19]. These methods are rarely 
included in commercial processors, however, because 
they do not provide performance improvements for 
a broad enough set of applications. Our current re
search shows the potential of these approaches using 
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figurable blocks may expend their transistor budgets 
on some combination of configurable gates and asso
ciated SRAM. (In this figure, the logical positions for 
configurable logic are indicated by diamonds labelled 
"Cl" and "C2" .) 

The configurable logic closest to the processor can 
detect 11 cache misses and manage prefetch buffers, 
stream buffers, or a victim cache. Similar functions 
can be performed by the second block of configurable 
logic, for the 12 cache. In addition, this logic could 
observe memory accesses between nodes of a dis-
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