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Merrimac uses stream architecture and advanced interconnection 
networks to give an order of magnitude more performance per unit 
cost than cluster-based scientific computers built from the same 
technology. Organizing the computation into streams and exploit­
ing the resulting locality using a register hierarchy enables a stream 
architecture to reduce the memory bandwidth required by repre­
sentative applications by an order of magnitude or more. Hence 
a processing node with a fixed bandwidth (expensive) can support 
an order of magnitude more arithmetic units (inexpensive). This in 
tum allows a given level of performance to be achieved with fewer 
nodes (a 1-PFLOPS machine, for example, with just 8,192 nodes) 
resulting in greater reliability, and simpler system management. We 
sketch the design of Merrimac, a streaming scientific computer that 
can be scaled from a $20K 2 TFLOPS workstation to a $20M 2 
PFLOPS supercomputer and present the results of some initial ap­
plication experiments on this architecture. 

1. Introduction 
Modem semiconductor technology makes arithmetic inexpen­

sive and bandwidth expensive. To exploit this shift in cost, a high­
performance computer system must exploit locality, to raise the 
arithmetic intensity (the ratio of arithmetic to bandwidth) of the 
application as well as parallelism to keep a large number of arith­
metic units busy. Expressing an application as a stream program 
fulfills both of these requirements. It exposes large amounts of par­
allelism across stream elements and reduces global bandwidth by 
expressing locality within and between kernels. 

A stream processor exploits the parallelism exposed by a stream 
program, by providing I OOs of arithmetic units, and exploits the 
locality of a stream program, by providing a deep register hier-
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archy. In particular, memory bandwidth is reduced by capturing 
short-term producer-consumer locality in large local register files, 
and long-term producer-consumer locality in a stream register file. 
This locality might not be captured by a reactive cache. More im­
portantly, the stream register file is aligned with individual ALUs 
and requires only local on-chip communication while a cache re­
quires global on-chip communication. 

We are designing Merrimac•, a scientific computer system tai­
lored to exploit the parallelism and locality of streams. The core 
of Merrimac is a single-chip (90nm CMOS) stream processor that 
is expected to have 128 GFLOPS peak performance. This proces­
sor chip along with 16 high-bandwidth DRAM chips (2G Bytes of 
memory) form a single Merrimac node. Application experiments 
suggest that this single-node Merrimac will sustain up to half of 
peak performance on a range of scientific applications. With an 
estimated parts cost of less than $1 K per 128 GFLOPS node (in­
cluding network), we expect a Merrimac machine to provide both 
capability and capacity- being more cost effective than machines 
based on commodity microprocessors. 

Merrimac employs a high-radix interconnection network to con­
nect 16 nodes (2 TFLOPS) on a single board, 512 nodes ( 64 TFLOPS) 
in a cabinet, and 8K nodes (I PFLOPS) in 16 cabinets. The net­
work provides a flat shared address space across the multi-cabinet 
system with flat bandwidth across a board (16 nodes) and a global 
bandwidth of 1/8 the local bandwidth anywhere in the system. 

We have coded three representative scientific applications as stream 
programs and measured their performance on a simulated Merri­
mac node. These initial experiments show that typical scientific 
applications cast as stream programs maintain a high arithmetic to 
memory bandwidth ratio and achieve a high fraction of peak perfor­
mance. The applications simulated have computation-to-memory 
ratios in the range of 7: I to 50: I, achieving between 18% and 52% 
of the peak performance of the machine, with less than 1.5% of 
data references traveling off-chip. 

The remainder of this paper describes stream processors and the 
Merrimac project in more detail. In Section 2 we see that modem 
VLSI technology makes arithmetic cheap and bandwidth expen­
sive. Section 3 shows how a stream processor exploits the appli­
cation locality using a bandwidth hierarchy and application paral­
lelism by using large numbers of ALUs. Merrimac, a supercom­
puter based on streams, is described in Section 4. We show the 
performance of a simulated stream processor on a number of ap­
plications in Section 5. Issues related to scientific computing with 
streams are discussed in Section 6 

1 Merrimac is a Native American word meaning "fast moving 
stream". 
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2. VLSI enables inexpensive arithmetic mak­
ing bandwidth the limiting factor 

Modem VLSI fabrication processes make it very inexpensive in 
terms of both area and power to put large amounts of arithmetic 
capability on a chip. With arithmetic almost free, global band­
width, both on-chip and off-chip, becomes the factor limiting per­
formance. 

In 0.13 µm CMOS technology, a 64-bit floating-point unit (FPU) 
(multiplier and adder) has an area ofless than I mm2 and dissipates 
about 50pJ of energy per operation [I]. Over 200 such FPUs can 
fit on a 14mm x 14nun chip that can be manufactured in volume 
(including testing and packaging) for less than $100. Even at a 
conservative operating frequency of 500MHz this gives a cost of 
64-bit floating-point arithmetic of less than $1 per GFLOPS and a 
power of less than 50mW per GFLOPS. Even though one cannot 
completely fill a chip with FPUs, modem graphics chips come close 
to realizing these cost performance levels. For example, the nVidia 
NV30 sustains 100 GFLOPS (32-bit floating point) [2]. 

The already low cost of arithmetic is decreasing rapidly as tech­
nology improves. We describe a CMOS technology by its drawn 
gate length L. Most chips today are manufactured with L = 0.13µm. 
Historical trends show that L decreases at about 14% per year [3]. 
The cost of a GFLOPS of arithmetic scales as £ 3 and hence de­
creases at a rate of about 35% per year [4]. Every five years, L 
is halved, four times as many FPUs fit on a chip of a given area, 
and they operate twice as fast - giving a total of eight times the 
performance for the same cost. Of equal importance, the switching 
energy also scales as £ 3 so every five years, we get eight times the 
arithmetic performance for the same power. 

Global bandwidth, not arithmetic is the factor limiting the per­
formance and dominating the power of modem processors. The 
cost of bandwidth grows at least linearly with distance in terms of 
both availability and power [4]. To keep distances constant across 
technology generations, we express distance in units of tracks. One 
track (or IX) is the distance between two minimum width wires on 
a chip. In 0.13µm technology, lX::::: 0.5µm. We can put ten times 
as many 103 X wires on a chip as we can 104 X wires. More im­
portantly, moving a bit of information over a 103 X wire takes only 
l/101

h the energy as moving a bit over a 104 X wire. In an 0.13µm 
technology, for example, transporting the three 64-bit operands for 
a 50pJ floating point operation over global 3 x 104 X wires con­
sumes about lnJ, 20 times the energy required to do the operation. 
In contrast, transporting these operands on local wires with an av­
erage length of 3 x 102X takes only JOpJ, much less than the cost 
of the operation. 

Contemporary architectures are not yet tuned to these develop­
ing VLSI constraints. These architectures are unable to use more 
than a few arithmetic units because they are designed for applica­
tions with limited parallelism and are hindered by a low bandwidth 
memory system. Their main goal is to provide high performance 
for mostly serial code that is highly sensitive to memory latency 
and not bandwidth. To exploit the capabilities of today's VLSI 
technology requires an architecture that can exploit parallelism -
to keep large numbers or arithmetic units busy while hiding the ever 
increasing latency to memory, and locality - to increase the ratio 
of arithmetic, which is inexpensive, to global bandwidth, which is 
the limiting factor. 

3. Stream Architecture exploits the character­
istics of VLSI 

A Stream Processor is able to take advantage of the large number 
of arithmetic units that VLSI technology enables without exceed­
ing the bandwidth limitations of the technology by using a register 
hierarchy to exploit locality in the application. This greatly re­
duces the average distance an operand must travel to reach a FPU. 
As shown in Figure I, a stream architecture consists of an array 
of clusters, each with a set of FPUs, a set of local register files 
(LRFs), and a bank of a stream register file (SRF). Each FPU in a 
cluster reads its operands out of an adjacent LRF over very short, 
(::::: lOOX), wires. FPU results are distributed to the other LRFs 
in a cluster and accesses to the local SRF bank are made via the 
cluster switch over short(::::: 1, OOOX) wires. While the SRF is sim­
ilar in size to a cache, SRF accesses are much less expensive than 
cache accesses because they are aligned and do not require a tag 
lookup. Each cluster accesses its own bank of the SRF over short 
wires. In contrast, accessing a cache requires a global communi­
cation over long(::::: 10, OOOX) wires. The SRF also plays another 
crucial role in keeping the arithmetic units busy by allowing the 
software to hide long memory latencies. An entire stream is trans­
ferred between the SRF and the memory with a single instruction. 
These stream memory operations generate a large number of mem­
ory references to fill the very deep pipeline between processor and 
memory, allowing memory bandwidth to be maintained in the pres­
ence of latency. Arithmetic units are kept busy by overlapping the 
execution of arithmetic kernels with these stream memory opera­
tions. 

To see how a stream processor exploits locality, consider a sim­
ple application expressed as a stream program (Figure 2). This fig­
ure shows a synthetic application that is designed to have the same 
bandwidth demands as the StreamFEM application (Section 5). Each 
iteration, the application streams a set of 5-word grid cells into a se­
ries of four kernels. The kernels operate on the data, performing the 
number of operations indicated, and pass intermediate results on to 
the next kernel. To perform a table lookup, kernel Kl generates an 
index stream that is used to reference a table in memory generating 
a 3-word per element stream into kernel K3. 

Figure 3 shows how the stream program of Figure 2 maps to 
the register hierarchy of a stream processor. The grid cells start 
in memory and are read a strip at a time into a buffer in the SRF. 
A typical strip might be 1024 5-word records. 2 Once a strip of 
cells is in the SRF, kernel KI is run generating a strip of indices 
and a strip of intermediate results in the SRF. Kernel K2 is run on 
the results, generating a second set of intermediate results while the 
indices are applied to memory to read a strip of table values into the 
SRF. Table values that are repeatedly accessed are provided by the 
cache. The process continues until the updates to the strip of grid 
cells, generated by kernel K4, are written back to memory. Each 
strip is software pipelined so that the loading of one strip of cells is 
overlapped with the execution of the four kernels on the previous 
strip of cells and the storing of the strip before that. 

This synthetic application shows how the stream architecture ex­
ploits locality. In Section 5 we shall see that actual applications ex­
ploit locality in a similar manner. Kernels Kl ... K4 perform all of 
their 300 operations out ofLRFs, performing 900 LRF accesses per · 
grid point. The streams between the kernels are passed through the 
SRF generating 58 words of SRF bandwidth per grid point. Finally 
memory accesses total 12 words. This gives us a bandwidth ratio 
of75:5:l, 75 LRF references and 5 SRF references for every mem-

2The strip size is chosen by the compiler to use the entire SRF 
without any spilling. 
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Figure 1: A stream processor consists of an array of clusters each having a number of functional units with local register files and 
a stream register file bank connected by a cluster switch. The clusters are connected to each other and to cache banks by a global 
switch. At each level of this hierarchy - local register, intra-cluster, and inter-cluster - the wires get an order of magnitude longer. 
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Figure 2: A synthetic stream application, modeled after StreamFEM (Section 5) consists of a set of kernels Kl .. . K4 that pass 
streams of data between them. 
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Figure 3: The stream program of Figure 2 is mapped to the bandwidth hierarchy of a stream processor. 
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ory reference. Put differently, 93% of all references are made from 
the LRFs, where bandwidth is very inexpensive, and only 1.2% of 
references are made from the memory system, where bandwidth is 
expensive for cache hits and very expensive for misses. 3 

A stream processor executes a stream instruction set. This in­
struction set includes scalar instructions, that are executed on a 
conventional scalar processor, stream execution instructions, that 
each trigger the execution of a kernel on one or more strips in the 
SRF, and stream memory instructions that load and store (possibly 
with gather and scatter) a stream of records from memory to the 
SRF. This stream instruction set closely follows that of the Imagine 
streaming media processor [5, 6). 

Merrimac also provides hardware support for a scatter-add in­
struction. This instruction is an example of a new architectural fea­
ture that is enabled by programming in streams. A scatter-add acts 
as a regular scatter, but adds each value to the data already at each 
specified memory address rather than simply overwriting the data. 
This type of operation was discussed from a parallel algorithm per­
spective in [7]. 

4. Sketch of Merrimac: a Streaming Scientific 
Computer 
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Figure 4: Floorplan of a Merrimac cluster. 

Each Merrimac node contains a stream processor (as illustrated 
in Figure I) with 16 arithmetic clusters. Each cluster contains four 
floating-point multiply-add (MADD) units, 768 64-bit words oflo­
cal registers, and SK words of stream register file. The entire stream 
register file has a capacity of 128K 64-bit words, distributed across 
the 16 clusters. A floorplan for one cluster is shown in Figure 4. 
Each MADD unit measures 0.9mm x 0.6mm and the entire clus­
ter measures 2.3mm x 1.6mm. We conservatively plan to operate 
with a clock cycle of Ins (37 F04 inverters in 90nm[3)) giving a 
performance of 8 GFLOPS per cluster and 128 GFLOPS across the 
16 clusters. 

A floorplan of the entire Merrimac stream processor chip is shown 
in Figure 5. The bulk of the chip is occupied by the 16 clusters. The 

3Many of our applications have very large kernels that in effect 
combine several smaller kernels - passing intermediate results 
through LRFs rather than SRFs. While this increases the fraction of 
LRF accesses, it also stresses LRF capacity. Ideally, the compiler 
will partition large kernels and combine small kernels to balance 
these two effects. We have not yet implemented this optimization. 
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Figure 5: Floorplan of a Merrimac stream processor chip. 

left edge of the chip holds the remainder of the node. A scalar pro­
cessor [8) fetches all instructions, executes the scalar instructions 
itself, and dispatches stream execution instructions to the clusters 
(under control of the microcontroller) and stream memory instruc­
tions to the memory system. The node memory system consists of 
a set of address generators (not shown), a line-interleaved eight­
bank 64K-word (512K.Byte) cache, and interfaces for 16 external 
DRAM chips. A network interface directs off-node memory refer­
ences to the routers. We estimate that each Merrimac processor will 
cost about $200 to manufacture and will dissipate a maximum of 
31 W of power. Area and power estimates in a standard cell process 
in 90nm technology are derived from models based on a previous 
implementation of stream processor [I). 

Figure 6 illustrates a single Merrimac board containing 16 nodes 
- 16 I 28GFLOPS stream processors (Figure 5) each with 2 GBytes 
of DRAM - and four router chips. The router chips interconnect 
the 16 processors on the board, providing flat memory bandwidth 
on board of 20 GBytes/s per node. The routers also provide a gate­
way to the inter-board network, with a 4: I reduction in memory 
bandwidth (to 5 GBytes/s per node), for inter-board references. 

Larger Merrimac systems are interconnected by a five-stage folded­
Clos [9) network4 using high-radix routers as illustrated in Figure 7. 
The routers on each 16-node board serve as the first and last stage 
of this network. The basic building block of this network is a 48-
input x 48-output router chip. Each bidirectional router channel 
(one input and one output) has a bandwidth of 2.5 GBytes/s (four 
5Gb/s differential signals) in each direction. On each 16-processor 
board, each of four routers has two 2.5 GByte/s channels to/from 
each of the 16 processor chips and eight ports to/from the backplane 
switch. The remaining eight ports are unused. Thus each node pro­
vides a total of 32 channels to the backplane. At the backplane 
level, 32 routers connect one channel to each of the 32 boards and 
connect 16 channels to the system-level switch. A total of 512 2.5 
GByte/s channels traverse optical links to the system-level switch 
where 512 routers connect all 48 ports to up to 48 backplanes (the 
figure shows just 32 backplanes). 

Table I shows the estimated cost of a streaming supercomputer. 
The processor and router chip are modest-sized (10mm x I Imm) 
ASICs in 1000-pin flip-chip BGA packages that are expected to 

4This topology is sometimes called a Fat Tree [10). 
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Figure 6: Sixteen 128 GFLOPS stream processors each with 2 
GBytes of DRAM memory can be packaged on a single board. 
The board has a total of2 TFLOPS of arithmetic and 32 GBytes 
of memory. Such a board is useful as a stand-alone scientific 
computer and as a building-block for larger systems. 

Item I Cost($) I Per Node Cost ($) I 
Processor Chip 200 200 
Router Chip 200 69 
Memory Chip 20 320 
Board 1000 63 
Router Board 1000 2 
Backplane 5000 10 
Global Router Board 5000 5 
Power I 50 
Per Node Cost 718 
$/GFLOPS (128/Node) 6 
$/M-GUPS (250/Node) 3 

Table I: Rough Per-Node Budget. Parts cost only, does not 
include 1/0. 

cost $200 each in moderate quantities (1000s). DRAM chips are 
projected to cost $20 each, making DRAM, at $320 the largest sin­
gle cost item. Board and backplane costs, including connectors, 
capacitors, regulators, and other components is amortized over the 
16 nodes on each board and the 512 nodes in each backplane. The 
router board and global router board costs reflect the costs of the 
intra-cabinet and inter-cabinet networks respectively. Supplying 
and removing power costs about $1 per W or about $50 per SOW 
node. Overall cost is less than $ I K per node, which translates into 
$6 per GFLOP of peak performance and $3 per M-GUPS5

• 

5GUPS or global updates per second is a measure of global un­
structured memory bandwidth. It is the number of single-word 
read-modify-write operations a machine can perform to memory 
locations randomly selected from over the entire address space. 
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I Application I Sustained GFLOPS I FP Ops I Mem Ref I LRF Refs I SRF Refs I Mem. Refs I 
StreamFEM (Euler, quadratic) 32.2 23.5 169.5M IQ.3M 1.4M 

(93.6%) (5.7%) (0.7%) 
StreamFEM (MHD, cubic) 33.5 50.6 733.3M 43.SM 3.2M 

(94.0%) (5.6%) (0.4%) 
StreamMD 14.2 12.1 90.2M 1.6M 0.7M 

(97.5%) (1.7%) (0.8%) 
StreamFLO 11.4 7.4 234.3M 7.2M 3.4M 

(95.7%) (2.9%) (1.4%) 

Table 2: Performance measurements of streaming scientific applications 

5. Applications exploit the locality of a stream 
processor 

Three scientific applications were used to evaluate the single 
node performance of the Merrimac stream processor: StreamFEM, 
StreamMD, and StreamFLO. These applications feature a number 
of characteristics which are common in scientific applications in 
general, including regular and irregular multidimensional meshes, 
multigrid techniques, and particle-in-cell computations. 

StreamFEM is a finite element application designed to solve sys­
tems of first-order conservation laws on general unstructured meshes. 
The StreamFEM implementation has the capability of solving sys­
tems of 2D conservation laws corresponding to scalar transport, 
compressible gas dynamics, and magnetohydrodynamics (MHD) 
using element approximation spaces ranging from piecewise con­
stant to piecewise cubic polynomials. StreamFEM uses the discon­
tinuous Galerkin (DG) method developed by Reed and Hill [11] 
and later popularized by Cockburn, Hou and Shu [12). In the 
present StreamFEM implementation, the limiting procedure of Cock­
burn et al. has been replaced by variational discontinuity capturing 
terms as discussed in Jaffre, Johnson and Szepessy [ 13) with fur­
ther overall algorithmic simplifications as discussed in Barth [14). 

StreamMD is a molecular dynamics solver [ 15, 16) that is based 
on solving Newton's equations of motion. The velocity Verlet method 
(or Leap-frog) is used to integrate the equations of motion in time; 
using this method, it is possible to simulate the complex trajectories 
of atoms and molecules for very long periods of time. The present 
StreamMD implementation simulates a box of water molecules, 
with the potential energy function defined as the sum of two terms: 
electrostatic potential and the Van der Waals potential. A cutoff 
is applied so that all particles which are at a distance greater than 
rcutoff do not interact. A 30 gridding structure is used to accelerate 
the determination of which particles are close enough to interact -
each grid cell contains a list of the particles within that cell, and 
each timestep particles may move between grid cells. StreamMD 
makes use of the scatter-add functionality of Merrimac by com­
puting the pairwise particle forces in parallel and accumulating the 
forces on each particle by scattering them to memory. 

StreamFLO [17] is a finite volume 20 Euler solver that uses a 
non-linear multigrid algorithm. It is based on the FL082 code 
[ 18][ 19], which influenced many industrial and research codes. The 
choice of the code is motivated by the need for an application that 
is representative of a typical computational fluid dynamics appli­
cation, without unnecessary complexity. A cell-centered finite­
volume formulation is used to solve the fluid equations together 
with multigrid acceleration. Time integration is performed using a 
five stage Runge-Kutta scheme. 

Table 2 presents measurements from running these three applica­
tions on a cycle-accurate simulator of one Merrimac node. These 
simulations were run on a version of the simulator that included 

four 2-input multiply/add units per cluster (for a peak performance 
of64GFLOPS/node) rather than the four integrated 3-input MADD 
units (128GFLOPS/node) that is the current design. 

The Sustained GFLOPS and FP Ops / Mem Ref columns illus­
trate the arithmetic intensity of the applications; they are able to 
sustain from 18% to 52% of the node's peak arithmetic perfor­
mance, by performing from 7 to 50 floating point operations for 
each global memory access. Note that only "real" ops are counted 
in this figure, such as floating point add/mul/compare instructions, 
and not non-arithmetic ops such as branches. Divides are counted 
as single floating point operations, even though each divide requires 
several multiplication and addition operations when executed on 
the hardware. This leads to the lower performance numbers for 
StreamMD and StreamFLO - for example, the sustained perfor­
mance ofStreamFLO would double ifwe counted all the multiplies 
and adds required for divisions as well. 

The right-most three columns list the respective numbers of LRF, 
SRF, and memory references made by the program, along with the 
percentage of references satisfied by each level. Note that only a 
small fraction of references, usually less than I%, require commu­
nication over global(> 10, OOOX or off-chip) wires, and that over 
95% of all data movement is on local (IOOX) wires (at the LRF 
level). The register hierarchy of a stream processor exposes costly 
global communication and allows the locality inherent in applica­
tions to be exploited to keep communications local. 

Exploiting locality using a register hierarchy increases perfor­
mance and reduces power dissipation. By performing less data 
movement per arithmetic operation, we can support a much larger 
number of arithmetic units before saturating the limited global band­
width. At the same time power per operation is dramatically re­
duced by eliminating much of the global communication that dom­
inates power. 

6. Discussion 

6.1 Streams vs Vectors 
Stream processors share with vector processors, like the Cray! 

through Cray C90 [20][21 ], the ability to hide latency, amortize 
instruction overhead, and expose data parallelism by operating on 
large aggregates of data. In a similar manner, a stream processor, 
such as Merrimac, hides memory latency by fetching a stream of 
records with a single stream load instruction. A kernel is performed 
on one or more streams of records in the stream register file (SRF) 
with a single operate instruction. This both amortizes the overhead 
of the operate instruction and exposes data parallelism. 

Stream processors extend the capabilities of vector processors 
by adding a layer to the register hierarchy, and adding a layer of in­
struction sequencing that enables them to operate in record (rather 
than operation) order. The functions of the vector register file (VRF) 
of a vector processor is split between the local register files (LRFs) 
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and the stream register file (SRF) of a stream processor. The LRFs 
stage data between ALU operations to exploit fine-grained producer­
consumer locality (sometimes called kernel locality). To support 
a large number of ALUs, they have a very high aggregate band­
width. Because they exploit only kernel locality, their capacity can 
be modest, a few thousand words - about the same size as a modem 
VRF. The stream register file (SRF) of a stream processor stages 
data to and from memory and stages data to and from the LRFs 
to exploit coarse-grained (sometimes called outer-loop) producer­
consumer locality. Because it is relieved of the task of forwarding 
data to/from the ALUs, its bandwidth is modest (an order of magni­
tude less than the LRFs) which makes it economical to build SRFs 
large enough to exploit coarse-grained locality. 

6.2 Balance 
The ratios between arithmetic rate, memory bandwidth, and mem­

ory capacity on Merrimac are balanced based on cost and utility ­
so that the last dollar spent on each returns the same incremen­
tal improvement in performance. This balancing by diminishing 
returns gives ratios quite different from the common approach of 
fixing the ratio of GFLOPS to GBytes irrespective of cost. If we 
took this approach with Merrimac, we would have to provide 128 
GBytes of memory (costing about $20K) for each $200 processor 
chip making our processor to memory cost ratio I: I 00. If one needs 
128 GBytes of memory, it is more efficient to provide 64 nodes, 
even if the additional processors are not required - their cost is 
small compared to the memory. 

A similar argument applies to the ratio of arithmetic to memory 
bandwidth. Merrimac provides only 20 GBytes/s (2.5 GWords/s) of 
memory bandwidth for 128 GFLOPS, a FLOP/Word ratio of over 
50: I . Many vector machines have FLOP/Word ratios of I: I [21 ], 
and conventional microprocessors have ratios between 4: I and 12: I 
[22][23] . Providing even a 10:1 ratio on Merrimac would be pro­
hibitively expensive. We would need 80 external DRAMs rather 
than 16. Interfacing to this large number of DRAMs would require 
at least 5 external memory interface chips (pin expanders). As with 
memory capacity, taking this fixed-balance approach to memory 
bandwidth causes the cost of bandwidth to dominate the cost of 
processing. Its more efficient to just use Merrimac processor chips 
to directly interface to 16 DRAMs each. For memory bandwidth 
dominated computations (e.g., sparse vector-matrix product) most 
of the arithmetic will be idle. However, even for such computations 
the Merrimac approach is more cost effective than trying to provide 
a much larger memory bandwidth for a single node. 

6.3 High-Radix Routers 
In the 1980s and early 90s, when routers had pin bandwidth in 

the range of 1-IOGb/s, torus networks gave high throughput while 
balancing serialization latency against network diameter. For this 
reason, torus networks were quite popular during this period [24, 
25, 26]. Today, with router chip pin bandwidths between IOOGb/s 
and I Tb/s possible, a torus can no longer make effective use of 
this bandwidth. A topology with a higher node degree (or radix) is 
required. When used in conjunction with channel slicing, slicing 
each node's 20GB/s of network bandwidth across eight 2.5GB/s 
channels, building routers with high degree (48 for Merrimac) en­
ables a network with very low diameter (2 hops to 16 nodes, 4 
hops to 512 nodes, and 6 hops to 24K nodes) compared to a 3-D 
torus (with a node degree of 6).6 The use of a Clos network has 

6If we employed a butterfly rather than a Clos topology these di­
~meters wo_uld be nearly halved. Unfortunately a butterfly network 
1s not practical because of its poor performance routing certain per­
mutations. 

the added advantage that its hierarchical nature facilitates the use 
of optical links to cover the long distances required at the top level 
[27]. 

7. Conclusion 
Modem VLSI technology makes arithmetic very cheap (100s 

of 64-bit FPUs per chip) and bandwidth very expensive (a few 
words/cycle of off-chip bandwidth). Expressing an application as 
a stream program exposes parallelism - to take advantage of the 
large number of arithmetic units and to hide the ever increasing 
memory latencies - and locality - to reduce the demand on the 
limited bandwidth. A stream processor exploits this parallelism 
and locality by providing a deep bandwidth hierarchy that exposes 
communication so it can be optimized by a compiler. By capturing 
short-term producer-consumer locality in local registers and long­
term producer-consumer locality in a stream register file , a stream 
processor significantly reduces an application's demand on mem­
ory bandwidth . 

Merrimac is a stream processor tailored for scientific applica­
tions. Merrimac is scalable from a 2 TFLOPS single-board work­
station to a 2PFLOPS supercomputer. A 90nm CMOS stream pro­
cessor chip with a peak performance of 128 GFLOPS enables Mer­
rimac to sustain a high ratio of arithmetic operations to external 
bandwidth. This allows Merrimac to achieve an efficiency of 128 
MFLOPS/$ peak and 23-64 MFLOPS/$ sustained on our pilot ap­
plications7 . A high-radix network gives Merrimac a flat global ad­
dress space with only an 8: I (local:global) bandwidth ratio. This 
gives Merrimac a memory efficiency of 250 K-GUPS/$. This rel­
atively flat global memory bandwidth simplifies programming by 
reducing the importance of partitioning and placement. 

Three representative scientific applications have been converted 
to stream programs, compiled for Merrimac, and executed on a 
cycle-accurate simulation of a Merrimac node. These applications 
all exhibit high locality, maintaining arithmetic to memory access 
ratios from 7 to 50. Across these applications, over 96% of all 
data accesses are from local register files and less than 1.5% are 
to memory. These experiments verify that streams can extract suf­
ficient locality from representative scientific codes to sustain high 
arithmetic rates with limited memory bandwidth. 

The results we present here establish the feasibility of using stream 
processing for scientific computing - by showing that stream lo­
cality exists in representative scientific codes - and suggests that 
a stream processor can significantly improve the performance per 
unit cost of scientific computing. 

Scientific stream processing raises many interesting questions 
for future research. Our initial experiments used programs that 
were manually restructured into stream programs. The develop­
ment of compilation methods to automate this process of partition­
ing a vectorized or parallelized code into kernels would make it eas­
ier to apply stream processing to enhance the locality of a large vol­
ume of existing code. We are also interested in compilation meth­
ods that perform transformations on stream programs, splitting and 
merging kernels to balance register use, and rescheduling kernels 
and memory operations to most efficiently stage data through the 
stream register file . 

On the architecture front, we are exploring alternative stream 
register file organizations that appear to offer even greater reduc­
tions in required memory bandwidth. We are investigating how 
to best use a cache in combination with a stream register file and 
how to give the compiler more control over caching policies. We 
are also investigating global communication and synchronization 

7Projected from the experiments of Section 5. 
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mechanisms that are suitable for use with streams. This includes 
our scatter-add operation, which reduces the need for synchroniza­
tion in many applications. 

Finally our initial experiments used relativley simple 2D codes 
running on a single node of a simulated machine. We are currently 
exploring the properties of larger and more complex 3D codes run­
ning across multiple nodes of a simulated machine. Initial indi­
cations are positive - that these codes exhibit at least as much 
'stream' locality as their simpler counterparts. 
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1 Introduction 

A Streaming Supercomputer 
Bill Dally, Pat Hanrahan, and Ron Fedkiw 

· September 18, 2001 

1.1 We are starving in an era of plenty 

We are in an era where computationa(building blocks are plentiful and inexpensive. A single chip today 
can hold over 100 1GHz floating-point units for a total performance of 100 GFLOPS/chip. Many graphics 
chips achieve 80GFLOPS and over 1 TOP rendering performance, and cost less than $100. Embedded 
processors are less powerful, but incredibly cheap. It is fair to say that a raw GFLOPS costs less than 
$1. Memory is currently selling for less than 20 cents a MByte. Bandwidth has become less expensive 
as well. Chips with a Tb/s of aggregate bandwidth have recently been demonstrated. 

In this era of plenty, however, we have not developed technology to cost effectively scale computing. 
Supercomputers cost significantly more per GFLOPS and GByte than their low-end counterparts. For 
example, it is estimated that total cost of future large-scale ASCI machines with lO's of thousands of 
nodes is greater than $1,000 per GFLOPS. This factor of a 1000: 1 in cost effectiveness is paradoxical: 
it should be possible to reap economies of scale with computing, just as in other major acquisitions. 
Although scalability has long been a.focus of computer science research, it has not been transferred into 
practical commercial systems. Now more than ever we need to build the technological infrastructure to 
cost-effectively scale computation .. 

In addition to being cost inefficient, contemporary high-end computers, constructed from clusters 
of workstations or servers, do not deliver their promised performance. They achieve a small fraction 
of peak performance on many key applications that are dominated by global communication. Critical 
calculations, such as verifying nuclear weapons, performing signal intelligence, calculating the dynamics 
of protein folding, and fluid flow through complex turbomachinary, do not map well to these machines. 

The performance of the microprocessors from which these clusters are composed is no longer scaling 
at the historic rate of 50% per year. Microprocessors have reached a point of diminishing returns in 
terms of gates per clock and clocks per instruction. As we enter an era of billion transistor chips, 
there is not enough explicit parallelism in conventional programs to efficiently use these resources. For 
example, a modern graphics processor has at least 64 floating point ALUS and lOOO's of integer AL Us, 
almost a hundred times the arithmetic density of a microprocessor. In contrast, most of the chip area 
in a microprocessor is devoted to cache memory or the support infrastructure (e.g. supporting out-of­
order execution) to keep a few ALUS running at their peak clock rate. It is expected that without 
new innovations in parallel processor designs, microprocessor performance will only increase with the 
increase in gate speed, at a rate of about 20% per year. Such as change would have a major effect on 
the computer business, and the entire economy. 

Cluster supercomputers, like the microprocessors they are constructed from, are inefficient because 
they are poorly matched to the technology from which they are constructed and the applications which 
they run. They are unable to efficiently exploit the large numbers of floating-point units that can be 
fabricated on a chip. They also have low global bandwidth and have register and cache architectures 
that do not capture large amounts of application locality and hence make excessive demands on this 
bandwidth. Because these systems are not well-designed, they are difficult to program. Programmers 
spend all their time working around the limitations of the machine, rather than on developing efficient 
algorithms for their application. 

1.2 Streaming processors leverage emerging technology 

Recent developments enable streaming architectures that efficiently convert the capabilities of emerging 
technology into realized performance on scientific applications. We envision a streaming supercomputer 
that delivers orders of magnitude more performance per dollar than clusters of servers ($50 per GFLOPS 

1 

t 
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and $2 per million CUPS1 ) and is scalable to a machine with one PFLOPS of peak performance and 
1013 CUPS. We expect that applications will achieve a large fraction of the peak FLOPS (at least 25%) 
on arithmetic-limited code sections and a large fraction of peak CUPS on memory-limited code sections. 

Streaming supercomputers with this level of performance and efficiency are made possible by the 
confluence of three recent innovations: stream architecture, high-speed signaling, and efficient inter­
connection network architecture. Stream architectures expose and exploit parallelism and locality in 
applications. This in turn enables architectures with a high degree of arithmetic intensity, that is ap­
plications with a high ratio of arithmetic to memory bandwidth. Streams also offer an easy way to hide 
the inherent latency of global memory references. Stream architectures have been proven on signal­
and image-processing applications. Our initial investigations show that they are equally applicable to 
a broad class of scientific applications. High-speed signaling and efficient network architecture together 
enable economical memory systems with very high global bandwidth. 

The streaming architecture we envision leverages commodity technology to economically achieve 
high performance. It does not, however, use commodity processors. Processors, in fact, are not really 
a commodity - they are not interchangeably available from multiple vendors at prices close to cost. 
Commodity technology is leveraged in three ways . First, the main memory of the system is built entirely 
out of commodity high-bandwidth memory chips. Such memory chips truly are a commodity - they are 
available in volume from a number of different suppliers at competitive prices. Second, the streaming 
processor chips are fabricated using a standard CMOS process. As with memories, CMOS wafers are 
a commodity - being available in volume from multiple vendors. Finally, the system interconnect is 
constructed using off-the-shelf connectors and backplane technology. 

Realizing the performance of a streaming supercomputer, of course, requires recoding applications 
in a streaming style - as streams of records passing through networks of arithmetic kernels. Coding 
applications in this style makes communication explicit, making it easy for the software tools to efficiently 
map the application to a streaming architecture. 

1.3 Domain-specific languages simplify mapping problems to streaming su-
percomputers 

We envision a three-level programmign system that will simplify the mapping of applications to a stream 
architecture and at the same time make the resulting code more portable. At the top level, several domain 
specific languages will target specific classes of applications, e.g., Monte-Carlo integration, ODEs, PD Es, 
etc .... Each of these languages will enable a scientist to describe their problem's equations, its geometry, 
constraints on its solution, and solution methods. A compiler then uses this description to map the 
problem to a streaming programming model. Domain specific languages have proven successful in many 
applications. In particular, graphics shading languages have been effective in describing complex shading 
calculations in terms of high-level primitives and mapping these calculations to a variety of hardware, 
including stream processors. 

The target of the domain-specific language compiler is a stream language that describes the appli­
cation in terms of streams of records passing through kernels of computation. We envision generalizing 
streams so they can describe not just linear sequences of records but also unordered collections of records, 
higher-dimensional arrays of records, and arbitrary graph structures (e.g., to describe a finite-element 
mesh). These collections will be operated on by kernels that map a function over the collection, filter 
the collection, selecting certain elements, expand a collection, producing several results for each input, or 
reduce a collection, combining several inputs into a smaller set - or even a single - result. By describing 
the application at an abstract stream level, this stream language will be completely hardware indepen­
dent but yet will expose available parallelism and locality. A stream compiler will accept such a stream 
program and a machine description and generate output in our low-level programming language. 

The output of the stream compiler is a program in a low-level stream language. In addition to streams, 
this language includes constructs to describe DSP and SIMD operations, threads and synchronization, 
and memory management. We anticipate writing several back-ends for the low-level stream compiler 

1 A GUPS (global updates per second) is the number of single word memory references to random locations across its 
entire memory space that a machine can support per second. 
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that will enable us to map programs not only to a streaming supercomputer, but also to conventional 
hardware. 

1.4 Paper outline 

The remainder of this paper describes our vision of a streaming supercomputer in more detail. We start 
by sketching the architecture of a streaming supercomputer in Section 2. Section 3 describes our vision 
of a three-level programming system in more detail. Applications and the domain-specific languages 
to describe them are discussed in Section 4. Finally, we outline a plan to accomplish this research in 
Section 5. 

2 Architecture of a Streaming Supercomputer 

In this section we sketch a possible architecture of a streaming superocomputer to demonstrate the 
feasibility of this approach. There are many details that remain to be worked out and many parameters 
and ratios may change by as much as a factor of two. However, the sketch here demonstrates the 
feasibility of a machine of the class we propose. 

2.1 Overview 

Figure 1 shows a block diagram of a streaming supercomputer. Each node contains a streaming processor 
with 64 1-GHz floating-point units (FPUs) and a local memory with 16 1Gb DRDRAM chips with a 
bandwidth of 2.4GB/s each2 . The local memory capacity is 2GBytes and the local memory bandwidth 
is 38GB/s. Each node has a 20GB/s channel to the global interconnection network. Nodes can sustain 
simultaneous accesses to the memory of adjacent nodes at this rate - half the local memory bandwidth. 

The global network enables any processor to access any memory location in the system. The network 
has a bisection bandwidth of 4NGB/s, that is 4GB/s per node. Thus, each node can simultaneously 
sustain accesses to global memory at greater than 10% of the local memory bandwidth of the node. We 
expect that a global memory access in a N =16,384 node machine, including a round trip over the global 
network and remote memory access time will have a total latency of less than 500ns - 500 processor 
cycles. 

To sustain full global bandwidth - 4GB/s or one word every two lns cycles - while tolerating this 
latency, the processors make streaming memory references- stream loads and stream stores. A stream load 
operation loads a stream of records. The individual records may be addressed with unit-stride, arbitrary­
stride, or indexed addressing modes. An indexed stream load gathers individual records (possibly as 
small as a single word) from arbitrary global locations. A single stream load can request thousands of 
multi-word records, more than enough to fill the 250-word deep memory pipeline. By fetching contiguous 
multi-word records, rather than individual words (like a vector load), stream loads result in more efficient 
access to modern memory chips. 

We plan to package 16 nodes of the streaming supercomputer on a circuit card measuring 300mm by 
400mm. This card will contain 16 processor chips, 256 DRAM chips, and will have a peak performance of 
1 TFLOPS3 . Each cabinet will hold 64 of these cards, in 4 rows of 16, along with associated power supplies 
and cooling for a total of lK nodes with 64TFLOPS and 2TBytes of memory per cabinet. Machines 
larger than lK nodes are assembled by cabling cabinets together with optical fibers. We anticipate being 
able to scale the machine to 16K nodes ( lPFLOPS) while maintaining our global latency and global to 
local bandwidth ratio. 

The major properties of the streaming supercomputer we envision are summarized in Table 1. 
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Parameter f(N) N=4,096 N=l6,384 Units 

Memory Capacity 2 x lO!JN 2.8 X 101:l 3.3 X lQLl Bytes 
Local Memory BW 3.8 x lOIUN 1.6 X 1014 6.3 X 1014 Bytes/sec 
Global Memory BW 3.8 x 10:.iN 1.6 X 101

-l 6.3 X 101
" Bytes/sec 

Global Memory Accesses 4.8 x IOI.IN 2.0 X 101:l 7.9 X lOi. GUPS 
Peak Arithmetic 6.4 x 1QIUN 2.6 X 1014 1.0 X 1010 FLOPS 
Processor Chips N 4,096 16,384 
Memory Chips 16N 6.6 X 104 2.6 X 10" 
Boards N/16 256 1,024 
Cabinets N /1, 024 4 16 
Power (est) 50N 2.0 X 10" 8.2 X 10" Watts 
Parts Cost (est) 1 x l0'1N 4 X 10° 1.6 X 101 2001 Dollars 

Table 1: Properties of proposed streaming supercomputer as a function of the number of nodes N, and 
for N =4,096 and N =16,384 

2.2 Streaming Processor 

Figure 2 shows a high-level view of the processor chip that provides the arithmetic capability of the 
streaming supercomputer. The core of the processor is a stream execution unit containing 64 64-bit 
floating-point units4 • The stream execution unit also contains 4,096 64-bit local registers, 32 on each 
input of each arithmetic unit, and 8,192 64-bit scratch-pad registers for holding intermediate results of 
arithmetic kernels. The stream execution units read and write streams from a 32K word stream register 
file that stages stream data to and from memory. The stream execution unit is controlled by stream­
operate instructions each of which causes a small subroutine to be executed on each element of the input 
streams to generate each element of the output streams. 

A pair of address generators execute stream load and store instructions to transfer streams between 
the stream register file and the memory system. The local portion of the memory system is contained 
on the processor chip. This consists of the DRAM controllers, a network interface, and a cache memory 
(size to be determined). We plan to make the cache partitionable so some of this on-chip memory space 
can be used as an explicitly addressed staging memory. 

The stream processor exploits a bandwidth hierarchy to efficiently keep such a large number of 
arithmetic units supplied with data and productively occupied. The levels of the hierarchy are listed 
in Table 2. For each level of the hierarchy, the table shows both the bandwidth in words/sec and the 
number of arithmetic operations per word of bandwidth at that level. The 64 arithmetic units in the 
stream execution unit each consume three 64-bit words of bandwidth each lns cycle for an aggregate 
per node bandwidth of 1.9 x 1011 64-bit words/sec. The locality exposed by casting applications into 
kernels keeps most of this bandwidth local, so it can be provided inexpensively out of the local registers 
with the write bandwidth traversing small per-cluster switches. At the next level, the stream register 
file provides sufficient global register bandwidth so that one word can be read from each of these levels 
for every two arithmetic operations. Producer/consumer locality exposed within the stream model 
is exploited to capture most of inter-kernel bandwidth at this level. There are then three levels to the 
memory system, with the on-chip memory (staging memory and cache), local DRAM, and global DRAM 
providing progressively lower amounts of bandwidth. 

Across the entire machine, this bandwidth hierarchy spans over two orders of magnitude. Experience 
with stream architectures on signal- and image-processing applications gives us confidence that the 
intra-kernel locality and inter-kernel producer-consumer locality will provide sufficient localization of 

2By convention, lower case 'b' denotes 'bits' while upper case 'B' denotes Bytes. 
3This board may also hold a number of network chips depending on whether the network is folded into the processor 

chips or not 
4 These are tentatively arranged as 16 clusters of two adders, two multipliers, and one divide square-root unit each -

actually 80 units - but this is subject to change. 
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I Level of hierarchy I BW (Words/s) I (ops/Word) I 
Local registers 1.9 X 1011 0.33 
Stream registers 3.2 X lQIU 2 
()n-chip memory 8.0 X 10~ 8 
Local DRAM 4.8 X 10" 13 
Global DRAM 4.8 X 10" 133 

Table 2: Bandwidth hierarchy of a streaming supercomputer. Per-processor bandwidth at each level of 
the hierarchy. 

data movement to match many important problems to this hierarchy. 
A scalar execution unit executes scalar instructions and dispatches stream instructions to the stream 

processor and address generators. We plan to leverage an off-the-shelf core for this processor. 

2.3 Memory system and network 

The streaming supercomputer provides high-bandwidth access at single word granularity across a flat 
global address space that covers the entire memory of the machine. Memory is accessed via scalar load 
and store instructions and via stream load and store instructions. Stream load and store instructions 
hide latency by issuing a stream of memory operations with a single instruction. Each node's memory is 
implemented as 16 future DRAM chips with a bandwidth of 2.4GB/s each5

. Memory on remote nodes 
is accessed via a high-bandwidth interconnection network. 

To isolate processes running on the machine without causing performance issues historically associ­
ated with TLBs, all memory accesses are translated via a set of eight segment registers. Each segment 
register specifies the segment length, the subset of nodes over which the segment is mapped (to support 
space sharing), whether the segment is writeable, the interleave factor for the segment, and the caching 
options for that segment. Segments are restricted to be aligned in a manner that facilitates fast address 
formation . 

The network employs a hierarchical topology, uses high-speed (5Gb/s per signal) signaling to give 
high global bandwidth and uses flit-reservation flow control to minimize memory latency. The network 
organization, sketched in Figure 1, matches the physical packaging hierarchy of the machine. The 
network is composed of channels connected by routers. Each channel consists of eight 5Gb/s differential 
signals giving it a raw bandwidth of 40Gb/s6

• Messages are switched between channels by routers. There 
are four routers on each circuit card. Corresponding routers are connected together across the circuit 
cards to form four completely independent routing planes. 

Each router connects to 28 bidirectional channels (eight signal pairs in each direction). Sixteen of the 
channels are local channels, eight of the channels are backplane channels, and the remaining four channels 
are global channels. ()ne local channel is connected to each of the sixteen streaming processors on the 
circuit card. Processors on a circuit card can communicate directly with one another by traversing one 
router and two local channels and, using all four planes, have a raw bandwidth of 20GB/s over each of 
these connections. This permits processors to access the memory of other processors on the same circuit 
card with half the bandwidth that they can access their own memory. The local channels of the 64 circuit 
cards in a backplane are connected together in a backplane interconnection network ( details remain to 
be worked out) . This permits all nodes in a cabinet to sustain a usable bandwidth of lOGB/s each to 
random locations in the cabinet. Finally, the global channels are converted on the backplane to ribbon 
fibers and connected in a global interconnection network that permits all nodes in a system to sustain 
4GB/s of global memory bandwidth each. Table 3 summarizes how this network tapers bandwidth as 
more distant memory is referenced. 

5 Rambus' roadmap indicates that DRDRAM chips will have this bandwidth in the appropriate timeframe. 
6 The usable bandwidth will be substantially less than this due to address and control overhead. 
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Level I Size (Bytes) I Bandwidth (Bytes/s) 

Node 2.0 X lQ!l 3.8 X 101u 

Circuit Card 3.2 X lQw 2.0 X 10w 
Backplane 2.0 X 101

~ 1.0 X 1QlU 

System (16 backplanes) 3.3 X l01
;i 4.0 X 109 

Table 3: Memory bandwidth vs. accessible memory size 

To simplify the task of coordinating operation between the nodes, the network and memory system 
incorporate a set of synchronization mechanisms. Presence tags can be allocated for each record in 
memory to synchronize producers and consumers of data. The producing store (scalar or stream) sets 
the tag to a present state, a consuming load (scalar or stream) blocks until the tag is in this state. 
Atomic remote operations including fetch and (integer) add or compare and swap are also implemented 
by the memory controllers to permit common synchronization constructs to be implemented without 
traversing the network multiple times. More complex remote operations can be implemented using 
a memory-mapped message send that is received by a message handling thread on the remote scalar 
processor. 

2.4 Input/Output and Mass Storage 

I/0 and mass storage are attached to the machine via four 12-wide (30Gb/s) infiniband I/0 channels 
on each processor card. Off-the shelf disk arrays, network interfaces, and user input and output are 
expected to be available to interface with the infiniband network. 

3 Programming Models 

As mentioned previously, the streaming supercomputer achieves high performance because of two key 
ideas: data parallelism and arithmetic intensity. A streaming computation involves passing the records 
of streams through a network of kernels. For the problems we envision there are 108 to 1010 records 
(and potentially even more) providing large amounts of data parallelism. All calculation within a kernel 
are local to a processor as are streams that are passed between a pipeline of related kernels. This 
locality maps well to the bandwidth hierarchy of a streaming computer. Finally, data dependencies 
are explicitly managed through stream buffers. This prevents read-write hazards and allows data to be 
efficiently moved throughout the system. 

A key challenge is to develop a programming environment for the streaming supercomputer. This 
programming environment should naturally reflect the capabilities of the machine, so programmers are 
encouraged to program in an efficient way. Thus, the programming environment must expose parallelism 
and make data dependencies explicit. It also must encourage local calculations with high compute to 
memory ratios. 

Since a significant investment will need to be made in recoding algorithms for such computers, the 
programming environment must be carefully designed to be portable and to run on future hardware of 
this type. Low-level machine parameters that are expected to change over time should be hidden from 
the programmers and managed by the compiler. 

Compiler technology is critical to the success of the programming environment. However, the compiler 
technology that is needed is quite different than the existing focus of parallel compiler research. The 
goal of our compiler is not to discover parallelism hidden in sequential codes. This has proved to 
be a difficult task in the past and limits the ultimate scalability of the system. We will assume the 
programming environment makes parallelism explicit. The goal of our compiler is to map the calculation 
onto the machine in the most efficient way. This is more in the spirit of code generation, a problem that 
has proved tractable. 

To support the streaming supercomputer we envision a three-level system. 
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1. A low-level language close to the virtual machine that manages platform specific resource con­
straints. This low-level system would be analogous to UPC or StreaMIT. 

2. A mid-level progamming language that supports data parallel calculations. This level would be 
analogous to the Connection Machine programming environment C*. 

3. Finally, we envision a high-level, domain-specific set of languages that make it easy to support the 
development of specific applications. This would be analogous to the Stanford real-time shading 
language for programming photorealistic rendering effects. 

All these languages would be based on C. There would be a single low-level and mid-level language. A 
metacompiler {or an extendable source-to-source compiler) would convert the mid-level to the low-level. 
We envision multiple high-level domain-specific languages. The same metacompiler infrastructure would 
be used to translate these domain-specific languages to the mid-level language. 

In the following subsections we describe the properties of each of these languages in more detail. 

3.1 Low-level language presents an abstract view of the hardware 

The goal of the low-level language is to expose the features of future streaming computers to the pro­
grammer. We believe this is an entirely new class of machines that will have a long life-span. Just 
like C originally exposed the features of PDP-11 class minicomputers to programmers, our language 
exposes the features of streaming computers. However, streaming computers are different than current 
microprocessors, and need additional language support. 

The design of the low-level language is incorporates ideas from several parallel programming envi­
ronments, most notably the Imagine StreamC and KernelC languages, the CILK run-time environment, 
the StreaMIT language, and the Stanford DSP-C and Smart Memories Virtual Machine. Finally, this 
language would leverage the current efforts underway to design UPC. 

This language is based on the communicating sequential processes (CSP) model of programming, 
but enhanced to support streams, thread management and scheduling, and memory placement and data 
management. We include with the language the run-time environment, partly just for convenience, but 
also because we see a tighter and tighter coupling between the parallel run-time environment and the 
hardware architecture. 

The language and run-time environment must provide the following capabilities: 

• Explicit support for streams. 

As in StreaMIT and Stream/Kernel C, streams will be explicitly declared and kernels explicitly 
identified. This makes all of the communication in the program explicit and exposes it to the 
metacompiler so it can be optimized. 

• Support for modern DSP and SIMD instruction sets. 

This includes support for fixed point calculation and segmented instruction sets. The language 
should be able to express and generate code for current microprocessors such as the Intel Pen­
ti um family with SSE, and the AMD Athlon family with 3DNow; and for current programmable 
Streaming graphics chips such as the NVIDIA GeForce3 with vertex programs. 

• Support for threads and synchronization primitives. 

The language should also provide control over the scheduling of threads. It should be possible 
to express data-affinity; that is, schedule threads after the data has been prefetched or on the 
processor which has a local copy of the data. The thread scheduler should also be smart. For 
example, the CILK run-time system is designed to perform load-balancing by assigning tasks to 
threads and then running those threads. 

• Support for memory management and communication primitives. 

Our inspiration for these features are the memory management primitives in UPC. Memory man­
agement includes partitioning between global shared memory and local memory. The language 
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should also support different memory consistency models. It should also be possible to explicitly 
manage the cache, both by prefetching data and by segmenting the cache into subcaches. The lan­
guage should also support the management of stream register files and stream buffers. It should 
be possible to express strided access, and to coordinate prefetched gathers with the execution of 
different kernels. This requires tight coupling between thread execution and data movement. 

3.2 Mid-level collection oriented program expresses data parallelism 

The goal of the mid-level programming language is to provide support for data parallelism. We believe 
almost all the major applications of high-performance computing are data-parallel; in particular, signal 
processing, image or media processing, scientific computing and database engines are data parallel. 

Although data parallel computations may be (and are) written using a CSP or thread + commu­
nication programming model, we believe it is better to use a data parallel programming model. The 
data parallel programming model explicitly exposes parallelism and communication at a high-level. A 
metacompiler can than map this program onto a particular machine, relieving the programmer from deal­
ing with particular machine parameters or limitations. This makes these programs significantly more 
portable, and hence long-living, encouraging programmers to rewrite their algorithms in this language. 

The design of our mid-level data parallel programming environment is based on languages such as C* 
(and its Lisp counterpart Lisp*), the Connection Machine programming language. Other features are 
derived from signal, array and vector programming languages and libraries such as ZPL and VSIPL, as 
well as matlab and APL. Finally, we are motivated to include recent research on high-order functional 
languages such as Haskell and Scheme, and collection-oriented languages such as NESL. 

The language will have the following features: 

• Support for collections of records of various types. 

A record may be a primitive type such as a float, or a struct. Programmers will be encouraged to 
use records as the basic type. An example of a record might the state variables associated with a 
finite element mesh. 

Collections represent many records. We propose that there be at least three types of collections: 
sets, lists (or streams), and arrays. Sets are meant to capture the idea of an unordered collection. 
Certain parallel operations may take advantage of this unordered semantics. Lists or streams 
capture the idea of an ordered set. Lists and streams are meant to be processed in order. Finally, 
arrays capture the idea of random accessing or indexable calculations. Collections may have fixed 
or variable length. 

We may also want to support multidimensional arrays and a graph collection that can represent 
the connectivity of an arbitrary graph, e.g., a finite-element mesh. Later versions might also allow 
collections of collections ( as is done in NESL). 

• Kernel functions that represent operations on records. 

In some sense these kernel functions are the atomic operations in the language. Kernels take one 
or more records as input and produce one or more records (or as we will see a set of records) 
as output. Kernels represent entirely local calculations. However, unlike the Imagine KernelC 
programming model, kernels may contain loops and conditionals. Kernels may also have read-only 
or write-only access to global arrays. These arrays are declared as parameters to to kernel. 

• High-level operators that apply kernels to collections. 

These operators would include: 

MAP: map applies a kernel to each element of a collection. For example, we could apply a 
transformation by a matrix to each vertex in a polygon mesh. Map is polymorphic across collection 
types, but respects the properties of the collection. For example, mapping a kernel onto an ordered 
collection will result in an ordered collection in the same order. However, mapping a kernel onto 
an unordered collection allows the order of the result to be different than the order of the input. 
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REDUCE: reduce applies a kernel to each element of a collection in the process producing a single 
result. Examples of reductions include max, sum, any, all, etc. Reduction operations may or may 
not be associative or commutative. Programmers are encouraged to use the least strict semantics. 
Reduce is often called SCAN or FOLD and corresponds to the Lisp* /3 operator. 

EXPAND: expand creates a collection from a single record, or from a collection. For example, 
expand could be used by a rasterization kernel to produce a set of fragments from a triangle. 

FILTER: filter produces a subset of a collection; the elements of the subset is determined by the 
value of a predicate kernel. 

SCATTER, GATHER and PERMUTE: these operators rearrange collections. 

In time, and as required, additional data parallel operations will be added. However, it has already 
been demonstrated that many important scientific applications may be written using these operators. 
In the final section on applications, we will discuss our research plari for different application areas. 

Taking inspiration from modern functional programming languages such as Haskell, we would like 
to formally specify the semantics of these data parallel operators. For example, the expression MAP( 
f, MAP( g, c ) ) would be formally equivalent to MAP( f o g, c ). That is, two consecutive maps 
involving f and g is equivalent to a single map of the composition off and g. The reverse would also be 
possible: a complex function could be broken into two separate functions. This formal analysis would be 
very powerful. For example, by composing two functions we increase the arithmetic intensity, since both 
functions are executed although only a single read is performed. Formally breaking apart functions is also 
useful. Some implementations may want to break functions with global references into separate kernels 
with an intervening gather (as, for example, required by the Imagine architecture). Splitting functions 
might be useful for load balancing. Splitting functions creates more tasks, or potentially more uniform­
sized tasks, which could be useful on future fine-grained, massively parallel machines. Reasoning about 
arithmetic intensity as machines evolve over time is one of the major research challenges for streaming 
computers. 

One natural question is whether the mid-level and the low-level languages could be merged. Although 
that is possible, we prefer our proposed design because it allows us to leverage commodity compiler 
infrastructure. In particular, the low-level language is entirely responsible for code generation and of 
the additional capabilities that we need could be added through run-time libraries, as is traditionally 
done with dynamic memory management and threads libraries. In fact, it should be easy to develop 
a low-level language for existing machines, and hence most of our efforts would be on the mid-level 
language. 

3.3 Domain-specific high-level languages map applications to collections 

Finally, we envision building several high-level domain-specific languages for important application areas. 
These high-level languages will expose the capabilities of the streaming supercomputer to application 
programmers in an easy-to-use way, thus encouraging the adoption of the technology. We describe 
candidate areas for domain-specific languages in the section on applications. 

Domain-specific languages have a long history in computer science. Our goal of providing this layer is 
motivated by the shading language that we have recently developed for programmable graphics hardware 
such as the NVIDIA GeForce3 or the ATI Radeon 8500. Shading languages have been developed by 
graphics researchers to describe the appearance of different objects, materials and environments. Shading 
languages have built-in functions for common operations, for example, to compute the light reflection 
from a matte surface using Lambert's Law. They also provide data types unique to that application, for 
example, vertices, fragments and textures. 

Our shading language compiler maps this language onto the data parallel programming model. In 
terms of the primitives described in the last section, the compiler produces three kernels. A kernel 
to applied to each primitive, a kernel to be applied to each vertex, and a kernel to be applied to each 
fragment . The resulting data-parallel calculation is then the sequential execution of three MAPS, one for 
each collection. (Note in this case programmable graphics hardware handles automatically the conversion 
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of one type of record to the other. However, in our new system, these conversions could be handled by 
the EXPAND operator.) 

Besides providing a high-level programming environment for applications, we believe domain-specific 
languages will lead to very efficient implementations. For example, many applications require solving 
linear systems of equations. However, the types of matrices generated by the application varies. In some 
cases, asynchronous iteration may be used to solve for the unknowns. These leads to an efficient parallel 
algorithm since updates may occur out of order. Another advantage of application specific languages is 
that certain sections of code may be difficult to parallelize. By encapsulating them in highly optimized, 
built-in functions or libraries, these difficulties may be avoided. An example of this is in the shading 
language; execution paths that involve complex data dependencies such as clipping and rasterization are 
handled by built-in functions that use specially designed algorithms (and, in the case of graphics chips, 
hardware). 

3.4 Metacompilation 

A critical enabling component of the programming environment is the metacompiler. The metacompiler 
is an extensible compiler infrastructure that performs source to source translation. The same metacom­
piler will be used to map the high-level language to the mid-level as well as map the mid-level to the 
low-level language. 

The metacompiler performs source-to-source translations. The first stage of the metacompiler is to 
read in the source language and build a suitable intermediate form. The last step is to translate the 
intermediate form back into the source language. The core of the metacompiler is extendible methods 
for analyzing and manipulating the intermediate form. In order to do this, we will build a program. 
tmnsformation language. This language will make it easy to match source patterns in the input, and 
to rewrite that part of the code. This part of the system will be based on the existing metacompiler 
framework developed by Dawson Engler as part of his research on for checking programs. 

The most interesting metacompiler will be the one that transforms from the mid-level language to the 
low-level langauge. This compiler will also read in a machine description file. This machine description 
file will include key parameters of the machines, in particular, the computational and communication 
resources available in the machine (similar to the table presented in previous sections) . The size of 
different parts of the memory hierarchy will also be available. The metacompiler will perform similar 
analysis to that performed by the Imagine StreamC compiler. It will allocate memory for collections, 
it will break up collections into smaller chunks to take advantage of producer-consumer locality, it will 
schedule data transfers from global memory to local stream register files, and it will schedule kernels 
when the data is available. 

However, unlike the Imagine StreamC compiler this compiler will be retargetable . By changing the 
machine configuration file, future variants of our architecture can be used. It will also be possible to 
use our programming environment on current clusters and shared memory multiprocessors. Since even 
conventional shared memory and message-passing multiprocessors benefit from regular access patterns 
and locality, our system should run efficiently on these machines. That is, the resources of these machines 
would still be used efficiently, even though such machines would be much less cost-effective than our 
streaming supercomputer architecture. The ability to use existing machines as platforms will allow us 
to begin development of the programming environment before the architecture is complete. 

4 Applications 

In previous work, we have demonstrated that streaming architectures perform extremely well on me­
dia applications, include signal processing, image processing and graphics. The Imagine architecture 
yields an order of magnitude performance increase over conventional processors [?] . Even complex al­
gorithms such as MPEG encoding, depth extraction through correlation, and the conventional graphics 
pipeline can be mapped onto streaming architectures. Graphics is a particular success story. Last 
year several vendors have introduced programmable graphics processors that resemble special-purpose 
stream processors. These graphics processors have created a major new generation of graphics chips 
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with new capabilities. However, since these special-purpose streaming processors are not as general as 
our streaming computer, there is great interest in industry in more general streaming processor designs. 

A major goal of this project is to extend our application domain from media processing to scientific 
computing. We will explore three major classes of scientific computing problems in roughly increasing 
degree of difficulty ( that is, difficulty for efficient adaption into the streaming pipeline): Monte Carlo 
(MC) algorithms, ordinary differential equations (ODE), and partial differential equations (PDE). Nu­
merical techniques for these types of problems underlie many important application areas. For example, 
Monte Carlo algorithms are regularly used in radiation transport and solid state physics, ODEs are used 
in molecular dynamics, astrophysics and rigid body dynamics, and PDEs are necessary in mechanical 
and structural design as well as fluid flow. Since simulating complex multi-physics processes is a major 
goal of the ASCI University Program, we are particularly interested in multi-physics applications, such 
as turbomachinary simulation which couples combustion with fluid flow and compressor turbine motion. 

Some of these applications are embarassingly parallel, and we expect it will be easy to map them 
onto streaming computers. In fact, embarassingly parallel applications run well on current clusters, 
since they involve very little communication. However, even in these cases it is worthwhile to map them 
onto the stream programming model, since this will allow these applications to be run on much more 
cost-effective and scalable machines. 

Other applications are more challenging to map onto parallel computers. These typically involve 
extensive global communication. These applications do not run well on existing clusters because of their 
limited global memory bandwidth. Our hypothesis is that they will run much better on the streaming 
computer because of its high-bandwidth interconnection network and memory system. However, these 
algorithms will need to be carefully mapped onto the stream programming model, and this will involve 
close interaction with colleagues in scientific computing. Successfully mapping any of these applications 
onto the streaming supercomputer could potentially open up whole new areas of computational science. 

4.1 Monte-Carlo Radiation Transport 

The simplest scientific computing problem that we will tackle is Monte Carlo integration, in particular, 
Monte Carlo simulation of transport equations. The key application of this technique is radiation 
transport, which is important in heat transfer and the design of nuclear devices. Monte Carlo of course 
has many other applications; for example, Markov Chain Monte Carlo or the Metropolis Algorithm is 
widely user in Bayesian inference, which is a major method used in statistical computing and artificial 
intelligence. 

The basic Monte Carlo algorithm is particle tracing. Particles are created in certain states according 
to a source distribution functions. These particles make transitions to other states using a scattering 
distribution function. Finally, particles are terminated according to absorption distribution function. 
In classic Monte Carlo, each particle or sample is independent of the others and thus the algorithm is 
easily parallelized. Further, the inner loops involve generating random variables according to probability 
distribution functions. Although in toy problems these distribution functions are simple (e.g. uniform), 
in physical simulation they can be quite complex. Thus, not only are the calculations local, but they 
have high arithmetic intensity. 

Monte Carlo is complicated if the model cannot be replicated. For example, when doing radiative 
transport in complex geometries, the geometric database may be very large and not easily replicated. 
Also, the interactions of particles with the database is not localized, since particles may be in different 
parts of the environment. In related work, we have shown how ray tracing may be mapped onto a 
streaming architecture. The key idea is to formulate the problem of finding a ray-surface intersection as 
a streaming calculation. Thus, we believe even in this case, we will be able to map radiation transport 
onto a streaming computer. 

4.2 Ordinary Differential Equations 

A more complicated problem is the solution of ordinary differential equations, in particular, coupled dif­
ferential equations. Classic applications of these techniques include molecular dynamics and astrophysics, 
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or N-body problems, which involve pairwise forces between particles. Other applications include chem­
ical kinetics which involves solving chemical rate equations for the concentrations of different species. 
Another example is rigid body dynamics of articulated figures, or robotics. 

As a first example consider chemical reactions as might take place in combustion. Sometimes an 
overall time step is determined in order to gurantee stability and accuracy, but many times Godonuv (or 
Strang) time splitting is used to separate the chemical kinetics update from the fluid dynamics. While the 
fluid dynamics is "frozen", one has to solve a possibly stiff system of coupled ode's in each element of the 
computational mesh. One can easily have tens of species and hundreds of governing reactions, but these 
are usually simplified as much as possible employing a reduced chemical mechanism in order to defray 
the computational cost. These reduced mechanisms can be based on asymptotic theory or experiments 
and are currently an area of active research (notable methods include using reduced manifolds [Maas 
and Pope]), especially since they are not generally robust and many times need to be adjusted on a case 
by case basis. These type of computations are ideal for a streaming computer where one thrives with the 
full reaction mechanism with a high arithmetic cost per node. Hopefully, our new design will alleviate 
some of the need for reduced mechanisms allowing full mechanisms to be employed more often. 

Another important example is solving equations of motion of large particle systems. This can be 
done in linear time using the fast multipole method developed by Greengard and Rocklin. The idea of 
this method is to approximate the field in a cell with a k-term multipole expansion. The field is then 
propagated up a hierarchy by translating and scaling the coefficients of the expansion. Computationally, 
this is a linear transformation on the coefficients and may be performed by a matrix-vector multiply. 
This field is pulled up the hierarchy in this way, and then pushed back down to the leaves. Again, 
this calculation may be easily mapped onto a streaming computer, and in fact has been efficiently 
implemented on the connection machine and other data parallel machines. 

As a final example, in molecular dynamics a simpler method is often used. Since molecular forces fall 
off faster than 1/r2 , it is typical to only compute forces amongst some small set of neighbors. Streams 
would need to access their neighbors with a GATHER, and then compute forces. But again, since these 
force terms are reasonably complicated, this would have high arithmetic intensity. Of course, there are 
still many details to work out, such as how to update the spatial data structure as particles move. 

Problems of this type would benefit from high-level languages. In particular, Sussman and Wisdom 
have recently developed a high-level language based on Scheme for classical mechanics . They are able to 
specify the Lagrangian of a system from that declaration automatically derive the equations of motion. 
They then map the equations of motion onto a set of solvers. A similar approach could be used for 
coupled ODEs and highly parallel systems of ODEs. In addition to choosing methods for solving the 
ODEs, this new system could automatically parallelize the application. 

4.3 Partial Differential Equations 

The more complex problem domain we intend to study is methods for solving partial differential equations 
including finite volume, finite element and finite difference methods. Example applications include elastic 
and inelastic deformations of solids, and fluid flow, and fluid-solid coupling problems similar to those at 
the Caltech and Illinois ASCI centers. We further subdivide these techniques into Lagrangian (where 
the mesh is attached to a local reference frame moving with the material) and Eulerian (where the 
reference frame is global and the material moves between mesh elements). Of course, ALE schemes 
(where the mesh has and arbitrary velocity in between the Eulerian and Lagrangian mesh) are also of 
interest, especially at interfaces, but we intend to first take the approach of the Caltech ASCI center (and 
researchers such as Noh) and couple Eulerian and Lagrangian schemes directly at a fluid solid interface. 

There are two major classes initial-value partial differential equations: Hyperbolic and parabolic 
equations (here we classify elliptic equations as boundary-value problems). However, for our purposes 
we will subdivide the problems into those that are stifj, and those that are not. Stiffness implies that 
some part of the problem requires much smaller steps than others in order to guarantee stability, and 
that this smaller time step is not needed to obtain the desired accuracy. Practically, this means that in 
stiff systems implicit methods are used for efficiency reasons. Implicit methods involve solving a matrix 
equation - for example a pressure solver in low Mach number or incompressible flow - and are similar (for 
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our purposes) to elliptic partial differential equations. If implicit methods are not needed, then explicit 
methods, which only require local neighborhood computation, can be used. 

Explicit methods may be mapped efficiently onto parallel computers using domain decomposition . 
A typical time step in an explicit method requires a small neighborhood around a position in space. 
These neighborhoods are required in order to estimate spatial derivatives. So each step involves fetching 
information from your neighbors, and then updating your value. In many PDEs, the calculation in­
volved is minimal and only involves a few arithmetic operations. Thus, the communication- to-compute 
requirements are large, although this ratio reduces as one applies more complex numerical methods, 
e.g. nonlinear limiters to treat discontinuous phenonmena or special algorithms for interface treatment. 
But, fortunately, there is an easy solution to this case: domain decomposition. By choosing as the unit 
of computation a region of space, then neighbors need only be communicated at the boundary of the 
domain. Since the boundary grows as n 2 and the interior grows as n 3 (for 3D problems), the ratio of 
communication to bandwidth decreases as larger domains as chosen. 

Domain decomposition works well even on clusters, although the domains need to be large. The 
downside is that if the domains become too large, than there are fewer independent tasks. As the 
number of processors becomes large there may not be enough tasks for each processor, of if there is 
variability in the amount of work between tasks, load balancing problems may arise. Choosing the right 
domain size is a well-studied problem, and we again note that the situation improves when using more 
complex algorthims, e.g. those that are higher order accurate or those needed for the treatment of 
interfaces and discontinuities. We should be able to use these algorithms for the streaming computer. 
Again, this could be done by the compiler of a higher-level language. 

Methods that involve implicit techniques are more complex. Fundamentally they involve solving 
linear systems of equations at each time step. This linear system of equations is usually sparse, which 
means that it can have a very irregular memory access pattern. A typical method involves first applying 
a preconditioner to the matrix and then using an iterative algorithm such as the conjugate gradient 
algorithm. In some cases, e.g., incompressible fluid flow, this matrix solve is the most expensive part of 
the calculation, consuming as much as 90% of the CPU time. Another approach to solving the matrix 
equation arising from this approach is to use a multigrid algorithm. 

Mapping this matrix solve onto a streaming computer is a major research challenge. We should do 
much better than traditional clusters and shared memory multicomputers because we have greater global 
bandwidth and can tolerate the latency of irregular accesses. However, we believe we can do better. We 
will work with the numerical analysts at Stanford to develop new algorithms that rriap well to streaming 
computers. This will probably lead to a family of algorithms, since the algorithm of choice will depend 
on the application domain. 

5 Research Plan 

There are many challenging problems that must be solved to realize our vision of a streaming supercom­
puter. Many architecture issues must be resolved, there are many unknowns in the design of a layered 
stream programming system, and methods for most efficiently mapping our target applications to the 
stream model remain to be discovered. 

To address these problems, we propose a six year research effort that proceeds through phases of 
exploration, refinement, and, if the early phases are successful prototyping. The overall program is 
illustrated in Figure 3. Our effort has three main threads: architecture, programming systems, and 
applications. The threads are tightly coupled with the results of one thread being used by and influencing 
the other threads. 

During the first two years of the program we focus on solving the fundamental issues involved with 
architecture (e.g., network topologies, the interaction of streaming and cache coherence, and control 
mechanisms for streaming processors), streaming programming systems (e.g., collection-oriented lan­
guages, optimization methods, and program transformation technology), and applications (e.g., numer­
ical methods that are best suited for streaming, and mapping techniques). At the end of this period we 
expect to be able to run simple Monte-Carlo radiation transport and ODE applications, compiled using 
our three-layer software system, on our architectural simulator. 
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The next 18 months arc a refinement period during which feedback from early simulation experiments 
will be used to guide the development of the architecture and programming system. During this period, 
the architecture will be reduced to a more detailed design and the programming system will be expanded. 
Toward the end of this refinement period we plan to make a go/no-go decision as to whether to continue 
the streaming supercomputer program into the prototyping phase or not. This decision will be based on 
whether our experiments suggest we can meet our cost-performance goals for the system and whether our 
architecture and programming system can yield high sustained performance on meaningful applications . 

If the decision is made to proceed, an industrial partner will be selected to take on most of the 
detailed design, physical design, and fabrication of the streaming supercomputer. At Stanford we will 
work with our industrial partner on these hardware tasks. At the same time we will be increasing the 
range, size, and sophistication of applications that our programming system can handle. Our goal is to 
evolve our system to the point where we can handle the combined turbomachinery /combustion code. 

The machine will be brought up in stages: first a single streaming processor node with local memory -
no network, then a 16-processor card, and then systems of increasing size. As we bring up the hardware, 
we will integrate our programming system and evaluate the hardware on our application suite. The final 
period of the program is devoted to evaluation of the machine to learn what works and what doesn't 
and to discover how streaming supercomputers should be built in the future. 

Key personnel 

• Bill Dally 

• Pat Hanrahan 

• Ron Fedkiw 

• Dawson Engler 

[Do we want to add Mendel? Mark?] 
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l,.Jni;et O,g - aduetlon Aa or 199G. 110"' ,_.. tlle rAaUirad ID~ toe coll!ldion flt infa'fflatton uniesa • c110Dbv, a \'11110. 0MB-'"" l"IUfflbelr. 

Substitute for form 1449A/PTO Application Number 10/869,200 

Filing Date June 16, 2004 

INFORMATION DISCLOSURE First Named Inventor Daniel Poznano'1ic et al. 
STATEMENT BY APPLICANT 

Art Unit 2186 
(Use as many llhnlS'" n~,yJ Examiner Name Thomas, Shane M. 
Sheet I 1 I o, I 1 Attorney Docket No. SRC028 

U.S. PATENT DOCUMENTS 
Examlner Cite Doc:1,1ment No. 

2 
?ublica\Jon Date Name of Patentee or Pages, Columns. Unes, Where Relsvant 

Initials 

Exeminer 
Initials 

EXAJ\IIIIIER 
SIGNATURE 

No.1 

Cita 
No.' 

I 

No. - Kind COde MM-00-YYYY Auoli~nt af Cited Doc Pa"8geg or Relevant Figures Appear 

US-2003/0084244 A 1 05/01/200:) Paulraj Entire Document 

US-2003/0046530 A 1 D3.10al2003 Poznanovic 

us-
US-

us-
us-
us. 

US-

US-

IJS-

US-

us-
FOREIGN PATENT DOCUMENTS 

ForGign Patent Document Publlcatlon Date Name OI Patenttt or Pages, C.olun1M, Linl!6 Wllere 

Ceunl!Y Cade" NLl1UXII" Kind ~ ~ 
MM-00. VVVY Applicant of Cilad Doc Relevant Passages or Rl)jevant ,0 

Fii:iures A"""at 

I DATE I 
CONSIDERED 

EXAMINER: Initial if rererem:e oonSide~, whGU!er or not citltlon is in ctll'lformance wltl1 MPeP 609. Dl'IJW line th10U9h dtation if not in oonfotmance anti not 
con&idc'ecl. lndude ccpy of this fOml with next communication to epplieanL I Applic;anl's unique cila!Jon de&ignaliOn number (optional). 2 Sec Klncls Codas of 
USPTO Pa1':r,t Ocicurnenn; .it ;:rr: L!§pta.gov or MPEP 901.04. 1 Enter Olftce that ISsUed the doCUment, by the IWl>letter cOCle (WIJ'O Standard ST.3). 4 For 
J:ipaneu patent docllment6, thG ndlcatioJ\ ot tne year ar me reign Of tne emperor must precsdc Irle !lellat numt,e, or1r1a p;itl:fl\ decument. "Kind or doQlment 
~ the apprcpriala &)'fflbels as inClicatied on the CSOCUl'l'lllnt undec WIPO stalldard ST. HI If po55ibl~ 13 Applicant iS to place a d'leQI< mar1t here ii Engliah 
language Tran&lation b attached. 

Tl'lis collecdon of Information is required by "S7 CFR 1 .rn and 1 .as. TIie lnformaliOn IS required It> oblllln or ra!aln a benefit by Ule pubrie wl'llcn is lo file (and by 
tne I.ISPTO to ~ss) and appllc:ation. CCnfidentiatil)' is govemetl DY 35 U.S.C. 122 !ind 37 CFR 1 .14. This colleOlicin it; C$11me!ad lo t=lke 2 hcun; to 
complela, inCludlng galhertng, prapanng, ll!ld i;ubmitllng 1he completed appliQation form to lh~ USPTO. lirn0 "'Ill vary depencllrlg upon tne Individual case. Any 
comments on the amo11nt of tirm you require lo complete this fOffl1 and/or i;ugoesttons tbr rcouelng 1h15 buruen, should be sent to tho Chief information Officer. 
U.S. Pe'lenl and Tra(lemark Office, U.S. Dapattmem ct commerce. P.O. Sell 14SO, Alaicanoria. VA 22l1S.14SO. DO NOT SEHD FEES OR COMPI.ETED 
FORMS TO THIS AODRe::5S. SEND TO: Comml:s$10ner for PallotltS, P.O. Bo.i. 1450, Alaxandri3, VA 22313-1450. 
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p--~·~ ,,_""' 
PATENT COOPERATION TREAT\' 

From the INTERNATIONAL SEARCHING AUTHORITY 

To: 

JUN 2 - LOO) 

PCT HOGAN & HARTSON u.c 

NOTIPICATION OF TRANSMlTI" AL OF 
CAllOl.. W. BURTON 
HOOAN & HARTSON, LLP 
1200 17fH STR.Em". SUIT£ 1500 
DENVER, CO 80202 

THE INTERNATIONAL SE.ARCH REPORT AND 
nm WRrITS'i OPINION OF THE INTBRNA TIONAL 
SEARCHlNG AUTHORITY, OR THE DECL6-RATI0N 

(l'CT lmle 44.1) 

31 MAY 2005 
Applie.,nt's·ot &gmt"5 file n:lucnce 
$ltC0'28 PCr FOR FURTHER ACllON See para~pbs I 11Dd 4 bitlow 

lntz:nmtional applicaticm No. 
PCT/USCW19663 

lmcrn:i.tiQlllll riling dale 
(lkrylmDnlh/ycor) 17 Jgnc 2004 ( J7 .06.2004) 

AJ)pl!Cant 
SRC COMP\JTERS, INC. 

1. [81 The upplh:awu is b::r<by noqfied tbn\ lbs illleni;icioMI scotch rc:pcnt md lhc wrillm opinion vif tho lntema1ioaal Sea""1i11.i: AUlharicy 
ba.,. bl!Cft csi,,t,lisbed one! arc 1mwnit1cd ~h. 

3. 

D 

l".lug otmumdoleats mid sta1emei1t UDd!r A.rtldc: 19. 
The ,pplicanl is alll.itled, if~ 60 WWI£:&. II> ami:nll lbl: clai= of Ille in1i:mali1>n:>l .pplientitm (ostc: Rule 40): 

Wb~? 111< <ifflct 1imi1 r°' fili"I such amendtlltrlls I:: n.>nnallY 1wo ,IXIIIIII, f,cni tho d,.ro or mnsmi\l;il 0C1llc l.ntcn1:11io11DI 
scordlrq,on. 

Wbl!rtc'! DiRClly to lh~ lnl,:fDIIJion.d Bw,,au of WIPO, 34 dvmin du Cdombctle 
1211 Qepn,a 20, Swilzorland. J:accimile No.: +412274014 J$ 

For lllONt cld6iltd im.1rocticms, see Lbe llDlcS oa die ~ :;had. 

1l',e appliClllll i~ hCRby IIDlified lhnl tlO imenmtioMI se:an:h tql0(1 wlll be CIIDbli>llad and thal lblr cltdlllllllion wald' 

Anldo l 7(2.) (11) 1.:. i:blic dt<CL ond Iha wiristm opiftion or lhe hlletlllllianal Sca,dripg AUlhorny - 11w11auteed hnrEWilh . 

Wtth 11:l(lltd to lhc JIIO(Clt :iJllllnsi Pl'7JIIIIIIL of (oil) eddiuonol Cc:c(a) und,,t- lbilc <I0.2, lbe appli-« i$ l!Otificd thial: D 
0 1M prou:a IQJldbcr will, tho 6oaitiat1 tbcr-baa been 1ransmit1~ 10 die lm<:n,allonal llu=111,0£cdler ..;u, ,1,., npplicnra·r. 

..:quest IQ forwml the -. af badt LIM piuat and Ole dcciaan lllctc:an 10 the dcu:;Dolal Offic:ca. 
D no drnsioo bas been :nltlle )'Cl. gq u.. ptotest; the appl'IQIII will be nr;,l.jficd na 800n u a dcoi&ion i~ rmdc. 

4. Rmlndcn 
SI\Ql'tly efll:r cllc explnr.tion vr 18 .IIICllltbt ftDtn 11w prioti17 d;il,,, the irllemaaloml oppllCl!lao will be p11blishcd b)' the: Jl'IZm'llllimil 
Bw,sau, IC the apJ)liCIIJJl wishes to ;,vcid vc- i-tPODO publ"rettion, a nxicc of ...a.draws! Clf I.he ,~~onol 11pplic.aLion, vr "' ~ 
priority cl,im, muo1 ro,h !he lntaomliumil Burmu oa prvvidcd in Jwles 90bl.f.l :oad 90ln'•.3, rc;pect!vc!y, before IIKC1o11'11>l~ion of 11Mt 
\eclmi~ pn,p,tntiono Cor lnu,nm1iooal JWblication. 

·nw: appllelllll J11i1Y ::ubmit c- aa an in(onn:,I basis on Ille Wrillcn oploion ot &tie Int:ffllllionnl Statching Aulhanl)' 10 lhe 
h1ton11B11onal Bun:D\I. 'Ille lrilcrmaional Buttau will srlld a copy- uf !11Cb wmmcntS 1t1 1111 d~ Off'icat 11s'il.ctis ..n i1111UN11i~ 
pRlimn\111 CDl'llinalion report ~ bOen DI' is lO be c:s!Ablidu:d. The"" - -..Id abo be made uv:.ilablc t<> 1bc: pul>li; bul nOl 
~""' lbc ~lioo or 30 mont~ fl'Dftt tho priCfiQ' dllte. 

Withip 1? moDths ftom 11\e priority due. but only in l1'$jJaCl of :some dnigllllCccl. Offict11, • d~ fat inlCCN&Wr,al preliminitY 
exinnirmion IIJlla& be Ried if the appl;CIIIII wisllr:s 10 pos1pc,11C Ille CUlO' bo ,be lloll.iocal ~ llld,il 30 mamba fR>m w priority date 
(i11 some Offioe:i tNCa lflllef); othcrwisa. die applic:u1t must, wi12dD 20 moNII$ from Iha pt>Orir, daic, pcirf0tm Ibo pr._;.bed ~• far 
e,,11)' 1111o me Allioiml p~ More dlwo det:iptw omees. 
t,,. tcapm of other del.:ipated omcca. the time llmll vl'30 uumtlls (at I.au:,, -..ill apply 011CO ir.,., cl,,nund i.s filal within 19 month!:. 
See w Ame,c lo C:tu'ltt PCT/lB/301 ,ncl. for daalls llhOUl 1ba ~icablc time limila. Office t,y Ofticc.. 1,;o 1111! pct Appllc,m.t '.s Onld1t. 
VolllfflO 11. )u;c,mt Ch.t_tlten aml ~ WJ1'0 lmcru=t ;!ta. 

N1111111 tad mailiag all~ at Im 'l:3AI US 
MA;I 5UJp PCT, Aun: JSJ\/US 
OxealimC!llet !Xlr P-.s 
l',0.)3azl~ 
Aln111,dm. Virginia 223U•l450 

Facm,µle No, {103) 305-,-,..30 
Fann PCl'tlSA/220 ()onu1111 ,iJ04) 

Awi-iudt-L. ~ /l.-f>o----
Vincma Tr'anl 

~ No. (70')3QS...V150 
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PATENT COO'PERATION TREATY 

PCT 
INTERNATIONAL SEARCH REPORT 

Ct'CT AxticJe 18 and Rules 43 and 44) 

FOR FURTHER. ""' Fonr, PCTIISA/:120 

T·36Z P.005/013 F-972 

Applicant'~ or agcn1'.s f'ue ref~ 
SRC028PCT ACTION u wdl as. wl=n! ~able; ilcm 5 ldinv. 

ln"12111alional applicalioD No. 
PCT/US04/J 9663 

llllCnlatiaml fl.ling dare Cdt.cJlmunthlyNrJ I ~lies\) Prionty ~te (dltJlmDntht;;earJ 
17.June2004(17.06.Z004) 18lW2$2000 (18.06.2003) 

Appl.icaJII 
SRC COMPl.JT'ERS, INC. 

Tllls imelJl1ltiooal searc:h repon has ~ prq,ared by mis fotcm.ational Scarchillg A1.11horlty a.ad Is tr..i%1SJIUttcd io the 
.:ippl!c.int a.ccording 10 .Artid.e 18. A copy Is bei»g ll'all3D'liaed to lhc JotcrnadonaJ Bul'C3U. 

This intemmiona.1 so:areb rcpon can&isU or a wial of 0 sheets. 

!ZI I1 is also accompanied by a c~,py o;;,;;; prior llrl docunu:m cited iii !his iepon. 

I. 8asis ol' the Repmt 

2. 

3. 
4. 

s. 

IS. 

a. W-Jlh ~8Brd IO lhc language. dm ii1wnatioD3l ~ was can-led "'11 oo die 'buill of lbe inlemitiOJl.111 .spP!icalion in lhc 
l:IDEtJDge ill ~ ·i1 wrui filed, IUile.i; oQu:rwise indiciucd under lhi:s ii.e;n. 

D The ~ seJn:h ~ can-ied ou1 @ I.ho ~~ of u tnmSlnlicn or lhc lnteruational applictscion 
~ to lhis AulhOriry (!Mc 23. l(b)). 

b. 0 With re11,ard '° ~ n11dEOtide and/or amuio acid ,equt:n~ disclosei:1 In the inU!tnational .applicmion. SIi!! Bo;,. No. 
I . a ~:=~f:::::~=~:~S=)BOANo.ll) 

With rll'g;ard to Ille title, 

~ lhD iext is appraved as mbmittx:d by the UJ'P)iccmt, 

D the te,a ha$ been csPbUJlied by !his AutbOriiy ID~ as foll0\\15: 

With rq;o.rd to the abstr:.tt. 

[81 the tl?ltt b ~d :is subtllillcd by tb: .ipplicanl. 

0 the ia1 b.Js bcc:n esl:l.blished, according ro Ruic l8.l(b}. by !his Aulhoricy as it oppcars in Box No. IV. TIii!' 
nppllC8.Dl m.,.y. within D11t1 mcu1tb from tne ewe of maillllg of Ibis iDICmaiioml ,carcli. rcpll1t, SllbmiL comments 
ID this .l\llllmrliy . 

With ICFd lO !be dr~Rg;, 
11. l'.he f:E;ofthc draw.iugsio be published with lheabs~ti$ Fisure No. __ 

LJ IIS suggi:s~ by the applk=llm. 

D as ~d by lhi, Autboti')', becoo.st !he appJicam faileO ro aiggen a f'igt"Lfe. 

0 as &elceicd by Ibis Airumiry. bec3lW: lbiS 6gurc tae,w characateri.ccs ~ itlvmtian. 
,.. lv'I -- "~ ... _ ,,, ___ ;. '" 'I... ... •'-·-~-

Form PCTJISA/210 (litSI. tbllc:\) (JBDUllr)' 2004) 
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INTERNATIONAL SEARCH REPORT 
uxu:matioual application No. 

PC1/US04/19t'i63 

A. CLASSJF'ICATION OF SUBJECT MA1TER 
IPC(7) : G06FOtl/OO 
USCL 711/ 137. 213 

Aecorliln2 10 In1£rnational Pa._1 t=tassi1ieatia11 tIPCl Ot ID bolb DAtion3l 1:11,~flcation and JPC 
s. FIELDS SEARCHED 

Minimum dQC:wm:Ql&ion sarc:bed (c:l.ouifica.tion sy~1nn follov.cd by cliwiOcaWl!l syinboh:) 
U.S.: 1111131, 213. 170-1?3; 712/15 

-Docu7renutkm aea{c:,bd other than. llW)ia:1llm daeumr::nlalion w the e;,;taii !hat such doc:amMzE are jnchJdcd in lbc: fields =clicd 

EJecironic data base consultlld durmg T.hc inrenlalionel sc:arcb (.DaDIC o! data basa ml.Cl, where ptacticablc, i;earch u:nm \IScd) 
Please Sec co111moation Shen 

c . DOCUMENTS CONSIDERED TO l3E .RELEV.AN1' 
Cau:gory * Ciwion of ~. wilh indie&tion. wtlere Qroprtnie, of lb!: relC'YUt pusllg§ ~~varu la claim Nn. 

" US 2003/0084244 Al (PAULRAJ) 01 May 2003 (OJ.05.'2003). &eecnt.irc JOCIQIJClll, l•lA 

A US 1003/0046530 Al (PO%NA.NOVIC) 06 MardJ 100~ (06.03.2003). 1•24 

. 
D Purlber dacumcuts 1111 lisced iD Ilic cQDliDUIIQOG or Box c. D Sce p;iteffl family IVIDCX. . :ipo;:1111 Clll<tOIII., of ;i1<d dacuu,QIIS: -r 1>&17 ~ pvbf'*11 •her tb~ ;attniman;il lillft& dac ot 

~OIII *li~(ng the ,_,... ll~lc e/ ~Car\ "'Jtlcb i6 nOI CDDSi~ UI 
prlarl11 C;ite >nd "°' IA canDid .. -w, Illa opplieoliOA bur cited 10 .,... uacluo..a .. 41lle prilltipl.O ar wa,· 1111dclt7IDE lhG invcnoian 

... DC pMICJl!.Jr rol•YNICD 

·x· "-11>£11• or panlRI"' ~~o:o: 1110 •l~lllacl 11m,n,;.., "'""'"' be 
•£• .-nior .,,1ica&lot1 <11 pae.a, pa1,1;shad en I/If .>1,1r 111e Ull""""1or,:,J rili:q; cc,miekted DOYCI or cannot It; eamidat:d m lavot<va ill. iav.:ndYc ·- 51cp .... <II the"-' (o 1&<11 .o!OM 

·1..· dO<\lm..., 1"11i<h "'°" th""" daorbl1 un priority ~lm!ll) or Wllidl 11 cl1et1 -y· __ , Rf poniAl:ir r.l~t:<1; lho clllinod invClltlCIII CIIIDIII be 
,a uw.lls.b Ille p,ioUca,lon dore or aa0111Uci1at\OII ar oihct Jpea.>l r=CQ -1deTetl lo inW>ln '"' ift...,dve ,,.., - w docota1tn1 ls 
I"' spoclt .. d) c,n}llrl!d ..;lb - ar n,or<a "'nu ...,b °"""""'"· suoh 

"()" 4........n• rol'mioC ,a m am 4lsc.lmvtc, "'"" caJl,Wtlm "' "'""' -
._i.;,,ms.,.. bciftt ob..;- kl "porsan •kille4 I~ ,be "'1 

·.1:· o1ac,,..,..., .....,."bet OS tllC 1ano pAIC< CamJ\,' 
•p• "':""~C,,l pubJb~o<I prlar ID""' iaton,'4l"""( lilin! d:llo but (:ittr ,h.,. 11,c 

Date: or Um :sewa! completion or the imt:mallan.11 sean:b Dato or mailing or Ille intcniatlonai :search rci-1 

28 Anril 2005 (28,04.200Sl 31 MAY ?nn'i 
Nmnt 11110 D)alllu& ocldtca of w ISAJUS 

~nze~ ~- / .• 11#"4 J(.T~ 
MDil St0p Pcr. AUii: ISA/US , 
commlssi<JMT Im Pa1C111., VizKent 
P.O. Bo:0450 

Tclepbw2At Na. t7ffl)305-97SO J\lexaDWR, VirgimD :Wll-1450 
FscsitDilc: No. {703) 305-3230 

Fann PCT/ISA/210 (secaad shcet) (1&111.llU)' 2004) 
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INTE~ATIONAL SEARCH REPORT 

Continuation otB. FIELDS SEARCHED ltetn 3: 
£A.ST 
microp~. rcc;onfigmuh!e 

Form PCT/ISA'210 (mtlr11 C~} (JaDlllll')' 2004) 

+ T-362 P.007/013 F-97Z 

tmoawionel ~icution No. 
PCT/US04/l9663 
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PATENT COOPERATION TREATY 
Ftom tbc 
IN'J'ERNA1'IONAL SEARCHING A UTHORJTI 

To: 
CAROL W. BURTON 
HOGAN a. HARTSON,~ 

PCT 
1200 11TH S"lltEET. SVITE 1$00 
DENVER, CO 8020l WRlTTEN OPINION OF THE 

INTERNATIONAL SEARCHING AUnIORITY 

<PCT Rule 43bi.$. l) 

SJlCOZ8 PCT 
~mational application No. ltlJCJDlluct\81 filing le (dtzylmOflihl)'l!tZT) Prtoriiy date (dOy/m(J,tl/tlymr) 

f'CT/US04/19663 17 l'lllle 2004 {17.06.2004 
Irucrn:,.lioaal Palelll Classificalioc (lPC) or both nadooal dasliifieation and 1PC 

1PCC7): G06F 012/00 Mid lJS Cl.: 71 l/137. 21:J 
'A.ppUcllill 

SR.C COMPU'JERS. INC. 

Prlaruy 

ta Jlh\81003 (Ja.06.20'.B 

[81 BoA No. I 

0 Sm.No. n 

0 BoxNo.lD 

0 SoxNo.JV 

~ J!oxNo. V 

lllon-esrablisbmin or q,inion wllh rr:g;u-(1 ro novel ry, iJ:J'VC!lti~ si,,p and iadd&lri:il :ipplicabilil)· 

Lack of miiiy of mvcution 

Rl:ascm:d ~immcm \ltldl?r R1llc 43bit -1 (a)(i) wnb ~d to ~ty. ilm:Dlive Sl2p or induslrial 
appllcabllily: cila!ions WJ4 eicpbmatiOM IAlpportiag l.'UCb BtataDeru 

CcrtllUI clocumcnlS cileil 0 BoxNo.VI 

0 Box No, VII 

D SoxNo.vm 

~ di:CeclS in tlll? intcrunlional applli::.1tion 

Ccrt;iia obscrvaliom 011 lhc in~ appliciuiQn 

2. FUR11D:R ACTION 
rr a demand !Ot inu:maliomil pn:liiniDN'y cxamiDlni.on is JDildr:, lllls cplnlon v.ill be ~ r.o be a wrilletl opi.nion "" ui., 
ln1ermtional Prelimiumy ~ AU!borlry ("IP:eA ") cx~1 IJlll1 l1wl does nat apply where lhe appfo:am c:hoo=i an 
AU!h0ri1y olh:,r Ihm tlw one ID Ill: lhe !PEA mtd lhe c)losc:u lPEA ?IDS notifdd rllt hltc:rmtiOMI Bureau~ Ruic 66.lbi.r/b) 
that wri~ opinions uf Ibis lnlcnlati<l!PS Sc:ardw,g A'Utboriey will 110l be so coosidcr~d. 

lf lbl6 opinion is, a:J provided ~. c:aasid!red to bl: .s wriUm opinion of Om ll'l!A, lbc applkmlt is inVlled to submit I() w 
JPEA u. writrM reply IDA~. whmt :ippropnarc. willl auimdrnern.s, before !he Qi>lratlmi of ~ i:nol)lhs ftom 11)6 do.IC of 
maiHfl8 or Fotm PCT/lSAl.220 or b•Core ttic cxplnl&ion of 22 rnomlJ..q from the ptioriry dale. whiehevet CltJ!ba later. 

Fm fur,bi:r q,1iocs, see Ponu PCT/lSA/220. 

3. Far (urlhi.!r clclllils, see notes to Fann PCTIJSN220. 

Name .malling l\ddrc!iS of the £SA/ US 
Mail Stq, PCT, AIID! ISNUS 
CommisriallCt fur Plrtcllts 
'P .o. Boll 14$(1 
Nexaodri;,,. Viqlllia Z2l13-l4S0 

Facsimil,; No. 3) 30>3230 
Ttlephaae Jllo. (703)305-9750 
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WlU1TEN OPINION OF THE 
..INTERNATIONAL SEARCWNG AUfBORlTV 

Bax No. I Basis of this opinio» 

+ T-362 P.009/013 F·97Z 

ltltarmtiODal spplii;ation No. 

PCT/US04ll96IS3 

J. With regard to a. la.ilguaga:. lb.is opicion has ~ c:;~hed on~ ~s ot !bl! iDtcrmliollal application in lhc lmiguagc in whicb 
Ii wu filed, Ul)ll!ss olhuwiie indicamd under lhi5 it(m. 

0 Thii. opiiJion bl\s beel1 esmblisbcd Oil the ~ of o. [l'at)S]alion frim !he ariginm 18.IJ811A&e inlD thc foDowuig Jansuaii~ __ • 
which is the lru>gllll&c ora U11Jl.1la!ion fllrtli.,hell for thil puzpos.es or int~llill snn:h (Under Rules ll.3 mtd 23. l(b)), 

l. Wllh reprd to any •11clmtide and/or .llllliao add seqomce dl~ iu. the inu:JmliOG3l appliC31icm and ncccssmy ro the 
clairosd mv<:OliOD., Ibis opmiou lm.s ~ establisimd 0i111» N&Sis of: 

(I.. ~ of miuerial 

0 " scqu-1! !wing 

0 tablc(s). relalr;d to lbc ~ listing 

b. (OJ11'1:U. of material 

0 in wriQeJl format 

0 in .:ampl.lll!'I' rcod:tble fonn 

c. time of tilinglfunml:line 

0 c~ in illtcrmtical applic:aticu:i a:: tiled. 

0 filed ioscUu:r wilh clJ! ~DXllll applic:alion in ~~ read.lble form. 

0 l\irnimcd subacq\lelllly to lhis Allwirity for lbe purpo~ or ~h. 

3. 0 In eddit.ion. m the c:as.e tllaL mere lhnn one wrcion or copy or a ,equm:e listing l!Dd/or ~blc Jcllleing Uu:Jeto has been 
film er t\lralsbed, the n:qllircd ai.tm1en1s-ibat tbc i.Dfol'mllion in the b-Ubsequcm or addltilma! copies ia idendml 10 thai in 
me apJJiicatian aa filed ot docs l10I go beyond Cbc applicalion as lllcd. .i.s appzoprlnie, wee furoii;hcd 

4. Acldbianal comm,:m.s: 

Form PCT1ISA/237(Box No. 1) (JIJIWII}' 1004) 
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WRJTrEN OPINION OF 'JllE 
In!£JJinlioml applicatlim No. 
PCTIUS04/19"6' 

INTERNATIONAL SEARcm:NG AVI"BORITY 

ned tattm1e t under Rule 43 bu l(a)(i) with regard w novelty, .inventive stq:, or industrial Box No. V Raiso s O • • ent 
pJ"obility· citations and explanatioDS SllpJ)Clrtaag "11th sot,m ap 1 , 

l. Si::atemenr 

Novelly (N) Claim$ NONE YES 

CJajms l•l4 NO 

In~ve srep OS) Clabm NON£ YES 
Claims l-24 NQ_ 

Industrial applicablliry (IA) Cl2ims 1-!4 YES 

CJ!dms NONE NO 

2. Citations aad e,pbnations: 

Pica.so Sec Cmni,uadoa Sb:cl. 

Form fCT/lSN237 (Box No, \I) (January 2004) 
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V. 2, CJtull~ ao4 Eiq,lanadons: 

+ T-36Z P.011/013 F-97Z 

Jlllamldamu applit:aiiDn No. 
PCT/\JS04/J 91563 

Clalm$ 1-24 liu:k. l10Ydty WIiier PCT Ardcle '3(2.) 11:1 bciD,g ~ by Plllllr.)j (US (>e.[. 2.003/0084244). 

A, ptt chum l, Pmllaj s:bDWS a rec:onllgurable JmlCCZIOI' in lip1re 6 and a liJ'Sl ffll?lllOI}' (LI) b:tvirig a tir.11 char(lewi:,~ 
memory type (lim, size. blockiJlg fGWJ, ~-my, c:tt.) and a ~aoond memory (L2) h:i'llll)g a i.econd ~crlstic mim,cry t~ 
(lini: ~zo. blocking facror, ~vii)', r1q. Rcl'er w~hl3. Panlraj l\lrthcr ce.ochm aluoctian~ unit 101 tbrteMCU!cl' 
applications using l?u: m~ l-1 1111d U. (p~h 9). As is known iD 1hc un, a cnchl! fl!IIIDOt)' cantrallcr is ofu:n ui;ed in ~ 
and move dllta bcLWECD a memory hifflicchy. The Examiner Is CQJlsidcrins a dalA pictillch \Illit ro be tM logic assocaw:d wil.11 lbe 
mcvmg. IDd only 1M JJ'l0\'11l&, of dma b:twccn the flm and iCWnd memorim (LI and Ll) -~ Paulr~j shoW$ n c:omecuon b~"CD 
!be lc:vd# or~ in figure 6. This logK as wen as the finl and sacolld .rncmory ~~ (LI 11110 l.2} are c:~ by !' prosrlUII • 
refa- IO pmu8f~ 23-24. Tm: daia prefe;u;b unit as defU1Cd by tbe £,camim:r IJ'IIJ5t be camJg11ed u weJl by II~ prognan when movmi 
dam 6U)l:e tbe Cache line m 8Dd bicc:kin& riu;loJ' can c:11:inge, SO di{J'crent 11J110Un15 oJ' dala c:all be CXC!~ ((lr lhc 5ru11e IICCc:1"' Whl:JI 
dilTc.,rClll pn,grmm JUD, 

As per ~aim, l 1md 13. ;i~ taugh! in p11rd8111Pbs 23 am! 29 or Puw,aj. no spccirtc cacbc: i, prc:SCII[ in (be :s)'$1ml ut Plllllraj. 
R.i~r. 114 fJ'GA is uiilizcd ilS rcpre:ienuag ;i c:m:hios ~ an6 is optialb'..cd based on TJl,t m.:mQf)' need! of a ~~60 prognua 
~! oo th,, recoaligurable proc:essm. 

As per claims 3 und 14, Psulnlj 1ftcb,,s in pm.graph l3 Dial A spccl1k cai:b: Jlno me or COD!ipus dara i9 1IOl mricwd 
sirtcc !be dalll. llnc: size is opcil:lizod ~cd on the mesncry fS?Cds of llu: prQgr.am wbm CIJI~ on die reconflsurublc pr~or. 
Rera l!li;o 1a p3lllgt11ph 29. 

As per clsim 4, l'allliltj teaches dDt a lo..,,store Ullil i:i v.'ICd to access the eac:bl:i; Cl.1-1..3) in orlb a) dca:nnine il' c:aebe dalll 
ill present io the cache llieJllrdly (paragraph 6). Since Iba, fimc~ unit 101 {tli~ 6) is .c,pansibl~ for .iccessini! we progrdfMlllbl.: 
n\a7IOJ}' Wit 104_ lhi: ~ b tberefo:re cani.idedrig lbe )08dfJWrc: OllU }ogii; of Che progrmnmn.blc memory unit dl,,1 is l"C.)J,'IODSible 
for !OJ ac.emng 1hc Lt and L2 -=hes (first aod. seccnd m=nory cypes) to be a ,ru:mory coDirolJCf. I1 = be $een Iha! !he mcmo,y 
coDIIOllr.:r. us dcl"anied by w ~, cailIOls the cromCr.:r of chaa between lhc memory {mumil\g second IIP30r)' 1..2) ~ lb,; &tll. 
prcfct~h unit. si.nco the mc:moiy coniraller (load/stl;ln: unit logic) is nmpo.risible Cor n:trievi.Dg th= data Crom !he ~he if 11. hi1 o,:c:ms 
(p;,,ra~b4). 

As pu claim S. 1151.3Ugbl in psrugtllph I,~ ~11:ffl&] mi:mory (element 18, figi= 1) u ~y cDapled to a microprai:e!.."oDT 
and hD~ data 1'l be !*'1 by cbt rniQ-oc:ontrcllct duriilg program cxci.-udon. Tb;: Exammcr iii considetq tbc: process or ,mw,,g dol.l 
bock ID lht eltl.mlUI mmiory CrllCl1 lhe FPGA J!lmlOr)' 104 co,1mioiug du: gicbes (oo-boud mi:mory), 5Ueh as m.iring a wrli-o-back 
sciil;:;alc as known h:I the Brl, lO be pa"[<ml)!:d by 1211: dat;i ptcli:11:b unit poriioa or lb& f\.uJQtiooal logii; ~ dcfln~ nbovc 'by I.he 
'&uamw. n.. dam ~fc:b IO!ic. ;is dcfa1:d abo~. is rclipOJ\liblc Cw ,di or ~ INIDSf"I' of duii h:uo. oul of. and bc(wecn lhc: FPOA 
m=ry !Ol. 

I\S per claim 6, lbD Exammer- is rc:&ardin& a -~u:r- in i1:1 broadcsl ~lo .sense: ancl it tb1lS amslclering it ~ ID he ll 
urlit of lojli~. 'Thcn:forc, lht pmtio11 of lbe funcdon lDgi~ ~ is rt:$p!Wible ror the mo~ r:1r dalL\ (as defillltd above to be w dmu 
Pf~fctcli umQ is being camic!at:d by the ~ e5 cotlmilllllg a -ragister- portion of tbc: recl)!lflgr.treblc processor ainec!, for 

Form PCT/ISA/237 (S11pplcim.ilat Boll) (Jmmary 2004) 
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+ T·36Z P.OIZ/013 F·9TZ 

buc:tm.rlooal ll?J)licatum No. 
PC'l'/USD4/19663 

insamct. the bloemig [acu,r ll'ld li= siu o! lbe prosrammabtG mmiOty 112 can cl)au;c, IL --~gistcr-• or portion of lhe rccon!l;ur.iblc 
pr~r must ba m in or~ ID .indicalll! lb: cwnici UDII me ~ bloeld.ug faelDr wbl:n II givi:n app.li~cxn is being .ruu an lbc 
rc:contigurable pro=cr 11 II givc:n paiilt i.'1 ~ .Refer IO pamgrapb. 23. 

As pt!t cJn1m 7 , '!be~;, comidming !he proccssaf•-disnssaDbliag lhe dld.apre!ctcbunit·• ~,nodifying the dalil 
prefctcb unil logic of !be fucnlioA logie 102 every lime l.be pf0!:111111 beiog e,cemrl:d by lbc rcconllgmable prow:sar c-.b3.ages. It cirn 
be - !mt tba 4-'\0l pref etch amt ~bm~ &lriJ>j5 tbl:M' inroN.tll, &mce the C3C!II: line dze, bloe:ki,ag fni:tm. ;i1ld associstivity a! tilt: 
FPOA cbangc& when cplimOI {or lbe Dl:JCl progn= II) be CMCntcd (.trfct to pamgrzph 2.3). Thas il can be seen Wt tllC dalll J>Nf&h 
uni! logic i~ -~~d-- '4ticn oocthcr prosrw is cxecuied by the r~oof'l!l\lrablc processor a( P3ulrlj. 

/IS pc:r claim 8, M can be Ren d:l&i ~ FPGh memory l lZ.. tbut comprises 1111! ntst otid second ml:l"QOOc:s (LJ and Ll) Md 
which ls l!CC~d by 1llo d.,fa pn,feleb "L1l1ll of me ~ticmal unit 102 as di.,aused abo'le, Is ll -JJ(Dce$1!0C memory-. (part of' cpu I JO). 
Therefore, siPc:o w do~ pretecb unit c1111 access ~ U cacm u uusscd aJ:>avc in Ille .rejcctiOQ or claim I. lhe da1a prd'etdl unit cm 
rc:trivl!: 1111ra from 1111: Ll ption or -pocc:s.101 ~-112. 

As pi:r c:lalm 9. u sbawn iP figure I 312d tllllgbt il:I p;1t1gmph I or Paulraj, Ibo r.)'SICD1 10 is aclWllly II mlcrcprocessar. wl2ich 
cCJna\im a l1lmlOJ'Y Q)JWallc:r 14. The m11in clifien:m;e between tmprior n:t or tigw-e 1 -'Od the invcnuou of Pu\llnoj iD Bguro 6 j4; that 
!he memroy bicnirc:hy is waftpab!c illld ~C$SCd by a Cw:ndaml ~t m lieu or a sq,tira1c memory cot11rollcr logiG (pa!'.ngruph 9). 
1bc:reforo •• ~ lb,: mat1ory c:OOUlllh!r logic for occessmg dle c.'IChe hit,l'lln:lly ls stU1 c:aru..'"lined within cpu 110 or l'lsur~ 6, it can be 
sea,. di.I.I tit: qru 11 O is \\CIIUlll)' a r=roproc:essar. IL follows Iha& die ··prDl:C$ll01 metllDfy- l tl is lhercfore a 
-miC!01Jf0,:CSSOJ" JllCllOIY- . 

As per claim JO, siJK;O 1be q>1J IJO c,l fipe O Is II recDJl!igmable p~cr(ablc IO tcam!lgurc i1$.mcmoi1·~rarchy to rll:lu:h 
we need.~ of tilt npp.liau:iou ii is Cllll"CIUly ~). it can be - diat !he c:pu memory 112 is ll Jct;Onf1gU111ble pro=i:JQr mem,-,zy. 

As piat claim 11. Pau1r11J dq,~ a reeonfigur11bli:i lwd\vare systl:ffl in .figure 6. Paalruj funbez h.'8Cbe$ iD par4(8ph 26 1ba1 
wlmn a particular applieiitlQD II l"O ~ tun by lbc reccdipbl! pm:asor I JD. 11 ~Dligl.1:oJian VtclDr is -retrieved tO prov,un lb,: 

proSJ'811l!llliblC lm'.ll'IO()' I 11 (ligurc Ii), As fflown ill fisure Ci, Ille Slcp of acusinS Iha ccmli!Ul'arlan \11:1:IDr is eJlecuu:d UUl!:idc O( !he 
rcconfi~ble proceasor 110. iberctorc. lhe ~ 15 CClllliidi:rillg tbt memory lh3l CllillamS !llc c;onf~aliou VCCl.01'5 to be n­
r."Offlll!OD memory- und a Iba prefeu:h unit (rcconfigUl'\Uion llfUl 106 cxcculing an the mc:onflgumble p-rocessor 110) nccoSllin~ the 
common rncn1ory in or~ ro deletm1nl: llDW tO propaol lhll ~ 112 (plr~h 29). The 6.lra prc:li:teb ami1 J 06 is •-ccnflgllted­
by Ill\ application to M c:,(CUlCd on the sysQD 110 sine:$~ A new IIPJl]lc:atian .u; to be cxecutl:d, tllC dallP. prcfc<dl unit is ~cd UJ)Qll 

( ar COJ!f"lgl1T1!d) to access "!be i;onf'i,gur.1dgn vector for the ~at applicalicm. 
A:. per cllll!Jl 12. ~ ~ is camidmug a -r:ntmmY cui.rroller- lo bl!: !lm sysll:ln ponian wili:Zl:d when =ting ll ~ 

c~'W"lllian 'l'CC1-0r far an applicalion. Such a proc1:&5 ocews iD figwv S aiid IAUsJlt iJl partlJ:[llsh5 DrlS or Paulraj. Wbien i. n,,.w 
c;onfisurG&ion Vllet.OI' is ~ by amllz.lng pqf!lIIXlllll.CC im~ IDDI bas bceo caJ~~d fOl" ~ appticalian. ~ ~ i~ 
lhArcb)' i:omiderin.s che -memory ccattcll.er- to be the elemc:nc of the recoDfigl.irablc twdwiire ~ Iba! b associalcd wilh st•,rinll 
!ht ocw co:uiguralion ~ inro lbc cammoA IT!mlOry .so that !he vcctar ,;an be aa:c:ad lllla" whm ~ ~ oppliaUan i.'I run agl\in. 

AS per dmJu JS, lbc ~ is cOIIJideriilg ~ nCDDflguration rnodllle 106 of the recoufigm-a~e procC!\SSOI" 110. as 
~s rwo di!lin~ dmnel)(S: :t -campumdoD.11 mili- mid n -da111 ~ \lllit- . lb: d.ala aca::ss 1nt iJi \he elcmcnr. Wit b 
tt$J>omible tor =smg tl= c:anJig\ll'llllon vccmr • taught in p;lnlS"IPh l9 er Paulnij: or In othi!f word,,;. l1JC l:uin.in,:r i~ coni;fderi.11>! 
1111! --d.,lllo a= unit- to b: !hi: samt u dw -~ry con11aler-· llc(med In lb: rcje,;,.i.<m of i:loim l'l. The ~r is fi1rlher ' 
comi~ tl'IC ~lional \JAjt- or the m,nfi~tion IDO<IUle IOI'! io be dtc c~t lhn1 setS op tlJt prngummt\ble mancry 
modul'l: 104 using lhe conlig\lft&liDG vccta. lbat ~ accc:ssed by lhc •-d."\lll l&CCCS!l unil- (para~ 29). 

/U pa claim 16, llli Ulll.ght by Palllt~ In p~J\ 29, the -dilla :.ccess unit- ~lies the comigunllion V\!o:tor 1n die -
cam~wion:11 unir..• in order lO :set up the prop.tlJlmlble mmtlet)' 104 ..s required b)' (be applicatiai 10 ~ nm on the rec\,llfuruble­
proi:cssor 11 o. 

A$ per c:l:tlm 17, 1hc ~amine:r iJ ~ a -~ pr~reich unii- tO bl!: the recoJll'j~ unit 106 of recanfiguraNc: 
processor 110 (fi8ute 6). As la~ bi p~h 26 and 2~ of Paulr.ij. the -dala pl"Cfcfch Ullil- ac~ a memory In order IJ"J 
dc~c if a canligwlllioll -tm" is knov.u ro, a given applicmian. 1112d i! §0, the vec10r ~ relricvecl {from die rucmoty) . 1' Ibis -
da!ll-· {1.onfi~ci=i VCC\Of) is not laxrNJI lhl:n II simU\ai;ian i:1 performed wilb dr application iJl order 10 collect pufumwico 
inl'onnllllOn. The Examiner i;; consldi:riD!l die ~lcmml that GlUl."1111:s and calleca II: ~ dll~ as bemg 11-compuUltio:aal unia. 
• ~ !he dcmi:m or hllllaj lbsl storu Che ~alien wcior. once mt1:m1i.acd. IO be a. -llala accesa uail•• ~.ince .il SlOt'Cli !he WllKlr 
itlID Uie-II!Cllll>fY-· t,an which it eQ be 1:,.u:s- rmevcd (SU!J> 212 of fig11te S). The -~tionol UI!i[-, -datn 11ei:e!llt umt--, alld 
W ·43la prcfl!Seh llllit- an, >Ill -c:onfigmer.1- by ;i. program {applic3ticm} tlUlCC (l) • new appm:41iosi ccmfigurcs ~ coinpullllional wli\ 
portico of tha rcconfisur11tion ullit m pm-form o slntitation ill order 10 der.en:aine tbc opllmal m:mmy ~hy orgo.nizalion: (l) lhc 
.a.ow IIJIP~Oa CQllfigurec lbe ··dal.ll neccss Ullit- lo slOTC imd retrieve (step 212) th: comiguzalion vect.OI' ror lh.-,t parlic:Uba­
appl~: and (!I) the -da!a p,d".mb uail-- i¥ config\lttd by Ille appl iawoa lO dcr=anino ii 11, ~ me c!Xim for 1hoe 
appJk:ation and if SO, fbt daca prd"etdi unit is COllfigll~ by lhe progr:irn lhc-pto;nuitmablc inetDQI}' 112 Jn aroo IQ optlmizc lhc 
progmmmablc -meamry far tlla-1 pnrtic.ular llP{lliawcn. 

As per d.lim 18, lhc -wa- (~.itian. Yl:CIIOI') is uMSl"arcd from the 
-compiuaticma.J mli( .. 10 1b: -da!a ~= wit- wt.ti the cot11igllnlliOt1 ualt has cTC11Ded a. ~o::f'igumlion wctor (,step 208 or figun: S), 
The -data- Is wriuen to tbc mt:mar:J ··aam- lbe 
••OlU:\ pn,:fEtcia IJOno· 3i4ce !he dala prefell:h unit ~guraiiOII U 106) b ~ cluormt ll.r,t .:xx:cutc:d die bcgiuniDg o! ~ 
confi!llrluioa ~tor crt:IQDll process (srep 200 of 6;,zte 5). lte!sr 10 parasr.,ph 26. 1ln:.:s t::11: €XmI!ner is considering !be cbte 115 
b.:m& writllln ··!Tom- the dam. pnfl!ICtt unit. 

f.orm PCTIISAn.37 (Si2pplc:meoial Box) (January 2004) 
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~ per cl.aim 19, as tmlgbt in par~ph 26, i! we comlgar.wan veelllr is kl:Dwn, th; ~r is retrieved from the meroary to 
me clata prc£ctch uni1 (rcr;OD!iir,ira!ioo unil 106). The (bfJl is read directly !Tom me dala prcfeo:h uai.t wbcu a tc:que,t to c~tt: a 
eomiggration w:ctar is madt: for " mw ~C$UDl1 IIS ,tx,wn in fisurc 6 sjm;e tbD <lnui prefeich unit i6 responsible (or being w Vl:GIOI' 
creaiiau process. The datA is directed t'rQln lbe dum ~ch uait (m;onfigUte lo[¥ic) to be read rrom Ila: memory by Iha data uccess 
mli1 m the COIDJ)\ltllliolllll 'C'Oit wbue i1 is procssscd 10 pr1>cluaa a ,;0nfigllr3tion vccu,r. · 

As psi- clahn 20, as i.tn!J:d abQve, Iha: ~ -10I' (-dam--) is crcaie4 by !he c:ompum'licaal uoit vi.l acquired 
~inwlauon data. Tbc ~~ 'm:lor is tm ~i.'mt procb:l th4I is ir.,o.sfcncd from w: memory to iM dam pN:!cc:t unit whffl it 
is detfflnicer1 Iha! Che COA!iguratiaa ~ior for the appllcamm is available (paragn,ph 26). Thus ·-all- of the daia lhal i., qam(,mcd i:I 
-processed by !he cmnputaliooal \lllit (nlbdt bd'orc lb: 11am:f~ o;curs) mnce Ille data prefetcb llDit reqoircd i= l!:Qtir11 ~!\II'~ 
vector in order ID &l:l llp the pwgrmnmablc maz,my 112. 

A~ per daim 11. PW\nlj shows in pClnlgtllph 26 i=1 an explicit nqucs\ for tbc: eonfigUrllti= 'IIOcmr rot me currem applk:3lim1 
results in m da1a (if it c:tislll) 5eJectcd for lh8 aptirall conflgimstiOJI a! 'lhc progl'll1:llmah memory 112 for mat sppl icuion. 

As pc:r claim 22, !ho Eiu\mblc:. is iu>l ccmidmng Ille dmtll (ainfipntioo v~zor) 10 be tbl: sue ot a ~~c c31:h¢ line &ince 
lbc da\S lJ used 10 creme a~~- h, oim:r v.ord,, 11ic c:achcs (Ll-1.'3) ortheprogrammablc memory ) 121\tC I\Ol 

programmed wlwl th,, daia is~ from lb: mmiay 10 the dall1 prcfcU;h \Jnii; lhercfott, tbc dMa CIIUJIOt be 1.1 coroplc~ c:lldle 
l~. 
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Ref Hits Search Query DBs Default Plurals Time Stamp 
# Operator 

L1 117 reconfigur$3 adj (processor US-PGPUB; -OR ON 2005/07/06 13:54 
micro-processor CPU processor) USPAT 

L3 143 reconfigur$3 adj (processor US-PGPUB; OR ON 2005/07/06 13:54 
micro-processor CPU USPAT 
microprocessor) 

L4 6 reconfigur$3 adj (processor US-PG PUB; OR ON 2005/07/06 13:54 
micro-processor CPU USPAT 
microprocessor) and "711" .clas. 

LS 0 reconfigur$3 adj (processor US-PGPUB; OR ON 2005/07/06 13:54 
micro-processor CPU USPAT 
microprocessor) and prefetch 

L7 12 711/170-173.ccls. and dynamic US-PGPUB; OR ON 2005/07/06 13:54 
near3 logic USPAT 

LS 909 smc.as. US-PG PUB; OR ON 2005/07/06 13:54 
USPAT 

L9 0 smc.as. and "711".clas. US-PGPUB; OR ON 2005/07/06 13: 54 
USPAT 

LlO 0 smc.as. and "712" .clas. US-PGPUB; OR ON 2005/07/06 13:.54 
USPAT 

Lll 0 (smc and computers) .as. and US-PGPUB; OR ON 2005/07/06 13:54 
"712" .clas. USPAT 

L12 0 (smc and computers) .as. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L13 0 (smc and computers).as. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L14 10 (src and computers).as. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

LlS 87 711/170.ccls. and dynamic$4 US-PGPUB; OR ON 2005/07/06 13:54 
near3 configur$5 USPAT 

L16 3 711/170.ccls. and dynamic$4 US-PG PUB; OR ON 2005/07/06 13:54 
near3 configur$5 with cache USPAT 

L18 260 reconfigurable adj processor US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L19 4 "206189" .ap. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L20 1 "5024031".pn. US-PGPUB; 
USPAT 

OR ON 2005/07/06 13:54 

L21 6 "869200" .ap. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L22 1694 711/170.ccls. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L23 449 711/170.ccls. and (reconfigur$5 US-PGPUB; OR ON 2005/07/06 13:54 
rearrang$4 application adj USPAT 
specific) 
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L24 102 711/170.ccls. and matrix US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L25 58 711/170.ccls. and fpga US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

' 
L26 197 712/15.ccls. US-PGPUB; OR ON 2005/07/06 13:54 

USPAT 

L27 276 711/170.ccls. and (application · US-PGPUB; OR ON 2005/07/06 13:5.4 
near2 specific application-specific) USPAT 

L28 260 reconfigurable adj processor US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L29 179 L28 and fpga US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L30 9 L29 and memory with US-PGPUB; OR ON 2005/07/06 13:54 
reconfiguring USPAT 

L31 43 711/170.ccls. and ((reconfigur$5 US-PGPUB; OR ON 2005/07/06 13:54 
rearrang$4) and application adj USPAT 
specific) 

L32 58 711/170.ccls. and FPGA US-PG PUB; OR ON 2005/07/06 13:54 
USPAT 

L33 251 711/170.ccls. and reconfig$7 US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L34 1 "6779131" .pn. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L35 0 ("6779131").URPN. USPAT OR ON 2005/07/06 13:54 

L36 9 ("5892896" I "6060339" I US-PGPUB; OR ON 2005/07/06 13:-54 
"6081463" I "6154851" I USPAT; 
"6204562" I "6363502" I USOCR 
"6405324" I "6483755" I 
"6530005").PN. 

L37 16 direct adj execution adj logic US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
USOCR 

L38 4 711/170.ccls. and programmable US-PGPUB; OR ON 2005/07/06 13:54 
adj logic adj blocks USPAT; 

USOCR 

L39 6 "869200" .ap. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
USOCR 

L40 4 711/171-172.ccls. and FPGA US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L41 58 711/170.ccls. and FPGA US-PGPUB; OR ON 2005/07/06 i3:54 
USPAT 

L42 58 711/170.ccls. and FPGA US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
USOCR 
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L43 4 711/171-172.ccls. and FPGA US-PGPUB; OR ON 2005/07/06 13: 54 
USPAT; 
USOCR 

L44 9 711/173.ccls. and FPGA US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
USOCR 

L45 88 711/170.ccls. and reprogram$5 US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L46 81 711/171-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
(reprogram$5 reconfig$6) USPAT 

L47 72 L46 not L45 US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L48 402 711/170-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
((configur$5).ti. (configur$6).ab.) USPAT 

L49 16 711/170-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
(( configur$5).ti. ( configur$6).ab.) USPAT 
and prefetch 

L50 90 711/170-172.ccls. and · US-PGPUB; OR ON 2005/07/06 13:54 
((configur$5).ti. ( configur$6).ab.) USPAT 
and bandwidth 

L51 6 711/170-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
((configur$5).ti. (configur$6).ab.) USPAT 
and vhdl 

L52 39 711/170-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
((configur$5).ti. (configur$6).ab.) USPAT 
and matrix 

L53 13 711/170-172.ccls. and US-PGPUB; OR ON 2005/07/06 13:54 
( ( configur$5).ti. ( configur$6).ab.) USPAT 
and parallelism 

L54 1 "6553477".pn. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L55 3 711/170-173.ccls. and US-PG PUB; OR ON 2005/07/06 13:54 
reconfigurable adj processor USPAT; 

JPO 

L56 9 ("20030046530" I "5737524" I US-PGPUB; OR ON 2005/07/06 13:54 
"5872919" I "5915104" I USPAT; 
"5953512" I "6000014" I USOCR 
"6104415" I "6216219" I 
"6339819").PN. 

L57 264 reconfigurable adj processor US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L58 589 reconfigurable adj2 processor US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L59 325 L58 not LS7 US-PG PUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 
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L60 113 L58 and ("711" "713").clas. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L61 8 (adaptive adj processor) and US-PGPUB; OR ON 2005/07 /0613:54 
("711" "713").clas. USPAT; 

JPO 

L62 4 L61 not L60 US-PG PUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L63 0 "008128".pa. US-PG PUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L64 6 "008128" .ap. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L65 37 src adj computers US-PGPUB; OR ON 2005/07/06 13:54 
USPAT; 
JPO 

L66 7 711/117 .eels. and reconfigurable US-PGPUB; OR ON 2005/07/06 13:54 
near3 (memory cache RAM USPAT 
random adj access adj memory 
processor) 

L67 15 711/118.ccls. and reconfigurable US-PGPUB; OR ON 2005/07/06 13: 54 
near3 (memory cache RAM USPAT 
random adj access adj memory 
processor) 

L68 4 "859051".ap. US-PG PUB; OR ON 2005/07/06 13:54 
USPAT 

L69 1 "6678790".pn. US-PG PUB; OR ON 2005/07/06 13:54 
USPAT 

L70 2 "021492".ap. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L71 1 "6563746" .pn. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L72 2 ("6574682" "5860111").pn. US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

L73 . 4 ("6026402" "6633515").pn. US-PGPUB; OR ON 2005/07/06 13:54 
"20030169283" "20030136846" USPAT 

L74 2 "20030208658" "20030194458" US-PGPUB; OR ON 2005/07/06 13:54 
USPAT 

S63 15 711/118.ccls. and reconfigurable US-PG PUB; OR ON 2005/01/03 13:19 
near3 (memory cache RAM USPAT 
random adj access adj memory 
processor) 

564 6 711/117.ccls. and reconfigurable US-PGPUB; OR ON 2005/01/03 11:58 
near3 (memory cache RAM USPAT 
random adj access adj memory 
processor) 
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565 4 "859051" .ap. U5-PGPUB; OR ON 2005/01/03 12:06 
U5PAT 

566 1 "6678790" .pn. U5-PGPUB; OR ON 2005/01/03 12:29 
U5PAT 

567 2 "021492" .ap. U5-PGPUB; OR ON 2005/01/10 07:41 
U5PAT 

568 1 "6563746" .pn. U5-PGPUB; OR ON 2005/07/05 17:20 
U5PAT 

569 2 ("6574682" "5860111").pn. U5-PGPUB; ·QR ON 2005/07/05 17:21 
U5PAT 

570 4 ("6026402" "6633515").pn. U5-PGPUB; OR ON 2005/07/05 17:22 
"20030169283" "20030136846" U5PAT 

571 2 "20030208658" "20030194458" U5-PGPUB; OR ON 2005/07/05 17:22 
U5PAT 
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....::::::. .. ,f:,,,.-....... :P:AL.M .. IN~'fflA.,'NE'.l .......................................................... . 
Day: Wednesday 
Date: 7/6/2005 
Time: 14:00:10 

Inventor Name Search Result 

Your Search was: 

Last Name= POZNANOVIC 
First Name= DANIEL 

/::/IA P ~~;~a~;=~~#ii =~~,~~-~;-· 11~~~~=~=11 = ,~,~~~ =;~~~~=r(~;~~~=-= = = = = === ======·= = = = = ==============·= = =·== = = = = = = = =·= ====== = = = = = === = == = === = =====·==·· ···'jji:~~=:~:;==~::·:==;~ ===·====· ======-»=·=·=·=·==·r 

11 604793391 Not 1159106/18/2003 BANDWIDTH EFFICIENCY AND POZNANOVIC, DANIEL 

1:1 Issued LJ ~~~~ib:Lg;%G DIRECT 

11604227221 J::~:.i 1159110/31/2002 g=n:-=W~=URABLE POZNANOVIC, DANIEL 

LJ SOFTWARE 

Not D59 04/30/2001 DELIVERING ACCELERATION: THE 
Issued POTENTIAL FOR INCREASED HPC 

APPLICATION PERFORMANCE USING 
RECONFIGURABLE LOGIC 

Not D20 05/31/2005 INTERFACE FOR INTEGRATING 
Issued RECONFIGURABLE PROCESSORS INTO 

A GENERAL PURPOSE COMPUTING 
SYSTEM 

POZNANOVIC, DANIEL 

POZNANOVIC, DANIEL 

iLJ 1:::d D 06/16/2004 ~~;r~f §::?CWG POZNANOVIC. DANIEL 

:):' 10285389 . Not 080 10/31/2002 DEBUGGING AND PERFORMANCE r POZNANOVIC, DANIEL 
Issued PROFILING USING 

Not 
Issued 

;===: 
Not 

Issued 

D 10/31/2002 

LJ 10/31/2002 

1,110278345 l~I~=su=o:=d~D 10/23/2002 

;===: 
Not 

Issued 
D 12/05/2001 

CONTROL-DAT AFLOW GRAPH 
REPRESENTATIONS WITH 
RECONFIGURABLE HARDWARE 
EMULATION 

PROCESS FOR CONVERTING 
PROGRAMS IN HIGH-LEVEL 
PROGRAMMING LANGUAGES TO A 
UNIFIED EXEC UT ABLE FOR HYBRID 
COMPUTING PLATFORMS 

POZNANOVIC, DANIEL 

SYSTEM AND METHOD FOR IPOZNANOVIC, DANIEL 
PARTITIONING CONTROL-DAT AFLOW 
GRAPH REPRESENTATIONS 

SYSTEM AND METHOD FOR EXPLICT POZNANOVIC, DANIEL 
COMMUNICATION OF MESSAGES 
BETWEEN PROCESSES RUNNING ON 
DIFFERENT NODES IN A CLUSTERED 
MULTIPROCESSOR SYSTEM 

INTERFACE FOR INTEGRATING POZNANOVIC, DANIEL 
RECONFIGURABLE PROCESSORS INTO 
A GENERAL PURPOSE COMPUTING 
SYSTEM 
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I of 1 

.... - '\ ... ,,~}_.,.-~ ....... PAL-M .. 1Nl;RA.N£: 'f'. .......................................................... . 
Inventor Name Search Result 

Your Search was: 

Last Name = CALI GA 
First Name= DA YID 

Inventor Search Completed: No Records to Display. 
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Date: 7/6/2005 
Time: 14:00:34 

Inventor Name Search Result 

Your Search was: 

Last Name= HAM:MES 
First Name= JEFFREY 
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:::.·LJ60479J39 Not LJ59 0·6/18/2003 BANDWIDTH EFFICIENCY AND IHAMMES, JEFFREY I J Issued UTILIZATION USING DIRECT 
1 EXECUTION LOGIC 

:1! •. 1604227221 Not LJ59 10/31/2002 GENERAL PURPOSE RECONFIGURABLE IHAMMES, JEFFREY I 
/ · Issued COMPUTING HARDWARE AND 
] SOFTWARE 

f Issued EFFICIENCY AND UTILIZATION OF 

ji: LJ10869200 Not D71 :c=0=6/=J6=/=20=0=4=:::::S=Y=STE=M=AND==ME=TH=O=D=O=F=E=NHAN==c=IN=G~~1HAMME= ==s=, JE=F=FRE=Y=====:· 1· 

J MEMORY BANDWIDTH IN · 
i:! RECONFIGURABLE HARDWARE 

111 110345082 I I~~~d ~ 01/14/2003 l~~=ER PIPELINED LOOP "HAMMES, JEFFREY I 

111 110285401 I I~~~d El 10/31/2002 ,~r:~ OF RECONFIGURABLE "HAMMES, JEFFREY I 
CJ "~~~ D 10mnoo2 ~~~~~~~== GRMH ™

5

, IBFrnEY 

l!i 10285389 Not 080 10/31/2002 DEBUGGING AND PERFORMANCE HAMMES, JEFFREY 
) Issued PROFILING USING 
t CONTROL-DATAFLOW GRAPH 
i REPRESENTATIONS WITH 
::: 
;:: RECONFIGURABLE HARDWARE 
{ EMULATION 

Not 
Issued D t0/Jlnoo2 

PROCESS FOR CONVERTING 
PROGRAMS IN HIGH-LEVEL 
PROGRAMMlNG LANGUAGES TO A 
UNIFIED EXEC UT ABLE FOR HYBRID 
COMPUTING PLATFORMS 

HAMMES, JEFFREY 

::::==~ 
Not 

Issued 
LJ 10/31/2002 SYSTEM AND METHOD FOR IHAMMES, JEFFREY 

PARTITIONING CONTROL-DAT AFLOW 
GRAPH REPRESENT A TIO NS 
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v,,..t----------,~---;-;---~~~-l\'' Application No. Applicant(s) 

10/869,200 

Office Action Summary Examiner 

Shane M. Thomas 

POZNANOVIC ET AL. 

Art Unit 

2186 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --
Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE J MONTH(S) FROM 
THE MAILING DATE OF THIS COMMUNICATION. 
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed 

after SIX (6) MONTHS from the mailing date of this communication. .
1
. 

If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.. ··f 
If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this cornrilu1Jicalim1. 

- Failure to reply within the set or extended period for reply will , by statute, cause the application to become ABANDONED (35 U.S.C. § 133). ·;·'., 
Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed , may reduce any 
earned patent term adjustment. See 37 CFR 1. 704(b). 

Status 

1 )[8] Responsive to communication(s) filed on 11 April 2005. 

2a)[8] This action is FINAL. 2b)0 This action is non-final. 

3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213. 

Disposition of Claims 

4)1:8] Claim(s) 1-24 is/are pending in the application . 

4a) Of the above claim(s) __ is/are withdrawn from consideration. 

5)0 Claim(s) __ is/are allowed. 

6)1:8] Claim(s) 1-24 is/are rejected . 

7)0 Claim(s) __ is/are 
1
~bjected to. 

8)0 Claim(s) __ are s '; · ct to restriction and/or election requirement. 

Application Papers 

9)0 The specification is objected to by the Examiner. 

10)[8] The drawing(s} filed on 11 April 2005 is/are: a)l:8] accepted or b)O objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). 

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d). 

11)0 The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PT0-152. 

Priority under 35 U.S.C. § 119 

12)0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)O All b)O Some * c)O None of: 

1.0 Certified copies of the priority documents have been received. 

2.0 

3.0 

Certified copies of the priority documents have been received in Application No. __ . 

Copies of the certified copies of the priority documents have been received in this National Stage "f;. ~ r 
application from the International Bureau (PCT Rule 17.2(a}}. 

*Seethe attached detailed Office action for a list of the certified copies not received . 
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DETAILED ACTION 

This Office action is responsive to the amendment filed 4/11/2005. 

Page 2 

All previously outstanding objections and rejections to the Applicant's disclosure and 

claims not contained in this Action have been respectfully withdrawn by the Examiner hereto. 

Information Disclosure Statement 

The information disclosure statement (IDS) submitted on 4/11/2005 has NOT been 

considered by the Examiner as the Application Number field on the Form 1449 reflects 

application number 10/809,200. 

The information disclosure statement (IDS) submitted on 6/6/2005 was filed after the 

mailing date of the non-final Office action on 1/14/2005. The submission is in compliance with 

the provisions of37 CFR 1.97. Accordingly, the information disclosure statement is being 

considered by the examiner. 

Response to Amendment. 

The rejections of claims 1,3,8, and 14 have been modified to reflect the amendments to 

the respective claims. 
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Response to Arguments 

Applicant's arguments filed 4/11/2005 have been fully considered but they are not 

persuasive. 

Page 3 

Claims 2,3, 13, and 14 remain rejected under 35 U.S.C. 112, first paragraph. While the 

Applicant's response on page 8 has verified the Examiner's assumption regarding the claim 

limitations of claims 2,3, 13, and 14, no correction or amendment has been executed by the 

Applicant to overcome the rejection. The Applicant's specification does not disclose that a 

reconfigurable processor cannot have a cache nor a cache line-sized unit of contiguous data. As 

such the Examiner has maintained the rejections. 

As per the Applicant's arguments regarding claim 1, the Applicant states on page 9 of the 

Response that Paulraj shows a reconfigurable cache but not a reconfigurable processor. The 

Examiner disagrees. While the caching system 112 (figure 6) of Paulraj is configurable (step 

214, figure 5), it is also shown as being an element of CPU 110. Therefore since, the cache 112 

is reconfigurable, it is justified that the processor 110, itself, is also reconfigurable as the 

reconfiguration of the FPGA module 112 occurs within the processor. As such, the CPU 110 can 

be construed as a --reconfigurable-- processor. 

As per the Applicant's arguments regarding claim 11, the Examiner has shown in above 

in the discussion of claim 1 that Paulraj teaches a reconfigurable processor as claimed by the 

Applicant. 

As per the Applicant's arguments regarding claim 17, the Examiner has shown above in 

the discussion of claim 1 that Paulraj teaches a reconfigurable processor as claimed by the 

Applicant. Further, the data prefetch unit, as defined in the rejection by the Examiner, is the 
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portion of the reconfiguration unit that accesses the memory; the memory stores a vector 

corresponding to an optimal configuration for a particular application program (~26). Data is 

transferred between the memory and the data prefetch unit in a reconfigurable processor since 

the reconfiguration unit 106 can be part of a reconfigurable processor 100 as shown in figure 4 

(~22). 

As per the Applicant's arguments regarding claim 24, the Examiner has modified the 

rejection to better explain how the prior art reference of Paulraj teaches the limitations of claim 

24. 

Claim Rejections- 35 USC§ 112 

The following is a quotation of the first paragraph of 35 U.S .C. 112: 

The specification shall contain a written description of the invention, and of the manner and process of making 
and using it, in such full, clear, concise, and exact terms as to enable any person skilled in the art to which it 
pertains, or with which it is most nearly connected, to make and use the same and shall set forth the best mode 
contemplated by the inventor of canying out his invention. 

Claims 2,3, 13, and 14 are rejected under 35 U.S.C. 112, first paragraph, as failing to 

comply with the written description requirement. The claims contains subject matter which was 

not described in t~e specification in such a way as to reasonably convey to one skilled in the 

relevant art that the inventor(s), at the time the application was filed, had possession of the 

claimed. invention. 

As per claims 2 and 13, the Applicant's disclosure does not explicitly mention that the 

reconfigurable processors cannot have a cache. The disclosure mentions in the Background 

section, and specifically in paragraphs 16-17, the drawbacks of having a hard-wired cache in a 

system; however, the Detailed Description does not explicitly state that the reconfigurable 
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processor as taught by the Applicant cannot contain a cache. It appears to the Examiner that no 

specific (hard-wired) cache memory is included in the reconfigurable processor as taught in the 

disclosure; rather an on-board memory and user-logic can be configured based on a program 

(paragraph 52). Therefore, for the purposes of examination, the Examiner shall interpret the 

claim such that the reconfigurable processor of claim 1 does not contain a hard-wired (specific) 

cache. 

As per claims 3 and 14, it follows from the rejection for claims 2 and 13, that since 

Applicant's disclosure does not explicitly state that a reconfigurable processor cannot have a 

cache, the disclose further does not explicitly teach that the reconfigurable processor cannot have 

a cache line-sized unit of contiguous data. For the purposes of examination and based on the 

discussion of claim 2 above, the Examiner shall interpret the limitation of claim 3 such that the 

reconfigurable processor of claim 1 does not have a hard-wired (specific) cache line-sized unit of 

contiguous data being retrieved from the second memory. 
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The following is a quotation of the appropriate paragraphs of 3 5 U.S. C. I 02 that form the 

basis for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless -

(e) the invention was described in (1) an application for patent, published under section 122(b), by another filed 
in the United States before the invention by the applicant for patent or (2) a patent granted on an application for 
patent by another filed in the United States before the invention by the applicant for patent, except that an 
international application filed under the treaty defined in section 35 l(a) shall have the effects for purposes of this 
subsection of an application filed in the United States only if the international application designated the United 
States and was published under Article 21 (2) of such treaty in the English language. 

Claims 1-24 are rejected under 35 U.S.C. 102(e) as being anticipated by Paulraj (U.S . 

Patent Application Publication No. 2003/0084244). 

As per claim I, Paulraj shows a reconfigurable processor in figure 6 and a first memory 

(LI) having a first characteristc memory utilization and a second memory (L2) having a second 

characteristic memory utilization. It is well known in the art that L 1 caches have a higher 

utilziation rate than a lower-level cache such as L2 . Paulraj teaches in 11 that upon a command 

from a processor, a search for the requested data is begines with the highest level cache (LI) and 

[if a miss occurs] continues next to the next level cache (L2). Thus it is inherent that the memory 

utilziation characteristc of the LI cache of the reconfigurable processor 110 in figure 6 is greater 

than the memory utilziation characteristic of the L2 cache (and likewise for the L3 cache) as the 

L2 cache would only be utilzied when a miss to the L 1 cache occurred. In other words, the 

reconfigurable processor always utilizes the LI cache for a memory access and the only utilzies 

the L2 cache for requested data when the data is not in the L 1 cache. Therefore, the cache 

utilziation characteristics of the --first memory-- and the --second memory-- are different. 
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Paulraj further teaches a functional unit 102 that executes applications using the 

memories LI and L2 (paragraph 9). As is known in the art, a cache memory controller is often 

used to access and move data between a memory hierarchy. The Examiner is considering a data 

prefetch unit to be the logic assocatied with the moving, and only the moving, of data between 

the first and second memories (LI and L2) since Paulraj shows a connection between the levels 

of cache in figure 6. This logic as well as the first and second memory types (LI and L2) are 

configued by a program - refer to paragraphs 23-24. The data prefetch unit as defined by the 

Examiner must be configued as well by the program when moving data since the cache line size 

and blocking factor can change, so different amounts of data can be exchanged for the same 

access when different programs run. 

As per claims 2 and 13, as taught in paragraphs 23 and 29 of Paulraj, no specific cache is 

present in the system of Paulraj . Rather, an FPGA is utilized as representing a caching hierarchy 

and is optimized based on the memory needs of a specific program running on the reconfigurable 

processor. 

As per claims 3 and 14, Paulraj teaches in paragraph 23 that a specific [cache] line size of 

contiguous data is not retrieved since the data line size is optimized based on the memory needs 

of the program when executing on the reconfigurable processor. Refer also to paragraph 29. 

Further, it is therefore inherent that the second memory have a charactersitic line size since 

Paulraj teaches in ifif22-23 that a best line size for the memory arrangement for a particular 

program is determined and utilzied when that program is run. For example, a line-size 

characteristic would be ultiz_ed when transferring data from the L2 cache to the LI cache. 
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As per claim 4, Paulraj teaches that a load/store unit is used to access the caches (Ll-L3) 

in order to determine if cache data is present in the cache hierarchy (paragraph 6). Since the 

functional unit 102 (figure 6) is responsible for accessing the programmable memory unit 104, 

the Examiner is therefore considering the load/store unit logic of the programmable memory unit 

that is responsible for for accessing the Ll and L2 caches (first and second memory types) to be 

a memory controller. It can be seen that the memory controller, as defined by the Examiner, 

controls the transfer of data between the memory (assuming second memory L2) and the data 

prefetch unit, since the memory controller (load/store unit logic) is responsible for retrieving the 

data from the cache if a hit occurs (paragraph 4). 

As per claim 5, as taught in paragraph 1, an external memory (element 1.8, figure 1) is 

generaly coupled to a microprocessor and holds data to be used by the microcontroller during 

program execution. The Examiner is considering the process of writing data back to the external 

memory from the FPGA memory 104 containing the caches (on-board memory), such as during 

a write-back scheme as known in the art, to be performed by the data prefetch unit portion of the 

functional logic as defined above by the Examiner. The data prefetch logic, as defined above, is 

responsible for all of the transfer of data into, out of, and between the FPGA memory 104. 

As per claim 6, the Examiner is regarding a --register-- in its broadest reasonable sense 

and it thus considering it be to be a unit of logic. Therefore, the portion of the function logic that 

is responsible for the movement of data (as defined above to be the data prefetch unit) is being 

considered by the Examiner as containing a --register-- portion of the reconfigurable processor 

since, for instance, the blocking factor and line size of the programmable memory 112 can 

change, a --register-- or portion of the reconfigurable processor must be set in order to indicate 
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As per claim 7, the Examiner is considering the process of --disassembling the data 

prefetch unit-- as modifying the data prefetch unit logic of the fucntion logic I 02 every time the 

program being executed by the reconfigurable processor changes. It can be seen that the data 

prefetch unit changes during these intervals since the cache line size, blocking factor, and 

associativity of the FPGA changes when optimal for the next program to be executed (refer to 

paragraph 23). Thus it can be seen that the data prefetch unit logic is --disassembled-- when 

another program is executed by the reconfigurable processor of Paulraj . 

As per claim 8, ~scan be seen that the FPGA memory 112, that comprises the first and 

second memories (LI and L2) and which is accessed by the data prefetch unit of the functional 

unit I 02 as discussed above, is a --processor memory-- (part of cpu 110). It can also be seen that 

the --second memory-- (L2) is also a --processor memory-- since it is contained within 

reconfigurable processor 110. Therefore, since the data pretech unit can access the L2 cache as 

discussed above in the rejection of claim 1, the data prefetch unit can retrive data from the L2 

portion of --processor memory--112. 

As per claim 9, as shown in figure I and taught in paragraph 1 of Paulraj, the system 10 

is actually a microprocessor, which contains a memory controller 14. The main difference 

between the prior art of figure I and the invention of Paulraj in _figure 6 is that the memroy 

hierarchy is configurable and accessed by .a fucntional unit in lieu of a separate memory 

controller logic (paragraph 9). Therefore, since the memory controller logic for accessing the 
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cache hierarchy is still contained within cpu 110 of figure 6, it can be seen that the cpu 110 is 

actually a microprocessor. It follows that the --processor memory-- 112 is therefore a 

--microprocessor memory--. 

As per claim 10, since the cpu 110 of figure 6 is a reconfigurable processer ( able to 

reconfigure its memory heirarchy to match the needs of the application it is currently running), it 

can be seen that the cpu memory 112 is a reconfigurable processor memory. 

As per claim 11, Paulraj depicts a reconfigurable hardware system in figure 6. Paulraj 

further teaches in paragraph 26 that when a particular application is to be run by the 

reconfigrable processor 110, a configuration vector is retrieved to program the programmable 

memory 112 (figure 6). As shown in figure 6, the step of accesing the configuration vector is 

executed outside of the reconfigurable processor 110. Therefore, the Examiner is considering 

the memory that contains the configuration vectors to be a--common memory-- and a data 

prefetch unit (reconfiguration unit 106 executing on the reconfigurable processor 110) accessing 

the common memory in order to determine how to program the memory 112 (paragraph 29). 

The data prefetch unit 106 is --configured-- by an application to be excuted on the sysem 110 

since when a new application is to be executed, the data prefetch unit is called upon ( or 

configured) to access the configuration vector for the particular application. 

As per claim 12, the Examiner is considering a --memory controller-- to be the system 

portion utilized when creating a new configuration vector for an application. Such a process 

occurs in figure 5 and taught in paragraghs 23-25 of Paulraj. When a new configuration vector is 

created by analizing performance information that has been collected for the application. The 

Examiner is thereby considering the --memory controller-- to be the element of the 
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reconfigurable hardware system that is.associated with storing the new configuration vector into 

the common memory so that the vector can be accessed later when the same application is run 

again. 

As per claim 15, the Examiner is considering the reconfiguration module 106 of the 

reconfigurable processsor 110, as comprising two distinct elements: a --computational unit-- and 

a --data access unit-- . The data access unit is the element that is responsible for accessing the 

configuration vector as taught in paragraph 29 of Paulraj; or in other words, the Examiner is 

considering the --data access unit-- to be the same as the --memory controler-- defined in the 

rejection of claim 12. The Examiner is further considering the --computational unit-- of the 

rconfiguration module 106 to be the element that sets up the programmable memory module 104 

using the configuration vector that was accessed by the --data access unit-- (paragraph 29). 

As per claim 16, as taught by Paulraj in paragraph 29, the --data access unit-- supplies the 

configuration vector to the --computational unit-- in order to set up the programmable memory 

104 as required by the application to be run on the reconfurable processor 110. 

As per claim 17, the Examiner is considering a --data prefetch unit-- to be the 

reconfiguration unit 106 of reconfigurable processor 110 (figure 6). As taught in paragraph 26 

and 29 of Paulraj, the --data prefetch unit-- accesses a memory in order to determine if a 

configuration vector is known for a given application, and ifso, the vector is retrieved (from the 

memory). If this --data-- (configuration vector) is not known then a simulation is performed with 

the application in order to collect performance information. The Examiner is considering the 

element that executes and collects the performance data as being a --computational unit-- and the 

element of Paulraj that stores the configuratiop vector, once determined, to be a --data access 
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unit-- since it stores the vector into the --memory-- from which it can be later _retrieved (step 212 

of figure 5). The --computational unit--, --data access unit--, and the --data prefetch unit-- are all 

--configured-- by a program (application) since (1) a new application configures the 

computational unit portion of the reconfiguration unit to perform a simulation in order to 

determine the optimal memory hierarchy organization; (2) the new application configures the -­

data access unit-- to store and retrieve (step 212) the configuration vector for that particular 

application;_ and (3) the --data prefetch unit-- is configured by the application to determine if a 

configuration file exists for the application and if so, the data prefetch unit is configured by the 

program the programmable memory 112 in order to optimize the programmable memory for that 

particular application. 

As per claim 18, the --data-- ( configuration vector) is transferred from the 

--computational unit-- to the --data access unit-- when the configuration unit has created a 

configuration vector (step 208 of figure 5). The --data-- is written to the memory --from-- the 

--data prefetch unit-- since the data prefetch unit (reconfiguration unit 106) is the element that 

executed the beginning of the configuration vector creation process (step 200 of figure 5). Refer 

to paragraph 26. Thus the Examiner is considering the data as being written --from-- the data 

prefetch unit. 

As per claim 19, as taught in paragraph 26, if the configuration vector is known, the 

vector is retrieved from the memory to the data prefetch unit (reconfiguration unit 106). The 

data is read directly from the data prefetch unit when a request to create a configuration vector is 

made for a new application as shown in figure 6 since the data prefetch unit is responsible for 

being the vector creation process. The data is directed from the data prefetch unit (reconfigure 
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logic) to be read from the memory by the data access unit to the computational unit where if is 

processed to produce a configuration vector. 

As per claim 20, as stated above, the configuration vector (--data--) is created by the 

computational unit via acquired simulation data. The configuration vector is the resultant 

product that is transferred from the memory to the data prefect unit when it is determined that the 

configuration vector for the application is available (paragraph 26). Thus --all-- of the data that 

is transferred is processed by the computational unit (albeit before the transfer occurs) since the 

data prefetch unit required the entire configuration vector in order to set up the programmable . 

memory 112. 

As per claim 21, Paulraj shows in paragraph 26 that an explicit request for the 

configuration vector for the current application results in the data (if it exists) selected for the 

optimal configuration of the programmable memory 112 for that application. 

As per claim 22, the Examiner is not considering the data ( configuration vector) to be the 

size of a complete cache line since the data is used to create a cache hierarchy. In other words, 

the caches (Ll-L3) of the programmable memory 112 are not programmed when the data is 

transferred from the memory to the data prefetch unit; therefore, the data cannot be a complete 

cache line. 

As per claim 23, since the Examiner defined the portion of the reconfiguration unit that 

accesses the configuration file (data) from the memory, the Examiner is defining the logic that 

controls the actual transfer of that data to the data prefetch unit (portion of the reconfiguration 

unit that executes the fetch of the configuration vector and then programs the programmable 

memory 112) to be a --memory controller--. Thus the data access unit determines whether a 
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configuration vector exists for an application and if so, the memory controller sends that data to 

the data prefetch unit. 

As per claim 24, Paulraj shows a reconfigurable processor in figure 6 that comprises a 

computation unit 110 and a data access unit (elements 120 and 114, which comprise the 

reconfiguration unit I 06 of figure 4 - 128). In figure 6, the data access unit can be seen as being . 

coupled to the computational unit. The data access unit retrieves data ( configuration vector) 

from a memory internal to the data access unit (i.e. reconfiguration unit) and supplies the data to 

the computation unit in the form of modifications to the cache FPGA module 112. Refer to 123. 

The computation unit is configured by the program (application) that is to be executed on 

it by the run-time profile that is created and stored by the reconfiguration unit (122), thereby 

creating the optimal configuration of the different caches. The data access unit (specifically the 

memory portion used to store configuration profiles for the different application programs) is 

configured by the program that is to run on the reconfigurable processor. When a new program 

is to be run, [ as a result] the program configures the reconfiguration unit to collect statistics 

regarding the memory usages (caches LI, L2, and L3) of the program and a configuration vector 

is associated with the respective program and stored in the reconfiguration unit. Refer to 1123-

24. When a program is known, the program (as a result] configures the data access unit 

(reconfigu_ration unit) to retrieve the associated configuration vector and apply it to the FPGA 

memory of the reconfigurable processor (129). 
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The prior art made of record and not relied upon is considered pertinent to applicant's 

disclosure. 

Magoshi (U.S. Patent Application Publication No. 2003/0208658) teaches the memory 

utilization characteristics of an LI and an L2 cache in figure 2. As shown, the LI cache is 

always accessed (high memory utilization) upon an access request from a processor and the L2 

cache is only accessed (lower memory utilization) when a miss occurs with respect to the LI 

cache. 

Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Shane M. Thomas whose telephone number is (571) 272-4188. 

The examiner can normally be reached on M-F 8:30 - 5:30. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Matt M. Kim can be reached on (571) 272-4182. The fax phone number for the 

organization where this application or proceeding is assigned is 703-872-9306. 

Information regarding the status of an application may be obtained from the Patent 

Application Information Retrieval (PAIR) system. Status information for published applications 

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished 

applications is available through Private PAIR only. For more information about the PAIR 

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR 

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free). 

Shane M. Thomas 

/~ (t--__ 
HONG aiONG KIM 

PRIMARY EXAMINER 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Serial No. 10/869,200 

Application of: Daniel Poznanovic, et al. 

Filed: June 16, 2004 

Art Unit 2186 

Examiner: Thomas, Shane M. 

Attorney Docket No. SRC028 

For: SYSTEM AND METHOD OF 
ENHANCING EFFICIENCY AND 
UTILIZATION .OF MEMORY BANDWIDTH IN 
RECONFIGURABLE HARDWARE 

· Confirmation No.: 5929 

Customer No.: 25235 

EXPEDITED 
PROCEDURE UNDER 
37 C.F.R. 1.116 

AMENDMENT AND RESPONSE PURSUANT TO OFFICE ACTION 
DATED JULY 12, 2005 

MAIL STOP AF 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

In response to the office communication mailed July 12, 2005 please 

amend the above-identified application as follows: 

Amendments to the Claims are reflected in the listing of claims which 

begins on page 2 of this paper. 

Remarks/Arguments begin or, page 6 of this paper. 
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Appl. No: 10/869,200 . 
Arndt. Oated August 26, 2005 
Reply to Office action of July 12, 2005 

Amendments to the Claims: 

T20 406 5302 T-835 P.003/009 F-926 

This listing of claims will replace all prior versions and listings of claims in 

the application: . 

Listing of Claims; 

1. (Currently Amended) A reconfigurable processor that instantiates 

an algorithm as hardware comprising: 

a first memory having a first characteristic memory bandwidth and/or 

memory utilization; and 

a data prefetch unit coupled to the first memory, wherein the data prefetch 

unit retrieves data from a second memory of second characteristic memory 

bandwidth and/or memory utilization and place the retrieved data in the first 

memory and wherein at least the first memory and data prefetch unit are 

configured by a program. 

2. (Cancelled) 

3. (Cancelled) 

4. (Previously Presented) The reconfigurable processor of claim 1, 

wherein the data prefetch unit is coupled to a memory controller that controls the 

transfer of the data between the second memory and the data prefetch unit. 

5. (Previously Presented) The reconfigurable processor of claim 1, 

wherein the data prefetch unit receives processed data from on-processor 

memory and writes the processed data to an external off-processor memory_ 

6. . (Original) The reconfigurable processor of claim 1, wherein the 

data prefetch unit comprises . at least one register from the reconfigurable 

processor. 

7 _ (Original) The reconfigurable processor of claim 1, wherein the 

data prefetch unit is disassembled when another program is executed on the 

reconfigurable processor. 
2 
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Reply to Office action of July 12, 2005 

8. (Previously Presented) The reconfigurable processor of claim 1 

wherein said second memory comprises a processor memory and said data 

prefetch unit is operative to retrieve data from the processor memory. 

9. (Original) The reconfigurable processor of claim 8 wherein said 

processor memory is a microprocessor memory. 

10. · (Original) The reconfigurable processor of claim~ 8 wherein said 

processor memory is a reconfigurable processor memory. 

11 . (Currently ~mended) A reconfigurable hardware system, 

comprising: 

a common memory; · and 

one or more recof!figurable processors that can instantiate an a)gorlthm . 

as hardware coupled to the common memory, wherein at least one of the 

reconfigurable processors includes a data prefetch unit to read and write data 

between the data prefetch unit and the common memory, and wherein the data 

prefetch unit is configured by a program executed on the system. 

12. (Original) The reconfigurable hardware system of claim 11, 

comprising a memory controller coupled to the common memory and the data 

prefetch unit. 

13. (Cancelled) 

14. (Cancelled) 

15. (Previously Presented) The reconfigurable hardware system of 

claim 11, wherein the at least one of the reconfigurable processors also Includes 

a . computational unit coupled to a data access unit. 

16. (Original) The reconfigurable hardware system of claim 15, 

wherein the computational unit is supplied the data by the data access unil 

17. (Previously Presented) . A method of transferring data comprising: 

3 
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transferring data between a memory and a data prefetch unit in a 

reconfigurable processor; and 

transferring the data between a computational unit and a data access unit, 

wherein the computational unit and the data access unit, and the data prefetch 

unit are configured by a program. 

18. (Original) The method of,claim 17, wherein the data is written to 

the memory, said method comprising: 

transferring the data from the computational unit to the data access unit; 

and 

writing the data to the memory from the data prefetch unit. 

19. (Previously Presented) The method of claim 17, wherein the data 

is read from the memory, said method comprising: 

transferring the data from the memory to the data prefetch unit; and 

reading the data directly from the data prefetch unit to the computational 

unit through the data access unit. 

20. (Original) The method of claim 19, wherein all the data transferred 

from the memory to the data prefetch unit Is processed by the computational 

unit. 

21. (Original) The method of claim 19, wherein the data is selected by 

the data prefetch unit based on an explicit request from the computational unit. 

22. (Original) The method of claim 17, wherein the data transferred 

between the memory and the data prefetch unit is not a complete cache line. 

23. (Original) The method of claim 17, wherein a memory controller 

coupled to the memory and the data prefetch unit, controls the transfer of the 

data between the memory and the data prefetch unit. 

24. (Currently Amended) A reconfigurable processor comprising: 

a computational unit; and 

4 
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a data access unit coupled to the computational unit, wherein · the data 

access unit retrieves data from memory and supplies the data to the 

computational unit, and wherein the computational unit and the data access unit 

are configured by a program to instantiate an algorithm as hardware_ 

5 
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Arndt. Dated Aug1,1st 26, 2005 
Reply to Office·action of July 12, 2005 

REMARKS/ARGUMENTS 

Claims 1, 4-12 and 15-24 remain in the application. Claims 2, 3, 13 and 

14 are cancelled. Claims 1, 11 and 24 are amended to more distinctly describe 

the subject matter of the invention. 

A. Reiections under 35 U.S.C. 112. 
The cancellation of claims 2, 3, 13, 14 renders the rejection under 35 

U.S.C. 112 moot. However, the concept of a configurable processor that does 

not have a cache is believed to be supported by the claims themselves, and the 

subject matter of these claims is not waived. 

B. Reiections under 35 U.S.C. 102. 
Claims 1-24 were rejected under 35 U.S.C. 102 based upon Paulraj. This 

rejection is respectfully traversed. 

Claim 1 is amended to adopt language from the definition of 

"reconfigurable processor" appearing in paragraph 39 of the specification as 

filed. This amendment is not believed to raise any new issues nor require further 

search because this meaning of reconfigurable processor is consistent with the 

application as filed and consistent with the definition of that term asserted In prior 

remarks submitted on April 11, 2005. 

As amended-, independent claim 1 calls for a reconfigurable processor 

that jnstantiates an algorithm as hardware. Although the reference show a 

reconfigurable cache, Paulraj d.oes not show or suggest a reconfigurable 

processor that instantiates an algorithm as hardware. Moreover, nothing in 

Paulraj would suggest the rather significant changes required to replace the CPU 

with a reconfigurable processor that can instantiate an algorithm as hardware. 

For at least these reasons claim 1 is not anticipated nor made obvious by 

Paulraj. 

Claims 2-10 that depend from claim 1 are allowable over Paulraj for at 

least the same reasons as claim 1 as well as the limitations that are presented in 

those claims. 

6 
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Claim 11 calls for a reconfigurable hardware system comprising one or 

more reconfigurable processors that can Instantiate an algorithm as hardware. 

As noted above with respect to claim 1, Paulraj does not show or suggest even 

one reconfigurable processor that can Instantiate an algorithm as hardware. For 

at least these reasons claim 11 and claims 12-16 that depend from claim 1'1 are 

believed to be allowable over Paulraj. 

Independent claim 17 calls for, among other things, transferring data 

between a memory and a data prefetch unit in a reconfigurable processor. 

Paulraj does not show or suggest a data prefetch unit, nor does Paulraj suggest 

transferring data between a memory and a data prefetch unit in a reconfigurable 

processor. The cited portions of Paulraj deal with retrieving a configuration 

'\lector but do not use the work "data prefetch unit" ()r or d·escribe any functional 

unit that operates in the same way as a data prefetch unit. Moreover, even if the 

broad construction set out In the Office action Is applied, Paulraj does not 

suggest configuring the computational unit, data access unit and the data 

prefetch unit by a program. Paulraj simply cannot suggest this configurability 

because the computational unit in Paulraj is not configurable. For at least these 

reasons claim 17 and claims 18-23 that depend from claim 17 are allowable over 

Paulraj. 

Claim 24 as amended is believed to clarify that the term "configured" as 

used in the claims refers to configuration that allows the configured device to 

instantiate an algorithm as hardware. Loading a software program into a general 

purpose computational device such as shown in Paulraj does not result in the 

instantiation of an algorithm as hardware. Accordingly, clalm 24 is believed to 

be allowable over the relied on reference. 

C. Conclusion. 
In view of all of the above, the claims are now believed to be allowable 

and the case In condition for allowance which action Is respectfully requested. 

Should the Examiner be of the opinion that a telephone conference would 

7 
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. . . f n of this case the Examiner is requested to contact expedite the prosecu 10 • · 

. • tt at the telephone number listed below. Apphcants a omey . 

Any fee deficiency associated with this submittal may be charged to 

Deposit Account No. 50-1123. 

August 26, 2005 

Respectfully submitted, 

Stuart T. Langley, R 
Hogan & Hartson Lt..P 

One Tabor Center 
1200 17th Street, Suite 1500 
Denver, Colorado 80202 
(720) 406-5335 Tel 
(303) 899-7333 Fax 
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Advisory Action 
Before the Filing of an Appeal Brief 

Application No. 

10/869,200 

Examiner 

Shane M. Thomas 

Applicant(s) 

POZNANOVIC ET AL. 

Art Unit 

2186 

--The MAILING DA TE of this communication appears on the cover sheet with the correspondence address -­

THE REPLY FILED 26 August 2005 FAILS TO PLACE THIS APPLICATION IN CONDITION FOR ALLOWANCE. 

1. [8J The reply was filed after a final rejection, but prior to or on the same day as filing a Notice of Appeal. To avoid abandonment of 
this application, applicant must timely file one of the following replies: (1) an amendment, affidavit, or other evidence, which 
places the application in condition for allowance; (2) a Notice of Appeal {with appeal fee) in compliance with 37 CFR 41.31; or 
(3) a Request for Continued Examination {RCE) in compliance with 37 CFR 1.114. The reply must be filed within one of the 
following time periods: 

a) ~ The period for reply expires .:I.months from the mailing date of the final rejection. 
b) D The period for reply expires on: (1) the mailing date of this Advisory Action, or (2) the date set forth in the final rejection, whichever is later. In no 

event, however, will the statutory period for reply expire later than SIX MONTHS from the mailing date of the final rejection. 
Examiner Note: If box 1 is checked, check either box (a) or (b). ONLY CHECK BOX (b) WHEN THE FIRST REPLY WAS FILED WITHIN TWO 
MONTHS OF THE FINAL REJECTION. See MPEP 706.07(f). 

Extensions of time may be obtained under 37 CFR 1.136(a). The date on which the petition under 37 CFR 1.136(a) and the appropriate extension fee have 
been filed is the date for purposes of determining the period of extension and the corresponding amount of the fee. The appropriate extension fee under 37 
CFR 1.17(a) is calculated from: (1) the expiration date of the shortened statutory period for reply originally set in the final Office action; or (2) as set forth in (b) 
above, if checked. Any reply received by the Office later than three months after the mailing date of the final rejection, even if timely filed, may reduce any 
earned patent term adjustment. See 37 CFR 1.704(b). 
NOTICE OF APPEAL 

2. D The Notice of Appeal was filed on __ . A brief in compliance with 37 CFR 41 .37 must be filed within two months of the date 
of filing the Notice of Appeal (37 CFR 41 .37(a)), or any extension thereof(37 CFR 41 .37{e)), to avoid dismissal of the appeal. 
Since a Notice of Appeal has been filed, any reply must be filed within the time period set forth in 37 CFR 41.37{a). 

AMENDMENTS 

3. ~ The proposed amendment(s) filed after a final rejection, but prior to the date of filing a brief, will not be entered because 
(a)~ They raise new issues that would require further consideration and/or search (see NOTE below); 
{b)O They raise the issue of new matter {see NOTE below); 
{ c) D They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for 

appeal; and/or 
{d)O They present additional claims without canceling a corresponding number of finally rejected claims. 

NOTE: See Continuation Sheet. (See 37 CFR 1.116 and 41 .33{a)). 

4. D The amendments are not in compliance with 37 CFR 1.121 . See attached Notice of Non-Compliant Amendment {PTOL-324 ). 

5. D Applicant's reply has overcome the following rejection{s): __ . 

6. D Newly proposed or amended claim(s) __ would be allowable if submitted in a separate, timely filed amendment canceling 
the non-allowable claim(s). 

7. ~ For purposes of appeal, the proposed amendment{s): a) C8l will not be entered, orb) D will be entered and an explanation of 
how the new or amended claims would be rejected is provided below or appended. 
The status of the claim(s) is {or will be) as follows : 
Claim(s) allowed: __ . 
Claim(s) objected to: __ . 
Claim(s) rejected : 1-24. 
Claim(s) withdrawn from consideration: __ . 

AFFIDAVIT OR OTHER EVIDENCE 

8. D The affidavit or other evidence filed after a final action, but before or on the date of filing a Notice of Appeal will not be entered 
because applicant failed to provide a showing of good and sufficient reasons why the affidavit or other evidence is necessary 
and was not earlier presented. See 37 CFR 1.116( e). 

9. D The affidavit or other evidence filed after the date of filing a Notice of Appeal, but prior to the date of filing a brief, will not be 
entered because the affidavit or other evidence failed to overcome~ rejections under appeal and/or appellant fails to provide a 

. showing a good and sufficient reasons why it is necessary and was not earlier presented . See 37 CFR 41 .33(d)(1). 

10. D The affidavit or other evidence is entered. An explanation of the status of the claims after entry is below or attached. 
REQUEST FOR RECONSIDERATION/OTHER 

11. D The request for reconsideration has been considered but does NOT place the application in condition for allowance because: 

12. D Note the attached Information Disclosure Statement(s). (PTO/SB/08 or PT0-1449) Paper No(s). __ 
13. D Other: __ . 

U.S. Patent and Trademark Office 
PTOL-303 (Rev. 7-05) Advisory Action Before the Filing of an Appeal Brief Part of Paper No. 08302005 
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Continuation Sheet (PTOL-303) Application No. 

Continuation of 3. NOTE: The amendment to the claims has changed the scope of independent claims 1, 11, and 24, and as such, 
further search and consideration are required. 

f~.L-
H()Nf{ CHONG KIM 

PRIMARY E)(AMINER 

2 
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· RECEIVED 
CENTRAL FAX CENTER · 

AUG 2 6 2005 Client Matter No. 80404.0033.001 
Express Mail No.: Via Facsimile 

IN THE UNITED STATES PATENT ANO TRADEMARK OFFICE 

Serial No. 10/869,200 

Application of: Daniel Poznanovic, et al. 

Filed: June 16, 2004 

Art Unit 2186 

Examiner: Thomas, Shane M. 

Attorney Docket No. SRC028 

For: SYSTEM AND METHOD OF 
ENHANCING EFFICIENCY AND 
UTILIZATION .OF MEMORY BANDWIDTH IN 
RECONFIGURABLE HARDWARE 

· Confirmation No.: 5929 

Customer No.: 25235 

EXPEDITED 
PROCEDURE UNDER 
37 C.F.R. 1.116 

AMENDMENT AND RESPONSE PURSUANT TO OFFICE ACTION 
DATED JULY 12, 2005 

MAIL STOP AF 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

In response to the office communication mailed July 12, 2005 please 

amend the above-identtfied application as follows: 

Amendments to the Claims are reflected in the listing of claims which 

begins on page 2 of this paper. 

Remarks/Arguments begin on page 6 of this paper. 

wao-~- 100004 wt 
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Approved for use through 07/31/20DEl'OMB 0651-0031 

.~; Patent and Trademark Office· U S DEPARTMENT OF COMMERCE 
Under the Paoerwork Reduction Act of 1995, no oersons are reauired to resoond to a collection of information unless it disolavs a valid. 0MB control number. 

~ REQUEST Application Number 10/869,200 

FOR Filing Date June 16, 2004 

CONTINUED EXAMINATION (RCE) First Named Inventor Daniel Poznanovic, et al. 
TRANSMITTAL 

Address to: 
Group Art Unit 2186 

Mall Stop RCE Examiner Name THOMAS, Shane M. 
Commissioner for Patents 
P.O. Box 1450 Attorney Docket Number SRC028 
Alexandria, VA 22313-1450 

This is a Request for Continued Examination (RCE) under 37 C.F.R. 1.114 of the above-identified application. 
Request for Continued Examination (RCEJ practice under 37 CFR 1. 114 does not apply to any utility or plant application filed prior to June 8, 1995, or to any design application. 
See Instruction Sheet for RCE:s not lo be submitted to the USPTO on a e 2. 

1. !Submission required under 37 C.F.R. 1.114 Note: If the RCE is proper, any previously filed unentered amendments and 
amendments enclosed with the RCE will be entered in the order in which they were filed unless applicant instructs otherwise. If 
applicant does not wish to have any previously filed unentered amendment(s) entered, applicant must request non-entry of 
such amendment(s). 

a. [8J Previously submitted. If a final Office Action is outstanding, any amendments filed after the final Office Action may 
be considered as a submission even if this box is not checked. 

i. D Consider the arguments in the Appeal Brief or Reply Brief previously filed on ______ _ 

ii. D Other ____________________ _ 

b. D Enclosed 

i. D Amendment/Reply iii. D Information Disclosure Statement (IDS) 

ii. D Affidavit(s)/Declaration(s) iv. D Other __________ _ 

2. !Miscellaneous! 

a. D Suspension of action on the above-identified application is requested under 37 C.F.R. 1.103(c) for a period of 
------months. (Period of suspension shall not exceed 3 months; Fee under 37 C.F.R. 1.17(i) required) 

b. D Other 

3. !Fees! The RCE fee under 37 C.F.R. 1.17(e) is required by 37 C.F.R. 1.114 when the RCE is filed. 

a. [8J The Director is hereby authorized to charge the following fees, or credit any overpayments, to 
Deposit Account No. 50-1123 

i. D RCE fee required under 37 C.F.R 1.17(e) 

ii. D Extension of time fee (37 C. F. R 1.136 and 1.17) 

iii. [8J Other: Charge any additional fees or credit any overpayments for this filing 

b. [8J Check in the amount of $790.00 enclosed 

c. D Payment by credit card (Form PT0-2038 enclosed) 

Name /PrinVTypeJ 

Signature 

WARNING: Information on this form may become public. Credit card Information should not be Included on 
this form. Provide credit card information and authorization on PT0-2038. 

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT REQUIRED 

Registration No. /Attomey!AgentJ 33,940 

Date September 12, 2005 

CERTIFIC'A TE OF MAILING OR TRANSMISSION 
I hereby certify that this correspondence is being deposited with the United States Postal Service with sufficient postage in an envelope addressed to: Mail 
Stop RCE, Commissioner For Patents, P.O. Box 1450, Alexandria, VA 22313-1450 or facsimile transmitted to the U.S. Patent and Trademark Office on 
the date shown below. 

Name /PrinVTypeJ 

Signature Date September 12, 2005 

09/14/2005 EFLORES 00000053 10869200 

01 FC:1801 790.00 OP 
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EXPRESS MAIL NO. EV544475732US 
Client/Matter No. 80404.0033.001 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Serial No. 10/869,200 

Application of: Daniel Poznanovic, et al. 

Filed : June 16, 2004 

Examiner: THOMAS, Shane M. 

Attorney Docket No. SRC028 

For: SYSTEM AND METHOD OF ENHANCING 
EFFICIENCY AND UTILIZATION OF MEMORY 
BANDWIDTH IN RECONFIGURABLE HARDWARE 

Art Unit: 2186 

Confirmation No.: 5929 

Customer No.: 25235 

CERTIFICATE OF MAILING BY EXPRESS MAIL 

MAIL STOP RCE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 
The undersigned hereby certifies that the following documents: 

• Request for Continued Examination; 
• Check in the amount of $790.00; 
• Certificate of Mailing by Express Mail; and 
• Return Receipt Postcard 

relating to the above application, were deposited as "Express Mail", Mailing Label No. EV544475732US 
with the United States Postal Service, addressed to Commissioner for Patents, .0. Box 1450, 
Alexandria, VA 22313-1450. ~ I ~ n 

C{\11::\00: ~ °'~ LOA~ 
Date 

g\ ll-\~ 
Date Stua T. Langley, Re . 

HOGAN & HARTSO L 
One Tabor Center 
1200 17th Street, Suite 1 00 
Denver, Colorado 80202 
(720) 406-5335 Tel 
(303) 899-7333 Fax 
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Ref Hits Search Query DBs Default Plurals Time Stamp 
# Operator 

Ll 2876 711/ 170-173 .eels. US-PGPUB; OR ON 2005/10/15 14:30 
USPAT 

L2 30 1 and reconfigurable near3 US-PGPUB; OR ON 2005/10/15 14:31 
(processor multiprocessor cache USPAT 
CPU (processing adj unit)) 

515 733 ( ( configurable reconfigurable US-PGPUB; OR ON 2005/10/15 09:38 
2 "re-configurable") adj (processor USPAT 

(processing adj unit) CPU 
microprocessor "micro-processor" 
cache)) 

515 270 5152 and fpga U5-PGPUB; OR ON 2005/10/15 09:38 
3 USPAT 
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4 USPAT 
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5 USPAT . 

515 16 memory adj algorithm adj processor U5-PGPUB; OR ON 2005/10/15 11:03 
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7 U5PAT 
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Office Action Summary 

Application No. 

10/869,200 

Examiner 

Shane M. Thomas 

Applicant(s) 

POZNANOVIC ET AL. 

Art Unit 

2186 

.• The MAILING DA TE of this communication appears on the cover sheet with the correspondence address •• 
Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE J MONTH(S) OR THIRTY (30) DAYS, 
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION. . 

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed 
after SIX (6) MONTHS from the mailing date of this communication. 
If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication. 
Failure to reply within the set or extended period for reply will , by statute, cause the application to become ABANDONED (35 U.S.C. § 133). 
Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any 
earned patent term adjustment. See 37 CFR 1.704(b). 

Status 

1 )[8] Responsive to communication(s) filed on 12 September 2005. 

2a)O This action is FINAL. 2b)[8] This action is non-final. 

· 3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11,453 O.G. 213. 

Disposition of Claims 

4)[8] Claim(s) 1,4-12 and 15-24 is/are pending in the application. 

4a) Of the above claim(s) __ is/are withdrawn from consideration . 

5)0 Claim(s) __ is/are allowed. 

6)[8] Claim(s) 1.4-12 and 15-24 is/are rejected. 

7)0 Claim(s) __ is/are objected to. 

8)0 Claim(s) __ are subject to restriction and/or election requirement. 

Application Papers 

9)0 The specification is objected to by the Examiner. 

10)0 The drawing(s) filed on __ is/are: a)O accepted or b)O objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a) . 

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d). 

11 )0 The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PT0-152. 

Priority under 35 U.S.C. § 119 

12)0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)O All b)O Some* c)O None of: 

1.0 Certified copies of the priority documents have been received . 

2.0 Certified copies of the priority documents have been received in Application No. __ . 

3.0 Copies of the certified copies of the priority documents have been received in this National Stage 

application from the International Bureau (PCT Rule 17.2(a)). 

* See the attached detailed Office action for a list of the certified copies not received. 

Attachment(s) 

1) 0 Notice of References Cited (PT0-892) 

2) 0 Notice of Draftsperson·s Patent Drawing Review (PT0-948) 

3) 0 Information Disclosure Statement(s) (PT0-1449 or PTO/SB/OB) 
Paper No(s)/Mail Date __ . 

U.S. Patent and Trademark Off•ca 

4) 0 Interview Summary (PT0-413) 
Paper No(s)/Mail Date. __ . 

5) 0 Notice of Informal Patent Application (PTO-152) 

6) 0 Other: __ . 

PTOL-326 (Rev. 7-05) Office Action Summary Part of Paper No./Mail Date 10152005 
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Application/Control Number: 10/869,200 

Art Unit: 2186 

DETAILED ACTION 

Page2 

This Office action is responsive to the amendment filed 8/26/2005. Claims 1, 11, and 24. 

have been amended; claims 2,3 , 13, and 14 have been canceled. Claims 1,4-12, and 15-24 are 

pending. 

Continued Examination Under 37 CFR 1.1 1 4 

A request for continued examination under 3 7 CFR 1.114, including the fee set forth in 

37 CFR l.17(e), was filed in this application after final rejection on 9/12/2005. Since this 

application is eligible for continued examination under 3 7 CF_R 1.1 14, and the fee set forth in 3 7 

CFR l.17(e) has been timely paid, the finality of the previous Office action has been withdrawn 

pursuant to 37 CFR 1.114. Applicant's submission filed on 8/26/2005 has been entered. 

All previously outstanding objections and rejections to the Applicant's disclosure and 

claims not contained in this Action have been.respectfully withdrawn by the Examiner hereto. 

Response to Amendment 

The rejections of claims 1, 11, 17, and 24 have been modified to reflect the amendments 

and/or Applicant' s arguments to the respective claims. 

Petitioners Amazon 
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Application/Control Number: 10/869,200 

Art Unit: 2186 

Response to Arguments 

Applicant's arguments filed 8/26/2005 have been fully considered but they are not 

persuasive for the following reasons. 

Page 3 

Applicant argues on page 6 of the response that the prior art reference of Paulraj "does 

not show or suggest a reconfigurable processor that instantiates an algorithm as hardware." The 

Examiner respectfully traverses. Paulraj teaches in the abstract for one, that the system described 

determines "an optimal configuration of memory for a particular application." The Applicant 

teaches in ,iss of the originally filed disclosure that "any computer program [i.e. application] is a 

collection of algorithms." Therefore it can be seen that since the processor 100 of Paulraj can 

reconfigure the memory 104 based on the application ( or computer program) that is to execute 

on the processor, that so to can the reconfigurable processor system of Paulraj "instantiate an 

algorithm (i.e. an application) as hardware (i.e. the FPGA module 104 that is used as a cache 

memory)." 

As per the Applicant's arguments regarding claim 11, the Examiner has shown in above 

in the discussion of claim l that Paulraj teaches a reconfigurable processor 100, as claimed by 

the Applicant, that instantiates an algorithm as hardware. 

As per the Applicant's arguments regarding claim 17 on page 7, the Applicant argues that 

the prior art reference of Paulraj "does not show or suggest a data pref etch unit, nor suggest 

transferring data between a memory and a data prefetch unit in a reconfigurable processor. As 

explained in the Examiner's previous rejection of claim 17, the Examiner is considering the 

reconfiguration unit 106 of Paul raj to be a --data prefetch unit-- since Paulraj teaches that the unit 

l 06 pre/etches a configuration vector (i.e. retrieves data from an inherent and non-shown 
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memory) and sets up a programmable memory module 104 (i.e. cache) before executing the 

application relating to the configuration vector (refer to 124 and 129) . . Figure 4 of Paulraj clearly 

shows the --data prefetch unit-- 106 being in a reconfigurable processor 100. Although the cited 

reference does not explicitly use the phrase "data prefetch unit," and may or may not perform all 

of the functionality of a "data prefetch unit,'' as discussed in the Applicants disclosure, the 

reconfiguration unit 106 performs the claimed functionality of the "data prefetch unit" as 

discussed above (i.e. merely transferring data between a memory in a reconfigurable processor). 

Further, the Applicant argues regarding claim 17 that "Paulraj does not suggest 

configuring the computational unit, data access unit, and the data prefetch unit by a program. 

Paulraj simply cannot suggest this configurability because the computational unit in Paulraj is 

not configurable." The Examiner respectfully traverses. All of the computational, data access, 

and data prefetch units are configured by a program, as immediately discussed. As defined by 

. the Examiner, the "computational unit" of Paulraj is being considered to be the element of the 

system of Paulraj that executes and collects the performance data regarding how a specific 

application utilizes memory in order to determine an optimal memory configuration as discusses 

in 127. Figure 5 of Paulraj shows a method for creating a configuration vector by using the 

--computational unit-- in steps 204-206. The Examiner is considering the inherent program that 

is being executed in order to perform the steps of figure 5 to be the program that configures the 

computational unit. Therefore, it can be seen that Paulraj does suggest configuring the 

computational unit by a program. The program of figure 5 configures the computational unit to 

collect oata for a specific application's memory usage statistics in order to create a configuration 

vector that allows the system of Paulraj to optimally reconfigure the programmable memory 
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module 104. Thus the computational unit can be configured to collect memory usage statistics 

for a plurality of applications that are to be executed by the reconfigurable processor 100 of 

Paulraj (if23). 

The same reasoning applies to the data access and data prefetch units. The program that 

is executing the steps of figure 5 (i.e. running on the system of Paulraj that implements the 

method) configures the data access unit to retrieve/store a configuration vector (step 212) based 

on if a new configuration vector had to be created and further configures the data pref etch unit to 

search for a configuration vector and retrieve that vector if found (steps 200 and 212). 

As per the Applicant's arguments regarding claim 24 "that loading a software program 

into a general purpose computational device such as shown in Paulraj does not result in the 

instantiation of an algorithm as hardware." The Examiner respectfully traverses. Once the 

software program has been loaded into the computational unit, a variety of simulations are 

performed and memory usage statistics are gathered by the computational unit in order to create 

a configuration vector as taught in ,r,r23-24. This vector allows the programmable memory 

module 104 of Paulraj to be reconfigured to the most optimal memory configuration for that 

specific software program (if26). As discussed supra, a software program or application is a 

collection of "alg9rithms"; therefore, the configuration vector for a particular software program 

a_llows the system of Paulraj to instantiate a software program as hardware since the 

configuration vector represents optimal configuration of the hardware (programmable memory 

module 104 - element 112 of figure 6). 
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The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the 

basis for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless -

(e) the invention was described in (I) an application for patent, published under section 122(b), by another filed 
in the United States before the invention by the applicant for patent or (2) a patent granted on an application for 
patent by another filed in the United States before the invention by the applicant for patent, except that an 
international application filed under the treaty defined in section 35 l(a) shall have the effects for purposes of this 
subsection of an application filed in the United States only if the international application designated the United 
States and was published under Article 21 (2) of such treaty in the English language. 

Claims 1-24 are rejected under 35 U.S.C. 102(e) as being anticipated by Paulraj (U.S. 

Patent Application Publication No. 2003/0084244). 

As per claim 1, Paulraj shows a reconfigurable processor in figure 6 and a first memory 

(L 1) having a first characteristc memory utilization and a second memory (L2) having a second 

characteristic memory utilization. It is well known in the art that L 1 caches have a higher 

utilziation rate than a lower-level cache such as L2. Paulraj teaches in ~l that upon a command 

from a processor, a search for the requested data is begines with the highest level cache (Ll) and 

[if a miss occurs] continues next to the next level cache (L2). Thus it is inherent that the memory 

utilziation characteristc of the L 1 cache of the reconfigurable processor 110 in figure 6 is greater 

than the memory utilziation characteristic of the L2 cache (and likewise for the L3 cache) as the 

L2 cache would only be utilzied when a miss to the LI cache occurred. In other words, the 

reconfigurable processor always utilizes the L 1 cache for a memory access and the only utilzies 

the L2 cache for requested data when the data is not in the L 1 cache. Therefore, the cache 

utilziation characteristics of the --first memory-- and the --second memory-- are different. 
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Paulraj further teaches a functional unit 102 that executes applications using the 

memories L 1 and L2 (paragraph 9). As is known in the art, a cache memory controller is often 

used to access and move data between a memory hierarchy. The Examiner is considering a data 

pref etch unit to be the logic assocatied with the moving, and only the moving, of data between 

the first and second memories (Ll and L2) since Paulraj shows a connection between the levels 

of cache in figure 6. This logic as well as the first and second memory types (L 1 and L2) are 

configued by a program - refer to paragraphs 23-24. The data prefetch unit as defined by the 

Examiner must be configued as well by the program when moving data since the cache line size 

and blocking factor can change, so different amounts of data can be exchanged for the same 

access when different programs run. 

The reconfigurable processor of Paulraj has the ability to collect memory usage statistics 

for a particular application and based on those statistics, create a configuration vector as taught in 

i!i!23-24. This vector allows the programmable memory module 104 of Paulraj to be 

reconfigured to the most optimal memory configuration for that specific software program (i/26). 

As defined by the Applicant in i/55 of the originally filed specification, a software program or 

application is a collection of "algorithms"; therefore, the configuration vector for a particular 

software program allows the system of Paulraj to instantiate a software program as hardware 

since the configuration vector represents optimal configuration of the hardware (progra~able 

memory module 104 - element 112 of figure 6). 

As per claims 2 and 13, as taught in paragraphs 23 and 29 of Paulraj, no specific cache is 

present in the system of Paulraj. Rather, an FPGA is utilized as representing a caching hierarchy 
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and is optimized based on the memory needs of a specific program running on the reconfigurable 

processor. 

As per claims 3 and 14, Paulraj teaches in paragraph 23 that a specific [cache] line size of 

contiguous data is not retrieved since the data line size is optimized based on the memory needs 

of the program when executing on the reconfigurable processor. Refer also .to paragraph 29. 

Further, it is therefore inherent that the second memory have a charactersitic line size since 

Paulraj teaches in ,,22-23 that a best line size for the memory arrangement for a particular 

program is determined and utilzied when that program is run. For example, a line-size 

characteristic would be ultized when transferring data from the L2 cache to the L 1 cache. 

As per claim 4, Paulraj teaches that a load/store unit is used to access the caches (L 1-L3) 

in order to determine if cache data is present in the cache hierarchy (paragraph 6). Since the 

functional unit 102 (figure 6) is responsible for accessing the programmable memory unit 104, 

the Examiner is therefore considering the load/store unit logic of the programmable memory unit 

that is responsible for for accessing the Ll and L2 caches (first and second memory types) to be 

a memory controller. It can be seen that the memory controller, as defined by the Examiner, 

controls the transfer of data between the memory (assuming second memory L2) and the data 

prefetch unit, since the memory controller (load/store unit logic) is responsible for retrieving the 

data from the cache if a hit occurs (paragraph 4). 

As per claim 5, as taught in paragraph 1, an external memory ( element 18, figure 1) is 

generaly coupled to a microprocessor and holds data to be used by the microcontroller during 

program execution. The Examiner is considering the process of writing data back to the external 

memory from the FPGA memory 104 containing the caches (on-board memory), such as during 
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a write-back scheme as known in the art, to be performed by the data prefetch unit portion of the 

functional logic as defined above by the Examiner. The data prefetch logic, as defined above, is 

responsible for all of the transfer of data into, out of, and between the FPGA memory 104. 

As per claim 6, the Examiner is regarding a --register-- in its broadest reasonable sense 

and it thus considering it be to be a unit of logic. Therefore, the portion of the function logic that 

is responsible for the movement of data (as defined above to be the data prefetch unit) is being 

considered by the Examiner as containing a --register-- portion of the reconfigurable processor 

since, for instance, the blocking factor and line size of the programmable memory 112 can 

change~ a --register-- or portion of the reconfigurable processor must be set in order to indicate 

. the currnet line size and blocking factor when a given application is being run on the 

reconfigurable processor at a given point in time. Refer to paragraph 23. 

As per claim 7, the Examiner is considering the process of --disassembling the data 

prefetch unit-- as modifying the data prefetch unit logic of the fucntion logic 102 every time the 

program being executed by the reconfigurable processor changes. It can be seen that the data 

prefetch unit changes during these intervals since the cache line size, blocking factor, and 

associativity of the FPGA changes when optimal for the next program to be executed (refer to 

paragraph 23). Thus it can be seen that the data prefetch unit logic is --disassembled-- when· 

another program is executed by the reconfigurable processor of Paulraj. 

As per claim 8, as can be seen that the FPGA memory 112, that comprises the first and 

second memories (LI and L2) and which is accessed by the data pref etch unit of the functional 

unit 102 as discussed above, is a --processor memory-- (part of cpu 110). It can also be seen that · 

the --second memory-- (L2) is also a --processor memory-- since it is contained within 
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reconfigurable processor 110. Therefore, since the data pretech unit can access the L2 cache as 

discussed above in the rejection of claim 1, the data prefetch unit can retrive data from the L2 

portion of --processor memory--112. 

As per claim 9, as shown in figure 1 and taught in paragraph 1 of Paulraj, the system 10 

is actually a microprocessor, which contains a memory controller 14. The main difference 

between the prior art of figure 1 and the invention of Paulraj in figure 6 is that the memroy 

. hierarchy is configurable and accessed by a fucntional unit in lieu of a separate memory 

controller logic (paragraph 9). Therefore, since the memory controller logic for accessing the 

cache hierarchy is still contained within cpu 110 of figure 6, it can be seen that the cpu 110 is 

actually a microprocessor. It follows that the --processor memory-- 112 is therefore a 

--microprocessor memory--. 

As per claim 10, since the cpu 110 of figure 6 is a reconfigurable processer (able to 

reconfigure its memory heirarchy to match the needs of the application it is currently running), it 

can be seen that the cpu memory 112 is a reconfigurable processor memory. 

As per claim 11, Paulraj depicts a reconfigurable hardware system in figure 6. Paulraj 

further teaches in paragraph 26 that when a particular application is to be run by the 

reconfigrable processor 110, a configuration vector is retrieved to program the programmable 

memory 112 (figure 6). As shown in figure 6, the step of accesing the configuration vector is 

executed outside of the reconfigurable processor 110. Therefore, the Examiner is considering 

the memory that contains the configuration vectors to be a--common memory-- and a data 

pref etch unit (reconfiguration unit 106 executing on the reconfigurable processor 110) accessing 

the common memory in order to determine how to program the memory 112 (paragraph 29). 
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The data prefetch unit 106 is --configured-- by an application to be excuted on the sysem 110 

since when a new application is to be executed, the data prefetch unit is called upon ( or 

configured) to access the configuration vector for the particular application. 

The reconfigurable processor of Paulraj has the ability to collect memory usage statistics 

for a particular application and based on those statistics, create a configuration vector as taught in 

1123-24. This vector allows the programmable memory module 104 of Paulraj to be 

· reconfigured to the most optimal memory configuration for that specific software program (126). 

As defined by the Applicant in 155 of the originally filed specification, a software program or 

application is a collection of "algorithms"; therefore, the configuration vector for a particular 

software program allows the system of Paulraj to instantiate a software program as hardware 

since the configuration vector represents optimal configuration of the hardware (programmable 

memory module l 04 - element 112 of figure 6). 

As per claim 12, the Examiner is considering a --memory controller-- to be the system 

portion utilized when creatin~ a new configuration vector for an application. Such a process 

occurs in figure 5 and taught in paragraghs 23-25 of Paulraj. When a new configuration vector is 

created by analizing performance information that has been collected for the application. The 

Examiner is thereby considering the --memory controller-- to be the element of the 

reconfigurable hardware system that is associated with storing the new configuration vector into 

the common memory so that the vector can be accessed later when the same application is run 

again. 

As per claim 15, the Examiner is considering the reconfiguration module 106 of the 

reconfigurable processsor 110, as comprising two distinct elements: a --computational unit-- and 
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a --data access unit--. The data access unit is the element that is responsible for accessing the 

configuration vector as taught in paragraph 29 of Paulraj; or in other words, the Examiner is 

considering the --data access unit-- to be the same as the --memory controler-- defined in the 

rejection of claim 12. The Examiner is further considering the --computational unit-- of the 

rconfiguration module 106 to be the element that sets up the programmable memory module 104 

using the configuration vector that was accessed by the --data access unit-- (paragraph 29). 

As per claim 16, as taught by Paul raj in paragraph 29, the --data access unit-- supplies the 

configuration vector to the --computational unit-- in order to set up the programmable memory 

104 as required by the application to be run on the reconfurable processor 110. 

As per claim 17, the Examiner is considering a --data prefetch unit-- to be the 

reconfiguration unit 106 of reconfigurable processor 110 (figure 6). As taught in paragraph 26 

and 29 of Paulraj, the --data prefetch unit-- accesses a memory in order to determine if a 

configuration vector is known for a given application, and if so, the vector is retrieved (from the 

memory). If this --data-- (configuration vector) is not known then a simulation is performed with 

the application in order to collect performance information. The Examiner is considering the 

element that executes and collects the performance data as being a --computational unit-- and the 

element of Paulraj that stores the configuration vector, once determined, to be a --data access 

unit-- since it stores the vector into the --memory-- from which it can be later retrieved (step 212 

of figure 5). 

All of the computational, data access, and data pre fetch units are configured by a 

program, as immediately discussed. As defined by the Examiner, the "computational unit" of 

Paulraj is being considered to be the element of the system of Paulraj that executes and collects 
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the performance data regarding how a specific application utilizes memory in order to determine 

an optimal memory configuration as discusses in 127. Figure 5 of Paul raj shows a method for 

creating a configuration vector by using the --computational unit-- in steps 204-206. The 

Examiner is considering the inherent program that is being executed in order to perform the 

steps of figure 5 to be the program that configures the computational unit. Therefore, it can be 

seen that Paulraj suggests configuring the computational unit by a program. The program of 

figure 5 configures the computational unit to collect data for a specific application's memory 

usage statistics in order to create a configuration vector that allows the system of Paulraj to 

optimally reconfigure the programmable memory module 104. Thus the computational unit can 

be configured to collect memory usage statistics for a plurality of applications that are to be 

executed by the reconfigurable processor 100 of Paulraj (123). 

The same reasoning applies to the data access and data prefetch units. The program that 

is executing the steps of figure 5 (i .e. running on the system of Paulraj that implements the 

method) configures the data access unit to retrieve/store a configuration vector (step 212) based . 

on if a new configuration vector had to be created and further configures the data prefetch unit to 

search for a configuration vector and retrieve that vector if found (steps 200 and 212). 

As per claim 18, the --data-- ( configuration vector) is transferred from the 

--computational unit-- to the --data access unit-- when the configuration unit has created a 

configuration vector (step 208 of figure 5). The --data-- is written to the memory --from-- the 

--data prefetch unit-- since the data prefetch unit (reconfiguration unit 106) is the element that 

executed the beginning of the configuration vector creation process (step 200 of figure 5). Refer 
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to paragraph 26. Thus the Examiner is considering the data as being written --from-- the data 

prefetch unit. 

As per claim 19, as taught in paragraph 26, if the configuration vector is known, the 

vector is retrieved from the memory to the data prefetch unit (reconfiguration unit 106). The 

data is read directly from the data prefetch unit when a request to create a configuration vector is 

made for a new application as shown in figure 6 since the data prefetch unit is responsible for 

being the vector creation process. The data is directed from the data prefetch unit (reconfigure 

logic) to be read from the memory by the data access unit to_ the computational unit where it is 

processed to produce a configuration vector. 

As per claim 20, as stated above, the configuration vector (--data--) is created by the 

computational unit via acquired simulation data. The configuration vector is the resultant 

product that is transferred from the memory to the data prefect unit when it is determined that the 

configuration vector for the application is available (paragraph 26). Thus --all-- of the data that 

is transferred is processed by the computational unit (albeit before the transfer occurs) since the 

data prefetch unit required the entire configuration vector in order to set up the programmable 

memory 112. 

As per claim 21, Paulraj shows in paragraph 26 that an explicit request for the 

configuration vector for the current application results in the data (if it exists) selected for the 

optimal configuration of the programmable memory 112 for that application. 

As per claim 22, the Examiner is not considering the data ( configuration vector) to be the 

size of a complete cache line since the data is used to create a cache hierarchy. In other words, 

the caches (L 1-L3) of the programmable memory 112 are not programmed when the data is 

Petitioners Amazon 
Ex. 1010, p. 219 of 399



Application/Control Number: 10/869,200 

Art Unit: 2186 

Page 15 

transferred from the memory to the data prefetch unit; therefore, the data cannot be a complete 

cache line. 

As per claim 23, since the Examiner defined the portion of the reconfiguration unit that 

accesses the configuration file (data) from the memory, the Examiner is defining the logic that 

controls the actual transfer of that data to the data pre~etch unit (portion of the reconfiguration 

unit that executes the fetch of the configuration vector and then programs the programmable 

memory 112) to be a --memory controller--. Thus the data access unit determines whether a 

configuration vector exists for an application and if so, the memory controller sends that data to 

the data prefetch unit. 

As per claim 24, Paulraj shows a reconfigurable processor in figure 6 that comprises a 

computation unit 110 and a data access unit ( elements 120 and 114, which comprise the 

reconfiguration unit 106 of figure 4 - ,128). In figure 6, the data access unit can be seen as being 

coupled to the computational unit. The data access unit retrieves data (configuration vector) 

from a memory internal to the data access unit (i.e. reconfiguration unit) and supplies the data to 

the computation unit in the form of modifications to the cache FPGA module .112. Refer to ,123 . 

The Examiner is considering the inherent program that is being executed in order to 

perform the steps of figure 5 to be the program that configures the computational unit. 

Therefore, it can .be seen that Paulraj suggests configuring the computational unit by a program. 

The program of figure 5 configures the computational unit to collect data for a specific 

application's memory usage statistics in order to create a configuration vector that allows the 

system of Paulraj to optimally reconfigure the programmable memory module I 04. Thus the 
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The data access unit (specifically the memory portion used to store configuration profiles 

for the different application programs) is configured by the program that is responsible for 

running the method of figure 5 of Paulraj as discussed supra. When a new application is to be 

run, [as a result] the program performs the steps 204-206 to configure the reconfiguration unit to 

collect statistics regarding the memory usages ( caches L 1, L2, and L3) of the application and a 

configuration vector is associated with the respective application and stored in the 

reconfiguration unit. Refer to ,r,r23-24. When an application is known, the program executing 

the method of figure 5 [as a result] configures the data access unit (reconfiguration unit) to 

retrieve the associated configuration vector and apply it to the FPGA m~mory of the 

reconfigurable processor (i!29). 

In other words, once the software program has been loaded into the computational unit, a 

variety of simulations are performed and memory usage statistics are gathered by the 

computational unit in order to create a configuration vector as taught in ,r,r23-24. This vector 

allows the programmable memory module 104 of Paulraj to be reconfigured to the most optimal 

memory configuration for that specific software program (i!26). As discussed supra, a software 

program or application is a collection of "algorithms"; therefore, the configuration vector for a 

particular software program allows the system of Paulraj to instantiate a software program as 

hardware since the configuration vector represents optimal configuration of the hardware 

(programmable memory module 104 - element 112 of figure 6). 
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Any inquiry concerning this communication or earlier communications from the 

Page 17 

examiner should be directed to Shane M. Thomas whose telephone number is (571) 272-4188. 

The examiner can normally be reached on M-F 8:30 - 5:30. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Matt M. Kim can be reached on (571) 272-4182. The fax phone number for the 

organization where this application or proceeding is assigned is 571-273-8300 

Information regarding the status of an application may be obtained from the Patent 

Application Information Retrieval (PAIR) system. Status information for published applications 

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished 

applications is available through Private PAIR only. For more information about the PAIR 

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR 

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free). 

Shane M. Thomas 

i~(~ 
HONG CHONG KIIV 

PRIMARY EXAMINER 
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