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Memory Access Schemes for Configurable Processors 

Bolger Lange and Andreas Koch 

Tech. Univ. Braunschweig (E.I.S.), GauBstr. 11, D-38106 Braunschweig, Germany 
lange,koch@eis.cs.tu-bs.de 

Abstract. This work discusses the Memory Architecture for Reconfigurable Com
puters (MARC), a scalable, device-independent memory interface that supports 
both irregular (via configurable caches) and regular accesses (via pre-fetching 
stream buffers). By hiding specifics behind a consistent abstract interface, it is 
suitable as a target environment for automatic hardware compilation. 

1 Introduction 

Reconfigurable compute elements can achieve considerable performance gains over 
standard CPUs [1] [2] [3] [4]. In practice, these configurable elements are often combined 
with a conventional processor, which provides the control and 1/0 services that are 
implemented more efficiently in fixed logic. Recent single-chip architectures following 
this approach include NAPA [5], GARP [6], OneChip [7], OneChip98 [8], Triscend 
ES [9], and Altera Excalibur [10]. Board-level configurable processors either include a 
dedicated CPU [11] [12] or rely on the host CPU for support [13] [14] . 

Design tools targeting one of these hybrid systems such as GarpCC [15], Nimble 
[16] or Napa-C [17] have to deal with software and hardware issues separately as well as 
with the creation of interfaces between these parts. On the software side, basic services 
such as 1/0 and memory management are often provided by an operating system of 
some kind. This can range from a full-scale general-purpose OS over more specialized 
real-time embedded OSes down to tiny kernels offering only a limited set of functions 
tailored to a very specific class of applications. Usually, a suitable OS is either readily 
available on the target platform, or can be ported to it with relative ease. 

This level of support is unfortunately not present on the hardware side of the hybrid 
computer. Since no standard environment is available for even the most primitive tasks 
such as efficient memory access or communication with the host, the research and de
velopment of new design tools often requires considerable effort to provide a reliable 
environment into which the newly-created hardware can be embedded. This environment 
is sometimes called a wrapper around the custom datapath. It goes beyond a simple as
signment of chip pads to memory pins. Instead, a structure of on-chip busses and access 
protocols to various resources (e.g., memory, the conventional processor, etc) must be 
defined and implemented. 

In this paper, we present our work on the Memory Architecture for Reconfigurable 
Computers (MARC). It can act as a "hardware target" for a variety of hybrid compil
ers, analogously to a software target for conventional compilers. Before describing its 
specifics, we will justify our design decisions by giving a brief overview of current con
figurable architectures and showing the custom hardware architectures created by some 
hybrid compilers. 
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616 H. Lange and A. Koch 

2 Hybrid Processors 

Static and reconfigurable compute elements may be combined in many ways. The degree 
of integration can range from individual reconfigurable function units (e.g., 0neChip 
[7]) to an entirely separate coprocessor attached to a peripheral bus (e.g., SPLASH [4], 
SPARXIL [18)). 
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Figure 1. Single-chip hybrid processor 

Figure 1 sketches the architecture of a single-chip hybrid processor that combines 
fixed (CPU) and reconfigurable (RC) compute units behind a common cache (D$). 
Such an architecture was proposed, e.g., for GARP [6) and NAPA [5]. It offers very 
high bandwidth, low latency, and cache coherency between the CPU and the RC when 
accessing the shared DRAM. 

Fixed Processor Chip Reconfigurable Array 

DRAM SRAM 

Figure 2. Hybrid processor emulated by multi-chip system 

The board-level systems more common today use an architecture similar to Figure 
2 . Here, a conventional CPU is attached by a bus interface unit (BIU) to a system-wide 
1/0 bus (e.g., SBus [18) or PCI [11) [12)). Another BIU connects the RC to the 1/0 
bus. Due to the high communication latencies over the 1/0 bus, the RC is often attached 
directly to a limited amount of dedicated memory (commonly a few KB to a few MB of 
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Memory Access Schemes for Configurable Processors 617 

SRAM). In some systems, the RC has access to the main DRAM by using the 1/0 bus as 
a master to contact the CPU memory controller (MEMC). With this capability, the CPU 
and the RC are sharing a logically homogeneous address space: Pointers in the CPU 
main memory can be freely exchanged between software on the CPU and hardware in 
the RC. 

Operation 
ZBT SRAM read 
ZBT SRAM write 
PCI read 
PCI write 

Cycles 
4 
4 

46-47 
10 

Table 1 shows the latencies measured on [12) for the 
RC accessing data residing in local Zero-Bus Turnaround 
(ZBT) SRAM (latched in the FPGA 1/0 blocks) and in 
main DRAM (via the PCI bus). In both cases, one word 
per cycle is transferred after the initial latency. 

It is obvious from these numbers that any useful wrap

Table 1. Data access laten- per must be able to deal efficiently with access to high la
cies (single word transfers) tency memories. This problem, colloquially known as the 

"memory bottleneck", has already been tackled for con
ventional processors using memory hierarchies (multiple cache levels) combined with 
techniques such as pre-fetching and streaming to improve their performance. As we will 
see later, these approaches are also applicable to reconfigurable systems. 

3 Reconfigurable Datapaths 

The structure of the compute elements implemented on the RC is defined either manually 
or by automatic tools. A common architecture [6] [16] [18] is shown in Figure 3. 
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Figure 3. Common RC datapath architecture 
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The datapath is formed by a number of hardware operators, often created using 
module generators, which are placed in a regular fashion. While the linear placement 
shown in the figure is often used in practice, more complicated layouts are of course 
possible. All hardware operators are connected to a central datapath controller that 
orchestrates their execution. 

In this paper, we focus on the interface blocks attaching the datapath to the rest of the 
system. They allow communication with the CPU and main memory using the system 
bus or access to the local RC RAM. The interface blocks themselves are accessed by the 
datapath using a structure of uni- and bidirectional busses that transfer data, addresses, 
and control information. 
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