
Exhibit B-3: “Memory Access Schemes for Configurable Processors,” H. Lange and A. Koch, FPL 2000: Field-Programmable Logic 
and Applications: The Roadmap to Reconfigurable Computing, 2000 (“Lange”) 

As described in the following claim chart, the asserted claims of the ’867 patent are invalid in view of “Memory Access Schemes for 
Configurable Processors,” H. Lange and A. Koch, FPL 2000: Field-Programmable Logic and Applications: The Roadmap to 
Reconfigurable Computing, 2000 (“Lange”). 

The citations presented herein are exemplary and not exclusive; each prior art reference as a whole discloses each and every limitation 
of the claims. A citation to a figure or figure reference numeral incorporates by reference the discussion and/or explication of such 
figure or feature/component referenced by the reference numeral. Further, the mapping in this chart is based on Amazon’s present 
understanding of Plaintiffs’ interpretation of the asserted claims of the patent-in-suit as reflected in Plaintiffs’ infringement 
contentions. Nothing in the chart should be regarded as necessarily reflecting how the prior art references would apply to claim 
elements of the asserted patent under a proper interpretation of the claims. Disclosures cited for dependent claims incorporate by 
reference the disclosure included herein for the corresponding independent claim. 

’867 patent claim 1 Lange 

A reconfigurable processor that instantiates an 
algorithm as hardware comprising: 

Lange discloses a reconfigurable processor that instantiates an algorithm as 
hardware.  For example: 

Lange discloses a Memory Architecture for Reconfigurable Computers 
(MARC) implemented in an FPGA with compute units.  Page 615 (“This work 
discusses the Memory Architecture for Reconfigurable Computers (MARC), a 
scalable, device-independent memory interface that supports both irregular (via 
configurable caches) and regular accesses (via pre-fetching stream buffers).”); page 
616 (“Figure 1 sketches the architecture of a single-chip hybrid processor that 
combines fixed (CPU) and reconfigurable (RC) compute units behind a common 
cache (D$).”); page 624 (“We discussed one real-world implementation of MARC 
on an emulated hybrid processor combining a SPARC CPU with a Virtex FPGA. 
The sample implementation fully supports multi-threaded access to multiple 
memory banks as well as the creation of “virtual” memory ports attached to on-chip 
cache memory.”) 
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a first memory having a first characteristic 
memory bandwidth and/or memory 
utilization; 

Lange discloses a first memory having a first characteristic memory bandwidth 
and/or memory utilization.  For example: 

Lange discloses that the MARC core includes a cache, e.g., an L1 cache, which 
has a characteristic bandwidth and utilization.  Page 619 (“Using MARC, the 
datapath accesses memory through abstract front-end interfaces. Currently, we 
support two front-ends specialized for different access patterns: Caching ports 
provide for efficient handling of irregular accesses. Streaming ports offer a non-
unit stride access to regular data structures (such as matrices or images) and 
perform address generation automatically. In both cases, data is pre-fetched/cached 
to reduce the impact of high latencies (especially for transfers using the I/O bus).”); 
page 621 (“In this manner, additional back-ends handling more memory banks can 
be attached easily. Analogously, MARC can be adapted to different FPGA 
technologies. For example, on the Xilinx Virtex [24] series of FPGA, the L1 cache 
of a caching port might be implemented using the on-chip memories.”); page 622 
(“The cache is implemented as a fully associative L1 cache. It uses 4KB of Virtex 
Block-SelectRAM to hold the cache lines on-chip and implements write-back and 
random line replacement.”) 

Patent Owner Saint Regis Mohawk Tribe 
Ex. 2021, p. 2

f  

F
in

d
 a

u
th

e
n
tic

a
te

d
 c

o
u
rt d

o
c
u
m

e
n
ts

 w
ith

o
u
t w

a
te

rm
a
rk

s
 a

t d
o
c
k
e
ta

la
rm

.c
o
m

. 

https://www.docketalarm.com/


Exhibit B-3: “Memory Access Schemes for Configurable Processors,” H. Lange and A. Koch, FPL 2000: Field-Programmable Logic 
and Applications: The Roadmap to Reconfigurable Computing, 2000 (“Lange”) 

 

3 

 

and a data prefetch unit coupled to the first 
memory, wherein the data prefetch unit 
retrieves only computational data required by 
the algorithm from a second memory of 
second characteristic memory bandwidth 
and/or memory utilization and places the 
retrieved computational data in the first 
memory wherein the data prefetch unit 
operates independent of and in parallel with 
logic blocks using the computional [sic] data, 
and wherein at least the first memory and data 
prefetch unit are configured to conform to 
needs of the algorithm, and the data prefetch 
unit is configured to match format and 

Lange discloses a data prefetch unit coupled to the first memory, wherein the data 
prefetch unit retrieves only computational data required by the algorithm from a 
second memory of second characteristic memory bandwidth and/or memory 
utilization and places the retrieved computational data in the first memory wherein 
the data prefetch unit operates independent of and in parallel with logic blocks 
using the computational data, and wherein at least the first memory and data 
prefetch unit are configured to conform to needs of the algorithm, and the data 
prefetch unit is configured to match format and location of data in the second 
memory.  For example: 

Lange discloses that the MARC performs data pre-fetching of data from a 
memory (e.g., the second memory) through a caching port and streaming port 
and into the cache (i.e., the first memory).  Page 619 (“Using MARC, the 
datapath accesses memory through abstract front-end interfaces. Currently, we 
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location of data in the second memory. support two front-ends specialized for different access patterns: Caching ports 
provide for efficient handling of irregular accesses. Streaming ports offer a non-
unit stride access to regular data structures (such as matrices or images) and 
perform address generation automatically. In both cases, data is pre-fetched/cached 
to reduce the impact of high latencies (especially for transfers using the I/O bus).”) 

 

Lange discloses that MARC performs pre-fetching to address the problem of 
memory latency in a reconfigurable context.  Page 617 (“It is obvious from these 
numbers that any useful wrapper must be able to deal efficiently with access to 
high latency memories. This problem, colloquially known as the “memory 
bottleneck”, has already been tackled for conventional processors using memory 
hierarchies (multiple cache levels) combined with techniques such as pre-fetching 
and streaming to improve their performance. As we will see later, these approaches 
are also applicable to reconfigurable systems.”); page 618 (“Our goal was to learn 
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from these past experiences and develop a single, scalable, and portable memory 
interface scheme for reconfigurable datapaths. MARC (Memory Architecture for 
Reconfigurable Computers) strives to be applicable for both single-chip and board-
level systems, and to hide the intricacies of different memory systems from the 
datapath. Figure 4 shows an overview of this architecture.”) 

Lange discloses that the stream characteristics are matched to the specific 
application requirements, and that only the precise amount of data required is 
pre-fetched.  Page 620 (“The ‘Block’ register plays a crucial role in matching the 
stream characteristics to the specific application requirements. E.g., if the 
application has to process a very large string (such as in DNA matching), it makes 
sense for the datapath to request a large block size. The longer start-up delay (for 
the buffer to be filled) is amortized over the long run-time of the algorithm. For 
smaller amounts of data (e.g.,part of a matrix row for blocking matrix 
multiplication), it makes much more sense to pre-fetch only the precise amount of 
data required.”) 

’867 patent claim 3 Lange 

The reconfigurable processor of claim 1, 
wherein the data prefetch unit receives 
processed data from on-processor memory 
and writes the processed data to an external 
off-processor memory. 

Lange discloses the data prefetch unit receives processed data from on-processor 
memory and writes the processed data to an external off-processor memory.  For 
example: 

Lange discloses that the MARC core is located between front- and back-ends.  
Page 619 (“The MARC core is located between front- and back-ends, where it acts 
as the main controller and data switchboard. It performs address decoding and 
arbitration between transfer initiators in the datapath and transfer receivers in the 
individual memories and busses. Logically, it can map an arbitrary number of 
front-ends to an arbitrary number of back-ends.”) 

’867 patent claim 4 Lange 

The reconfigurable processor of claim 1, 
wherein the data prefetch unit comprises at 

Lange discloses the data prefetch unit comprises at least one register from the 
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