HPE 1037-0001

HPE Co. v. ChriMar Sys., Inc.
IPR Pet. - U.S. Patent No. 8,902,760
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I NTRODUTCT

Introduction

I‘n‘ the earliest days of networking, dumb terminals were
used to send data to a mainframe. This concept was
decidedly one-sided, and if someone wanted a bit of
information, it was necessary to approach the high
priests in the glass house, perhaps bring an offering of
some sort, and wait two or three weeks. Then, the
report you got would invariably not be what you had
originally requested.

Then, we got PC networks, run by file-sharing network
operating systems such as NetWare, We still couldn’t
get at that data behind the glass wall, but we could
share printers and text files with one another. However,
these LANs were limited in terms of bandwidth. For
example, although Ethernet runsat 10Mbps, users
typically enjoy a maximum of only about 4Mbps, which
is then further divided by the number of users on the
network. For example, if there are 10 users on the
network, each user gets only 400Kbps of bandwidth.

Hardly enough for multimedia! Although at one time
this was more than adequate, the increasing demand
for bigger and more critical applications on the LAN
has created more traffic jams and congestion, which, in
turn, drives the need for high-speed networking.
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2 I Introduction

Eventually, end users decided they wanted to get at those massive stores of corporate
data, and wanted to transmit multimedia files as well. However, sending a multi-megabyte
file full of images overburdened those early PC networks, which were, after all, designed
to handle data only, and not very much of it, at that.

Larger files, multimedia, and greater demand for easy access to corporate data all contrib-
uted to the need for high-speed networking technology, such as Fast Ethernet and ATM.
Another major factor in the drive to high-speed networks is the move to intranets, a tech-
nique that uses Internet protocols to send and receive data both internally and externally.

The open nature of TCP/IP, the dominant Internet/intranet protocol, has created unparal-
leled levels of data access. Users, regardless of location or platform, can connect to the
internal network from any dial-up Internet account, through almost any ordinary Web
browser. Making data access this easy comes with a price: More people will want more
data. Because it's so easy to get, those users will probably access it more frequently. For
years, networking was a frustrating experience for the end user, who faced delays,
crashes, and dependence on a centralized information system. Thus, as end users wised
up, took advantage of new technology, and then asked for more, the need for high-speed
networking arose.

High-speed networking technologies, such as Fast Ethernet, Frame Relay, FDDI, and
ATM, are just now beginning to bring massive changes to networking. The desltop PC
revolution made PCs inexpensive and widely accessible; advances in high-speed network-
ing will similarly bring access to large databases, graphics, and multimedia to the masses.
The endless delays, bottlenecks, and the often-heard comment “my, the computer’s slow
today” may be a thing of the past. These new high-speed technologies are increasingly
affordable, and many are likely to become commodity items within a few years.

In the following chapters, we will take a closer look at these high-speed technologies, their
histories, usage, and implementation. We will see how 10Mbps Ethernet has evolved into
100Mbps, and then 1,000Mbps Ethernet; and how ultra-high channel technologies are
being used to connect high-speed devices. &

What's In Store for the Future?

In the future, the “Information Superhighway” will bring high-speed Internet access,
video-on-demand, and networked appliances to every home. However, this future cannot
be accomplished with traditional networking technology. An all-optical network would
remove the bottlenecks common to traditional networks, and thereby potentially increase
the amount of data carried by each fiber a hundred-fold.
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Representations Used in this Book I 3

The first step towards such a network has been taken by the National Transparent Optical
Network Consortium (NTONC), a group of researchers, manufacturers, and telecommu-
nications providers led by Lawrence Livermore National Laboratory. Members of the
consortium include Pacific Bell, Sprint, Northern Telecom, United Technologies Re-
search, Hughes Aircraft, Rockwell International, and Columbia University. NTONC has
proposed a $40 million project that would create a prototype optical network in California.
Eventually, NTONC hopes to develop technology that could be used to carry up to 100
Terabits per second (Tbps) of data—a capacity far beyond anything currently available or
underway. At this phenomenal rate, data would be streaking across the network at ten
million times the rate of standard 10Mbps Ethernet.

The NTONC project hopes to create a testbed network to demonstrate wavelength divi-
sion multiplexing (WDM) device technologies and control strategies required to develop
a terabit-per-second optical network. These speeds will be achieved by using WDM as a
means of expanding fiber system bandwidth by allowing multiple colors of light to be sent
over a fiber that currently accommodates only one color. The group will deploy a four-
node, bi-directional ring network carrying both OC-48 Synchronous Optical Network
(SONet) and ATM traffic.

Initially, the project, which will be funded in part by the Defense Advanced Research
Projects Agency (DARPA), would establish a network around the San Francisco Bay Area,
using Pacific Bell and Sprint’s existing fiber optic cables. Later, the network would expand
to Southern California.

As is the case with new technologies, it is necessary for us to face a slew of acronyms and
new terms. Even to the most technically proficient among us, these can be confusing. A
glossary has been added to the end of this book to serve as a quick reference to these
new terms.

Representations Used in this Book

There are several graphical representations in this book to male it easier to read and
understand. The following items point you to specific information:

ON THE WEB

This icon and format signal URL addresses for the Internet and World Wide Web of places that
have related products or information, such as the Que home page at:

http:\\wwwm.quecorp.com
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4 I Introduction

N O-T'E Notes give advice or general information related to the specific topic., i

CAUTION

This paragraph format warns of hazardous.procedures that may cause irreparakbkle damage.

What About Sidebars?

Sidebars are supplementary material that expands on the specific topic being discussed. While
this information is not vital to the discussion, it may provide valuable insight or further
explanation.
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CHAPTER

The Evolution of High-
Speed Networking

one time, 10Mbps of bandwidth was all anyone ever
needed. Those days, however, have gone out with 10M
hard drives and black-and-white screens. Trends in
both management and technology have driven the *
need for faster networks. Companies are “leaner and
meaner,” middle management has been eliminated,
and end users are heing given more responsibility.
Fortunately, the technology has evolved at the same
time, allowing these end users to gain faster and
greater access to corporate data of all types. 5
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6 I Chapter 1 The Evolution of High-Speed Networking

Faster LANs

The old 80/20 rule, which states that 80 percent of network traffic exists locally, or within
the LAN segment, and 20 percent in the backbone, is no longer valid. This design model
held that an internetwork, which was generally created by connecting LANs with routers,
ran most traffic over each individual LAN, Routers were optimized to handle this traffic
pattern. Later, however, companies started to centralize servers on the corporate back-
bone, creating a new pattern of traffic and destroying the old 80/20 rule. Furthermore,
increased segmentation in a traditional routed network has led to a much higher percent-
age of backbone traffic, resulting in more congestion. Multiple segments on a shared
backbone result in tremendous congestion, as more and more traffic competes for a piece
of that 10Mbps of bandwidth (see Figure 1.1). In this shared scenario, each segment gets
only a proportional share of the 10Mbps; that is, if there are six nodes attached to the
shared hub, each one only gets one-sixth of the 10Mbps.

FlG. 1.1 Shared media hub

A shared backbone |
can result in network 10 Mbps =3 |/@ /@ @ @ @ @\‘
congestion. // \ \\

Each workstation gets a piece
of the ID Mbps

There are dozens of ways to correct this bottleneck problem, including deployment of a
switched network. Figure 1.2 shows the same network, divided into segments, with each
segment receiving its own 10Mbps of bandwidth.

The switching paradigm can be made even more efficient by adding Asynchronous Trans-
fer Mode (ATM) technology, which adds a high-speed connection between switches and
other devices, Quality of Service (QoS) guarantees, and connectivity with legacy LAN.

Token Ring networks have also suffered from the same bottleneck problems as Ethernet.
The advent of Ethernet switching has effectively eliminated the technical advantages of
Token Ring. That is, Token Ring’s deterministic nature had been advantageous because it
eliminated the possibility of packet collisions. However, this advantage is minimized when
compared with an Ethernet switching environment, where collisions are far less common
than in a routed Ethernet environment.

http://www.quecorp.com
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Analyzing the Need for a High-Speed Networking Architecture I 7

FIG. 1.2 Switching hub

|
A segmented network Prev— > [/@/@ ? @ ? ®\\

eliminates bottle-
necks.

Power users workstations
get 10 Mbps each

Although Token Ring may not have a technical advantage over Ethernet any longer, many
IBM shops have large Token Ring investments that they may wish to preserve. Short of a
wholesale migration to ATM, there are some solutions. Although moving to Fiber Distrib-
uted Data Interface (FDDI) can solve Token Ring bottleneck problems on a short-term
basis, the problems that result from shared bandwidth still exist. Segmentation of the LAN
offers a performance boost, although Token Ring switching is still a fairly new, and fairly
expensive technology. The switching approach merely breaks up the ring into multiple
smaller rings, which are then linked together with switches. Because there are several
smaller rings, each user will not have to wait as long for a token to come around.

Before a Token Ring switching environment is deployed, a serious cost/benefit analysis
should be undertaken. Management will often find that in the long run, a switched Token
Ring network will be less advantageous from a cost perspective than moving to a switched
Ethernet or ATM environment.

Analyzing the Need for a High-Speed
Networking Architecture

Of course, not everyone needs a high-speed networking architecture. A ten-person com-
pany running basic word processing and spreadsheet applications would be wasting
money to deploy such a system, In fact, in many cases, deploying ATM is simply over-
kill—sort of like using an Indy racecar to drive to the corner supermarket. If you do need
a high-speed network, it may not be necessary to deploy it throughout the enterprise.
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8 I Chapter 1 The Evolution of High-Speed Networking

Some workgroups dealing with high-bandwidth applications may require the speed,
whereas others may not; or it may make sense to deploy a high-speed backbone only.

If you think you may need a high-speed network, the first thing to do is take a look at the
existing network infrastructure, see where the bottlenecks are, and determine what your
current and future needs will be. The best way to approach this is with a formal “Needs
Analysis.” This process should be implemented by a committee, which includes not only
the Information Services (IS) organization, but management, and representatives from
each department in the company, At least some of the departmental representatives
should be end users; ideally, each department would have two delegates (one manage-
ment and one end user). This analysis should examine at least the following issues

in detail:

# What type of data is currently being sent across the network, and what type of data
is expected to be sent over the next three years?

1 What forces are behind the need for a high-speed network? (Bigger files, broader
access, multimedia, corporate intranet?)

B Does every department have a need for high-speed networking, or is it limited to
certain areas? If so, pinpoint those areas.

# What problems exist in the current network infrastructure? What are the alterna-
tives for addressing these problems?

Another critical component of the initial analysis is a complete inventory and diagram of
the existing network, including servers, segments, remote sites, and peripheral devices.
All bottlenecks, suspected bottlenecks, and potential bottlenecks should be pinpointed on
this diagram. From this existing diagram, and armed with information about bottlenecks,
you can begin mapping out your future network.

Make sure to include any new, or potentially new sites that you plan to add, new applica-
tions, and new or upgraded equipment. When possible, hubs should be replaced with
switches to maximize bandwidth to each individual end user. Generally, Token Ring
workgroups should be replaced with switched Ethernet environments, if the investment is
not too large. And in general, even if you are not planning to deploy a high-speed technol-
ogy such as ATM immediately, this changeover should be kept open as a possibility, and
any new equipment acquired should be purchased with high-speed expansion in mind.
Cabling, for example, is an eépecially critical consideration when planning for the future.
Although CAT-3 UTP wiring may be more than adequate for the present, deploying CAT-5
UTP will leave the door open to an ATM deployment in the future.

http://www.quecorp.com
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Addressing Bottleneck Issues Without High-Speed Networking I 9

Addressing Bottleneck Issues Without
High-Speed Networking

After the initial needs analysis, it should become clear whether or not a high-speed infra-
structure is needed, or whether any existing bottlenecks could be resolved without such a
drastic measure. Although for a larger network, migration to a high-speed technology is
probably the way to go, a smaller network may benefit from interim techniques, such as
segmentation or performance optimization. Ultimately however, if significant growth is
foreseen for the future, a migration to high-speed networking is desirable, even if it is
more than what is needed for the present.

Performance tuning and optimization can take several different forms. Managers may
wish to apply one or all of them, although network changes should always be executed
one at a time in order to get an accurate evaluation of the results of each change. Adding
network changes in this cautious manner will also greatly assist in troubleshooting when
the inevitable installation glitch occurs. Following are some simple areas to start optimiz-
ing your network.

1. The first place to start is to simply discover whether or not you have the latest
device drivers, bug fixes, and patches in place.

2. Network performance can often be enhanced with an upgrade of resources, includ-
ing cabling, PCs, and other networking devices such as routers and switches.
Upgrading the network hosts and the links that connect them is certainly a valid
approach, although often the most costly one.

3. Tuning, load balancing, and prioritization. In a distributed environment, load
balancing helps to “even out” the processing, so that one processor is not overbur-
dened while another is not being fully utilized. Prioritization is becoming an increas-
ingly common feature of networks; this simply assigns different values to different
end users or processes. Under a prioritized scheme, a given network service would
be given to a high-priority user before the low-priority user. When applied to threads
in a multithreaded environment, such as Windows NT, a thread assigned high
priority status will get a larger share of processor time when the processor is busy.

4. Rewvisit network design. As the network’s topology evolves, it may be beneficial to
rearrange the bridges and routers, or apply segmentation and switching to the
network.

Even if you do not send huge files back and forth, you may still be having performance
problems, If this is the case, some performance optimization may be in order; in fact, this
may increase the performance of the network to such a degree that deploying a new high-
speed infrastructure is unnecessary.
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Even if it becomes apparent that performance optimization can solve the current prob-
lems, the future must be taken into account. Although performance optimization is always
a positive thing, you may still want to deploy some sort of new high-speed architecture to
make room for future needs. However, there are companies, probably lots of them, that
will never ship a multimedia file over their networks, will never create a data warehouse,
and will never need to connect multiple sites. For these companies, performance optimiza-
tion may be just the ticket.

There are several commercial software tools, tips, and tricks available for this purpose.
Some of these include:

B Windows NT 4.0’s Administrative Tool includes a Performance Monitor, which
generates performance metrics and issues alarms if preset thresholds are exceeded.
Other operating systems include similar tools, either as a part of the operating
system itself or through an add-on utility. Although these monitors do not repair the
performance problem themselves, they are valuable in alerting the administrator to
its existence.

2

Inadequate memory is a frequent cause of problems and the first area to consider
when performance seems sluggish.

A cache bottleneck can occur if there is not enough memory to create a truly useful
cache. This problem usually occurs at the server, although it can occur at the
workstation level when very complex programs, such as CAD/CAM or scientific
visualization, are being run. Examining the amount of cache hits and cache misses,
or the amount of data the system actually uses from the cache, will yield some
important information about the cache’s effectiveness. Increasing the size of the
cache may yield more performance. Some operating systems, including Windows
NT 4.0, have a self-tuning cache.

B The I/0 bus may be a source of problems if it is inadequate or of an older design.
Furthermore, multiple physical disks may lose their effectiveness if they are all
placed on a single bus; placing some of the disks on a separate I/0 bus may yield a
performance boost.

Deciding on a High-Speed Networking
Architecture

Just a few years ago, there was no such thing as high-speed networking. Now, there are
numerous options from which to choose, although the major options are Fast Ethernet
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(100Base-T), Asynchronous Transfer Mode (ATM), and FDDL The following chapters
will give an overview of each option, and the relative advantages of each one,

ATM is particularly well-suited to multimedia because of its incredibly high throughput
and scalability, as well as its Quality of Service (QoS) guarantees. FDDI was one of the
first high-speed architectures, and has matured significantly over the past five years. This
option, however, can be quite costly. Fast Ethernet, on the other hand, can be deployed on
existing Category 5 Unshielded Twisted Pair (UTP) cabling, and many Fast Ethernet
cards run at dual speeds of both conventional (10 Mbps) and Fast (100 Mbps) Ethernet
speeds.

Cost Analysis

For most of us, even in the biggest companies, cost weighs heavily on our decision-
making processes. In order for a high-speed networking architecture to be deployed
successfully, it must be given high priority not only by IS, but also by management.
Gaining the support of management is critical here, simply because of the resources
that must be devoted to a network upgrade.

Many IS departments are under the budget knife, and get only a minimal budget increase
or a budget cut. As high-speed networking technology matures, pr1ce cuts can he ex-
pected to provide some relief.

Costs of an ATM rollout can be higher than expected; however, if careful planning has not
been done. In addition to the cost of the ATM adapters and wiring, there may be signifi-
cant hardware upgrade costs as well. Consider that if a shop is upgrading from Ethernet
to ATM, you are enabling each client to transmit at data rates of as much as 15 times that
of standard Ethernet. Although this speed increase has its benefits, and may indeed he a
general goal of the company, the existing workstations and servers may be incapable of
handling the load. The older servers, which may have handled the load adequately under
a 10Mbps network, simply may be unable to keep up with this tremendously higher data
rate. More RAM and additional disk space may have to be added; in some cases, it may
make sense to simply replace the entire server.

Furthermore, if ATM is being deployed to the desktop level, each individual desktop
machine will have to be examined for its ability to handle the level of output of which ATM
is capable. All those 486s may need to be relegated to lower-priority areas; newer Pentium-
level processor machines may need to be deployed to take full advantage of the high-
speed architecture. For example, if a high-speed architecture, such as ATM, is connected
to a legacy 10Mbps Ethernet network, the 486s may still be used in the legacy system.
These hardware upgrades must be factored into the initial cost estimate.
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Integration with Existing Infrastructure

In some cases, it may be best to deploy the high-speed architecture gradually, or apply it
only to certain areas within the company’s WAN structure. In this case, the new architec-
ture must be able to integrate with the existing one. In many cases, this is a simple matter.
In the case of Fast Ethernet, integration is remarkably straightforward and can occur
gradually. Many modern Ethernet NICs offer a dual 10/100Mbps mode to provide for
easy migration without having to replace the adapter. Through a software technique
known as LAN emulation—effectively a “bridge” from ATM to LAN technology—an ATM
network can easily communicate with legacy Ethernet and Token Ring networks.

Summary

The 80/20 rule, which stated that 80 percent of network traffic exists locally and 20
percent over the WAN, has nearly been reversed as corporate networks grow and more
end users clamor for access to corporate data, As a result, the need for high-speed net-
works has grown, While traditional, shared low-speed network hubs may be able to
accommodate small networks, switching has become a more dominant paradigm

for busier environments.

Before deploying a high-speed network, one must analyze the need for it. While
impressively fast, the architectures discussed in this book are not for everyone; in
many cases, a switched 10Mbps Ethernet network will be more than adequate. In some
cases, congestion can be addressed without deploying a new network architecture,
using techniques such as performance optimization, keeping up to date with the latest
drivers and bug fixes, and upgrading network hosts. @
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Asynchronous Transfer
Mode (ATM)

VOf{aII the computer technologies that generate confusing
acronyms, Asynchronous Transfer Mode (ATM) is the
biggest offender. If you can get past deciphering LANE
(LAN Emulation), VLAN (Virtual LAN), LUNI (LAN
Emulation User Network Interface), FUNI (Frame
User Network Interface), MPOA (Multiprotocol over
ATM), and the dozens of other acronyms this technol-
ogy has created, ATM can actually be quite useful, and
may even eventually replace classical LAN technolo-
gies such as Ethernet and Token Ring. However, it will
be a long time before such an event takes place; so in
the meantime, the focus is on making high-speed and
classical networks interoperate,
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Overview of ATM

ATM can be deployed throughout the enterprise, down to the desktop level, and has
the potential for use as a complete, end-to-end system. Few technologies have this level
of scalability. ATM holds tremendous potential, although widespread acceptance has
been slow due to the costs involved in replacing legacy networks, and the comparative
lack of expertise.

ATM has a big advantage over other high-speed networking technologies such as Fast
Ethernet, especially as a backbone technology. Unlike Fast Ethernet, most of the avail-
able ATM bandwidth is utilized, and ATM is readily expandable. The emerging Gigabit
Ethernet model may not make a viable alternative to ATM because, like standard
Ethernet and Fast Ethernet, Gigabit Ethernet will still suffer from the same lack of band-
width management and low utilization rate—which means that its full potential can never
be achieved. It’s perhaps more efficient (although certainly more expensive) to imple-
ment ATM across the board, down to the desktop level, than it is to implement Fast and
Gigabit Ethernets throughout the enterprise.

Speed and efficiency are not the only advantages ATM has to offer over other technolo-
gies. In this chapter, we will look at several of the other pluses of ATM, which include
superior manageability, adaptability, and efficiency of performance.

ATM Background

ATM has its roots in asynchronous time division multiplexing (ATDM). ATDM differs
from synchronous time division multiplexing (STDM), a technique commonly employed
by the public switched telephone network in which time slots are based on hardware
rather than software.

Multiplexing techniques create a high-speed channel by combining several lower-speed
channels. In the synchronous model, the clock is used as the basis for allocating band-
width time; with each tick of the clock used as the basis for assigning subchannels. Al-
though it is simple, it is also inflexible, Each subchannel has a fixed bandwidth allocation,
whether it is used or not. Consequently, if a particular subchannel is not used, its fraction
of the aggregate link is wasted.

Modern cell-switching technologies, such as ATM, are based more closely on ATDM,
where the hardware clock is replaced with a virtual channel identifier that can be con-
trolled by software. Although this software approach is more complex, it is also much
more flexible. Earlier ATM switches, however, lacked dynamic routing capabilities that
could direct connections between multiple switches. Consequently, these early networks
could not support end-to-end connections.
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Applications for ATM

An ATM network can be used for almost any type of traffic, including data, voice, or video.
The claim that there are no applications that require ATM’s superior bandwidth is largely
a myth. Besides graphics, audio, and video, intranet applications and groupware are ideal
candidates for ATM. Through LAN Emulation (LANE) techniques, existing applications
running on NetWare, Windows, DECnet, TCP/IP, MacTCP, or AppleTalk can run over the
ATM network without modification.

ATM'’s highly efficient architecture can handle almost any type of traffic. It uses a small,
fixed packet size of 53 bytes (48 bytes of data with a 5 byte header); sending the packets
directly over the network through a switching mechanism. It’s this small, fixed packet size
that makes ATM an ideal technology for time-sensitive applications such as video. An
Ethernet frame, on the other hand, can range from 64 to 1,516 bytes. Some applications
will merely use the maximum frame size available to it; and when these large frames move
over the network, they can cause slow-downs, which is especially problematic for any
time-sensitive traffic that may be moving over the network at the same time.

Because there is no prioritization mechanism in classical Ethernet, a frame containing
time-sensitive data could conceivably get stuck behind a larger frame of low-priority
data—sort of like when you're driving your sports car down the coastal highway and get
stuck behind a gravel truck.

Fast Ethernet may be a less desirable desktop solution than ATM if videoconferencing is
being run over the network, because Fast Ethernet technology does not offer the same
Quality of Service (QoS) guarantees as ATM. (See “Quality of Service (QoS)” later in this
chapter.) QoS guarantees are essential to avoid jittery video. ATM is designed to support
traffic with various cell flow requirements, and can therefore be used to run voice, video,
data, and more, all on the same link.

Quality of Service (QoS) An ATM connection, or virtual circuit, is established when one
ATM end station requests a connection to another ATM end station. The connection
request results in a negotiation that takes place between the caller and the ATM network.
This negotiation takes place transparently to the end user, but under the hood, the
network itself is negotiating parameters, such as QoS class, bandwidth, and burst length.
This end-to-end negotiation will result in a contract of sorts that exists between the
network and the end station; whereby the network guarantees a certain QoS level, and the
end station guarantees that it will send only the amount of traffic that was negotiated.

One of the biggest advantages of ATM is its QoS guarantees. There are four service
classes, each with different QoS levels, QoS is essential for applications such as video or
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audio, where all packets must arrive in a timely fashion in order for the presentation to be
coherent. Without these QoS priorities established ahead of time, the network could get
bogged down with low-priority transmissions; effectively disrupting and delaying what
should be high-priority traffic. The classes of service are as follows:

Class A. Constant Bit Rate (CBR), a “reserved bandwidth” service, generates a
continuous, steady stream of bits, and is best applied to traffic requiring minimal
bandwidth. Under Class A, the end station provides the network with parameters for
the specific connection; the network will then allocate resources to accommodate
those parameters. CBR also accommodates traffic that may be time-sensitive or
intolerant to loss of cells, such as voice or video.

&1 Class B. Variable Bit Rate-Real Time (VBR-RT). VBR is also a “reserved bandwidth”
service, and like Class A, the network will allocate the necessary resources to
establish a connection with an end station to match the parameters requested by
that end station. However, VBR establishes a peak rate, sustainable rate, and
maximum burst size. This quality level is appropriate for voice or video applications.

Class C. Variable Bit Rate-Non Real Time (VBR-NRT). Class C quality level is useful
in applications where a slight delay may be more acceptable, such as in video
playback, or transaction processing.

& Class D. This class consists of unspecified bit rate (UBR) and available bit rate (ABR).
UBR is nonreserved, and as such, the network does not allocate resources for a
requested connection. Both UBR and ABR are for bursty traffic that can tolerate
delays or cell loss. UBR is a “best effort” type of service, and has no QoS guarantee.
ABR, also a “best effort” service, adds management to Class D and will yield a lower
cell loss rate. ABR sustains less cell loss than UBR by allowing the networlk to be
periodically polled, and adjusting the transmission rate based on the results. Typical
applications using UBR service are less demanding programs, such as data entry,
data transfer, or remote terminal applications.

The various service classes and the types of applications appropriate to each one are de-
tailed in Table 2.1.

Table 2.4 ATM Quality of Service—Application Chart

Application Area CBR rt-VBR nrt-VBR ABR UBR
Critical Data o * . * /s
LAN Interconnect * * o Ak k "
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Application Area CBR rt-VBR nrt-VBR ABR UBR
LAN Emulation * * * rhk *k
Data transport/

Interworking

(IP-FR-SMDS)

Circuit emulation *kk *k n/s n/s n/s
-PABX

POTS/ISDN - Video rhk n/a n/a n/s n/s
Conference

Compressed audio * el *k * *
Video distribution ok i * n/s n/s
Interactive multimedia ~ *** FhE * * *

Advantages of each QoS relative to each application area are ranked as follows:
**20ptimum; ** Good; * Fair; n/a No Advantage; n/s Not Suitable.
SOURCE: ATM FORUM

The above classes are hardware-based and usually configurable. Some vendors go beyond
these four basic classes to offer more specific options; or may even allow users to define
their own QoS parameters.

Video and Telephony Applications Video over ATM would promote applications such

as distance learning or videoconferencing. The ATM Forum is already drafting standards
to meet the requirements of video over ATM. Both MPEG-2 and International Tele-
communications Union (ITU) H.320 standards apply to video compression, and video over
ATM. MPEG-2 specifically addresses ATM because it allows for variable bit rate (VBR)
video streams. The ATM Forum has a specification for direct MPEG-2 over ATM,
although it is limited to unidirectional video on demand applications and does not apply to
videoconferencing.

ATM Telephones

ATM-based telephony may become more commonplace through a new technique known as
euphony. Many telephones and other consumer appliances contain embedded processors, but
very few of them have the inherent ability to be networked. Euphony, developed at AT&T Bell
Labs, establishes a low-cost nétwork processor that can be embedded in ATM end points or
consumer appliances. Because euphony performs both signal processing and networking at the
same time, it is ideal for use as an ATM-based telephone. Although this technology is still
developing, euphony may form the framework for the networked, computerized home of the
future,
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ATM Speed

ATM’s speed far exceeds that of many other network technologies. In its current state of
development, it runs at 155Mbps, although theoretically, there is no limit. In fact, plans
have been made to increase the top implemented speed specification from 622 to 2.488
Gbps, making three different physical layer specifications: 0C-3 (155Mbps), OC-12 (622
Mbps), and 0C-48 (2.488Ghps). For the most part, OC-48 is still experimental, although

it can be achieved merely by combining 16 OC-3 switches. Also unlike other high-speed
technologies, ATM is designed to operate over large distances, making it an ideal technol-
ogy for a wide-area network (WAN).

SONET and the OC-N Structure

The prefix “OC” stands for Optical Carrier, and is part of the Synchronous Optical Network
(SONET) structure. SONET is an ultra-high speed fiber optic system, with transmission rates
from 51.84Mbps (0OC-1) to 2.488Gbps (0C-48). It is used primarily by public carriers and
organizations with very large WANSs.

25Mbps ATM  For companies who do not see a need for 155Mbps ATM, an alternative
can be found in the new 25Mbps offering, which is a less expensive alternative. A handful
of ATM vendors have products that support ATM25, which may offer an easy way to start
migrating to high-speed networking. ATM25 is not only less expensive than 155Mbps
ATM, it is also less expensive than Fast Ethernet. In fact, ATM25 may be more advan-
tageous than Fast Ethernet in ways other than expense, 100Mbps Ethernet, or even
Gigabit Ethernet, suffers from the same limitations as standard 10Mbps Ethernet: a poor
utilization rate, no congestion control mechanism, and lack of scalability.

Although it makes an excellent backbone technology, there are numerous advantages to
deploying ATM across the board to every desktop in the enterprise, The advent of multi-
media, voice and video, and greater demand for corporate data in general, all point to the
need for a more powerful desktop. ATM25 may be just the ticket to handle the needs of
most power users.

ATM25, unlike full ATM and Fast Ethernet, can be deployed on CAT-3 UTP cabling, and
may present many companies with all the bandwidth they need, as well as an efficient
way to bring ATM to the desktop. Only one pair of CAT-3 UTP is required; the same as
10Base-T Ethernet. However, before deploying an ATM25 network, you may want to con-
sider switched Fast Ethernet as an alternative and weigh the relative advantages. ATM25
does offer the advantage of bandwidth management and QoS guarantees, but in the short-
term, Fast Ethernet may be simpler to deploy.

IBM is one of the few vendors currently offering an ATM25 solution, with the IBM 8285
Nways ATM Workgroup Switch, as shown in Figure 2.1.
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FIG. 2.1
IBM 8285 Nways ATM
Workgroup Switch.

The IBM Nways unit can connect up to 12 users, and can be easily managed by HP
OpenView or IBM NetView.

The efforts of the Desktop ATM25 Alliance, founded in 1994 to promote ATM25, have
been handed over to the ATM Forum, which has ratified ATM25 as an official standard.
This means that more vendors are likely to start offering ATM25 switches in the near
future.

Low-Speed ATM There are many smaller businesses that need ATM’s data transfer
capabilities, but do not need a high-speed service, making low-speed ATM an ideal
solution and a possible alternative to ISDN or Frame Relay for those small businesses
who wish to employ a public carrier instead of running their own internal ATM network.
Pacific Bell’s low-speed service starts at 128Kbps. Customers can configure their systems
in 64 kilobit increments up to 1.5Mbps. Once the business grows, Pacific Bell can easily
upgrade the service to full-speed ATM (155Mbps).

ATM Bandwidth Utilization

ATM’s traffic shaping and traffic policing features allow the ATM network to accommo-
date traffic with varying requirements, and also to fully use available bandwidth. These
features are discussed in more detail in the “Managing Traffic over ATM” section in this
chapter.

ATM’s Quality of Service levels also lay the groundwork for efficient traffic management.
The purpose of the QoS levels is to determine which cells gets to travel over the network
in which order. The hest way to leverage this capability to its fullest extent is to have a
rigorous priority scheme. A priority scheme would transmit cells in order, sending any
CBR traffic first, VBR-Real Time traffic next, and then VBR-Non-Real-Time traffic after
that, It is essential that CBR traffic gets highest priority, because it is not bursty. If VBR
traffic were to get highest priority, for example, other service categories may not get a
chance to transmit if several VBR circuits transmit at their peak rates.

Another way to provide for efficient use of bandwidth is to again grant high priority to
CBR traffic, and to use a weighted type of allocation scheme for other service categories.
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The queuing algorithm is also a major determining factor in efficient bandwidth utiliza-
tion. A FIFO (First In First Out) queuing algorithm places all virtual circuits (VCs) in one
service class in the same queue. Under this algorithm, all VCs within the service class are
affected equally by congestion. By adding Per-VC accounting to FIFO, all VCs in one
service class are still placed in the same queue, but congestion is detected individually for
each VC. The last method allocates each VC its own queue, so if congestion occurs on one
VC, it will not affect other VCs.

Integrating ATM Into Existing Networks

Congestion is one of the biggest problems in networks, and one of the biggest reasons we
upgrade to new network architectures. As we saw in the previous section, ATM offers
several different ways to manage traffic and make the most efficient use of available band-
width. Although subdividing a large network into smaller subnetworks and joining them
with bridges may solve some problems, it can cause other problems, increase complexity,
and can even add more bottlenecks than it relieves. Switched Ethernet or Token Ring at
the workgroup level, connected by an ATM backbone, may be a much more effective
solution for relieving congestion.

Switching, while more efficient than routing, still has its limitations. In a switching system,
every frame moving over the wires has a different destination, and the switch acts as a
traffic cop, making decisions for every frame. Therefore, whether or not 100 Mbps Fast
Ethernet is being deployed, the real speed in a switching system is dependent on the
processor contained in the switch itself. For a further discussion of Fast Ethernet, see
Chapter 3, “Frame Relay.” In ATM the connection is negotiated ahead of time and the cells
can be transferred more quickly than in a switched environment.

Deploying ATM over a single office LAN, however, may be overkill. A congested LAN
may best be addressed by techniques such as better management, performance optimiza-
tion, or deployment of Fast Ethernet; or better yet, a combination of all three.

ATM Cost Savings

The cost of deploying ATM is rapidly dropping. Although at first glance, ATM may seem
costly compared to a standard 10Base-T Ethernet configuration, it may prove to be a cost-
effective solution when compared to the alternative of constantly adding more segments,
routers, hubs, and switches.

Because of its QoS guarantee, ATM presents an efficient way to send voice over the net-
work. Because voice packets arrive in a timely fashion over an ATM network, the result-
ing speech is clear, and does not suffer from lost packets that cause garbled audio.
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An ATM-based WAN could carry both voice and data, and consequently, save a company
a tremendous amount of toll fees, Still, although ATM transmission quality is good, it’s not
good enough to equal that of standard telephone service; and therefore may be limited to
internal use—at least for the present. Ultimately, it could be possible to bypass long-
distance fees entirely by running voice calls over ATM to the point nearest to each call’s
destination. At that point, the call would be handed off to the local telephone network.

ATM Security

Security-conscious administrators will also enjoy the advantages of ATM. Because it is
connection-oriented, it is inherently more secure than a connectionless LAN, such as IP or
Ethernet. In a classical LAN, an intelligent hub must be deployed to check the MAC ad-
dresses against a master list of users; and typically, some sort of MAC address filtering is
applied to every frame, In the event of unauthorized access, the intelligent hub will shut
down the appropriate port. Besides being inefficient, this approach can degrade perfor-
mance. ATM offers a more straightforward approach to access control. Under ATM, each
call is processed before the connection is established. If access is denied, the workstation
attempting access will be barred from that connection; but the port is not shut down.

Standards Development (ATM Forum)

The ATM Forum is the standards body responsible for developing the many ATM stan-
dards necessary to deploy this technology and for promoting usage of ATM throughout
the industry. Established in 1991, the ATM Forum now consists of over 750 member com-
panies. Members include both hardware and software companies, including FORE Sys-
tems, 3Com, Intel, and Bay Electronics; telecommunications companies such as British
Telecom and Cable Vision Systems; large integrators such as Electronic Data Systems;
and software vendors such as Net2Net.

Continued development will lead to more widespread use of ATM, not only for data and
multimedia, but for voice as well. Currently, voice can be carried over ATM at the Con-
stant Bit Rate (CBR) QoS level. However, using CBR for voice may be inefficient, because
it forces the user to reserve bandwidth for voice, even if no voice is being transmitted.
Variable Bit Rate (VBR) would be more efficient, because bandwidth could be allocated as
needed. Although the ATM Forum has not yet officially approved VBR for voice traffic,
some vendors, including IBM, are already implementing this strategy.

The ATM Forum has made significant progress towards standardizing and promoting
ATM technology. Some of its major accomplishments include:
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LAN Emulation (L ANE). LANE is a software function that permits existing LANs
to communicate both with similar LANS and with ATM-attached stations over ATM.
The ATM Forum has completed the LAN Emulation over ATM V.1.0 and LAN
Emulation Direct Management Specifications. L ANE allows a LAN client to access
the ATM network through a LANE server running special software that mitigates
the differences in addressing schemes, and converts LAN packets into ATM cells
and vice versa.

& Multiprotocol over ATM (MPOA). MPOA permits Layer 3 protocols (IE, IPX, and
Connectionless Network Protocol (CLNP)) to operate directly over ATM, either
between two ATM hosts, or with hosts attached to other networks, The ATM Forum
has already established MPOA requirements and the architectural framework,
although definitions and specifications are still in progress. For a further discussion
of MPOA, see the MPOA section later in this chapter.

# Traffic Management. ATM’s traffic management techniques provide for traffic
control, which minimizes congestion and makes optimal use of available bandwidth.
The Traffic Management V 4.0 specification is nearly complete.

@l Service Aspects and Applications (SAA). SAA includes application programming
interfaces (APIs), interworking with Frame Relay, SMDS, and Circuit Emulation
Services. The Frame UNI specification is complete; the Circuit Emulation Switching
(CES) Interoperability Specification is still underway.

@l Private Network-to-Network Interface (PNNI). PNNI establishes a methodology for

ATM switches to communicate within a private ATM network, PNNI will allow for

the creation of a multiprotocol switched private network. Already established is the

Interim Interswitch Signal Protocol (IISP). The full PNNI'V 1.0 specification is

nearly complete.

)

Physical Layer. The physical layer defines the physical characteristics of interfaces
and signals, and shows how ATM cells are placed into transmission frame struc-
tures of a physical-layer data stream. Accomplishments include the ATM Physical
Medium Dependent Interface Specification for 155Mbps over Twisted Pair Cable,
DS1 Physical Layer Specification, UTOPIA, Mid-Range Physical Layer Specification
for Category 3 Unshielded Twisted Pair, and 6.312Mbps UNI Specification. Still
underway are the E1 Public UNI, E3 Public UNI, 622.05Mbps, and 155.52Mbps
Physical Layer Specification for Category 3 UTP.

1 Signaling. ATM signaling establishes a procedure for setting up each call (or
connection), and for negotiating the QoS for each connection. The signaling
specification allows for the creation of switched virtual circuits (SVCs), an inher-
ently more flexible model than the permanent virtual circuit (PVC) model used in
frame relay networks, Completed specifications include the ATM User-Network
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Interface (UNI) Specifications V.2.0, V.3.0, V.3.1, and Interim Local Management
Interface (ILMI) Management Information Base (MIB) for UNI V.3.0 and 3.1.

& Broadband ISDN Inter-Carrier Interface (B-ICI). B-ICl is used to establish inter-
switch communications in public networks. Completed specifications include B-ICI
V.1.0 and B-ICI V.1.1. B-ICI V.2.0 is nearing completion,

Network Management. The ATM network management specifications establish a
protocol MIB for each interface in the ATM network. Network management
specifications include Customer Network Management (CNM) for ATM Public
Network Services, M4 Interface Requirements and Logical MIB, and Common
Management Information Protocol (CMIP) Specification for the M4 Interface.

# Testing. The ATM testing specifications establish a suite of tests for evaluating
conformance, interoperability, and performance of implementations of the ATM
specifications. The suite includes the Protocol Implementation Conformance
Statement (PICS) Proformas for the DS3 Physical Layer Interface, SONET STS-3c
Physical Layer Interface, 100Mbps Multimode Fiber Physical Layer Interface, and
DSI Physical Layer. Additional tests still in progress include the PICS Proforma for
the UNI ATM Layer, Conformance Abstract Test Suite (ATS) for the ATM Layer for
Intermediate Systems, Interoperability Test Suite for the ATM Layer, and
Interoperability Abstract Test Suite for the Physical Layer.

B Frame User Network Interface (FUNI). The FUNI specification establishes a frame-
based (as opposed to the more common cell-based) interface for ATM services.

% Residential Broadband (RBB). RBB, which is still being defined, will establish an
end-to-end, residential ATM system that will ultimately connect common household
devices and appliances, including set-top boxes and PCs.

M Security. The ATM Forum is still developing security specifications.

N 0 T E Because there are so many different ATM standards still under development, it may be
beneficial to deploy your ATM network with equipment and software from a single
vendor to guarantee interoperability.

ATM Implementation and Infrastructure

ATM can be deployed either as a backbone technology, or, if a gradual deployment is
desired, over just a single workgroup. Later, the ATM network can expand to include
additional workgroups or switched L AN segments, at which point the ATM backbone
would be implemented.
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After the ATM backbone has been established, it is possible to directly attach any server
or router that is common to multiple workgroups directly to the backbone. A gradual
migration can take place by running the ATM backbone in parallel with the existing back-
bone. A gradual approach to ATM migration may consist of the following steps:

Step 1. During the first step, ATM is initially introduced into the network. Although
it can be initially introduced as a backbone technology, another more gradual ap-
proach introduces it to a single workgroup. If deployed in a single workgroup, an
ATM-compliant router or switch can accommodate traffic between the new ATM
workgroup and the existing Ethernet or FDDI backbone (see Figure 2.2).

FIG. 2.2 Ethernet Segments
A phased implementa-
tion of ATM can start
with introducing an
ATM workgroup into an
Ethernet corporate o

network. R %

Conventional
LAN Router

/T
ATM Workgroup
Switch

Workstations with
ATM adapters

Introducing ATM to accommodate a particular workgroup with high-speed band-
width needs is fairly common, and an excellent way to introduce the technology into
the enterprise. However, some may wish to start by implementing an ATM back-
bone (see Figure 2.3), ~

A backbone allows individual L ANs to connect to the central data center and with
one another. Using an ATM switch, as opposed to an FDDI backbone, for example,
minimizes the possibility of congestion at the data center by providing a dedicated,
high-speed link to each backbone router and common server. ATM’s bandwidth and
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congestion management techniques can be applied to optimize available bandwidth

even further.

FIG. 2.3 ATM Backbone Switch
A corporate network m——
with an ATM backbone B ™

optimizes the use of
ATM’s congestion
management and
bandwidth features.

o

{
i
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= I
ATM Work-
Group Switch

ATM Work-
Group Switch

Server

Conventional
LAN Router

Ethernet Segment

Ethernet Segment

Step 2. After ATM has been established either in a workgroup or as the corporate
backhbone, all subsequent workgroup installations should be ATM-based. During
phase two of the ATM installation, the ATM network grows to encompass both an
ATM-based backbone and ATM-based workgroups. The several ATM-based
workgroups are then interconnected, thereby forming a backbone (see Figure 2.4),
or building on the existing ATM backbone created earlier. Any common server or
central router is attached to the backbone. ATM can then run in parallel with an
existing FDDI backbone or, if none exists, the backbone is created simply by inter-

connecting the ATM workgroups.

Once multiple workgroups have been established, it may be advantageous to con-
sider Virtual LAN technology (VLANS) to allow logical associations of users to work
on the same workgroup, without having to physically reconnect them. The VLAN
can encompass devices attached to ATM workgroups as well as legacy devices,

thereby allowing for a more gradual migration.
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FIG. 2.4
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Managing ATM

Once you have your ATM network in place, how do you keep track of it? Managing an
ATM network, although it may take an initial learning curve and require some education,
may ultimately be simpler than managing a standard shared-media L AN such as Ethernet.

A standard LAN environment may consist of multiple LANSs joined to a backbone by
bridges or routers. These bridges and routers require a great deal of administration; in
particular, one of the most difficult aspects of managing a network is dealing with moves,
additions, and changes. Every time someone moves to a new desk, the administrator may
need to go to the wiring closet and physically change the wiring. ATM’s VLANSs eliminate
this requirement, and let administrators make moves, additions, and changes from a man-
agement workstation via software.

Standard reactive network analysis products and protocol analyzers cannot handle high-
speed technologies lilke ATM. A standard protocol analyzer is designed to analyze a single
networls segment. Packet capture is difficult when data is moving at high speeds, but
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analysis and management must be addressed before an ATM network can be completely
successful. Because of the difficulties involved in capturing packets, it is important to
focus on a more proactive management model.

Analysis and Management Tools A new breed of products such as Net2Net's (Hudson,
Massachusetts) Cell Blaster target ATM networks with a set of analysis and management
tools for managing switches and connections (see Figure 2.5). Because Cell Blaster
includes an SNMP agent, administrators can manage ATM from any SNMP-based
management platform. Net2Net’s combination hardware and software device is one of few
products capable of capturing ATM cells for analysis. After capture, Cell Blaster sends the
information to Windows-based analysis and reporting applications. Cell Blaster differs
from standard packet capture devices in that it does not sample traffic. Sampling would
interfere with the integrity of ATM’s fixed-size cells. Instead, Cell Blaster filters and
captures the traffic at its full rate of 156Mbps.

ON THE WEB

Check out Net2Net at the following address:
http:/ /www.net2net.com

FIG. 2.5

Net2Net's Cell Blaster
is used to analyze and
manage ATM
networks.

Cells

Performance Monitoring Further development of tools lile Cell Blaster will be critical
to the acceptance of ATM as a standard transport mechanism. Another solution to the
management problem has been proposed by FORE Systems. FORE, along with several
other vendors, has proposed extending Remote Monitoring (RMON) to ATM networks.
The availability of RMON would add performance monitoring services to the ATM
network,
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ON THE WEB

Check out Fore Systems at:
http://www.fore.com

An RMON agent monitors the network and generates an SNMP alert if a predefined
threshold has been exceeded. Under this proposed model, RMON software would be
embedded in the ATM switch, and would greatly assist network managers in monitoring
and analyzing traffic, increasing availability and troubleshooting.

The ATM Forum’s ATM RMON specification defines a management information base
(MIB), built on existing RMON MIB technology, for gathering and analyzing information
on ATM cells. This new specification will facilitate the development of new applications for
monitoring ATM networks.

ATM Media and Topology Although early implementations of ATM networks were
limited to fiber optic cable, the variety of media on which ATM is capable of running has
expanded. The most common type of cabling scheme for ATM running at speeds of up to
155Mbps has become Category 5 unshielded twisted pair (UTP) and Type 1 shielded
twisted pair (STP). Category 3 UTP cannot be used for full speed ATM (155Mbps or
higher) but can be used for ATM25 (25Mbps). Connectors used include:

8l RJ-45 connectors. A shielded RJ-45 is commonly used on a network using UTP
cabling, and will work with any type of UTP cabling, including CAT-5.

DB-9 connectors. Used on Type 1 STP cabling in conjunction with four-position data
connectors, usually in a Token Ring LAN.

& Four-position data connectors. Also frequently used on Type 1 STP cables, these are
usually implemented at the wall jack.

CAUTION ;

It's critically important that CAT-5 UTP.installations conform rigorously to the EIA/TIA 568A Commercial
Building Wiring Specification, Cabling and all components, including connectors and wall jacks, must
conform to this rating. It is easy, and quite common actually, to forget about upgrading short pieces of
CAF-3 cabling in the wiring closet when upgrading to CAT-5; nonetheless, every single piece of CAT-3
cable must be upgraded.

ATM networlks deploy a star topology, with an ATM switch located centrally, and each
desktop wired to the switch.

Distance limitations of the physical medium get progressively smaller as Ethernet
increases in speed; that is, Fast Ethernet suffers from a shorter hop length than does
10Mbps Ethernet; Gigabit Ethernet has a shorter hop still. When run over CAT-5 UTP
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copper wire, ATM also suffers from a distance limitation of 100 meters and two intercon-
nects. Multimode fiber, on the other hand, provides a maximum of 2,000 meters per seg-
ment and up to 15 kilometers for single-mode fiber.

COMSAT Corp. (Bethesda, MD) bypasses the issue of cabling and distance limitations
entirely with a new commercial ATM satellite service. The technology is expected to allow
telecommunications carriers and multinational companies to extend their ATM networks
around the globe. COMSAT offers the first commercially available ATM satellite service
that meets I'TU standards, which gives users the ability to deploy an ATM network to
anywhere in the world at DS-3 (45Mbps) speeds. Just released in March 1997, the
COMSAT system represents a major breakthrough in terms of bringing more companies
the ability to communicate over great distances.

ON THE WEB

Visit the Web site for Comsat at:
http://www.comsat.com

The COMSAT service offers standard ATM traffic management facilities, including prior-
ity scheduling, congestion control, and resource management notification. The service is
compatible with all major ATM network components, and can support an ATM link at
rates from fractional T1 to DS-3. COMSAT customers can access the ATM satellite ser-
vice through their ALA-2000 (ATM Link Accelerator) and ALE-2000 products (see Figure
2.6), which are satellite interfaces that are located at the customer’s premises.

FIG. 2.6

COMSAT ALA-2000
and ALE-2000
satellite ATM
interfaces make it
possible to deploy an
ATM network anywhere
in the world.

Managing Traffic over ATM An ATM network uses traffic shaping, policing, and
congestion control to manage traffic.

¥ Traffic shaping. This function is executed at the user-to-network interface (UNI)
level, and guarantees that the traffic matches the negotiated connection that has
been established between the user and network. Traffic shaping is accomplished
through the Generic Cell Rate Algorithm (GCRA), which has been defined as part
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of the UNI 3.0 standard by the ATM Forum. Traffic shaping can be implemented
by the ATM network adapter, hub, bridge, or router.

5 Traffic policing. Traffic policing is done by the network itself. It guarantees that the
traffic running over each connection is within the parameters that have been
established for each individual connection. Policing is done through a “leaky
bucket” technique (see Figure 2.7) at the switch level, This is a buffering technique
that flows traffic into a buffer (or “bucket”), then allows it to “leak” out at a constant
rate, regardless of how fast it flows into the bucket. If the in-flow exceeds the
negotiated rate for a long enough period of time, the buffer will overflow. At that
point, the switch will then examine each ATM cell’s Cell Loss Priority (CLP) bit.

FlG. 2.7
“Leaky Bucket” traffic
policing,.
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The CLP bit is used by the switch to identify whether or not each cell conforms to
the terms of the negotiated rate for the individual connection. A non-conforming cell
will then be sent through the network only if there is enough capacity. If there is not
enough capacity, the cell is discarded and must be re-sent by the originating device.
CBR traffic relies on one leaky bucket because it uses a sustained rate; VBR traffic
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uses dual leaky buckets because it must monitor both a sustained rate over a
discrete period of time, and the maximum bandwidth used for the connection.

In the case of discarded cells, the ATM Adaptation Layer determines whether or not
all cells were received; if not, the recipient may request that the sender retransmit
the entire packet, but not the individual cell.

Congestion Control. Although congestion is infrequent in CBR and VBR traffic, it
may occur in ABR traffic, depending on the network load. The ABR-negotiated
applications are, again, those that can tolerate delays, so the congestion will affect
these connections to a lesser degree. However, congestion control is applied to ABR
traffic to mitigate this effect.

There are two types of congestion control: link-by-link and end-to-end, both of which
are still under consideration by the ATM Forum. It is most likely that the final
specification will combine some elements of both schemes. End-to-end flow control
is the most common, and has the advantage of being more readily available and less
expensive than link-by-link. However, it requires a considerable amount of buffer
space. The end-to-end type of scheme controls transmission rates at the network
edge, where the LAN is connected to the ATM device. The link-by-link method, on
the other hand, uses less buffer space. As of yet, no vendors have offered equipment
that supports link-by-link flow control. This method would provide control over each
virtual connection individually. The link-by-link method affords greater and more
precise control.

Routing ATM  Before ATM can be widely deployed, different vendors’ switches must
be interoperable. The Private Network-to-Network Interface (PNNI) specification,
established by the ATM Forum, is a dynamic routing protocol that facilitates inter-
operation by creating a switched virtual circuit (SVC) routing system, PNNI lets multiple
switches work together as if they were a single switch, PNNI will disseminate network
topology information to all switches on the network, allowing them to calculate the best
path for any given packet. PNNI will also provide alternate routes in case of a linkage
failure.

The Private Network-to-Network Interface dynamic routing protocol is used to let compa-
nies establish a multi-vendor ATM switching network, where all of the various compo-
nents are interoperable, regardless of vendor. Ultimately, under PNNI, a SVC routing
environment could be established for thousands of switches.

PNNI has two functions: it disseminates topology information to all switches in the net-
work, thereby allowing paths to be calculated between network endpoints. Further, PNNI
extends the User-to-Network Interface (UNI), adding features that include alternate rout-
ing in the event of link failures. '
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PNNI is similar to the Open Shortest Path First (OSPF) protocol used in classical LANSs.
Without it, every ATM switching system would have to maintain a picture of the total
topology, and information on every node in the network. Each time a connection request
is made by a client, the PNNI is used to compute the best path, based on the topology
information and QoS requirements.

ATM-based routing can take on a centralized model or distributed model. A centralized
ATM implementation uses a route server that stores topology and resource information in
a central server. The central route server must be constantly connected to the network;
and a central route server approach establishes an unfortunate single point of failure.

Several vendors, including FORE Systems and Cascade Communications, offer a distrib-
uted routing model. Although more complex, a distributed routing model is more scal-
able, and avoids the single point of failure found in the centralized model. This distributed
routing model is based on the ATM Forum’s PNNI standard, or some variation of the
common Open Shortest Path First (OSPF) algorithm. A link-state routing model uses a
distributed map database model, with each switch describing its own local environment
and propagating it throughout the network, As topology changes, any update is again
propagated throughout the network.

ON THE WEB

Find out mare about the distributed routing model at Cascade’s Web site: http:/ /www.casc.com

LAN Emulation (LANE)

LANE addresses the many differences between classical LANs and ATM., Whereas a
classical LAN is connectionless, ATM is connection-oriented; also, a classical LAN uses
Medium Access Control (MAC) addressing, while ATM uses its own addressing mecha-
nism. With so many differences, how do you get classical and ATM networks to talk to
one another? A difficult proposition, but necessary, if companies with huge investments in
Ethernet and Token Ring are to even consider ATM technology.

LANE Services LANE accomplishes this networl interconnection by hiding the
underlying ATM network at the Data Link (MAC) layer, effectively allowing ATM to
peacefully co-exist with Ethernet and Token Ring LANs and all the applications that run
on them. LANE is an ATM Forum standard that consists of three separate services, and
unfortunately, three more acronyms:

B LAN Emaulation Configuration Server (LECS). LECS is used to configure LANE
clients.
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Bl LAN Emulation Server (LES). The LES provides an existing classical LAN with
access to the ATM network, by resolving Ethernet and Token Ring MAC addresses
into ATM addresses. Every device has a unique Network Service Access Point
(NSAP) address along with a MAC layer address. The NSAP address is a 20-byte
address, whereas the MAC address is 48 bits, The ATM switch automatically
discovers the NSAP address through an auto-registration process.

The NSAP address is used by one ATM device to request a connection to another
ATM device, A LANE client must know the NSAP address of the target device
before requesting a connection, however. The LANE client will first discover the
device’s MAC address, and armed with the MAC address, the client can then send
a message to the LES to discover the NSAP address. Only then, once the client is
equipped with the NSAP address, can it communicate with the remote device.

W Broadcast and Unknown Server (BUS). Because ATM is connection-oriented, there
is no inherent mechanism for connectionless broadcast traffic. However, under
LANE, a BUS server can accommodate broadcast, multicast, or unknown unicast
packets from any LANE client, simply by sending data to all members of the VLAN
in a one-to-many connection, The BUS’s broadcast capability offers an efficient way
to broadcast video. With a traditional 802.x broadcast, the video is distributed to all
members of the shared media LAN. With ATM’s BUS mechanism, the broadcast is
received only by those end users who need to receive it, or those members who
have been specified by the managers as members of a particular VLAN. This in
itself can reduce the possibility of a broadcast storm and ensure that network
resources are not being wasted.

LES, LECS, and BUS services can be implemented in different physical locations, either
in a workstation or in a switch device; or they can all be implemented in a single work-
station,

LANE Addressing Each LANE client has two addresses, a standard 48-bit MAC address,
and a 20-byte ATM Address. It is here, within the LANE software, that the addresses are
negotiated. Each client has a translation table of destination MAC addresses. If a des-
tination address is contained in the table, the message can be sent with the existing virtual
connection. If there is no destination address in the MAC translation table, however, the
client must undertake an address resolution process by sending a request to the LES,
which then uses LANE’s Address Resolution Protocol (ARP) to discover the valid
destination and send it back to the client.
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CAUTION

Confusing Acronyms Alert! Most vendors refer to the LAN Emulation Server, described above, as LES.
However,'some also refer to the entire mechanism of LECS, LES, and BUS collectively as “LAN
Emulation Services, and also refer-to LAN Emulation Services as LES. Throughout this book, LES will
be used to refer only to the LAN Emulation Server element of LANE,

LANE allows the ATM end station to establish a traditional MAC-layer connection
through the presence of a LANE driver that resides in each end station or access device.
This MAC-layer connection then allows traditional LAN protocols, including TCP/IF, to
run over an ATM network. This model allows for the creation of virtual LANs (VLANS).
This logical association removes the necessity of specifying the physical connection be-
tween the host and the client; therefore, an end user can move from place to place and
still remain part of the same VLAN.

One ATM network can support multiple VLANS. All LANE clients are provided with a list
of all VLANS they are allowed to join. The list of VLANS is provided to the client by the
LECS automatically. By establishing this list, the administrator can retain control over
access to each VLAN in the network. This methodology is capable of delivering ATM
down to the desktop level, and will go a long way towards making ATM technology widely
accepted.

LANE Connectivity There are two possible types of connectivity that can be achieved
with LANE:

i1 LAN-to-ATM. This configuration allows an end node on a Token Ring or Ethernet
network to access a server on the ATM network. The Ethernet or Token Ring end
station does not need to have any type of ATM adapter or LANE software; instead,
the node holds only a standard network interface card. The ATM adapter on the
server end masquerades as a standard NIC for the benefit of the end node, allowing
the connection to take place. The individual Token Ring or Ethernet LAN is con-
nected to the ATM network using a switch or bridge.

¥ LAN-to-LAN. This configuration uses ATM as a backbone for connecting multiple
Ethernet or Token Ring LANs,

LANE allows ATM to support and communicate with existing 802.x networks; that is, an
end station on an Ethernet or Token Ring network under LANE would see the ATM
adapter is merely another Ethernet or Token Ring card.

Although stations on the emulated LAN can communicate with the core ATM network,
they are still, in fact, Ethernet or Token Ring, and are unable to take advantage of the
ATM-specific features such as Quality of Service (QoS).
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Although LANE services are typically implemented on one workstation, it is also possible,
and perhaps advantageous, to distribute the LANE function. By distributing emulation,
you avoid a single point of failure, and minimize the amount of clients connected to one
server,

Virtual LANs (VLANS)

Administrators who spend half their time in the wiring closet will appreciate ATM’s Vir-
tual LAN (VLAN) model. A VLAN, sometimes referred to as an Emulated LAN (ELAN),
is alogical association of users that share a single broadcast domain.

In a classical shared-media LAN environment, each workstation is connected to a port on
arouting device. Every time the user moves or a workgroup is rearranged or disbanded,
the administrator has to change and reconfigure each corresponding physical port. The
ability to manage moves, additions, and changes via software is a tremendous advantage
to the network administrator. Not only does this give the administrator time for a few
more coffee breaks, it can result in a tremendous cost savings for the company—and
minimize the risk of error or breakage in the physical wiring.

VLAN Administration Every end user can belong to multiple VLANS, regardless of
physical location, The administrator handles VLAN membership through the LANE
software, specifically, in the LANE Configuration Server (LECS) module.

The VLAN allows the administrator to implement a policy-based management scheme,
enforce rules and constraints, and ensure service quality for specific applications. VLANs
are a natural security mechanism, in that members of one VLAN can communicate only
with other members of the VLAN. Of course, an individual can belong to multiple VLAN.
This makes it easy to isolate workgroups for security purposes. The VLAN allows the
administrator to manage the network from a business-oriented focus, rather than a strictly
technological focus.

These VLAN management capabilities could, for example, impose restrictions on who can
access which VLAN, what time of day a user can get access, and what applications can be

accessed; they could also be used to establish allowed bandwidth for each user and appli-

cation. Several vendors offer, or are developing, policy-based management utilities.

VLAN Interoperability It's critically important to be able to establish interoperability
between multiple vendors’ VLAN equipment in a larger enterprise. When the first VLANs
were implemented, there were no interoperability standards, and companies had to deploy
only one vendor’s VLAN strategy. Cisco Systems, along with several other networking
vendors, have developed a way to establish interoperability between VLANSs through the
existing IEEE 802.10 Standard for Interoperable LAN/MAN Security (SILS). Cisco’s idea
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is to encourage vendors to support the existing 802.10 standard as a way to establish
interoperability between multi-vendor VLANS.

The IEEE 802.10 specification, which was ratified in 1992, needs no modification to apply
to VLANS. The standard was originally created by the IEEE to address security within a
shared LAN or MAN (metropolitan area network). However, a particular 4-byte field
within the 802.10 frame can be used to carry VLAN identification information instead of
the security data for which it was originally intended. Cisco proposes using this 4-byte
field in the physical router and switch, as a way to route network traffic out to each appro-
priate VLAN. The field would be used to tag individual frames and route them to the
VLAN to which they belong.

VLAN Traffic Routing The VLAN concept has evolved rapidly, first appearing around
1994 in the form of broadcast control. Under this model, broadcasts between switching
ports and user stations were controlled, effectively improving performance by reducing
the amount of broadcasts moving through the switch. This was done with filtering tables,
which were used by the switch to determine which ports or MAC addresses had been
grouped together as a VLAN. The use of filtering tables is adequate for smaller networks,
but because the switch must examine each packet, some performance degradation would
result, This simple filtering technique would be inadequate for a campus-wide
environment.

Later, a technique known as packet tagging was introduced and subsequently accepted by
the IEEE 802.1Q committee to allow broadcast domains to span the entire campus. This
also introduced more bandwidth management functions, including load distribution, and
allows VLANSs to be established across a high-speed uplink.

Many networks have multiple backbone types, such as FDDI, Fast Ethernet, and ATM.
The purpose of the VLAN is, ultimately, to allow end users to communicate across these
different backbones, while still avoiding the necessity of establishing separate physical
links for each connection. Packet tagging works well across different backbone types;
furthermore, a mapping protocol developed by Cisco Systems can be applied to automati-
cally configure the VLAN across the campus network, regardless of backbone type.
Cisco’s VLAN Trunk Protocol (VIP), part of Cisco’s Internetworking Operating System
(10S) software, is used for switch-to-switch and switch-to-router communications. The
protocol is used to propagate-all VLAN configuration data throughout the network.

Integrating Legacy LANs with ATM

An existing, connectionless LAN uses broadcast techniques to send messages to every
segment and end station on the network. ATM, on the other hand, is a connection-
oriented technology. With the exception of the Broadcast and Unknown Service (see the
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“LANE Services” section earlier in this chapter) mechanism, data is sent directly between
the originating and target device, These data paths take the form of either permanent
virtual circuits or switched virtual circuits. A PVC is configured manually, although the
SVC is dynamically created via software at the ATM switch,

Frame Relay ATM traffic can be mixed with frame relay over the same high-speed
network, thanks to a new standard promoted by the ATM Forum and the Frame Relay
Forum, The Frame Relay to ATM PVC Service Interworking Implementation Agreement
(FRF.8 standard) establishes the framework for moving a frame relay site to a higher-
bandwidth ATM site, without having to make an immediate choice between the two
technologies. The service is offered by some long-distance carriers, including AT&T,
LDDS, MCI, and Sprint. The service seamlessly connects each carrier’s frame-relay WAN
service to any ATM service, including corporate ATM backbones.

The service offered by long-distance carriers renders protocol conversion software unnec-
essary when running both ATM and frame relay, and allows a company to deploy a mixed
model using ATM for high-volume sites and frame relay for branch offices, Frame relay to
ATM interworking can be used to transparently link frame relay sites to ATM sites (see
Figure 2.8). Under this type of hybrid network, protocol translation is carried out by the
carrier, allowing an ATM switch to communicate with a frame relay switch. The service
requires no special software on either end. The translation takes place seamlessly within
the frame relay cloud. In short, Service Interworking simply converts frame relay frames
into ATM cells for delivery to the ATM customer premises equipment (CPE), and vice

versa.
FIG. 2.8 End End
. . Users Users
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between framle relay Frame ATM UNJ
and ATM Services. Relay
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The interworking agreement furnishes a mechanism for traffic management and conges-
tion control by offering a method for converting frame relay traffic conformance param-
eters to ATM traffic conformance parameters.

The specification offers two modes of encapsulation for each PVC:

i Transparent mode—iorwards encapsulations unaltered.

I Translation mode—supports internetworking of routed or bridged protocols.

One of these two modes are selected at configuration time.
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Furthermore, two methods of multiplexing are supported by this frame relay to ATM
proposition: one-to-one, where a single frame relay logical connection is mapped to a
single ATM virtual circuit; or many-to-one, where multiple frame relay logical connections
are mapped to a single ATM virtual circuit.

The technique, known as “service interworking,” describes the process whereby a frame
relay user interworks with an ATM service user. During this interface, the ATM service
user does not perform any frame relay-specific functions, and the frame relay service user
does not perform any ATM-specific functions. The interworking is actually performed by
the interworking function (IWF), since the ATM terminal itself cannot support the frame
relay core services. The IWF itself can be contained in a single device or distributed
across multiple devices.

Service interworking differs from the older network interworking model, where frame
relay frames are actually transported over ATM and processed by the ATM terminal.
Network interworking is essentially a mechanism for connecting two frame relay end-
points over an ATM backbone. Under Network Interworking, the ATM terminal must be
configured to interoperate with the frame relay network; under Service Interworking, the
ATM terminal is unaware that the remote device to which it is attached is in a frame relay
network.

The network interworking mechanism is seldom used and is extremely difficult to imple-
ment, requiring considerable software changes to the equipment on the ATM network.
Service interworking, on the other hand, requires no software or equipment changes to
take place.

Frame User Network Interface (FUNI) A similar option to the frame relay to ATM
interworking is the Frame User Network Interface (FUNI) specification, which sends
frames over ATM. FUNI is implemented on the user’s premises, and although it is very
similar to frame relay, it is actually incompatible, FUNI is not frame relay, but actually a
frame-based ATM solution that unlike the frame relay to ATM service interworking
specification, permits signaling and flow control features to be extended to the customer
premises. Advocates of FUNI claim that Service Interworking generates too much
overhead.

FUNI is geared to sites with connection speeds of 1.5Mbps and below, and can support
fractional T1 rates. ’

It is important to note that ATM is usually thought of as a cell-based mechanism, although
the ATM specification does not mandate a cell-based interface. FUNT has the same frame
header and trailer formats, with the service data unit (SDU) in between, as does the frame
relay frame format. However, the frame relay UNI differs from the FUNI in its interpreta-
tion of the header information.
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FUNI offers all the advantages of ATM, including traffic parameters and signaling, al-
though it applies only to variable bit rate (VBR) data. Through the Frame Relay Forum’s
FR-to-ATM Service Interworking Function (S-TWF), FUNI is compatible with frame relay
services over permanent virtual circuits. Consequently, a FUNI user can communicate
with a frame relay user over an ATM network, For data-only needs, FUNI offers several
advantages, especially a higher payload due to the frame model.

To implement FUNI, the corporate user deploys special software in the on-site equipment,
and a complementary frame-based interface and software application resides in the ATM
switch. At the ATM switch, the frames are converted to ATM cells and sent into the net-
work. Cells coming from the network are reassembled into frames and sent to the user.
Unlike the carrier-based technique described previously, FUNI was not designed to pro-
vide full interoperability between ATM users and frame relay users; it was designed to
provide a frame-based transport over ATM. FUNI does have a frame structure similar to
frame relay, and operates on the same type of equipment as frame relay, although it has
nothing else in common. Unfortunately, not all ATM services are available over FUNI,
including some of the QoS service classes.

FUNI can carry all variable bit rate (VBR) traffic, although it does not handle Constant Bit
Rate (CBR). FUNI is compatible with frame relay, and any user running FUNI can com-
municate with a frame relay user through the ATM network.

SNA/APPN ATM can also be linked to a System Network Architecture/Advanced Peer-
to-Peer Networking (SNA/APPN) installation, through IBM’s High Performance Routing
(HPR) feature. The HPR feature establishes native access to a wide-area ATM network,
connecting SNA and APPN directly to ATM through LAN emulation or frame relay
emulation. As a result, users on the SNA installation will be able to run their applications
over an ATM network without modification. Without the HPR feature, SNA does not lend
itself to high-speed networking; but this ATM link will bring SNA into the era of high-
speed networking.

The APPN/ATM Internetworking specification maps ATM’s QoS guarantees to APPN’s
HPR class of service routing specifications. The IBM specification is implemented in rout-
ers, hubs and other devices; and allows the SNA network to migrate to ATM services
merely by installing an ATM adapter on the router. HPR has some similarities to ATM’s
QoS guarantees, including congestion control and class-of-service levels.

802.x The Ethernet-to-ATM issue is still being addressed by the ATM Forum and
various ATM vendors. The biggest issue in Ethernet-to-ATM is address modification.
Ethernet uses a 48-bit hardware address, while ATM uses a header address consisting
of two 16-bit components.
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Although ATM’s 20-byte NSAP addressing scheme differs from the traditional 48-bit MAC
address used in standard Ethernet and Token Ring LANS, it is still possible for the two to
communicate. LANE software has a mechanism that transparently maps the MAC ad-
dresses to the Network Service Access Point (NSAP) ATM addresses, and converts ATM
cells to 802.x packets and packets to cells. This software-based resolution mechanism is
what allows the ATM network and the 802.x network to interoperate.

LAN Emulation (LANE), of course, is the most obvious way to integrate a legacy LAN into
an ATM environment. LANE provides a way for Ethernet and Token Ring LANs and the
applications running on them to operate over an ATM network without modification. This
is necessary, at least for the present time, because LAN-based operating systems such as
Windows NT and NetWare do not run natively on ATM.

Hewlett-Packard and FORE Systems offer a solution for an integrated Ethernet and ATM
switch solution with an ATM module for HP’s AdvanceStack Switch 2000. The module will
let users integrate an existing 10Base-T, 100Base-T, 100VG-ANYlan, or FDDI workgroup
with an ATM backbone. With the ATM module, the HP device will appear as an edge
device to the ATM network, while functioning as a switch to the LAN.

Integrating IP with ATM

The tremendous rise of the Internet has pushed TCP/IP into the forefront as companies
rush to deploy Web sites and corporate intranets. An intranet, however, can be very
traffic-intensive, especially if the IS department is trying to provide access to a large
back-end database, graphics, and multimedia to hundreds of users.

It's possible to leverage the advantages of both IP and ATM to create an efficient, high-
speed intranet capable of carrying heavy traffic and big files. Straight IP networks use a
series of algorithms to calculate each packet’s optimal path. When ATM and IP are inte-
grated, a process known as cut-through is implemented. The cutthrough process takes
advantage of the fact that IP packets tend to travel in clumps. The idea is that the first
packet in a long stream is approached with the same set of standard IP algorithms in or-
der to derive the best path. However, subsequent packets can be switched directly at
higher speed by ATM switches. This IP switching technique can give the IP traffic a big
boost. This fact has not been lost on the major ATM vendors, many of which are now
offering IP switching capabilities in their ATM switch products.

The latest version of IP, IPv6, makes integration with ATM networks even easier, because
header information has been placed in fixed locations within the packet. This fact makes it
possible to execute routing via hardware. The previous version of IP suffered from a vari-
able length header, which meant that routing had to be software-based. For more details
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about IP switching and high-speed intranets, see the “Intranets” section of Chapter 12,
“High-Speed Telephony and Internet Access.”

The ATM Forum’s Private NNI Working Group has developed an Integrated Private
Network-to-Network Interface (IPNNI), which may furnish another way to send IP traffic
over an ATM network. IPNNI is an alternative to more traditional routing protocols, such
as the Routing Information Protocol (RIP) and Open Shortest Path First (OSPEF), and
tales into account ATM parameters such as QoS and delay constraints.

Although LANE by itself does map MAC addresses to ATM, LAN emulation results in
some problems, including additional protocol overhead. Also, applications running over
an emulated LAN cannot utilize ATM’s QoS attributes. Lastly, a performance issue comes
from the fact that LANE imposes a maximum frame size on all devices in the emulated
LAN. The maximum transmission unit (MTU) is limited to 1,500 bytes, even though an
ATM-attached device could handle a larger frame size.

The Internet Engineering Task Force (IETF) has issued a specification for native IP sup-
port over ATM. Running IP natively over ATM eliminates the need for LANE software,
and gives the IP network a performance advantage over an emulated LAN., IETF RFC
1577 defines how the IP network is mapped to the ATM fabric. This RFC defines an IP
address resolution protocol (ARP). Under this model, an ARP server is deployed. Using
an ARP server is similar to a LANE server, but instead of issuing MAC addresses in re-
sponse to queries from the emulated LAN, it issues network-layer addresses.

Direct IP-to-ATM mapping is more powerful and advantageous than LANE in several
ways. It reduces the overhead that otherwise results from the address translation mecha-
nism. An ARP request is sent to the ARP server directly, the server then issues an ATM
address, thereby giving the station making the request all the information it needs to
malke the ATM connection. LANE, on the other hand, is comprised of several additional
steps, which result in more broadcast traffic. Furthermore, direct mapping allows the
connection to handle larger MTUs. IP-to-ATM still requires a router to connect the sub-
networks, which makes it a more costly solution.

MPOA (Multiprotocol over ATM)

Similar to [P switching is Multiprotocol over ATM (MPOA). MPOA, however, is not a
routing protocol by itself, instead, it is merely an architecture that allows an ATM client to
query a router to discover the best path through an ATM network. Whereas IP switching
has not been standardized, MPOA is expected to be ratified as an official ATM Forum
standard. Although it has not yet been ratified, several vendors are already rolling out
prestandard implementations of MPOA.
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Fore also has a complete network management software package called ForeView for
managing its ATM hardware. ForeView supports most popular network management
platforms, including OpenView and NetView. FORE also offers a complete line of ATM
adapter cards and switches.

FORE’s approach to ATM establishes a layered architecture (see Figure 2.9). The four
layers comply with industry standards, and add additional value through FORE’s propri-
etary software, such as Per-VC Queuing, VLAN roaming, and session records for Call
Detail Records.

FIG. 2.9
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presents a four-layered Layer 4 Application Services
architecture.

. Connection-

Connectionless .« “ Oriented Z
. T
&a
Layer 3 Routing Services %’ c§
o=
-z
Do
Layer 2 VLAN Services % g
s x

. @

Layer 1 k4 ATM

Layer 1: ATM Transport Services. This is the heart of FORE’'s LANE implementa-
tion, and where non-ATM traffic is converted to ATM cells at the networld’s edge.

Layer 2: VLAN Services. This layer allows users to share a broadcast domain based
on logical association, rather than physical location. The VLAN allows end users to
form a subnet based on a logical relationship, such as a common project, rather than
having to base it on physical connections.

Layer 3 Distributed Routing Services. Under this layer, the old router model is aban-
doned in favor of a distributed, virtual router, Routing is necessary when deploying
a larger internetwork, converting between different MAC types, communicating
between devices on different VLANS, or internetworking with an existing network.

Layer 4: Application Services. These services include: security, connection auditing,
Quality of Service guarantees and bandwidth reservation, and optimization of re-
sources,
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Crosscom

450 Donald Lynch Blvd.
Marlborough, MA 01752

Voice: 508-481-4060 or 800-388-1200
Fax: 508-229-5535

Web: http://www.crosscomm.com

CrossComm takes a highly modular approach to ATM internetworking. Its ClearPath
family of software and hardware includes a full range of switches and edge routers,

and an ATM backplane that establishes a high-speed connection between modules. All
CrossComm components are managed by a single network management software, called
Integrated Management System (IMS). IMS is built on HP OpenView, and can manage all
CrossComm hardware as well as other SNMP devices from other vendors., IMS works
with Network General’s Sniffer through its built-in RMON probe.

CrossComm’s X180 and XL.20 multi-slot platforms afford a great range of scalability.

The XL80 is a 16-slot chassis; the X120 can hold four modules. The XL10 is designed

for workgroups, and can hold the same modules used in the XI.80 and X120 units. The
CrossPoint Matrix (CPM) backplane is a full duplex, high speed interconnect scheme that
builds an internal ATM backbone network within the chassis. Parallel transmission paths
in the CPM operate up to 622Mbps (SONET STS-12c rates). Because the matrix design is
not a shared media, total throughput on the CPM can be as much as 9.6Gigabits/second.

In addition, CrossComm’s CrossLAN Exchange (see Figure 2.10), a turnkey system built
on the XI1.80 chassis, facilitates a complete intranet solution.

FIG. 2.10
CrossComm’s
Public Interne
Infrastructure for ATM- Access or Existing
based Corporate Remote Sites
Intranets integrates . Nﬂ” AT{"'
. L. . . 3 ntrane!
with existing legacy Ex‘S""gLTA%ken Ring & Services
S =
networks. ot
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CrossLAN Exchange allows new networks to be built, or existing networks to be up-
graded so that they are capable of supporting intranets. The CrossLAN device (see Figure
2.11) incorporates ATM and edge routing technologies onto a single chassis, capable of
integrating with an existing Token Ring or Ethernet LAN. The XL80 chassis holds a col-
lapsed ATM backplane that can become the backbone of an ATM-based intranet.

FIG. 2.11
CrossComm CrossLAN
Exchange.

Cisco Systems

170 W. Tasman Drive

San Jose, CA 95134

Voice: 408-526-4000 or 800-553-NETS (6387)
Fax: 408-526-4100

Weh: http://www.cisco.com

Cisco Systems’ LANE solution provides for redundancy and fault tolerance, through the
company’s LANE Simple Server Redundancy Protocol (SSRP), a Cisco Internetwork Op-
erating System (Cisco I10S) for ATM software protocol. This protocol establishes redun-
dancy for all three server components (LECS, LES, and BUS). With SSRP, neither the
LECS, LES, or BUS can become a single point of failure in an ATM networl.

Cisco offers a full line of ATM products, including switches, adapters, management soft-
ware and, since its acquisition of StrataCom, the StrataCom Integrated Gigabit switch
(IGX) (see Figure 2.12). The latter device is an innovative and highly scalable ATM switch
that comes in 8-, 16-, and 32-slot configurations. It supports all QoS service classes, and
will permit any amount of bandwidth to be assigned to any slot. Voice transmissions are
one of the most bandwidth-intensive aspects of networking; Cisco addresses this with its
voice activity detection (VAD) technique. VAD uses a digital signal processor to distin-
guish between silence and speech on a voice connection. VAD will then generate cells
onto the network only during speech, thereby saving bandwidth. Along with voice com-
pression, the VAD technique is used to furnish voice connectivity to a digital PABX
through a standard interface.
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FIG. 2.12

Cisco Systems’
StrataCom Integrated
Gigabit switch (IGX)
supports all QoS
classes.

Cascade Communications Corporation

5 Carlisle Road

Westford, MA 01886

Voice: 508-692-2600 or 800-647-6926
Fax: 508-692-5052

E-mail: mktg@casc.com

Web: http://www.casc.com

Cascade’s Virtual Network Navigator (VNN), a dynamic routing technology, was
originally developed for use in frame relay networks but has been expanded to
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incorporate ATM’s QoS parameters and other ATM-specific technology. VNN offers
three components:

# Topology database, holding the physical topology and QoS capability of the ATM
links.

B OSPF-based topology database distribution algorithm.

i Best-route calculation algorithm.

These three components work with Cascade’s Virtual Circuit Manager services, which
reside in all switches, regardless of whether they are frame relay, SMDS, or ATM. This is
especially useful in a multiservice ATM-integrated network. Cascade products support
frame relay to ATM Interworking (for more information on this technology, see the “Inte-
grating Legacy LANs with ATM” section shown previously).

Cascade’s B-STDX 9000 and B-STDX 8000 (see Figure 2.13) offer a multiservice WAN
platform for interworking between ATM, frame relay and SMDS. This functionality allows
the user to establish a migration path to ATM, while still taking advantage of frame relay
and SMDS services.

FIG. 2,13

Cascade Communica-
tions B-STDX 8000
Multiservice WAN
Platform can be used
to interwork ATM,
Frame Relay and
SMDS.
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End2End Network Solutions

353 Gold Star Highway

Groton, CT 06340

Voice: 860-446-3030

Fax: 860-446-3039

Web: http://www.end2end.com

End2End is a developer of real-time, embedded-system networking solutions, specifically
focusing on network interface requirements for high-bandwidth applications. The com-
pany promotes a high level of enterprise connectivity, with an innovative technique that
integrates web-based, multi-tiered, distributed component software architecture using an
ATM switch infrastructure. End2End’s new ATM-FastLane family of real-time device
drivers targets the real-time embedded systems market, and permits developers to inte-
grate ATM technology into data and telecommunications products.

Summary

ATM uses a small, fixed packet of 53 bytes, making it ideal for transmitting delay-
insensitive information such as video or voice, ATM delivers the advantage of Quality of
Service, allowing the network manager to specify four different service classes that may
correspond to different types of data. ATM’s speed exceeds that of many other network
technologies. It is capable of running at 155Mbps (OC-3), 622Mbps (0C-12), and
2.488Gbps (0C-48). For those who want ATM but don’t need the extremely high speeds
25Mbps ATM can be an inexpensive alternative,

3

Because ATM is connection-oriented, it is inherently more secure than any of the
Ethernet implementations. LAN Emulation (LANE) is used to allow the ATM network to
communicate with legacy networks, including Ethernet and Token Ring. After deploying
the ATM network, it will be necessary to acquire new network management and monitor-
ing tools. Fortunately, there are several vendors providing this capability. ATM networks
are capable of inter working with frame relay, SNA, IP, and other network

infrastructures. @
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CHAPTER

Frame Relay

- Fr?‘ame relay, a wide-area networking system that relies
on permanent circuits between end points, offers a
high throughput and allocates transmission resources
only when active communications are taking place.
Typically used for data transmissions only, frame relay
is well-suited 2for bursty transmissions and for con-
nected multiple-branch office sites. However, recent
innovations have made it possible to send voice traffic
over the frame relay network as well—presenting an
opportunity for tremendous savings on long-distance
bills. &
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Overview of Frame Relay

In the past, leased lines were often used to connect corporate sites, divisions, and
branches. Greater demand for connectivity led to the need for a more efficient and less
costly solution. To meet this demand, frame relay was developed to provide a better way
to connect multiple LANSs, data networks, and their peripherals.

Over the past few years, there has been a noticeable trend of moving away from the lower-
speed leased line connections and Systems Network Architecture (SNA), in favor of frame
relay. Recent innovations allow frame relay to be used to carry voice and fax transmission
over the same network, resulting in an even greater level of savings. Placing voice over
frame relay can provide additional savings of between 30 to 50 percent, depending on the
corporate network characteristics.

SNA Architecture

IBM’s Systems Network Architecture (SNA) was first released in 1974 to impose strict control
over communications between various devices. Originally, it was meant as a network architec-
ture with a central host; later it was adapted to accommodate multiple hosts. Each device that
provides physical services in the SNA network gets a Physical Unit (PU) definition, which defines
its position in the hierarchy between terminal and host., A PU 2 device controls workstations; a
PU 4 device is a communications controller or front-end processor, and a PU 5 device is a
mainframe processor. Logical Units (LU), on the other hand, define the type of data that flows
between the PUs. SNA supports both local and remote links, and several extensions and
gateways have been created that allow PC-based networks to communicate with an IBM
mainframe or minicomputer network.

Frame relay is especially useful for WAN connections, and many corporations with mul-
tiple branches employ the technology. Cost savings become greater when a company
brings more sites into the frame relay network. The frame relay network can be managed
internally or through a provider. Ultimately, frame relay is simple and flexible. If a skilled
in-house team is in place, it may be more effective to run the network internally.

«

Frame Relay Background

StrataCom president Dick Moley is often considered the “father of frame relay.” In the late
1980s, Moley, along with others, saw the paradigm of taking frames and dividing them
into cells for fast transport as a tremendous opportunity. Moley’s StrataCom, along with
Digital Equipment, Cisco Systems, and Northern Telecom, founded the Frame Relay
Forum. In 1991, the first frame relay network was deployed by WorldCom, which joined
the Forum later on.
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Another major advantage to frame relay is access speed. Frame relay typically offers a
56Kbps connection, significantly higher than the 9.6Kbps found in leased lines.

Under the leased line model, a customer had to request a 64Kbps access line (DS0) for
branch offices, and a 1.55Mbps (DS1) line for headquarters. When the inevitable conges-
tion occurred, another DS1 had to be acquired from the service provider, and additional
Customer Premises Equipment (CPE) had to be deployed—translating into a significant
expenditure for additional bandwidth. Now, higher-speed frame relay gives customers
more bandwidth without additional CPE. For those users who do not want to initiate a
wholesale migration to ATM, high-speed frame relay is a workable and inexpensive
alternative that can extend the life of frame relay equipment.

The type of traffic being carried by frame relay has changed; where it was used originally
for data only, it is now being used for voice, video, and other types of traffic. However,
newer applications and an increase in demand for data has led to the need for more band-
width and higher-speed networks. The Frame Relay Forum addressed these needs by
amending its User-to-Network Interface (UNI) and Network-to-Network Interface (NNI)
Implementation Agreements (IAs) to accommodate DS3 speeds of up to 45Mbps.

Applications for Frame Relay

One of the biggest segments of the frame relay market is IBM networking. While tradi-
tionally IBM networking environments utilized wide area leased line networks, frame
relay can furnish a viable alternative. Originally, X.25 was meant to provide the open envi-
ronment necessary for IBM computing, however, IBM never widely supported X.25.
Frame relay, on the other hand, equips IBM with a smooth and efficient way to integrate
LANSs into the SNA environment, A big advantage is that customers can use existing hard-
ware to support frame relay.

IBM’s Network Control Protocol (NCP 7.1), released in 1994, allowed SNA networks to
use frame relay for the first time. Usage of frame relay gives SNA shops the advantage of
link consolidation, that is, each access link can support multiple virtual circuits. Since that
time, frame relay has quickly become the preferred technology for networks running at
T1/E1 speeds (2Mbps) and above.

The technology has been growing in popularity, because of its easy management, cost
advantage, and multiprotocol support. Multiprotocol networking has been one of the big-
gest drivers in frame relay’s growth, Integrating LANs into SNA environments in particu-
lar has caused a number of corporations to consider frame relay.
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Types of Frame Relay Networks

A frame relay solution can take the form of private network services, public network ser-
vices, or a hybrid of the two.

A private frame relay network (see Figure 3.1) can operate over several different inter-
faces, including V series interfaces, fractional E1, and both BRI and PRI ISDN. The private
option gives the corporate user greater control over the network, better trunk utilization
and can take advantage of some existing equipment.

FIG. 3.1 Private Network

A private Frame Relay
network takes
advantage of existing
equipment.

V Leverages Existing Network
Equipment, Protects Investment
¥V Improves Trunk Utilization
'V Control over Core Network Is Maintained

A public frame relay network, on the other hand, can significantly reduce costs of owner-
ship, and may be advantageous in situations where there has not been a big investment in
existing customer-premises equipment (see Figure 3.2).

The hybrid option is used by some large sites, especially where different branches may
have different needs (see Figure 3.3). In this case, the needs of each site can be deter-
mined, and the most appropriate configuration installed.

Deploying frame relay is surprisingly simple. A new location can be added simply by add-
ing an access port and configuring the permanent virtual circuits (PVCs). Compared to a
leased-line solution, frame relay is much more cost-effective, and can often bring signifi-
cant performance improvements.
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FIG. 3.3

A hybrid Frame Relay
network can be used
when costs and needs
differ between sites.

Overview of Frame Relay I 55

Public Service

Dial Access

¥ Service Provider Manages Backbone, Ownership Costs are
Reduced

¥ Single Network Access Supports Multipie Remote Connections

and Protocols

¥ Connection-oriented Environment Maintains Privacy and Security

Hybrid Network

Dial Access

V Provides Control over Critical Network Links
¥V Allows Cost/Benefit Analysis on Site-by-Site Basis
V¥ Optimizes Network Price-to-Performance Ratlo

PL

HPE 1037-0079



56 I Chapter 3 Frame Relay

Frame Relay Speed

Since the Frame Relay Forum modified them to accommodate high-speed frame relay, the
User-to-Network Interface (UNI) (FRF 1.1) and Network-to-Network Interface (NNI)
(FRF 2.1) Implementation Agreements (IAs), now support three high-speed physical layer
interfaces:

i1 HSSI (High-Speed Serial Interface) (52Mbps)

# DS3 (Digital Service 3) (45Mbps)

@ E3 (35Mbps)
Originalty, UNI and NNI specified speeds only up to T1/E1 levels (2Mbps). The UNI’s
basic function is to specify signaling and management functions between CPE and a frame

relay network device. The purpose of the NNI, on the other hand, is to establish bidirec-
tional signaling and management between two frame relay networks.

Standards Development (Frame Relay Forum)

The Frame Relay Forum was founded in 1991 to promote national and international frame
relay standards. The group has grown quickly, and now has chapters in North America,
Europe, Australia/New Zealand, and Japan.

The Forum’s standards, known as Implementation Agreements, are as follows:

i FRE1.1. User-to-Network Interface (UNT) Implementation Agreement

@ FREZ2.1. Frame Relay Network-to-Network Interface (NNI) Implementation
Agreement Version 2.1

 FRE3.1. Multiprotocol Encapsulation Implementation (MEI) Agreement

1 FRE4. Switched Virtual Circuit (SVC) Implementation Agreement

il FRES5. Frame Relay/ATM Network Interworking Implementation Agreement

# FRE6. Frame Relay Service Customer Network Management Implementation
Agreement (MIB)

Bl FRE7. Frame Relay PVC Multicast Service and Protocol Description
# FRES8. Frame Relay/ATM PVC Service Interworking Implementation Agreement
# FRE9. Data Compression Over Frame Relay Implementation Agreement

Over the next year, the Frame Relay Forum’s Technical Committee and working groups
will be focusing on these additional IAs:

i FRE 10. Switched Virtual Circuits (SVCs) at the Network-to-Network Interface
(NND)
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# FRE11. Voice over Frame Relay (VoFR). This IA will specify a mechanism for
transporting packetized low-bit-rate voice over frame relay networks. The first
phase will support preconfigured connections, and will promote multivendor
interoperability.

Newer initiatives that may lead to more IAs in the future include:

i Frame Relay Fragmentation. This will enable fragmentation and reassembly of
frames at the FR UNI.

Multi-Link Frame Relay at the User-to-Network Interface (UNI). This will enable
frame relay devices to use multiple physical links (a type of frame relay inverse
MUZXing, or multiplexing). In other words, inverse MUXing is able to take multiple,
smaller noncontiguous circuits, run data over them in a synchronous fashion, and
achieve the equivalent of a higher-speed link.

Frame Relay-to-ATM (FR/ATM) Switched Virtual Circuit (SVC) Service
Interworking. This effort will define FR/ATM service interworking supporting
SVCs.

W Frame Relay Network Service Level Definitions. This will establish frame relay
network performance definitions, These definitions will give service providers the
ability to deliver uniform service levels over diverse networks, and will also give
users a metric that can be used to determine whether service levels have been
rendered.

i

implementation and Infrastructure

A traditional LAN internetwork uses hub routers with a star topology. Frame relay has
come to address the needs of the LAN internetwork, changing the role of the hub some-
what. The routers take a less centralized role, instead moving to the edge of the frame
relay cloud and functioning as a LAN-to-WAN gateway.

Frame relay itself performs the packet switching that would have otherwise been accom-
plished by the hub router. Because frame relay facilitates the use of fewer hub routers,
there is an obvious cost advantage. Also, because there are fewer hub routers, the hop
count is reduced, an additional side benefit for larger networks.

A frame relay network, because it is connection-oriented, enters a series of paths in each
switch. A logical entity known as a virtual circuit is created, that allows all data that moves
between a given source and destination to travel over the same path over a period of time.
The virtual circuit model simplifies network design, because each virtual circuit precisely
matches the requirements of each feeder router. The configuration of these virtual cir-
cuits is largely automatic and extremely fast.
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The physical connection of the frame relay network is a synchronous connection at either
56 Kbps or 64Kbps, and occurs through a Channel Service Unit/Data Service Unit (CSU/
DSU). In addition, a series of Permanent Virtual Circuits (PVCs) are established to pro-
vide the most logical connection between locations. The PVCs operation is controlled by
two parameters; the Committed Information Rate (CIR) and Burst Excess (Be).

Frame relay is a router-based technology. Routers usually use a store-and-forward mecha-
nism to send data over the network; in this model, the entire frame must be received by
the router before any processing begins. Although the store-and-forward methodology
does offer some benefits, such as the ability to check a packet for errors before directing
it to the appropriate network, it also introduces delays and a slower response time, which
increases as the number of hops increase.

Frame relay technology lends itself to peer networking, where each site is directly con-
nected to one another in a mesh, or cloud topology. Some routers can also operate in a
partial mesh environment.

N O T E There are vendor implementations of frame relay that differ from the “standard” frame
relay discussed later in this section.

Frame relay simplifies the routing operation. Packets move from the LAN to a single frame
relay port with multiple virtual connections to each destination network, The frames are
switched very quickly, and each virtual connection has a set priority ranking. This rate can
be exceeded under some circumstances, such as a burst of traffic, if the bandwidth is avail-
able. For more information about packet priorities in frame relay, see the “Voice and Fax
Over Frame Relay” section later in this chapter.

Routing Frame Relay

LAN internetworking can be enormously complicated; frame relay can simplify
internetworking by minimizing the number of routers required.

The physical configuration of the router is as follows: the router is attached to the frame
relay network and the LAN. This LAN interface corresponds to the type of LAN at each
location. The physical port is dependent on the individual network infrastructure, and
even the country in which it is deployed. Most services use V.35 or X.21 ports, and some
routers support multiple interfaces. The frame relay router must rigorously conform to
the frame relay protocol. In addition, the router gets its information about the virtual con-
nections by signaling the user-to-network interface (UNI),

Routers used in leased line networks have one physical port for each leased line. Vendors
embrace a rule known as the split horizon, which states that an incoming packet cannot be
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placed on the same network interface from which it originated. The purpose of the split
horizon rule is to prevent data from bouncing back and forth indefinitely in a routing loop
if a link fails., Although this is critically important in a private line, it does not apply to
frame relay, where one physical interface may support multiple remote connections.

Because different PVCs originate from the same physical interface, a frame must be able
to be sent back out on the same physical port from which it originated in order to send it
back out on a different PVC. Under frame relay, a routing loop is avoided through a differ-
ent technique that recognizes each PVC independently. A frame relay router will send a
frame back over the same physical port, but will not permit it to be sent back over the
same PVC.

Frame Relay Media and Topology

Frame relay networks are typically implemented in a star topology, much like the older
leased line networks they are meant to replace. Under a star topology, one location works
as the central point of traffic for multiple locations. Because more traffic passes through
the central point, this location requires greater bandwidth allocation than the others.
Classical frame relay networks are configured with a series of permanent virtual circuits
(PVCs) between every end station.

Some frame relay products, including those from ACT Networks, can function not only
over cable, but also over wireless media. ACT has implemented a satellite-based frame
relay network service called SkyFrame, in which each earth-bound station transmits one
carrier, which is modulated by the aggregated channels that originated from that station.
The data is packetized and multiplexed, and each carrier is assigned a frequency and
bandwidth. The receiving earth stations will then accept packets based on their
addresses.

This satellite technology represents an innovative way to integrate terrestrial frame

relay networks into a single, integrated network. Like ACT’s other frame relay products,
SkyFrame supports frame packetizing, voice compression, and network management.

A big advantage of the SkyFrame technology is that a satellite hub is unnecessary,
thereby eliminating a very large initial expense that can easily reach a half-million dollars.
Furthermore, intelligent processing is distributed between all connected sites, creating a
virtual switching system and minimizing complexity to yet another level.

In each earth station, the SkyFrame unit, frame relay switch, or other frame relay as-
sembler/disassembler (FRAD) accesses the satellite through the use of modulator and
demodulator cards and RF terminals. This specialized system of separate modular and
demodulator cards (as opposed to a single modem card) is unique to SkyFrame. The
modulator card includes the frame relay switch, and the demodulator card includes the
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packet filtering processor. The satellite system is most effective for small to medium-sized
integrated voice/fax/data networks. Connectivity to a larger number of sites would be
cost-prohibitive, because of the number of demodulators that would be required.

Vendor-Specific Frame Relay Implementations

Some vendors offer proprietary products or implementations for some facets of frame
relay technology that are not yet formal standards. While some of these products can
provide capabilities that a company is in dire need of using, always be wary about imple-
menting proprietary technology if you need to interface your network with products from
other vendors or service providers, Asking a lot of questions of the vendors involved
(both the vendors selling and the vendors whose equipment you will need to interoperate
with) will help ensure your network remains interoperable.

Definitions

The CIR is a throughput rate to which a customer subscribes, and is the maximum
amount of bandwidth the provider agrees to send through each PVC. The PVC cannot
exceed the maximum speed the customer equipment is capable of providing, however.
In reality, the CIR is usually not set to this maximum speed, but is set to a rate equivalent
to an average calculated usage.

The Bc, or committed burst rate, is a parameter that measures the maximum number of
data bits on a PVC that a network will transfer under normal conditions and over a given
period of time,

The Be, or excess burst rate, is a parameter that measures the maximum number of un-
committed bits on a PVC that a network will attempt to deliver over a given period of time.

The B sets out a guaranteed level of bits that the networlk will transmit over the PVC, and
the Be sets out an additional amount that the network will transmit if the bandwidth is
available. The frame relay switch will mark any frame that exceeds the Bc but not the Be
as Discard Eligible (DE). Frames that are so marked will be dropped first under con-
gested conditions. The frame is then retransmitted by the originating device.

The Tc is a sliding value, which is the time period over which the PVC is monitored. It is
dependent on the other parameters.

Switched Frame Transfer Mode (SFTM) Some companies offer—or will be offering in
the future—switching technology that gives frame relay users permanent virtual circuits
(PVCs) that include some of the same benefits offered by switched virtual circuits

(SVCs). Switched Frame Transfer Mode (SFTM) technology lets users switch voice and
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data over a public or private frame relay network. SFTM overcomes the traditional
methodology of using PVCs, which calls for a point-to-point connection between each
location for each application.

Unlike PVCs, SFTM technology lets administrators combine traffic onto a single direct
connection, so each destination only requires a single switch. The technology lets a user
hang on to the existing permanent virtual circuit backbone, while being able to switch
traffic for applications such as voice.

Cell Technology and Dynamic Routing A different approach to frame relay technology is
taken by another company whose products slice frames into small cells, similar to ATM
cells. Processing begins immediately, instead of waiting for the entire frame to be received
(store-and-forward). Under this model, the first cells of a subdivided frame may reach the
final destination while the end of the frame is still in the process of being fragmented.

The disadvantage of the store-and-for ward mechanism is that the store-and-forward
router must encapsulate some protocols in IP frames in order to transmit them, which
results in additional decreases in response time,

The technique of dividing the frame into cells avoids the necessity for encapsulation. In a
standard encapsulation method, every node must interpret the frame header before tak-
ing any action. The alternative methodology relies on dynamic routing tables, and allows
each node to act like a switch that automatically relays each cell in the proper direction
without any additional processing. In the event one route fails, the connection is dynami-
cally restructured.

The system also offers prioritization of data at the cell level instead of frame relay’s stan-
dard of prioritizing at the frame level. Every data type can be assigned a priority level, and
then data will enter the circuit according to its priority. Again, this is a proprietary scheme
and not part of the actual frame relay specification; nonetheless, it adds significant value to
the frame relay network. Prioritization at the frame level is probably better than none at
all, but it still carries one big drawback: it is still possible for a prioritized frame to experi-
ence a delay if it gets stuck behind a series of longer frames.

Think of frame prioritization this way: the priority frame is you, when you go to the gro-
cery store to buy a single item. There’s only one checkout lane open, and the lady in front
of you has two baskets full of groceries, wants to write a check on an out-of-state bank
account, and forgot to show the clerk her fistful of coupons until the last minute. Priority
or not, you still have to wait, By cellularizing the frames, no cell will experience much of

a delay, because they are all the same size. (Grocery stores apply the same logic to the
“nine items or less” checkout lane.)
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Frame Relay and ATM

Frame relay and ATM complement each other well, and the interworking of the two tech-
nologies enjoys broad industry support, including work between the ATM Forum and the
Frame Relay Forum. Use of frame relay in an ATM environment can significantly extend
the reach of ATM. Because of ATM’s Quality of Service guarantees, ATM is especially
good for bursty applications. Frame relay adds value when used in combination with
ATM, by presenting a valuable standard for wide area networks.

Although voice over ATM is currently more popular than voice over frame relay, it is cer-
tainly possible to send voice over frame relay, and many customers save big money by
doing so. However, ATM has the more mature technology for sending voice over the
network,

Large companies often deploy a mix of ATM and frame relay, perhaps using ATM at head-
quarters, and frame relay at the branch level. Although frame relay and ATM networks
may coexist as separate networks, eventually, frame relay will be used to send traffic into
the ATM network, Many new ATM networks support frame relay access; eventually, most
LAN interconnects will center on frame relay going into an ATM network.

In the past, it has been a common misconception that the frame relay and ATM technolo-
gies are mutually exclusive. Nothing could be further from the truth. The two technologies
are remarkably similar, and actually evolved from the same technology, that is, Integrated
Services Digital Network (ISDN) standards. The only real difference between the two is in
the size of the packet, or cell. While frame relay uses a variable packet size, ATM uses the
fixed 53-byte packet size, making it more applicable to multimedia, video, and other delay-
sensitive traffic.

Frame Relay Interworking

A seamless connection between ATM and frame relay can be established, thanks to the
Frame Relay to ATM Service PVC Interworking Implementation Agreement (FRE.8), a
new standard jointly promoted by the Frame Relay Forum and ATM Forum, The standard
allows network managers to use both technologies in a single network, instead of having
to make a difficult decision between the two. The FRE8 standard will let users connect
frame relay sites with data-intensive, high-speed ATM sites. Interworking is an ideal tech-
nology for those who wish to plan for an ATM migration, but want to take the long view.
Under the Service Interworking plan, a customer could upgrade the central site to ATM,
while retaining frame relay equipment in branch offices.

FRE.8 details the interworking of the frame-based frame relay and cell-based ATM proto-
cols. Before a frame relay packet can enter into an ATM backbone, the frame must be
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broken into cells, including an identifier cell and data cells. In reverse, ATM cells are
consolidated, and converted into a frame.

Interworking can work in transparent mode or translation mode. In transparent mode, the
customer premises equipment (CPE) performs the reverse translation. The CPE is typi-
cally an ATM router. In translation mode, the frame relay network performs the transla-
tion. The biggest difference between the two modes is that in translation mode, multiple
protocols can run over one permanent virtual circuit (PVC). In transparent mode, a sepa-
rate PVC is required for each protocol. In a larger network running multiple protocols,
translation mode can be a big benefit.

Fortunately for the end user, service interworking is largely transparent. The older speci-
fication, known as Network Interworking, called for the ATM equipment at the customer
site to convert ATM traffic into frame-relay packets before communicating with a frame
relay device.

The four biggest service carriers, AT&T, LDDS WorldCom, MCI Communications, and
Sprint all offer interworking services to seamlessly interface frame relay WAN services
to any ATM service. Interworking allows for the central office to migrate to ATM, while
allowing branch offices to stay with frame relay. One major appeal of interworking is that
protocol conversion is not a concern. The protocol conversion is transparent within car-
rier networks, and does not require any special software in the end devices.

In a combined ATM and Frame Relay network, frame relay is often deployed at remote
locations or branches, with ATM used at headquarters. Service interworking is utilized
to convert between the two technologies (see Figure 3.4).

Interworking technology is also optimal for those frame relay users who use frame relay
for data, and do not need the higher bandwidth offered by ATM at all sites. Interworking
is offered by most long-distance carriers. Sprint was one of the first to offer this hybrid
service in the spring of 1996, and other carriers provide the protocol translations required
to let the ATM switch communicate with the frame relay switch.

End
User

End
User

Frame
Relay UNI

Frame
Relay
Network

ATM UN!
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Frame User Network Interface (FUNI)

Those in the ATM camp offer a technology known as FUNI, which is a type of frame-
based ATM networking, as an alternative to frame relay. Although ATM is primarily
thought of as a cell-based transport technology, the FUNI specification does not actually
require it; and so FUNI was born to send frames, instead of fixed-length cells, over an
ATM network. For more discussion on FUNI, see Chapter 2, “Asynchronous Transfer
Mode (ATM).”

FUNI lets customers use low-cost, frame-based equipment, and uses the ATM switch to
segment frames back into ATM cells. FUNI software can run on the same hardware de-
vices that support frame relay, and there are a number of similarities between frame relay
and the FUNI specification.

The FUNI places software in the user equipment, and a frame-based interface and FUNI
software in the ATM switch. The frames are segmented into cells at the ATM switch inter-
face, sent into the network, and reassembled into frames and sent on to the recipient,
FUNI was not intended to provide interoperability between frame relay and ATM, al-
though the two do have similar structures and can run on the same type of hardware.

It isn’t possible, however, to simply connect frame relay equipment into the ATM
network’s FUNI and expect it to function. Furthermore, FUNI does not support all ATM
services, Specifically, services that require use of ATM adaptation layers (AALs) other
than 3, 4, and 5 are not available over FUNI, and the Available Bit Rate (ABR) class of
service is not available as well.

Voice and Fax over Frame Relay

Voice calls are usually sent over dedicated leased lines, although the leased line is by far
the most costly way to handle long-distance voice calls. It does, however, yield the highest
quality audio fidelity. Although it is usually thought of as a data-only technology, frame
relay can be an effective and inexpensive way to transmit voice over the network.

Voice over frame relay can cost about a tenth of the cost of using a virtual private network.
The price differential is due to the method of pricing; frame relay is priced either by the
frame, or at a flat monthly rate. Standard long-distance voice, on the other hand, is
charged by the minute. Using-frame relay for voice can pay for itself very quickly, just by
eliminating some of the long-distance fees. Several vendors are starting to deploy voice
over frame relay, including ACT Networks (see Figure 3.5).

A great deal of attention has been devoted to sending voice over frame relay networks,
despite its limitations and relatively low level of quality. When voice is digitized over a
plain ordinary telephone service (POTS) line, it is done with the Pulse Code Modulation
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(PCM) standard for digital voice which runs at 64 Kbps. This PCM standard represents
what we recognize as toll-quality voice, or the voice we normally hear on a standard long-
distance call. But in order to send voice over a low-speed data line, some sort of compres-
sion must be applied to the digital voice.

FIG. 3.5
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Besides compression, two other issues may also have an impact on voice quality; these
are delay and dropped packets. Delay, sometimes known as jitfer, is the variation in the
delay experienced by consecutive packets.

Compression  Unlike most data transmissions, voice cannot tolerate delay. Until very
recently, packetized voice transmission was impossible. However, consider how most
people speak. Unless you've had a few too many cups of coffee, you have a great many
pauses in your speech; probably a lot more than you realize. This dead space may be
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necessary for comprehension, but to the network, it’s only dead space, and doesn’t need
to be transmitted.

Currently, packetized voice transmission is achieved not by digitizing the entire voice
transmission, complete with pauses and redundancies, but by evaluating and picking out
only what is essential to comprehension. This is accomplished through eliminating repeti-
tive sounds, and eliminating pauses (silence suppression). Only about a fifth of what is
contained in speech is necessary for accurate transmission; the balance consists of
pauses, repetition and baclkground noise. Human speech, by nature, includes a great deal
of repetition, just because of the vibrations that take place in the vocal chords. If you listen
carefully, you can pick out repetitive or drawn-out sounds, such as the “s” sound in the
word “ice,” or “snake.”

After eliminating repetitive sounds and pauses, the voice can be more efficiently com-
pressed. The information that remains can then be digitized and placed into packets,
which can be sent over a frame relay network. Voice packets are typically smaller than
data packets, because a smaller packet will experience less transmission delay over the
network,

Delay Jitter can occur in a public network for reasons that cannot be controlled by a
buffer. For example, if a packet from frame relay customer “A” arrives at an intermediate
switch, but that switch is occupied with a packet from frame relay customer “B,” some
jitter may occur. In this case, customer A’s packet would be placed into a buffer by the
intermediate switch, and it processed only after customer B’s packet has been passed
on. Buffering can present some significant delays, especially if customer B has an
exceptionally long packet.

Frame relay, remember, allows variable length packets—so here we are again, with our
one item in the supermarket, behind the lady with two carts and a fistful of coupons.
There is a limit to buffering, however, and if the jitter introduced in the intermediate
switch is more than the receiving device can handle, the quality of the voice transmission
degrades.

A fast public frame relay backbone will virtually eliminate the problem of jitter. A frame
relay service running on an ATM backbone will eliminate it further, because ATM is
based on fixed-length cells, and the problem of a small packet getting stuck behind a
larger one is eliminated.

Asynchronous Time Division Multiplexing Ironically, older technology, which used Time
Division Multiplexing (TDM), did not suffer from compression or jitter problems. TDM
divided the bandwidth into as many equal time periods as there were input channels.
Every data channel got an opportunity to transmit, whenever its corresponding time
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period, or packet, was sent. Because the time interval was predictable, there was no jitter,
and since TDM worked over a point-to-point link, there were very few dropped packets.

The only problem with TDM technology, however, was that every time packet had to be
dedicated to voice. Now, a person’s normal speech pattern is full of pauses. Some of those
packets that existed under the TDM system contained these pauses, which was an ineffi-
cient use of bandwidth.

The obvious way to make better use of the bandwidth was to use statistical multiplexers
(also known as Asynchronous Time Division Multiplexers (ATDM). With ATDM, a data
channel can make use of any time packet. That is, if a channel is experiencing a period of
silence, it does not have to transmit that silence anymore; instead, the packet that would
otherwise be dedicated to carrying nothing could be given to another channel. Although
ATDM made better use of bandwidth, it introduced the concept of jitter. Some of this jitter
can be mitigated with a buffering technique that buffers arriving packets, and reas-
sembles them in order before converting them to analog form.

Frame relay uses a type of statistical multiplexing. However, further differences are evi-
dent in a public frame relay network versus a private frame relay network.

Packet Prioritization There are some additional considerations when considering
adding voice to a frame relay network. For example, the audio quality of voice over frame
relay will not be as good as standard toll traffic. For this reason, most users opt to limit
voice over frame relay to inter-company communications, and not use it for external
calling.

Prioritization is perhaps the most important part of voice transmission. Without it, the
individual packets containing the voice data would not arrive in the correct order, and the
result would be garbled speech. Use of switched virtual circuits (SVCs) lends itself to
these types of advanced features, including QoS guarantees and bandwidth reservation
similar to ATM networks.

Although the frame relay standard does not provide for these types of ATM services ex-
plicitly, some vendors have incorporated them into their products.

Packet Drop  Packet drop in the public frame relay network poses another problem.

The service provider may deploy congestion control methods that consist of discarding
packets that exceed the particular customer’s Committed Information Rate (CIR).
Therefore, all packets that exceed a customer’s CIR will be marked with a Discard Eligible
(DE) bit. If a congested state arises, these marked packets can be dropped, which can
again cause the quality of the voice transmission to degrade. Frame relay itself has no
provision for notifying the transmitter to resend the packet, but since frame relay works
with other transport protocols (such as SNA or IP), that task can be picked up by the
other protocols.
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Frame Relay Assembler/Disassembler (FRAD) Voice over frame relay is a recent
innovation, and mostly produces voice transmissions of marginal quality, which limits it to
internal use. Obviously, a caller doesn’t want to sound garbled when talking to a big client.
But the technology holds a great deal of potential, and some frame relay devices are
starting to apply proprietary technology to achieve hetter quality. Basically, a voice-over-
frame relay device is similar to a standard frame relay assembler/disassembler (FRAD),
except that it encapsulates voice traffic into a frame relay frame for transmission. Some
voice-enabled FRADs, however, offer value-added features, such as the ability to connect
with a PBX.

The most critical element to consider when selecting a FRAD for voice transmission is the
delay. Voice traffic, obviously has to be delivered in real time, or as close to it as possible.
If it is not, your top salesman’s silver-tongued voice may come out sounding like he has a
mouthful of marbles. In a delay-insensitive network that sends data only, frames can be re-
sent, and received out of order, but since they eventually get put back together on the
receiving end, this makes little difference.

In the public telephone network, every voice channel enjoys a dedicated bandwidth of
64Kbps. In order to send voice and data over the same pipe and achieve the cost savings
that voice over frame relay promises, voice traffic needs to be compressed. Products use a
compression algorithm to achieve this, although different algorithms may yield different
levels of audio fidelity on the receiving end. Many voice-enabled FRADs can compress
data into 8Kbps channels, thereby placing eight calls over that 64Kbps pipe that would
otherwise carry only one. Some FRADs will even compress voice into 4.8Kbps channels.
Although this high level of compression can squeeze more calls into a single pipe (and
achieve a corresponding cost savings), the lower levels of compression will yield better
quality audio conversations. FRADs range in their ability to compress voice channels from
aratio of 2:1 to 16:1.

Integrated Frame Relay Assembler/Disassembler (IFRAD) A standard, garden-variety
FRAD will handle data only. However, recent innovations have brought about the
Integrated FRAD (IFRAD), a device that can accommodate voice, data, and fax over a
public or private frame relay network. These devices will negotiate delay and jitter that
would otherwise occur in voice traffic through a series of bandwidth management
techniques, ACT Networlks was one of the first to provide voice over frame relay, and now
offers a line of IFRADs that use a standards-based interface to translate any data protocol
into a frame relay packet. Unlike other FRADs, ACT’s IFRADs can packetize voice and fax
communications, thereby eliminating toll charges for inter-site calls.

Deployment of Voice and Data Technology on a Frame Relay Network Some vendors
and analysts claim that voice traffic should be limited to ATM networks, although if an
ATM network is not already in place, this can be a costly solution, at least for the initial
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setup. The frame relay solution is surprisingly simple; the PBX is just hooked up to the
data network, and long-distance charges disappear,

Voice transmission over frame relay is limited, there is a four-hop limit to voice travel. If
voice travels more than four nodes before it reaches its destination, there will be delays
and the quality of voice traffic will degrade.

Private network managers can control routing over the networlk; some public carriers also
offer virtual circuit-to-virtual circuit engineering support. Carriers are under pressure by
smaller users who do not have large private networks, and do not want to bear the ex-
pense of an ATM migration, to offer voice over frame relay services.

Ideally, voice over frame relay is suited for a corporate environment with several
branches, where all the branches must communicate with headquarters. Because of the
hop limitation, the most efficient way to execute voice transmission in the private network
is to let branches transmit directly to headquarters, and then allow the headquarters to
re-send the voice traffic through a switch and PBX to the destination.

A MAN or WAN configuration, however, requires traffic flow to be monitored carefully to
avoid congestion at headquarters. An integrated frame relay assembler/disassembler
(IFRAD) that can handle both voice and data is essential here, and each branch must have
one. An IFRAD can cost up to $10,000 each. The headquarters must either have an equiva-
lent number of FRADs as there are branches, or use a concentration FRAD, which is a
single device that can communicate with all peripheral FRADs.

N 0T E Thereis currently no fixed standard for VoFR technology, although the Frame Relay

Forum is actively working on developing these standards. Consequently, several
vendors are now offering successful, although proprietary, methods for integrating voice onto
frame relay.

Voice over frame relay may be exceptionally useful for intra-company communications.
Frame relay users often have excess bandwidth available. Even if additional bandwidth
must be added, the incremental cost of doing so is minimal compared to paying for stan-
dard long-distance services. By adding voice to the frame relay network, users can make
more efficient use of bandwidth, while also providing an inexpensive option for voice
traffic between company sites.

SNA and Frame Relay

Networl managers enjoy many benefits from integrating SNA with frame relay. For ex-
ample, under a traditional SNA network (see Figure 3.6), a multipoint circuit will tend to
be slow, and modifying configuration is complicated. Under a frame relay/SNA network
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(see Figure 3.7), each location has a direct network connection, and will therefore enjoy
a faster response time. Additionally, the multipoint configuration is logically maintained,
making reconfiguration simpler.

FIG. 3.6
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FIG. 3.7

In a frame relay/SNA
configuration, each
location has a direct
network connection,
and reconfiguration is
logical and fast.
SOURCE: Frame Relay
Forum

V¥ Each Location has Direct Network connection

¥ Multipoint Configuration Maintained Logically;
Reconfiguration is Fast and Easy

¥ Network Performance and Survivability Increases

More network managers are turning to frame relay to support mission-critical SNA appli-
cations. This technology can be used to eliminate reliance on SNA/SDLC multidrop
leased lines, while still maintaining NetView network management. In addition, multiple
protocols can be run over a single PVC. As an alternative to a leased line, frame relay can
save a great deal, with estimates ranging from 30 to 50 percent.
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SNA installations can utilize frame relay, while still making use of their existing equipment
and network management practices.

Because multiple protocols, including SNA, can be encapsulated in a frame relay network,
SNA and LAN traffic can be combined on a single frame relay link. FRADs, routers, and
other devices can therefore handle both SNA and LAN traffic simultaneously.

An SNA network using a point-to-point non-switched line can be migrated from SDLC to
frame relay with no changes to applications or hardware. All that is required is to upgrade
the communications software located in the controllers; those controllers that cannot be
upgraded can be connected to a FRAD to establish connectivity. Because frame relay uses
the same hardware framing as Synchronous Data Link Control (SDLC), all SDLC equip-
ment can be used within the context of the frame relay network.

SNA multipoint hardware configurations will have to be changed to point-to-point configu-
ration before deploying frame relay, however. This is because frame relay supports one-to-
many and many-to-many connections over a single line, where SDLC requires a multidrop
line for a oneto-many configuration. An SNA controller, router, or FRAD encapsulates
SNA as multiprotocol data.

For a larger Advanced Peer-to-Peer Network (APPN), a FRAD or SNA controller is a bet-
ter option than a router, because FRAD and SNA controllers are optimized to carry SNA
over frame relay. Networks using an IP backbone may do better with a router, because a
router will support IP routing protocols and technologies. Distributed peer-to-peer net-
works should use an SNA controller running SNA/APPN,

Because SNA applications are usually mission-critical, prioritization and bandwidth alloca-
tion must be applied to mitigate the effects of other traffic bursts. There are two ap-
proaches to bandwidth management:

i Assign a higher priority to sending SNA data over LAN IP/IPX data if both are
multiplexed over the same virtual connection.

Send the data streams over two separate virtual connections and apply frame relay’s
Committed Information Rate (CIR) mechanism to allocate bandwidth dynamically to
each virtual connection.

Some FRADs and routers support the latter type of bandwidth allocation, and so a sepa-
rate PVC may not be required.

One option for moving SNA over a frame relay network is to encapsulate SNA in TCP/IP.
There are several advantages to this option. First of all, TCP/IP encapsulation will estab-
lish a nondisruptive rerouting mechanism in the event of link failure. Although frame
relay carriers typically offer rerouting services from within the frame relay cloud, users
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are still not protected against line failures in the local exchange carrier or permanent
virtual circuit.

Local acknowledgment, on the other hand, will keep a session up while the routers

dial the backup line. Once the primary link has been re-established, the router will then
transparently move traffic back to the primary link, and hang up the backup link.

One disadvantage of TCP/IP encapsulation for frame relay is the additional overhead, and
loss of SNA functionality and the usage of SNA’s class of service guarantees.

Pricing Structures

Frame relay rates can vary a great deal, and can be somewhat confusing. Tariffs are regu-
lated by the FCC, but several of the smaller vendors, especially, are petitioning for rate
reductions,

Sending voice over frame relay saves money, again thanks to the unique pricing struc-
tures involved. MCI Communications, for example, charges about four cents a minute for
a 64Kbps committed information rate (CIR). With compression, as many as eight voice
calls can go over that one connection. Other service providers, such as AT&T, charge

a fixed monthly fee, although this, too, presents an opportunity for savings.

Neither a monthly-fixed or per-minute rate scheme is inherently superior; the best savings
will depend on the individual company’s usage patterns. Although additional bandwidth
will probably be needed, adding bandwidth is incrementally cheaper.

Besides access fees, the access loop and port charges must also be considered, as well as
the cost of the physical equipment. However, once you do the math, it becomes obvious
that the equipment will pay for itself fairly quickly; particularly when sending voice traffic,
frame relay presents numerous advantages. Depending on several factors, most notably
the amount of savings realized from long-distance bills, the frame relay network could pay
for itself inside a year. If you can get over the fact that sound quality will simply not be
equal to that of a standard, ordinary telephone service (POTS) connection, you can save a
bundle.

The phone company sends voice over a dedicated 64Kbps link; frame relay sends voice
over its links only after it is compressed into 8Kbps channels. This means that eight calls
can be placed over that link that would otherwise carry only one call.

Most companies structure their charges around the CIR. The purpose of the CIR is to set
an amount of bandwidth that the customer expects to stay within. If a burst is sent that
exceeds the CIR, any packet above the CIR will be marked for possible discard. If conges-
tion occurs, the marked packets may be lost. The originating node can resend packets;
and if the material being sent is data only, the loss has negligible results. However, if the
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originating node has sent a voice transmission, sending the voice packet again is useless,
because voice must arrive in the correct order in order to be clear. It is therefore impor-
tant for the customer to halance the need for clarity against the need to save money, if
there are plans to send voice over the frame relay network.

Product Overview

Frame relay hardware and software, including FRADs and other customer-premises
equipment, is plentiful and available to accommodate every possible need.

MCI Communications Corporation
http://www.mci.com

MCT's HyperStream Frame Relay service gives administrators the ability to incrementally
increase the speed of their service. As a result, users can inverse multiplex up to eight T-1
connections, which would result in a bandwidth rate of 12.288Mhps. Frame relay usually
runs at a maximum of 1.544Mbps. To achieve multiplexing, users must invest in a multi-
plexer device, but the costs are minimal compared to migrating to another technology,
such as ATM. There are no standards for frame relay inverse multiplexing however, and
users are limited to Digital Link’s 3800 multiplexer.

The standards-based packet data service is highly adaptable to new networking require-
ments, and is offered from 500 domestic access points. It can be accessed from speeds
ranging from 28.8Kbps to 12.288Mbps. With this service, multiple applications and users
can share the same network access line and CPE. The company’s usage-based pricing is
economical, since users pay only for the bandwidth used.

MCT’s Priority PVC service, an enhancement to HyperStream, adds another innovation:
the ability to assign three priority levels to frame relay permanent virtual circuits. Priority
schemes, such as those offered by ATM’s Quality of Service levels, allow delay-sensitive
traffic to travel over the network first to ensure prompt delivery of mission-critical or
other types of traffic, such as packetized voice or video. The service is the first frame relay
offering that gives customers the ability to establish a priority scheme for individual PVCs.
The service works by polling PVCs marked as high priority four times as often as it does
PVCs marked for low priority. Because the low priority PVCs are still polled, low priority
traffic still is able to get through under a heavy load. Without a priority service, the only
approach to sending delay-sensitive traffic is to increase the committed information rate
(CIR) of the frame relay port—a more costly solution than the nominally-priced Priority
PVC service.
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Summary

Although frame relay was originally created to connect far-flung LANs, it has evolved
significantly over the past few years, and is often used as a replacement for a traditional
leased line. Its ability to interwork with ATM, SNA, and other technologies make SNA an
excellent WAN technology; in addition, new standards designed to send voice over a
frame relay network will make it even more versatile.

There are dozens of uses and potential uses for frame relay besides traditional data, in-
cluding voice and fax transmissions. Voice support can be especially useful for companies
with international branches., &
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CHAPTER

Fast Ethernet

ndard 10Base-T Ethernet is still the most common
type of network architecture in use today. It is used
to connect PCs and peripherals on unshielded twisted-
pair (UTP) wiring, usually in a star topology with a
central hub. Fast Ethernet, or 100Base-T, increases
the amount of available bandwidth tenfold, while still
maintaining a high degree of compatibility with the
10Base-T network. -k
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Overview of Fast Ethernet

Fast Ethernet is especially useful for workgroups using high-bandwidth applications, such
as CAD, multimedia, or graphic design. Even the laptop can run Fast Ethernet with the
addition of an interface card, although external Fast Ethernet devices such as PCMCIA
cards do not offer the same performance as that of an internal Fast Ethernet card. This is
largely because most laptops still use only a 16-bit PC Card bus, which inherently limits
performance. The new CardBus extension, however, is capable of 32-bit operation, and
lends itself to a throughput that is similar to that of a standard desktop computer. A few
laptop vendors, including Toshiba, IBM, NEC, and Hewlett-Packard, already offer laptops
with CardBus extensions, and a handful of vendors, most notably Xircom, are already
offering CardBus-based Fast Ethernet cards.

Fast Ethernet is the most logical migration path to take from standard Ethernet. With the
widespread availability of hybrid 10/100 network interface cards (NICs), migration is
simple, and a company's existing investment in 10Mbps Ethernet devices and cabling can
be preserved.

Fast Ethernet is often used in workgroups, and can provide fast access to a backbone
network. Relatively inexpensive, Fast Ethernet is frequently bridged to a Fiber Distributed
Data Interface (FDDI) backbone that can add a greater measure of reliability and avail-
ability. Fast Ethernet can also be integrated into an ATM network through the LAN Emu-
lation (LANE) specification. (See Chapter 2, “Asynchronous Transfer Mode.”)

Evolution of Fast Ethernet

10Mbps Ethernet has been the standard for nearly 20 years; until the 1990s, there was
little need to develop a higher-speed technology. However, in recognition of the need for a
higher-speed Ethernet, Grand Junction Networks (now part of Cisco Systems) began
work on Fast Ethernet in 1992 to address bandwidth problems that were starting to occur
as a result of greater demands for data and bigger applications. Along with Grand Junc-
tion, other principal sponsors of the Fast Ethernet specification were DAVID Systems,
Digital Equipment Corporation, LAN Media, Standard Microsystems, Intel Corporation,
National Semiconductor, SUN Microsystems, SynOptics Communications, and 3Com
Corporation.

There are now actually three 100Mbps standards. Between these three standards, end
users have a wealth of products and strategies from which to choose:

## 100Base-T (Fast Ethernet), 802.3u

B 100VG-AnyLAN (Hewlett-Packard’s proprietary 100Mbps product), 802.12

# FDDI (initially standardized in ANSI X3T12, FDDI is now ISO standard 9314)
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A strategic alliance between CNet USA Technology, Davicom Semiconductor, Inc., and
United Microelectronics Corp. to develop next-generation Fast Ethernet products, based
on a single-chip design, may result in significantly lower prices. CNet plans to incorporate
its line of Fast Ethernet products with Davicom’s integrated Fast Ethernet technology,
which consists of single-chip solutions manufactured by United Microelectronics. The
result will be lower-cost and higher-speed NICs, The agreement draws on designs from all
three companies, and will result in CNet delivering highly affordable Fast Ethernet NICs
that can be deployed in PCs, workstations, and servers. The solution is based on
Davicom’s DM9101, which combines the functionality of multiple chips into a single chip.
The DM9101 integrates the physical layer and the transceiver function into a single com-
ponent, which not only makes Fast Ethernet more efficient, but also lowers the overall
cost,

Standards Development (IEEE)

The 100Base-T standard has been established by the IEEE (Institute of Electrical and
Electronics Engineers) 802.3 committee. The basic premise behind the design of Fast
Ethernet is the reduction of the duration that each bit is sent by a factor of 10, which effec-
tively increases the packet speed to 10 times that of standard Ethernet. Packet format and
length, error control, and management information is still the same as 10Base-T.

Fast Ethernet replaces 10Base T Ethernet’s Attachment Unit Interface (AUIL) with a
Media-Independent Interface (MII) layer, which establishes a single interface for the
three 100Base-T media specifications. These three physical layers are:

B 100Base-TX. A two-pair system for Category 5 UTP and STP cabling.

1 100Base-T4. A four-pair system for Category 3, 4, or 5 UTP cabling.

£l 100Base-FX. A multi-mode, two-strand fiber system.

All three layers can be interconnected through a hub.

The IEEE 802.3 committee’s draft standard for Fast Ethernet includes several sections
that will be added to the IEEE 802.3 specification:

# Clause 21: Introduction to 100Mbps Baseband Networks

B Clause 22: Reconciliation Sublayer and MII

B Clause 23: Physical - 100Base-T4

@ Clause 24: Physical - 100Base-X

1 Clause 25: PHY for 100Base-TX

# Clause 26: PHY for 100Base-FX
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¥ Clause 27: Repeater for 100Mbps/s
Clause 28: Autonegotiation
Clause 29: System Considerations for Multisegment 100Base-T Networks

#1 Clause 30: Management

In addition to the IEEE, the Fast Ethernet Alliance assembled 80-some companies to pro-
mote the usage of Fast Ethernet. The alliance has since disbanded, claiming that it had
achieved its goals.

Several vendors currently support 100Base-T. One of the biggest advantages of Fast
Ethernet is that it is based on a mature technology, and in many cases, represents the
most logical “next step” in building a high-speed network.

Implementation and Infrastructure

In order to achieve its increase in speed, 100Base-T divides the bit-timing used in 10Base-
T by 10. Bit-timing is the length of time a bit requires for transmission. Consequently, the
network can wait one-tenth of the amount of time for responses. An end result of this is
that the distance that a data packet travels must be minimized in order for 100Base-T to
work.

10Base-T permits three repeater hops between any two workstations; 100Base-T only
allows two, and the repeaters can only be 5 meters apart. The 100Base-T cable lengthis a
maximum of 100 meters between the repeater and each workstation, which makes a total
of 205 meters for the network diameter. 10BaseT, on the other hand, affords a generous
2,500 meters.

Network Diameter

The term “network diameter” can be somewhat misleading, and may lead one to believe that
the entire Fast Ethernet network cannot exceed 205 meters. In fact, “network diameter” only
refers to the cable distance between any two end-stations on the same LAN segment or
collision domain.

The 802.3 specification does not explicitly provide for full-duplex transmission, although
there are initiatives to include full-duplex transmission in the specification. Nonetheless,
there are a few vendors who already support full-duplex operation in their products. Full-
duplex doubles the available bandwidth of a link between a network card and a switch, by
disabling collision detection and thereby allowing the card and switch to send and receive
at the same time. Full-duplex segments can use the same type of cabling used by standard
half-duplex connections.
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CSMA/CD

Ethernet—whether it is standard, Fast, or Gigabit—is based on the transmission protocol
Carrier Sense Multiple Access/Collision Detection (CSMA/CD). Consequently, data can be
moved between 10Base-T and 100Base-T stations without any type of protocol translation.
Because no translation is needed between the two speeds, no routers are required; a
simple bridge will suffice in most cases.

To put it in political terms, CSMA/CD represents a sort of enlightened Marxian concept
where all stations have an equal opportunity to transmit over the network. No one station
is given priority over the other; the lowliest frame of word processing data is accorded the
same rights and privileges as the big, bad cigar-chomping frame of multimedia. If a station
detects that there is currently no signal on the channel, it can transmit freely, regardless
of content—and while it is doing so, all others must wait.

However, it does happen that two stations both detect the opportunity at the same time,
and both start transmitting at precisely the same moment. In such a case, the two signals
collide, the transmission stops, and both stations wait a random period of time before
attempting to retransmit.

The term collision is somewhat misleading, When applied to automobiles, a collision can
certainly be disastrous, but it is a natural part of the Ethernet specification. It is merely
the mechanism used to resolve situations where two or more nodes attempt to access a
shared channel at the same time. Collisions occur frequently and on a regular basis, and
are not necessarily anything to worry about, unless the percentage of packets that collide
exceeds around 30 percent. A collision event only occupies a very small period of time—
only a very small fraction of the amount of time it takes for a successful packet to be trans-
mitted.

Topology

Fast Ethernet is typically built on a star topology, as was the case with 10Mbps Ethernet.
However, only two repeaters can be used, and each workgroup makes up a separate LAN
segment or collision domain.

Cabling

Because many sites already have Category 5 or fiber optic cabling installed, the same
cabling already in use for the 10Base-T network can often be used for 100Base-T; allowing
many companies to maximize their existing investments in their installed network system.
Migration from standard to Fast Ethernet is remarkably straightfor ward and cost-
effective. Users of Fast Ethernet can enjoy 10 times the power of standard Ethernet, while
not having to pay 10 times the price for access (see Figure 4.1).
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The costs of 10/100 and 100Mbps products are rapidly decreasing, with Fast Ethernet
adapters costing not much more than a standard card. Fast Ethernet may also be a good
alternative to ATM, FDD], or other fast networking technologies for cost-conscious com-
panies; a Fast Ethernet card is hundreds of dollars cheaper than an ATM card and it is far
simpler to deploy.

The diameter of the network can be extended by applying a two-port switch, which will
permit another 200-meter hop to be added to a collision domain.

FIG. 4.1 Router or switch
Fast Ethernet Cable Class Il hub Class Il hub
Topology. — 1 sm T 1 100mUTP cable
L 1 UTP cable L J
100 m 100 m
UTP cable UTP cable
450 m

Fiber-optic

|

Router or
switch

Fiber optic cable affords greater distances to Fast Ethernet than Category 5 cable, as
follows:

# Distance between a 100Base-T hub and a fiber bridge, router, or switch is 225
meters,

4 Distance between two fiber bridges, routers, or switches in a half-duplex network is
450 meters.

@1 Distance between two fiber bridges, routers, or switches in a full-duplex network is
2 KM.

These limitations are more stringent than those of standard Ethernet. 10Mbps Ethernet
imposes a 3-4-5 rule of three populated segments, four repeater hops, and five total seg-
ments. However, this rule cannot be applied to Fast Ethernet, which greatly decreases the
total possible diameter of a Fast Ethernet network.
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The Layers of Fast Ethernet

In Fast Ethernet, the Media Access Control (MAC) is separated from the Physical Layer
Device (PHY) by the Media Independent Interface (MII). The MII is used to allow differ-
ent PHYSs to support different media. The MII is typically transparent to end users, and is
implemented as a chip-level interface. The Media Dependent Interface (MDI), on the other
hand, is the physical connection system for attaching to a medium. This takes the form of
the same RJ-45 type connector used in 10Base-T networks.

There are five component specifications in the 100Base-T standard, including MAC, MI]J,
and the three options for physical layers of 100Base-TX, 100BaseT4, and 100Base-FX.
These specifications, which have been adopted by the IEEE and ISO/IEC standards bod-
ies, are discussed in subsequent sections.

Physical Layer The physical layer standard supports the following transmission
schemes:

1 100BASE-TX two pairs of Category 5 balanced cable, or two pairs 150 Ohm shielded
balanced cable as defined by the International Organization for Standardization/
International Electrotechnical Commission (ISO/IEC) specification 11801.

1 100BASE-FX two strand multi-mode fiber as defined by ISO 9314.

i 100BASE-T4 four pairs of Category 3, 4, or 5 balanced cable as defined by ISO/IEC
specification 11801,

In 100Base-TX and 100Base-T4, the twisted-pair segment can be up to 100 meters long,
just as was the case for a 10Base-T segment. However, 25-pair cable bundles cannot be
used, and there is no support for coaxial cable or bus wiring methods.

100Base-TX is a half-duplex connection similar to 10Base-T. One pair of wires is used to
transmit, and the other is used to receive. It requires CAT-5 UTP cable and uses a 4B/5B
block code transmission scheme.

4B/5B Block Code Transmission Scheme

Fast Ethernet borrows the 4B/5B data encoding scheme from FDDI technology. Under 4B/ 5B,
each group, or block of four bits, is represented as a five-bit symbol, which is in turn associated
with a bit pattern. The bit pattern is then encoded, using a method called non-return to zero
inverted (NRZI), making further electrical encoding more efficient. 4B/5B encoding is signifi-
cantly more efficient than Manchester signal encoding, which is used in 10Base-T Ethernet
networks.

The 100Base-TX physical layer uses two pairs of CAT 5 UTP or Type 1 STP cable, with
one pair used for transmitting and the other for receiving. This is exactly the same
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configuration as used in 10Base-T Ethernet. Furthermore, the UTP connector is an RJ-45,
also the same as with 10Base-T, although the punch-down blocks used for the wiring
closet must be CAT-5 certified. 100Base-TX is full-duplex capable. The specification’s auto-
negotiation scheme allows each node to define its modes of operation, including whether
or not it is operating at full duplex. Full-duplex operation has not been formally standard-
ized yet, but a handful of vendors have already released network interface cards and
switches capable of implementing full duplex operation.

100Base-T4 works with CAT-3 cabling, which is more limited in terms of performance.
Because CAT-3 cable does not meet FCC standards, four pairs are required. The transmis-
sion is divided between the wires, and uses an 8B6T block code transmission scheme. In
100Base-T4, three pairs of wire are used for transmitting and receiving, and the fourth
listens for collisions.

The 100BASE-T4 Physical Layer uses four pairs of CAT 3, 4, or 5 UTP cabling; three are
used to send and receive, and the last one is used to detect collisions.

100Base-FX physical layer specifies two strands of fiber cable: one for transmitting and
one for receiving.

Media Access Control (MAC) Layer 100Base-T, like 10Base-T, runs on the same MAC
protocol layer of the Data Link (Layer 2) section of the OSI model, making 100Base-T
easy to integrate into a 10Base-T network. A simple diagram of the main components of
the standard is shown in Figure 4.2. The MAC is separated from the PHY by a MII layer,
which allows different PHYs to support different media. For the most part, the MII is
transparent and implemented as a chip-level interface.

FIG. 4.2 E‘Sl S&"ed”'l Fast Ethernet
Fast Ethernet and the ayer Mode
0S| Model. Application
Presentation
Session Media Access Control
(CSMA/CD)
Transport
Network Media Independent Interface
Data-Link Physical Layers
Physical 100 BASETX 100BASET4100 BASE FX

The MAC layer uses the same protocol, CSMA/CD, as 10Mbps Ethernet, with the
only difference being speed. A major advantage here is that users can leverage prior
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experience with standard Ethernet and apply it to a Fast Ethernet implementation. In
addition, all of the same network management and monitoring tools used in 10Base-T can
still be used in a 100Base-T network.

The IEEE is considering an alternative to the existing backoff algorithm, known as
the Binary Logarithmic Access Method (BLAM), which addresses the issue of channel
capture.

A condition known as channel capture exists when the Ethernet MAC layer is temporarily
biased toward one station on a loaded network. This situation results in one station being
the contention winner more frequently for the channel. This peculiar situation is a result
of probabilities inherent in the CSMA/CD method.

For example, if two stations send a packet at the same time, the packets will collide and be
discarded, and both stations will transmit again after calculating a random period of time
in which to wait. The contention winner sends the packet, but the contention loser still has
one to send. The winner now wants to send a subsequent packet, while the loser still
wants to send the first. The winner’s collision counter is reset since the first packet has
been successfully transmitted, and as a result, the winner selects a random number from a
smaller range of numbers than does the loser. The initial winner has a higher probability
of winning the contention again.

The Media Independent Interface (Mll) Layer The MII is a new specification,
embraced by the IEEE and ISO/IEC, which defines an interface between the MAC layer
and the three physical layers. It can support rates of both 10Mbps and 100Mbps, and is
implemented in a network device either internally or externally. When implemented
internally or directly in the network device, the MII connects the MAC layer directly to
the Physical Layer. It can also be implemented externally in a network device with a 40-pin
connector.

Hub Types

A repeater—a physical layer device sometimes known as a hub or concentrator—regener-
ates data moving between network components, Fast Ethernet supports both Class I and
Class II repeater hubs.

The terms hub and repeater are sometimes used interchangeably, although they are not
technically the same thing. A Aub functions as a common point of termination for multiple
nodes, usually of a single architecture. An intelligent hub typically includes management
features, and can monitor network activity. A repeater connects two network segments in
the same network. Once the repeater receives the signals from one segment, it amplifies
it, and then relays it to the next segment. A repeater may be incorporated into a hub.
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Class 1 and Class Il Repeaters

In 10Base-T, repeaters are largely all the same, but under Fast Ethernet, there are two types:
Class | and Class |I. Class | repeaters transmit line signals between ports by translating them to
digital signals, then retranslating them to line signals. This is necessary when connecting
different physical media in the same segment. A Class Il repeater does not perform any type of
translation, but instead merely repeats the incoming line signal immediately. This type of
repeater is used when connecting the same media type to the segment. Both types of repeaters
have multiple shared ports; nodes attached to the ports must function either all at 10Mbps or
100Mbps.

Hubs Fast Ethernet networks using a Class I hub will not permit more than a single hub
to exist between two end nodes (see Figure 4.3). If more than one Class I hub is used, a
bridge, router, or switch must be placed between each hub (see Figure 4.4).

FiG. 4.3 Class | hub
Class I hub _ _ _
configuration.

A Class I hub has a bigger timing delay, and works by translating line signals from the
incoming port into a digital signal, and then translating the digital signal back to a line
signal when it is sent out on the other port. This mechanism lets different techniques

(100Base-TX, 100Base-FX, 100Base-T4) be integrated through the same hub.

A Fast Ethernet network using a Class II hub, on the other hand, will permit two hubs to
be interconnected without a bridge, router, or switch. However, a bridge, router, or switch
still must be placed between every two sets of hubs,

The Class IT hub has a smaller timing delay and does not use a translation process. Conse-
quently, the Class II hub can accommodate only segments that are using the same signal-
ing mechanism.
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FIG. 4.4 Class | hub Class | hub
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Both options, however, seem limiting when compared with the multi-level cascading op-
tions allowed in standard 10Mbps Ethernet. A non-standardized Class III hub has been
designed by Garrett Communications (see Figure 4.5). Although using stackable Fast
Ethernet hubs can expand the port count, this vendor’s product still requires the wiring
for each node to go to the central wiring closet, and may mean a significant amount of
rewiring. Garrett’s devices provide three levels of cascading, which are unavailable in any
other vendors’ Fast Ethernet products, The IEEE has not defined a Class III hub repeater,
however.

The distance between the hub port and end node (assuming UTP cabling) is 100 meters,.
Using a Class II hub, end stations can be 205 meters apart, with each segment being 100
meters and 5 meters being used to connect the two hubs, There is no provision in the Fast
Ethernet standard for coaxial cable or bus wiring.

There are different types of 100Base-TX hubs. A pure 100Base-TX repeater functions like
a 10Base-T repeater, where a signal is received on one port and then broadcast to all the
remaining ports. This type of hub, however, does not support a gradual migration from
10Base-T.

A switching hub, on the other hand, can combine 10Base-T and 100Base-TX. With a
switching hub, the signals are not broadcast to all ports; instead, the hub looks at the data
packet’s header to see the destination address, and then sends it only to the appropriate
port. This approach means less traffic over the network, because unnecessary traffic is
not being sent.
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FIG. 4.5
Class Hll hub configu-
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Fast Ethernet also has the advantage of being able to work with a switching hub or a
shared hub, again in order to maintain the existing 10Base-T connections while still taking
advantage of newer technology. In a shared hub configuration, all devices connected to
the hub share 100Mbps of bandwidth. In a switched hub configuration, however, each
device connected to a hub port gets its own 100Mbps of bandwidth.

A stackable hub can be deployed to add more users. The stack, regardless of how many

units are included, is still considered a single repeater for the purposes of measuring hop
count and cable length.

Repeaters A Class I repeater is used to connect different physical media in the same
collision domain. For example, it could be used to connect a 1000Base-TX link with a
100Base-T4 link. A Class I repeater functions by translating the incoming signal to digital
signals, and then retranslating them to line signals. Only one Class I repeater can exist in
a single collision domain.

A Class Il repeater, on the other hand, connects identical media in the same collision do-
main. That is, it can only be used to connect 100Base-TX with 100Base-TX, 100Base-T4
with 100Base-T4, or 100Base-FX with 100Base-FX. Because no translation is required, the
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repeater transmits the incoming line signal immediately to the other port. Two Class II
repeaters can exist in a single collision domain,

Network diameter rules are shown in Tables 4.1 and 4.2.

Table 4.1 Diameter for One Repeater Configurations

Configuration

Diameter

100Base-TX, Class I
100Base-TX, Class II
100Base-T4, Class [
100Base-T4, Class Il
100Base-FX, Class I
100Base-FX, Class Il

Mixed 100Base-T4 and
100Base-FX, Class I

Mixed 100Base-T4 and
100Base-FX, Class II

Mixed 100Base-TX and
100Base-FX, Class I

Mixed 100Base-TX and
100Base-FX, Class II

200 meters (100 meters for each segment)
200 meters (100 meters for each segment)
200 meters (100 meters for each segment)
200 meters (100 meters for each segment)
272 meters
320 meters

231 meters (100 meters for T4 and
131 for FX)

304 meters (100 meters for T4 and
204 for FX)

260.8 meters (100 meters for TX and
160.8 for FX)

308.8 meters (100 meters for TX and

208.8 meters for FX) ‘

Table 4.2 Diameters for Two Repeater Configurations (Must Use a Class Il

Repeater)

Configuration

Diameter

Mixed 100Base-TX and
100Base-T4

100Base-FX

Mixed 100Base-T4 and
100Base-FX

Mixed 100Base-TX and
100Base-FX

205 meters (100 meters for each segment and 5 meters to
connect the repeaters)

228 meters

236.3 meters (100 meters for T4, 5 meters to connect the
repeaters, and 131.3 meters for FX)

216.2 meters (100 meters for TX, 5 meters to connect the
repeaters, and 111.2 meters for FX)
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Bridging and Routing

Bridging and routing are the two primary methods used to connect 10Mbps Ethernet with
100Mbps Ethernet. The bridging solution is the easiest of the two; routing requires pur-
chase of additional routing equipment in addition to the 100Base-T hub. One hub should
be installed for each collision domain.

To go beyond the 205-meter limitation of 100Base-T, a bridge or router can be added.
Bridges are often the simpler solution; compared with a router-based system, bridging is
inexpensive and very simple to deploy, while also allowing the network to go beyond the
stated topology limits of 100Base-T.

Migration to Fast Ethernet

A gradual migration to Fast Ethernet can be accomplished easily, allowing the addition of
extra bandwidth as it becomes necessary. The first place to start is to examine existing
cabling; this will determine which physical layer of Fast Ethernet can be deployed.

Many existing Ethernet installations are based on CAT-5 UTP; if this is the case, the more
common 100Base-TX adapters can be deployed on existing cable. Although CAT-3 cabling
can be used to run Fast Ethernet using a 100Base-T4 adapter, this is the more complex
option of the two, and does not leave much room for further upgrades to other technolo-
gies, such as ATM. Therefore, it is recommended to use CAT-5 cabling if at all possible.

Another disadvantage to using a CAT-3 configuration is that all four pairs, or eight wires,
must be used to achieve the 100Mbps speed. However, sites with four pairs of CAT-3 wir-
ing commonly use one set for telephone connections—therefore, not enough pairs are left
to deploy 100Base-T4.

Furthermore, 100Base-T hubs should be deployed as new devices are added to the net-
work.

All existing applications and protocols will run over the new Fast Ethernet network; no
software upgrades will be required to enjoy the greater bandwidth afforded by Fast
Ethernet.

Hybrid Network Interface Cards One of the best migration strategies is to start out
deploying the hybrid 10/100 NICs where greater bandwidth is needed. Give the “power
users” the first upgrades, replacing their older 10Base-T adapters with 10/100s, as well as
those users in the workgroups that need additional bandwidth, such as those dealing with
multimedia or large databases.

A good strategy is to deploy a 10/100 adapter on each new PC that is installed, regardless
of where it is located. The hybrids are not much more costly than a standard NIC, so it

makes economic sense to deploy the hybrid whenever a new NIC must be deployed.
http://www.quecorp.com
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Integrating Fast Ethernet in a standard Ethernet network is amazingly straightforward.
As mentioned earlier, most vendors’ 100Base-T NICs are actually hybrid devices that
support speeds of both 10Mbps and 100Mbps. Many are auto-sensing, which means that
they will automatically detect whether it is connected to a standard or Fast Ethernet hub.
Auto-sensing NICs lets a manager undertaking a gradual migration install of 10/100 NICs
and connect them to a 10Base-T hub, then later upgrade to a 100Base-T hub without hav-
ing to change or even reconfigure the NICs.

Fast Ethernet Backbones As a backbone technology, 100Base-FX—the fiber version of
Fast Ethernet—is a viable alternative to FDDI. There are several compelling reasons to
deploy Fast Ethernet as a backbone technology, not the least of which is its simplicity and
the fact that it is a well-understood and widely supported technology. Under an FDDI
backbone running an Ethernet network, there is an inherent frame translational latency;
this is not experienced with a Fast Ethernet fiber backbone. A full implementation of Fast
Ethernet may deploy a fiber optic backbone using 100Base-FX, while running a 100Base-
TX connection to servers and power users.

CAUTION

100Base-TX supports only CAT-5 twisted-pair cable (although CAT-5+ is certainly acceptable). CAT-5+,
if available, is rated at 350 MHz instead of the standard 100 MHz. It is essential that the cabling
comply with EIA/TIA-568-A standards. Although a network may have been wired with CAT-5 cabling,
after testing, they may perform as if they were wired with CAT-3. This may be caused by the residual
use of CAT-3 in the hub closet; therefore, be sure to replace this cabling as well.

Fast Ethernet Servers At the server level, Fast Ethernet can address the congestion
that typically occurs in that area. A server farm connected with standard Ethernet may be
overwhelmed, especially with the installation of higher-powered servers running
bandwidth-intensive applications. By giving each server a Fast Ethernet port, much of this
congestion can be relieved.

Fast Ethernet Desktops At the desktop level, most users may still need only 10Mbps
Ethernet, with the exception of some power users running applications such as CAD or
graphics programs. If there are few power users in the company, one option may be to
retain the 10Mbps links to the desktop in most cases, at least initially, and give the few
power users that need it a dedicated 10Mbps link with a LAN switch,

Running Fast Ethernet to all deslttops may result in some congestion because the desktop
Fast Ethernet streams cannot be multiplexed if both desktop and server connections are
running at the same speed, Therefore, how widely Fast Ethernet is deployed is dependent
on the nature of the network backbone and its ability to handle the 100Mbps streams.
However, most adapter cards run at both 10Mbps and 100Mbps speeds; when a new card
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must be purchased, these hybrids are the best option. These cards usually permit the
client to automatically switch between 10Mbps and 100Mbps with no modification. How-
ever, hybrid hubs and switches must also be purchased to be able to accommodate both
speeds.

With each desktop having the capability to run at 100Mbps, even if it is not deployed im-
mediately, the network has built into it the ability to migrate even further when the need
arises. 100Mbps desktops can be multiplexed onto a Gigabit Ethernet backbone, a newer
technology that companies may want to consider as a future path. For additional informa-
tion on gigabit Ethernet, see Chapter 5, “Gigabit Ethernet.”

Network Management

In much the same way as a widened freeway seems to attract more cars, a faster network
will quickly attract more data and applications. In addition to the adapters, hubs, and
switches, monitoring and management must also be considered. The network manager
must have analyzers that can handle the increased speed; more sophisticated monitoring
and management tools may also be required.

Remote Monitoring (RMON) probes are ideal for more complex, high-speed networks.
These can help track data flow and spot problems early on. These same tools can be used
for capacity planning. Older network analyzers, however, are for the most part not scal-
able to higher-speed networking technologies. Part of the expense of migrating to Fast
Ethernet, or any high-speed network technology for that matter, is the purchase of new
management software and hardware,

There are two ways a LAN analyzer can monitor a standard half-duplex link in a switched
Fast Ethernet network. One is through a mirror port on a switch; the other is by connect-
ing to a hub port that is connected to the switch (see analyzer A2 in Figure 4.6).

Port mirroring allows a switch to copy data from the switch port to a mirror port (also

called the monitor port). The network analyzer is then attached to the mirror port, and
the administrator can specify which ports should be mirrored. Consequently, a single

analyzer can be used to monitor all segments.

However, not all switches support port mirroring. In this case, the analyzer can still moni-
tor a single switch segment by connecting the analyzer to the hub port on the segment
that needs to be monitored. Unfortunately, the analyzer must be physically reconnected
for each segment that needs to be monitored.

http://www.quecorp.com
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It is not as easy to monitor a full-duplex link as it is to monitor a half-duplex link. Because
a full-duplex connection is made up of two devices, the LAN analyzer cannot be used with-
out first changing the connection to half-duplex.

Again, Shomiti has been innovative in this regard with a new device that is capable of
monitoring a full-duplex segment, The company’s Century Tap family offers a fairly
unique way to view traffic on as many as 12 Fast Ethernet segments with a single device.
The device is actually a set of wiring taps used to insert a Shomiti Century LAN Analyzer
into a full-duplex link. The Century Tap will monitor both sides of the full-duplex link, and
mirror the data streams to the Century LAN Analyzer. Because the taps are not repeaters,
they do not add a hop count to the segment; they are essentially simple Y-cables for
Ethernet links.

Another innovation is available from 3Com: the new Transcend dRMON Edge Monitor
System. The Edge Monitor System offers continuous RMON coverage in a switched or
Fast Ethernet environment. By working with 3Com’s DynamicAccess software on the
company’s family of NICs, the Edge Monitor System gives network administrators the
tools needed to manage the entire network with remote monitoring.

The RMON product offering uses 3Com’s SmartAgent intelligent technology, which re-
sides on the NIC and allows end nodes to become part of the monitoring and analysis
system, The Edge Monitor runs on a Windows NT Workstation and manages RMON
data collection for an entire multicast domain. It aggregates RMON data from the
SmartAgent software on each end node, and is able to compile that information into a
complete and integrated picture of network traffic. A Java-enabled browser, connected
to the World Wide Web, can be used to remotely monitor the Edge Monitor data from
any PC with access to the Internet.
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Virtual LANs

Virtual LANs (VLANs) may also help to alleviate some of the complexity that will inevi-
tably result from a move to a Fast Ethernet network. Because higher speed capabilities
mean more data will be sent throughout the network, every end node on the network
will suffer from an increased rate of broadcast traffic. Segmenting the network will help
to avoid experiencing the congestion that Fast Ethernet was meant to avoid in the first
place.

One way to achieve segmentation is through a VLAN, which exists on top of the existing
network topology and establishes multiple, logical topologies. This approach avoids a
scenario where all broadcasts travel across the entire network; the administrator can
establish these virtual subnets to determine where specific traffic will flow. Several ven-
dors offer support for VLANs in their equipment and software.

Essentially a series of virtual broadcast domains, the Fast Ethernet VLAN offers an alter-
native to physically segmenting the network with bridges, switches, or routers. For a
further discussion of the VLAN concept in general, see the “VLAN” section in Chapter 2,
“Asynchronous Transfer Mode.”

Although there are some disadvantages to VL.ANS, such as slower speed and added over-
head, there are plenty of benefits, Some advantages of VLANSs, whether applied to a Fast
Ethernet or ATM network, are as follows:

& Moves, adds, and changes are simpler because they can be configured via software
from a central console as opposed to having to physically execute the move in the
wiring closet.

i1 The VLAN presents a way to apply security to the network, by allowing the adminis-
trator to configure which VLANSs can be accessed by which clients. A VLAN is a
closed group, and users in one defined group cannot access another VLAN to which
they have no access.

i Broadcast activity is minimized because traffic does not have to traverse the entire
network, thereby increasing network performance.

B Workgroups can be organized logically, as opposed to workgroups being based on
physical location or media. This flexibility affords the administrator the ability to
regroup LAN segments almost instantly, without having to take a server down or
change the physical infrastructure of the network.

Although Fast Ethernet VLANSs have not yet been standardized by the IEEE, a method of
tagging switched packets on a VLAN has been approved. This packet tagging mechanism
identifies each packet, specifying which VLAN the packet belongs to. This packet tagging
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mechanism, proposed originally by Cisco Systems, uses the existing IEEE 802.10 security
protocol, Packet tagging makes use of an existing security field added to packets, as per
the 802.10 specification; but instead uses the same field to add a VLAN identification
numbet.

Ethernet Switching

A switch differs from a repeater in that it affords each port full bandwidth. A device con-
nected directly to a switch has a LAN segment all to itself, If a repeater is connected di-
rectly to a switch, the devices connected to the repeater share the bandwidth of that port.
‘Simple Fast Ethernet may be more advantageous than switched Ethernet, but the two
technologies can both have a place in the network.

Under switched Ethernet, the full 10 or 100Mbps of bandwidth is available to each port.
However, switched Ethernet requires the addition of a switching hub, but existing
Ethernet adapters can remain in place, Fast Ethernet requires new hubs and new adapt-
ers. Switched Ethernet, then, is the less costly method of upgrading because no new
adapters or cabling must be installed. One reason to move to switched Ethernet instead of
Fast Ethernet may be if a company has a large installed base of older PCs which are not
optimized for Fast Ethernet’s throughput. Fast Ethernet will do little good on an older
machine that cannot handle the speed. For situations where new PCs are being installed,
however, Fast Ethernet is often the best option.

Ethernet switching can go a long way toward alleviating network congestion and minimiz-
ing delays. Switching affords an increase in available bandwidth, and an easy upgrade
path to ATM should the need for even greater bandwidth arise, Switched Fast Ethernet
makes a very cost-effective backbone solution and an ideal platform for multimedia.

A switched network is similar to a bridged network in some respects—that is, the server
broadcasts can still have an impact on the network’s performance. This broadcast traffic
can be addressed with a VLAN, which segments the switched network and attempts to
impose controls over the broadcast traffic. In addition, the VLAN simplifies management
and adds a level of security to the network. Layer 3 switching can be used to shunt traffic
between VLANS, This solution avoids having to purchase additional routers by handling
routing within the switch hardware.

Shared Ethernet and switched Ethernet represent two different approaches; shared
Ethernet will be less expensive per port, although the network diameter will be severely
limited. For smaller shops, this may not be an issue, and a shared topology may be the
best option, Switched Fast Ethernet is more costly per port, but the diameter restrictions
are eliminated. Another advantage of switched Fast Ethernet is that it can run in full-
duplex mode, thereby establishing 200Mbps of bandwidth for the backbone connection.
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Coexistence with Other Network Technologies

Fast Ethernet can be deployed along with other high-speed technologies, including FDDI
and ATM. With a network using an FDDI backbone, Fast Ethernet can be sent to the
desktop easily and inexpensively. The major differences between FDDI and 100Base-FX
are that FDDI’s transmission scheme and topology is similar to Token Ring, while
100Base-FX uses Ethernet packets and a star topology.

Fast Ethernet can be sent to the desktop from an FDDI backbone easily and inexpen-
sively. FDDI can bridge to Fast Ethernet in the same way as it does to 10Mbps Ethernet.
For example, the FDDI ring is downlinked to a 10Mbps workgroup via an FDDI-Ethernet
router; a FDDI-Fast Ethernet router facilitates a connection with 100Mbps servers or
workgroups. The router can be hardware-based or software-based; in the latter case, the
software virtual router exists in the Fast Ethernet NIC.,

Fast Ethernet can also co-exist with ATM, although the two technologies approach band-
width problems from a different perspective, While ATM is a top-down technology that
starts with the WAN, Fast Ethernet is a bottom-up solution that focuses on high band-
width to the desktop and server.

Fast Ethernet Basics

To summarize, the basic rules in Fast Ethernet are:

i A twisted pair segment can be 100 Meters.

i The diameter of a collision domain can be 205 meters using two Class II repeaters,
or 200 meters using one Class I repeater.

i1 There may be three segments and two Class II repeaters; or two segments and one
Class I repeater between any two end stations on the network:

Physical Layer Segment Length Number of Repeaters
100Base-TX 100 meters 2
100Base-T4 100 meters 2
100Base-FX 412 meters 2

& The 100Base-T specification includes an auto-negotiation scheme, which permits
each station to select an operating mode based on the station to which it is con-
nected.

% Both data and the hub ports themselves can be designated as either high or normal
priority. For data to get the high-priority label, an upper-level software application is
used, which sends the data packet, along with the corresponding high-priority label,
down to the MAC layer where it is transmitted. A hub can be configured so that any
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given port’s traffic is always given high priority. Normal priority data can still get
through; however, any normal priority packet that has not been serviced within a
given time period, usually 300 microseconds, will be automatically upgraded to high
priority.

100VG-AnyLAN

This little-used—proprietary—alternative to Fast Ethernet created by Hewlett-Packard
supports the same 100Mbps traffic as Fast Ethernet, but takes a slightly different ap-
proach. Whereas Fast Ethernet is based on Ethernet’s CSMA/CD access method, 100VG
uses a technique called Demand Priority. Hewlett-Packard promotes 100VG as a solution
that takes the best aspects of both Token Ring and Ethernet. Like Fast Ethernet, existing
adapter cards must be replaced in order to use the new technology. However, there are no
hybrid 10Mbps/100VG cards, while the market is rich with hybrid 10/100Mbps Ethernet
cards that permit an easy migration,

100VG can run on CAT-3 four-pair UTP cable, although Fast Ethernet, in its 100Base-T4
implementation, also has that capability. Fast Ethernet is less expensive, easier to use, and
supported by many vendors, making it by far the technology of choice in most shops.

Many VG cards come equipped with two RJ-45 connectors: one that connects to the VG
hub, and one that can connect to a 10Base-T hub. However, both cannot be used simulta-
neously, making a hybrid network impossible. The purpose of the dual connectors is to
allow for a simplified migration; when the VG card is plugged into the 10Base-T hub, the
VG card works like a standard 10Base-T Ethernet card. A VG hub cannot accommodate a
10Base-T card, however. In addition, in order to migrate to a 100BaseVG network, not
only would all the NICs have to be replaced, but all of the hubs and management tools
would have to be replaced as well.

100VG was designed to accommodate both Ethernet and Token-Ring frame types. Based
on the IEEE 802.12 standard, it is capable of trémsmitting both 802.3 Ethernet and 802.5
Token-Ring frames at 100Mbps. However, both frame types cannot be accommodated
simultaneously. The VG network will be configured to use either the Ethernet or Token-
Ring frame format.

The standard was ratified by the IEEE in June 1995. Like Fast Ethernet, 100VG is based
on a star and hub topology.

Fast Ethernet’s dependence on CSMA/CD makes it contentious—that is, the constant
collisions and re-sending of packets degrades actual performance. In reality, there is no-
where near a full 100Mbps of bandwidth being used. 100VG, on the other hand, shuts off
CSMA/CD, delivering a much greater efficiency to the network and a higher de facto
speed.
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The Demand Priority mechanism used in 100VG eliminates packet collisions and estab-
lishes some basic prioritization for delivery of time-sensitive traffic. 100Base-T is, by its
very nature, not suitable for delay-sensitive applications such as videoconferencing.
100VG, on the other hand, is deterministic, so all stations on the network are guaranteed
access at regular intervals.

100VG’s Demand Priority scheme permits a station to send its high-priority traffic first.
The 100VG architecture uses the hub to decide on network access. Each hub will poll all
active ports, and if a station requests permission to send data, the hub will permit it to
generate a single frame. The hub will then move on to the next port and repeat the pro-
cess. However, if a hub receives a high priority request, it will immediately give access to
the high-priority station. The other stations will not time out, however, because the hub
keeps track of requests for access. If the time lag gets out of hand, the hub will assign
high priority status to normal priority stations.

A VG node, like most other types of nodes, can receive a packet at any time, but transmis-
sion is governed by a set of media access rules, In Fast Ethernet, the media access rules
are implemented within the nodes themselves, so there is no centralized control. The
media access rules for VG, on the other hand, are implemented at the hub.

Unlike the Marxian concept of CSMA/CD where everyone has equal rights, VG’s De-
mand Priority is a sort of benevolent dictatorship, The node will petition the hub for the
right to transmit; the hub will then decide when to allow the transmission, VG, Token
Ring, and FDDI have similar access characteristics. The theoretical advantage to this
mechanism is that those nodes which do not need to transmit are left alone; in Token Ring
and CSMA/CD, all nodes must continually occupy themselves by either passing tokens or
being polled.

Another advantage is that 100VG can accommodate Ethernet and Token-Ring frames in
their native sizes; this is not available in Fast Ethernet, This may be an advantage in a
situation where two Tolken-Ring segments are separated by a 100VG backbone. Because
Token-Ring frames are larger than Ethernet frames, segmentation of the frames would be
required to connect the Token Rings across a Fast Ethernet backbone. No such segmen-
tation would be required to connect them over a 100VG backbone.

Hewlett-Packard originally supported only 100VG-AnyLAN exclusively, but later came to
embrace 100Base-T as well in its product line, giving its customers a choice between the
two technologies—and perhaps acknowledging to itself that 100VG, despite any real or
alleged technical superiorities, will never overtake Fast Ethernet in the marketplace. This
move had the effect of making the technology more viable, because customers would not
be locked into one or the other. In fact, it is now possible to run a mixed network with
both 100VG and 100Base-T workgroups.
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HPE 1037-0120



Troubleshooting Fast Ethernet Components I 99

A handful of vendors have followed suit by supporting both technologies. These include
AT&T Microelectronics (Allentown, PA), Cabletron Systems (Rochester, NH), and Texas
Instruments (Dallas, TX).

100VG-AnyLAN was originally meant to be the replacement for Ethernet, but because it
does not meet the IEEE requirements to be called Ethernet, it was given its own separate
specification (803.12). Because it cannot truly be called “Ethernet,” this separate specifica-
tion has actually had the result that 100VG-AnyLAN has not been widely accepted. The
VG in 100VG-AnyLAN stands for voice grade, and the AnyLAN term is derived from the
standard’s support of both Ethernet and Token Ring.

A 100VG network uses a scalable star topology, allowing it to support 10BaseT Ethernet
and IEEE 802.5 Token-Ring networks. Given that hubs are of the same frame type, it is
possible to upgrade an existing 10BaseT or Token Ring LAN to 100VG without changing
topology. A 100VG hub can support either Token Ring or Ethernet, but not both simulta-
neously. A router can be used to move traffic between 100VG networks using Ethernet
and one using Token Ring.

The major difference in 100VG and 100BaseT is the fact that 100VG does not use CSMA/
CD for its network transmission access method. It is this difference that separates 100VG
from Fast Ethernet. Instead, 100VG uses a Demand Priority scheme, a collision-free meth-
odology that can be used to give packets priority in the queue. Under the Demand Priority
scheme, only one node can access the segment at a time, effectively bypassing the whole
issue of collisions.

Although 100BaseT is the IEEE’s official 802.3 Fast Ethernet standard, the standards
body has declared 100VG-AnyLAN to be a new, 802.12 standard. However, this concession
means little; 802.3 is still the predominant standard for UTP wiring.

Both technologies run on the major network operating systems.

Troubleshooting Fast Ethernet Components

An Ethernet frame used to contain a Type field, which contains a number that describes
the protocol being carried by the frame. This information may be especially useful in
troubleshooting, because it will tell you which protocols are involved in the particular
problem. The Fast Ethernet specification replaces the Type field with a set of frame specifi-
ers, although several implementations still use the Type field.

The 48-bit Ethernet address, or the Organizationally Unique Identifier (OUI), is also use-
ful in troubleshooting. This address is divided into two 24-bit sections; the first denotes a
manufacturer, and the second is used by the manufacturer to denote a unique address for
each Ethernet interface.

HPE 1037-0121



100 Chapter 4 Fast Ethernet

Knowing the manufacturer’s number used in the OUI may assist in identifying which
computer may be causing a problem in the network. However, some manufacturers may
subcontract the manufacturing of subcomponents to other companies, making it impos-
sible to use this number to derive any useful information. Nonetheless, this represents a
valuable place to start when trying to pinpoint the source of a problem.

Appendix C, “OUI Listing,” lists each manufacturer and its unique identifier.

Product Overview

Besides low cost and easy migration, 100Base-T enjoys wide industry support. Ethernet
experts are abundant, and there are literally hundreds of companies offering Fast
Ethernet products and services. This high level of competition inevitably results in rea-
sonable prices for the technology.

Although Fast Ethernet adapters are rapidly becoming commodity items, different vendors
struggle to differentiate their products from one another by offering unique technologies
and added value, However, although these unique technologies may be innovative, they are
usually non-standard and incompatible with other vendors’ equipment.

The cost of hybrid 10/100Mbps Ethernet NICs is rapidly dropping, and is in fact, rapidly
approaching the price of a standard 10Mbps card. As more vendors compete for a piece of
this market, the cost of moving to Fast Ethernet will become almost negligible. The cost
of Fast Ethernet hubs and routers is also dropping, although not quite as fast as the price
for the NICs themselves. Although some companies may want to preserve their invest-
ments in the older 10Mbps cards, when it comes time to deploy a new machine, a 10/100
dual-speed NIC is definitely the way to go.

Farallon Computer

http://www.farallon.com
2470 Mariner Square Loop
Alameda, CA 94501

Voice: 510-814-5000

Fax: 510-814-5023

E-mail: farallon@farallon.com

Farallon’s Plug-and-Play 10/100 Ethernet NICs offer all the recommended features, in-
cluding auto-sensing and multi-protocol support. Cards are available for both Macintosh
and PCl-based PCs. Because they are compliant with the IEEE 802.3u standards for
100Base-TX, the cards are compatible with other vendors’ compliant 100Base-T products.
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The company offers the only Macintosh adapters based on 3Com’s Parallel Tasking 10/
100 Ethernet technology; the cards support all popular Macintosh protocols, including
MacTCP, MacIPX, MacSNMP, and AppleShare.

Cogent Data Technologies

http://www.cogentdata.com
691 South Milpitas Boulevard
Milpitas, CA 95035

Voice: 408-945-8600

Fax: 408-262-2533

Cogent (now part of Adaptec) is one of a handful of Fast Ethernet vendors that offer
products complying with the 100Base-T4 specification, which can run on CAT-3 cabling.
Although the bulk of the Fast Ethernet market is for Category 5 installations, those
environments with large Category 3 installations may want to examine this type of tech-
nology as an option.

Asanté

http://www.asanté.com

821 Fox Lane

San Jose, CA 95131

Voice: 408-435-8388, 800-662-9686
Fax: 408432-7511

Asanté differentiates itself from the pack of Ethernet vendors with its Goldcard Connector
technology. This little device eliminates the noise and delay of cables, and simplifies instal-
lation. With it, up to 15 Asante Fast Ethernet hubs can be stacked, and two stacks can be
placed within a single collision domain. Furthermore, Asante’s Fast Ethernet hubs offer
Class II operation, and can be daisy-chained to other Fast Ethernet hubs while still retain-
ing a single collision domain.

3Com

http://www.3com.com

5400 Bayfront Plaza

Santa Clara, CA 95052

Voice: 408-764-5000 or 1-800-NET-3COM
Fax: 408-764-5001
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For the most part, older ISA-bus PCs cannot take advantage of the speeds offered by Fast
Ethernet; typically, the legacy PCs retain their 10Mbps Ethernet connection while newer
PCI-bus PCs are hooked into the Fast Ethernet LAN. 3Com, however, offers a way to get
those legacy machines with the program. 3Com Corporation offers the first Fast Ethernet
NIC for Industry Standard Architecture (ISA) bus systems, with its Fast EtherLink ISA 10/
100BASE-TX Parallel Tasking NIC. The adapter lets users leverage their existing PCs,
while still enjoying the benefits of Fast Ethernet.

Cisco Systems

http://www.cisco.com

170 West Tasman Drive

San Jose, CA 95134

Voice: 408-526-4000 or (800) 553-NETS (6387)
Fax: 408-526-4100

Cisco’s Catalyst 5000 and Catalyst 2900 Fast Ethernet switches offer built-in traffic man-
agement facilities. Cisco is the only vendor to support embedded RMON across all of its
Fast Ethernet switching platforms. RMON is integrated with the CiscoView device man-
agement application, giving network managers access to a wide range of statistics, history,
and other data through either SNMP or Cisco’s TrafficDirector management application.

Cisco was also the first to offer embedded VLAN capabilities in its family of Fast Ethernet
switches. Both the Catalyst 5000 and 2900 are capable of handling as many as 1,024
switched VLANs.

Both RMON and VLAN features are managed by CiscoWorks for Switched Internetworks,
a management software utility that furnishes the administrator with an integrated view of
the Fast Ethernet networks.

Cnet

2199 Zanker Road

San Jose, CA 95131
408-954-8000 or 800-486-2638
E-mail: info@cnet.com

Cnet offers a wide variety of Fast Ethernet products with sophisticated features. Among
these products are a six-port 100Mbps switching hub, hybrid 100/100 switching hubs,
12-port repeaters, and full-duplex capable NICs. Many of these products include SNMP
(Simple Network Management Protocol) agents to provide for network management,
as well as an auto-negotiation feature.
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Summary

Fast Ethernet increases the bandwidth of standard 10Mbps Ethernet tenfold, while still
maintaining compatibilty with the older standard. The cost of hybrid 10/100 network
interface cards is rapidly decreasing, to the point where they are nearly the same price as
a 10Mbps card. The physical layer specification of Fast Ethernet allows for use of Cat-
egory 3, 4, or 5 cabling, as well as fiber for greater network diameters. 100VG-AnyLAN is
a little-used alternative to Fast Ethernet.

100VG was created by Hewlett-Packard, and differs from Fast Ethernet in that it does not
use the CSMA/CD method of collision control. Instead, it uses a Demand Priority mecha-
nism which avoids packet collisions. @
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CHAPTER

Gigabit Ethernet

‘ With the release of the 100Mbps Fast Ethernet standard
in 1995, Ethernet was established as a scalable technol-
ogy. Now, fast networks can take advantage of the
mature and reliable technology of the Ethernet. This
presents a major advantage because of the high reli-
ability of an Ethernet network, widespread availability
of hardware and software, and substantial and readily
available experienced personnel. Gigabit Ethernet
raises the bar once again on this technology.

Because it preserves the Ethernet frame structtire,
Gigabit Ethernet software and management remains
compatible across 10Mbps, 100Mbps, and 1,000Mbps.
Possibly one of the earliest uses of Gigabit Ethernet
will be the aggregation of 100Mbps Ethernet and
100Mbps Fiber Distributed Data Interface (FDDI)
with a 1,000Mbps hub.

Fast Ethernet, in the few short years in which it has
existed, has rapidly come down in price to the point
where it is only slightly more costly than 10Mbps
Ethernet. Although there are currently only very few
pre-standard Gigabit Ethernet products available,
Gigabit Ethernet is likely to follow the same pattern as
Fast Ethernet, representing an easy and cost-effective
backbone technology. &
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Local area networks (LANs) are taking on greater significance in the workplace, and have
come to accommodate more complex and mission-critical applications, F urthermore,
LANSs are being called on to carry more data and an increased traffic load. The old
10Mbps Ethernet LAN may become inadequate in these growing networks. Fast Ethernet
(100Mbps Ethernet) offered us some relief, but as Fast Ethernet becomes a desktop tech-
nology, we need an even higher bandwidth for the backbone. Gigabit Ethernet is the most
obvious upgrade path for those who want to preserve their Ethernet investment when
more bandwidth is required.

Ethernet has gone through some significant changes since it was first developed in the
mid-1970s. Initially, it ran at less than 3Mbps. At 10Mbps, it became a widely used LAN
technology; later, it increased to 100Mbps, and now, 1,000Mbps. Ethernet is used through-
out the world; in fact, the majority of network installations are based on the Ethernet. The
widespread acceptance of the Ethernet means that companies that choose to deploy Giga-
bit Ethernet will enjoy access to the plentiful resources that are available, which include
products, information, and skilled technicians.

Gigabit Ethernet marks the fourth ultra-high performance option, with the first three
being Asynchronous Transfer Mode (ATM), Fibre Channel, and High Performance Paral-
lel Interface (HiPPI). ATM, despite being an immensely useful backbone technology, may
have limited applications for the LAN. Fibre Channel has advantages as well, but has yet
to be thoroughly tested and lacks widespread vendor support. HiPPI is a mature and

robust technology, but applies only to internetworking—that is, in connecting multiple
LANs.

Gigabit Ethernet, on the other hand, offers a versatile solution for communications in a
large Ethernet-installed base. Like HiPPI, Gigabit Ethernet can be applied to
internetworking; and like ATM, it can be used as a backbone technology. Yet at the same
time, Gigabit Ethernet can be used on the LAN level, potentially even down to the desktop
for applications such as scientific visualization or CAD/CAM (computer-aided design/
computer-aided manufacturing).

The rapid deployment and acceptance of Fast Ethernet virtually requires the existence of
Gigabit Ethernet, simply because the backbone must have more capacity and perfor-
mance than its endpoints. We must wonder, therefore, what will come next, when down
the road Gigabit Ethernet eventually finds its way to the even more powerful desktop of
the future. A Terabit Ethernet specification may not be physically possible, but it is cer-
tainly an intriguing idea to consider. There have, however, been a few rumblings (al-
though nothing official has yet to be proposed) about a 10Gbps Ethernet specification.

But let us not get ahead of ourselves. Gigabit Ethernet is still in the development stages
at this point, although some pre-standard hardware is already available. However, the
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Institute of Electrical and Electronics Engineers (IEEE) expects to have a formal standard
by March 1998, and you can be sure that hundreds of vendors will be in line to offer com-
pliant products shortly after that date.

Overview of Gigabit Ethernet

Remember when a 10M hard drive was enormous? Then 20M and 40M hard drives came
out, and you couldn’t imagine how you could ever fill it. Now, anything less than a 1G hard
drive is inadequate. Gigabit Ethernet technology is in that same space right now. Very few
people can imagine any practical purpose for 1,000Mbps transmissions; in fact, the vast
majority of network transmissions are still well under the 10Mbps specified by standard
Ethernet. Just wait—within a few years, high-speed networking will be the norm, and a
10Mbps connection will be as obsolete as a 10M hard drive.

Although the vast majority of desktops are still running at 10Mbps connections, more
companies are starting to experiment with running Fast Ethernet, or 100Mbps connec-
tions, to the desktop level—at least to the desktops of their power users with the “heavy
artillery” type of applications. As this trend continues, it will be necessary to implement an
even higher bandwidth technology for use as a backbone. Obviously, it is not possible to
multiplex 100Mbps desktops to a 100Mbps backbone. Here’s where Gigabit Ethernet
comes in. Although we can’t currently imagine running 1,000Mbps to the desktop, there
are many instances where the combination of 100Mbps to the desktop and a 1,000Mbps
backbone make sense.

Like Fast Ethernet (which runs at 100Mbps), Gigabit Ethernet will manifest itself first in Ch
the form of dual-speed network interface cards (NICs), which can run at both 100 and

1,000Mbps speeds, an innovation that makes migration much simpler. Like Fast Ethernet,
Gigabit Ethernet represents an easy upgrade path, because it uses much of the same

technology as standard 10Mbps Ethernet. There is no significant learning curve involved,

but the new technology can accommodate newer, graphics- and data-intensive applications

that require higher transmission rates, including scientific modeling, data warehousing,

and videoconferencing.

Despite limitations in terms of prioritization and collision detection, Gigabit Ethernet is
extremely fast. However, although it can theoretically accommodate a transmission speed
of up to 1G/sec, Gigabit Ethernet is still based on the same technology as 10Mbps and
Fast Ethernet, and is subject to the same limitations. There are often unpredictable delays
inherent in Ethernet, there are no Quality of Service (QoS) guarantees, and Ethernet
networks of any type use as little as 40 percent of the available bandwidth because of its
contentious nature. Of course, depending on the network configuration, usage patterns,
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and dozens of other factors, the actual utilization rate may be higher (in other words, your
mileage may vary). Still, 40 percent of 1,000Mbps is still 400Mbps, a fairly substantial rate
of bandwidth by any measure.

Between Gigabit Ethernet and ATM, Gigabit Ethernet is by far the easier and cheaper of
the two to deploy, especially if an Ethernet network is already in place. One of the biggest
advantages of Gigabit Ethernet is that it is compatible with the installed base of 10Mbps
and 100Mbps Ethernet. By preserving the basic 802.3 MAC frame, backwards compatibil-
ity is maintained, while packet transmission of 1,000Mbps is possible using fiber optics
and, most likely, four-pair CAT-5 copper cable as well.

Gigabit Ethernet’s goal is to take advantage of existing technologies. It makes use of Fibre
Channel’s physical layer, although the difference between the two technologies is that
Gigabit Ethernet is more generic, and is useful primarily as a LAN technology. Fibre
Channel, on the other hand, is used for more specialized applications, such as clustering
and high-speed input/output storage.

N O T E ltisimportant to note that the PCI bus design will be able to accommodate Gigabit
Ethernet. The current 32-bit PCl implementation already can accommodate several
hundred megahertz; a 64-bit PCl bus would easily handle Gigabit Ethernet.

Service Guarantees

There is some work being done to apply service guarantees to Gigabit Ethernet. Basically,
this involves the IEEE 802.1Q specification, which makes use of the virtual LAN (VLAN)
packet header to identify traffic priority. Although for networks with a large percentage of
time-sensitive traffic, ATM may be an optimal choice, these new QoS mechanisms may be
applied to allow Ethernet to accommodate both data and video.

In addition to the increased bandwidth being afforded through Fast Ethernet and Gigabit
Ethernet, new protocols, such as RSVP (the IETE’s Resource Reservation Protocol), will
allow for bandwidth reservation over an Ethernet network to accommodate time-sensitive
traffic. In addition, new standards such as 802.1Q and 802.1p will allow the existence of a
VLAN on the Ethernet network. Furthermore, usage of advanced video compression
mechanisms, such as MPEG-2, will facilitate easier transport of video (over other network
architectures as well as Gigabit Ethernet).

Virtual LANs

The 802.1Q specification addresses the issue of VLANSs, and promotes a standardized
method for frame tagging which is used to denote membership in a VLAN. The existence
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of frame tagging makes it possible for a VLAN to be implemented with equipment from
multiple vendors, and makes it possible for these vendors to incorporate the feature di-
rectly in their switching products.

N 0T E When your network has several VLANs, how does a packet know which one is its

destination? How can information on what VLAN a packet belongs to be communi-
cated across muitivendor devices? Frame tagging represents a major breakthrough in allowing
VLANSs to be established using equipment from multiple vendors,

The move toward LAN switching as a replacement for departmental routing has paved the
way for VLANs. The VLAN makes an attractive alternative to routers, because VLANs
permit switches to contain broadcast traffic in the same way a router does. Implementing
switches and VLANs makes it possible for network segments to be smaller, while still
allowing large broadcast domains. VLAN also have the wonderful side benefit of allowing
moves, adds, and changes to occur without having to manually reconfigure and reconnect
each station. (See Chapter 4, “Fast Ethernet,” for more information on VLANs.)

The 802.10 VLAN standard, originally proposed to the IEEE by Cisco Systems, makes use
of the 802.10 frame header format’s ability to hold security information. The standard
takes the portion of the header that was originally meant to hold security information, and
instead uses it for VLAN frame tagging. The specific 802.1Q standard is a major enabling
milestone in VLANS, and will ultimately permit a VLAN to be created with multi-vendor
equipment,

N OTE 802.10 is the IEEE Standard for Interoperable LAN/MAN Security (SILS) and currently
contains IEEE Std 802.10b, Secure Data Exchange (SDE). You can find out informa-
tion about all IEEE Computer Society standards on its Web site at http:/ /www.computer.org. |

There are numerous benefits to employing VLAN technology, not the least of which is
simplified management of a dynamic network. Traditionally, if a user moves to a diff-
erent subnetwork—which occurs all too frequently in a rapidly changing corporate
environment—the IP addresses must be manually updated. Under a VLAN, members
retain their IP addresses and membership in a given subnet, regardless of physical loca-
tion, This dynamic management capability lends itself to the establishment of a virtual
workgroup, where workgroups can be easily created, changed, and disassembled as
needed without regard to physical location of the membership.

Many networks have come to embrace switching, resorting to routing only when
absolutely necessary, because of the inherent performance advantages of switching
over routing.
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A switch, however, cannot filter LAN broadcast traffic, which may require the network to
be partitioned with routers. LAN switches that support VLANs can, however, control
broadcast traffic more effectively, and minimize the need for routers even more. A server
or end station disseminating broadcast traffic will send that traffic only to the other mem-
bers of the VLAN. A switch port that contains no end stations belonging to a particular
VLAN would not promulgate the broadcast.

Standards Development

The IEEE 802.3z Task Group, responsible for the development of a Gigabit Ethernet
standard, is expected to announce a formal standard by March 1998. Few products are
available at this time, although once the standard has been ratified, you can be sure that
vendors will be rushing to provide them.,

Although the final standard is not expected to be released until 1998, work on Gigabit
Ethernet actually started as early as 1995, when the IEEE 802.3 standards committee
created a High-Speed Study Group. The group’s dual goals were to establish a half-duplex
shared bandwidth technology, and a full-duplex switched technology for more bandwidth.

The IEEE subcommittee has made significant progress in establishing a specification for a
100-meter CAT-5 UTP physical interface for Gigabit Ethernet. The proposed 1000Base-T
specification would allow Gigabit Ethernet to run over four-pair CAT-5 cabling for dis-
tances of up to 100 meters. CAT-5 cabling is already in use in many network installations.
In addition, a short-haul copper link standard has been proposed for use in the switching
closet or computer room. This specification would allow a distance of up to 25 m.

Furthermore, the Gigabit Ethernet standard will conform with the 802.2 LLC (Logical
Link Control) interface and the 802 Functional Requirements Document, with the excep-
tion of Hamming distance.

N O TE Hamming is an error correction and detection code. Hamming distance is the number
of bit positions in which two code words differ. If two code words are a hamming
distance d apart, then d single-bit errors to convert one into the other will be required.

Network management for Gigabit Ethernet will remain more or less constant, and the
proposed standard will actually be a supplement to the existing 802.3 standard.

The Gigabit Ethernet Alliance (http://www.gigabit-ethernet.org) is an open forum that
promotes the further development of Gigabit Ethernet. The alliance’s goals include:

i1 Support Gigabit Ethernet standards activities currently being conducted in the
IEEE 802.3z working group

http://www.quecorp.com
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1% Contribute technical resources with the goal of achieving consensus on technical
specifications

& Provide resources to establish product interoperability

fl Promote communications between suppliers and consumers of Gigabit Ethernet
products

Gigabit Ethernet Goals

Theoretically, there is no limitation to how big a Gigabit Ethernet network can be. The
IEEE has established three objectives for distances:

# A multi-mode fiber-optic link with a maximum length of 500 m.

fit A single-mode fiber-optic link with a maximum length of 2 km.

I A copper link with a maximum length of 25 m.

Also under investigation is the possibility of establishing the CAT-5 UTP link with a
maximum length of 100 m.

Resource Reservation Protocol (RSVP)

'The IETE’s Resource Reservation Protocol (RSVP) represents a technology for creating
integrated services networks. As an internetworking end-to-end protocol, RSVP reserves
resources for different classes of service, based on whatever techniques are available for
classes of service on the underlying network type. For example, RSVP will reserve re-
sources using FDDI techniques on an FDDI network, ATM techniques on an ATM net-
work, and so forth. RSVP may certainly be applied to Gigabit Ethernet.

RSVP s a handy little protocol that makes it possible to set up QoS levels for IP networks,
giving an Internet Protocol (IP) network some of the same service guarantee capabilities
as an ATM network. Most of the big software vendors have plans to support this new
protocol. RSVP works by starting out at the client level, sending information about
bandwidth requirements from router to router, and then to the destination client, The
client application signals the network, requesting the class of service it needs, and then
communicates this information from router to router,

For full-duplex support, Gigabit Ethernet MAC uses the IEEE 802.3x Full-Duplex specifi-
cation and the IEEE 802.3x frame-based flow-control mechanism. In half-duplex, the MAC
supports Carrier Sense Multiple Access with Collision Detection (CSMA/CD).

Above the MAC layer, Gigabit Ethernet is the same as the original IEEE 802.3 standard.
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Fibre Channel Standards

Gigabit Ethernet actually uses a combination of technologies, including those from the
IEEE 802.3 Ethernet specification and the ANSI X3T11 Fibre Channel specification (see

FC-0

Figure 5.1).
FIG. 5.1 Gigabit Ethermnet Fibre Channel
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The fiber version of the Gigabit Ethernet protocol stack uses the Fibre Channel
specification’s FC-0 layer at the bottom. FC-0 defines the physical interface and media,
including cables, connectors, and drivers.

Gigabit Ethernet also adopts 8B/10B encoding from the FC-1 Fibre Channel specification.
This type of encoding specifies byte synchronization and the encode/decode scheme.

b See Chapter 10, “Fibre Channel,” p. 227

In March 1997, the Gigabit Ethernet alliance met a major milestone when the feature set
of the Gigabit Ethernet standard was finalized by the IEEE 802 Plenary meeting. As of
this milestone, no new features will be added. Furthermore, the Project Authorization
Request for the 1000Base-T long-haul copper media was approved at the meeting. Al-
though the committee still does not have a formal specification for running Gigabit
Ethernet on copper wire, this milestone indicates that it is on its way.

Different physical layers that have been incorporated into the standard include:

8 1000Base-CX. For interconnection of equipment clusters.

#8 1000Base-SX. For horizontal building cabling.

# 1000Base-LX. For backbone building cabling and campus interconnections.
The IEEE specification for Gigabit Ethernet as it stands now deploys fiber only, although
the work already done by task force members indicate that running it over copper will be
a reality by the time Gigabit Ethernet becomes a formal standard.
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PMC-Sierra, a Task Force member, is first in line with a proposal for a new standard
for an Unshielded Twisted Pair (UTP) CAT-5 physical layer on Gigabit Ethernet. The
PMC-Sierra proposal establishes a simple, low-cost Complementary Metal-Oxide Semi-
conductor (CMOS) physical layer interface that will facilitate the rapid development of
full-duplex Gigabit Ethernet links over CAT-5 UTP copper wiring. The physical layer
interface proposed by PMC-Sierra uses currently available semiconductor technology.

The IEEE 802.3z Gigabit Task Force issued the first draft of the Gigabit Ethernet specifi-
cation in January 1997, and the last feature was added in March 1997. After this point, no
new features will be added to the specification. The final specification is expected to be
approved as a standard in March 1998. The task force’s objectives in taking on Gigabit
Ethernet are as follows:

¥ Speed of 1,000Mbps at the Media Access Control/Physical Layer Signaling (MAC/
PLS) service interface.
Use 802.3 Ethernet frame format.

Meet 802 Functional Requirements (FR), with the possible exception of hamming
distance.

Simple forwarding between 1,000Mbps, 100Mbps, 10Mbps.

Preserve minimum and maximum frame size of current 802.3 Std.

B E

E =

@ Full and half duplex operation.
B Support star-wired topologies.

o

Use CSMA/CD access method with support for at least one repeater/collision
domain.

Support fiber media and, if possible, copper media.
Use ANSI Fibre Channel FC-1 and FC-0 as basis for work.
& Provide a family of Physical Layer specifications which support a link distance of:

=

At least 25 m on copper (100 m preferred)
At least 500 m on multimode fiber

At least 3 km on single-mode fiber

B Support maximum collision domain diameter of 200 m.

B Support media selected from ISO/IEC 11801,

B Adopt flow control based on 802.3x.

# Include a specification for an optional Media Independent Interface (MII).
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Implementation and Infrastructure

One of the advantages of Gigabit Ethernet is that it makes Fast Ethernet (100Mbps) use-
ful on the desktop level, 100Mbps desktops can be multiplexed onto a Gigabit Ethernet
backbone, effectively giving each desktop a tremendous resource for running high-
powered applications.

There have been some questions about whether Gigabit Ethernet can run as both a
shared and switched media technology; until the IEEE releases a ratified standard, there
are several unanswered questions. Some users may worry, and with some justification,
that existing workstations and servers may not be able to accommodate the throughput
offered by Gigabit Ethernet, and some existing internetworking equipment may not be
able to be upgraded to the new technology. The focus for the IEEE is likely to be on creat-
ing a switched Gigabit Ethernet environment; there is some question as to whether
shared Gigabit Ethernet should even be part of the formal specification.

A shared Gigabit Ethernet technology would use the same CSMA/CD access mechanism
as other Ethernets; switched Ethernet suspends CSMA/CD on full-duplex connections so
traffic can travel in both directions at once. The elimination of CSMA/CD causes a prob-
lem, at least in the eyes of the IEEE. When the 100VG-AnyLAN (for a discussion of
100VG, see the “100VG-AnyLAN” section in Chapter 4, “Fast Ethernet”) group proposed
making their standard the official Fast Ethernet standard, they lost out to 100Base-T;
because the standards body decided that without CSMA/CD, it could not still be called
Ethernet. 100VG does not use the CSMA/CD access mechanism; it uses a Demand Prior-
ity scheme instead. Demand Priority is a contentionless method used to allow stations to
transmit high-priority packets first, Instead of collision detection, Demand Priority deter-
mines network access in the hub. The hub polls all ports consecutively. When a station
requests permission to end data, the hub permits it to generate one frame, then moves on
to the next port. If the hub receives a high-priority request to send, however, it will com-
plete its current transmission, allow the high-priority packet to be sent, and then resume
its normal polling operation.

b See “100VG-AnyLAN,” p. 97

Performance Issues

The Gigabit Ethernet Alliance presented two schemes to the 802.3z Task Force to address
performance in a shared Gigabit Ethernet network: one that uses carrier extensions,
another that uses a buffered repeater.

Carrier Extension There are a number of proposals for modifying the CSMA/CD
protocol to accommodate the high speeds offered by Gigabit Ethernet, while still allowing
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a 200-m collision domain. The most basic proposal involves a simple carrier extension
technique that is added onto CSMA/CD.

The carrier extension proposal presents a scheme whereby if a device on the network
transmits, the signal will stay active for a longer time before another device will attempt to
send. This lets an Ethernet frame travel a longer distance, and thereby increases the po-
tential network diameter.

Buffered Repeater The second alternative proposed by the Gigabit Ethernet Alliance
for improving performance is a buffered repeater. The buffered repeater scheme is
somewhat unconventional. Traditionally, shared Ethernet is a half-duplex technology.
However, if collision detection is placed on the repeater, end stations do not have to
retransmit; therefore, they can transmit over a full-duplex link. This reduces the
possibility of collision, and again allows for a larger network diameter.

In full-duplex operations, a switching hub can be used. A full-duplex link offers high effi-
ciency, and with switching, the bandwidth of the hub is a multiple of the link speed. A
Gigabuffer Repeater is halfway between a standard repeater and switching hub. This
buffered repeater still uses full-duplex links, but shares the 1Gbps between the links
through flow-control arbitration.

Collision Domain When dealing with the CSMA/CD protocol, you must consider
something called the collision domain. The collision domain is equal to the maximum
separation between any two stations in the network, which is in turn limited by the
minimum length transmission time. As the speed at which data travels over the medium
increases, the amount of time necessary for sending a minimum length frame decreases.
As aresult, the collision domain diameter also decreases.

In order to preserve a 200-m collision domain diameter, the minimum frame size needs to
be increased. Carrier extension is used to achieve a 200-m collision domain diameter in
Gigabit Ethernet, while still retaining Ethernet’s standard minimum frame size, This tech-
nique appends a short frame with non-data symbols to make up a desired minimum trans-
mit time, However, increasing the minimum transmit time by appending non-data symbols
will result in decreased network efficiency.

A hub can be deployed to mitigate some of the decreased efficiencies. Three types of hubs
can be applied with a Gigabit environment:

1 A traditional repeater running at half-duplex
A switching hub at full-duplex
# A Gigabuffer Repeater

The last device is a buffered repeater that uses full-duplex links, but uses flow control to
share the bandwidth between the links.
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The objectives of the IEEE in terms of the Gigabit Ethernet physical layer is to support
link lengths used in building wiring standards. These lengths include a horizontal length
of 100 m, backbone length of 500 m, and campus length of 3 km, Because there is a 200-m
maximum collision domain, links cannot exceed 100 m unless used in full duplex mode.
All of the physical layer specifications, however, are limited to star topologies.

Virtual Collisions and Packet Bursting: Enhancements to CSMA/CD A proposal to the
IEEE 802.3z committee has been made by NBase Communications to enhance the
CSMA/CD algorithm with facilities for virtual collisions and packet bursting. Although
CSMA/CD is scalable to higher speeds, as we learned from moving to 100Mbps Ethernet
from 10Mbps Ethernet, some issues arise as a result of that scaling. The twin concepts of
adding facilities for virtual collisions and packet bursting are an attempt to mitigate the
problems that arise from scaling CSMA/CD to 1,000Mbps speeds.

Specifically, packet bursting looks at scaling issues, while virtual collisions add an extra
measure of support for time-sensitive applications. Packet bursting may be used only with
CSMA/CD carrier extension; both packet bursting and carrier extension have been in-
cluded in the IEEE draft documents.

Virtual collisions, despite the fact that only minor modifications would be required to
CSMA/CD, were not adopted because of scheduling issues and because most members
believe that most Gigabit Ethernet installations will be full-duplex. Nonetheless, the con-
cept of virtual collisions merits a closer examination, not only because of its innovative
nature, but simply because the entire standard is still in the standards process. The final
specification is still being hashed out.

Because Ethernet is inherently a contention-oriented, connectionless technology, it does
not lend itself to support of delay-sensitive traffic because it has no prioritization mecha-
nism. However, end users have come to demand that their networks support multimedia
and other types of traffic for which delay cannot be accepted. Indeed, multimedia support
is coming to be a part of everyday business.

Virtual Collisions A virtual collision-based Gigabit network can accommodate nearly
200 simultaneous MPEG-1 sessions, or 30 MPEG-2 sessions. A Gigabit network capable of
running multimedia may best be deployed as a mixed switched and shared environment.

There are some significant differences between standard data traffic and multimedia
traffic. Whereas data is bursty, multimedia is more constant in its flow, but it is critically
important that multimedia packets arrive on time in order to avoid jitter, garbled voice,
and dropped frames. CSMA/CD, by its very nature, sends packets out of order. To ensure
a smooth multimedia reception, the network needs to guarantee a predetermined level of
bandwidth, and alleviate such phenomena as channel capture, where one transmitting
node gains an advantage by repeatedly being the contention winner.
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However, a deterministic calculation is required to designate certain types of traffic as
high priority. Ethernet, however, is probabilistic, not deterministic.

The virtual collision technique calls for a star topology with a single hub in the center.
This technique makes a small adjustment to CSMA/CD to establish a more deterministic
network with a priority mechanism. The concept is remarkably simple—to make use of
the collision time to deliver one good frame, in order to guarantee that one of the stations
involved in a collision has a successful transmission (as opposed to both stations’ frames
being discarded). Although one station involved in the collision does have a successful
transmission, the others still must retransmit, The one good frame is the first to arrive at
the hub.

Channel capture in a virtual collision scheme is avoided by ensuring that the gap between
the successful transmission and the subsequent transmission is larger than the network’s
round-trip delay. As a result, the other stations involved in the collision are given priority
over the station that delivered the good frame, thereby avoiding a situation where the
first contention winner takes control of the channel and prevents any other stations from
transmitting,

To comply with the virtual collision model, each station must monitor the network for an
idle period of no less than 76 byte times, which is equivalent to round-trip delay plus a
12-byte inter frame gap (IFG). Transmission can then occur, but the 76-byte idle time
must once again be observed before undertaking another transmission.

A typical collision scenario without virtual collision takes the following sequence of
events:

1. Station 1 sends a frame, and the repeater distributes it to all ports.

2. Station 2 has not yet detected station 1’s transmission, so it starts one of its own.

3. When the repeater receives the second transmission, it acknowledges that a
collision has occurred, and will then jam all ports,

4, Station 1 receives the jam and stops transmitting. Both stations wait a random
period of time before retransmitting,
With virtual collisions enabled, the scenario is a little different:
1. Station 1 transmits a frame; the repeater receives it and proceeds to distribute it to
all ports.

2. Again, Station 2 has not yet received the first transmission, and believes the channel
is free and so it starts a transmission of its own.

3. The repeater receives Station 2’s transmission. However, instead of jamming all the
ports, the repeater merely ignores the frame, and Station 2 stops transmitting.
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4. Station 1is allowed to complete its transmission, and Station 2 is required to
retransmit after Station 1 has completed its successful transmission.

One very desirable benefit of virtual collisions is that it doubles the network diameter,
which has been significantly reduced under Fast and Gigabit Ethernet compared with
10Mbps Ethernet. Typically, the round-trip delay of the network must be less than the
collision window. However, under Virtual Collisions, the end-to-end delay (half of the
round-trip delay) of the network must be less than the collision window. Consequently,
virtual collisions give us an easy way to double the potential diameter.

Packet Bursting The packet bursting model has been adopted by the committee and
incorporated in the first draft of the Gigabit Ethernet standard.

Carrier extension by itself results in a higher probability of collisions and low network
utilization for frames under 512 bytes. Packet bursting is a simple method that improves
bandwidth utilization in a heavily loaded network for short frames, and decreases the
likelihood of a collision.

As an addition to carrier extension, packet bursting recoups some of the performance lost
when carrier extension is applied, by sending a burst of frames whenever the first frame
has passed a collision window of 512 bytes, and applies carrier extension only to the first
frame in the burst. A carrier extension signal is inserted between all frames in the burst,
to prevent other stations from starting to transmit while the burst is occurring.

The benefit of this model is that the overhead of the carrier extension symbols are aver-
aged over several frames instead of just one frame, thereby improving utilization when
short frames are sent.

Cabling

Gigabit Ethernet is intended to function mostly as a backbone technology, and can run
over coaxial cables to 25 m. However, there are plans to develop a specification for CAT-5
UTP, the standard cabling used with 10Mbps and 100Mbps Ethernet.

As you saw with Fast Ethernet, as the bit rate increases, the maximum network diameter
decreases. Fast Ethernet shrank the maximum diameter to 200 m (100 m from hub to
desktop); Gigabit Ethernet will reduce the diameter further, to about a tenth of that,
unless the 802.3z task force can come up with a way to preserve the 200 m maximum

set forth in Fast Ethernet. It does appear, however, that this goal will be met.

Figure 5.2 shows the relative cable lengths available for the different Ethernet
specifications.
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UTP cable UTP cable Fiber-optic
Router or
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Furthermore, the task force hopes to address distance issues by specifying a multi-mode
fiber-optic link that has a maximum length of 500 m, a single-mode fiber-optic link with a
maximum length of 2 km, and a copper link with a maximum length of 25 m.

Single-Mode and Multi-Viode Fiber

Fiber-optic cable consists of five components: the core, cladding, buffer, strength members and
jacket. The core is made up of one or more fibers, through which light moves. The cladding is a
protective layer with a lower refractive index than the core. Consequently, if light hits the core
walls, it is redirected back to its path. The buffer is a plastic layer that surrounds the cladding,
and is used to strengthen the cable. Strength members are strands of steel or other material
that offer additional reinforcement to the cable, and the fiber-optic jacket is an outer casing.

Single-mode fiber cable has a narrow core that allows the light to take only a single path. It
allows for higher transmission speeds, but is more difficult to install. Another advantage of
single-made fiber is that it suffers from the least signal attenuation (distortion). Multi-mode
fiber cable, on the other hand, has a larger core. Multiple beams of light can pass through the
multi-mode fiber, but the signal will suffer from greater distortion at the receiving end.

These newer cable restrictions may impose a need for upgrading cable in some scenarios.
A link that may have functioned well at 2 km under standard Ethernet may have to be
scaled back, or else the cable will need to be upgraded to single-mode. At least initially, it
will probably be impossible to run a 2 km network on multi-mode fiber; an upgrade to
single-mode may be necessary.

Any Ethernet, whether it is 10Mbps or 1,000Mbps, suffers from limitations in terms of
how long each segment can be. As the speed of Ethernet increases, the segment length
decreases. The following chart illustrates this trend:
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10Mbps 100Mbps 1000Mbps
CAT-5 UTP 100 m 100 m 100 m
STP/Coax 500 m 100 m 25m
Multi-mode fiber 2km 412 m (half-duplex) 500 m
2 km (full-duplex)
Single—que Fiber 25 km 20 km 3km

Al-CMOS Gigabit Ethernet link lengths up to 50 m will use a single bundle of four-pair
copper UTP-5 wiring. Dual-bundle eight-pair copper UTP-5 implementations can provide
an upgrade path to 100 m. The 50-meter UTP-5 physical interfaces will be used primarily
for equipment room switch and server internetworking; the 100 meter UTP-5 physical
interfaces will be used for traditional workgroup connections and backbone configura-
tions.

Ultimately, for it to be widely accepted, Gigabit Ethernet must be available on the lower-
cost UTP-5 interface. If it were to be presented as a fiber-only technology, the upgrade
costs would be too high for too many users who prefer to retain their existing invest-
ments.

Upgrading to Gigabit Ethernet

Gigabit Ethernet is not likely to be deployed to the desktop level, at least initially. Accord-
ing to the Gigabit Ethernet Alliance, there are five areas where upgrading to Gigabit
Ethernet would be advantageous:

B Switch-to-server links, This simple upgrade replaces a Fast Ethernet switch with a
Gigabit Ethernet switch, thereby establishing a 1,000Mbps connection to a server
farm.

8 Switch-to-switch connections. This involves upgrading 100Mbps links between Fast
Ethernet switches or repeaters to 1,000Mbps links between hybrid 100/1,000Mbps
switches, As a result, the new switches could support more Ethernet segments.
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HPE 1037-0142



Implementation and Infrastructure 121

B Switched Gigabit Ethernet backbone. This involves aggregating Fast Ethernet
switches with a Gigabit Ethernet switch or repeater. A Fast Ethernet backbone
switch that may be aggregating multiple 10/100 switches can be upgraded to a
single Gigabit Ethernet switch that aggregates multiple 100/1,000 switches. Once
the backbone has been upgraded to Gigabit Ethernet, the server farms can be
connected directly to the backbone with a Gigabit Ethernet NIC, thereby increasing
throughput to the servers. In addition, the network itself can support more seg-
ments, more bandwidth for each segment, and more nodes in each segment.

B Shared FDDI backbone. This upgrade is achieved by connecting FDDI hubs or
Ethernet-to-FDDI routers with Gigabit Ethernet switches. The FDDI hub would be
replaced with a Gigabit Ethernet switch or repeater.

8 Upgrade high-performance desktops. Eventually, a Gigabit Ethernet NIC will be
available to connect high-end desktops to Gigabit Ethernet switches or repeaters.

Regardless of the upgrade path, applications and network operating systems will require
no changes whatsoever.

The 802.3z Gigabit Ethernet Task force has set out the following goals:

# Facilitate half- and full-duplex operations at 1,000Mbps.

# Employ the standard 802.3 Ethernet frame format.

¥ Use CSMA/CD with support for one repeater for each collision domain.

# TFacilitate backward compatibility with 10Base-T and 100Base-T technologies.

In the future, it is most likely that Gigabit Ethernet and ATM will dominate the high-speed
market, with Gigabit Ethernet servicing the LAN and ATM servicing the WAN, Gigabit
Ethernet can provide a viable backbone technology, however, and is significantly less
expensive than ATM. Both Gigabit and ATM are likely to take some of the spotlight away
from FDDI as a backbone technology, the latter of which is costly and offers less band-
width,

At least for its first few years of existence, Gigabit Ethernet at the desktop level is not
likely to occur outside of a few highly specialized areas. The most likely upgrade paths for
gigabit Ethernet are:
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i Switch-to-server connections for high-speed access to applications and file servers.

This is the simplest type of upgrade (see Figure 5.3).
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Switch-to-switch connections, for replacing 100Mbps links between Fast Ethernet

switches with 1,000Mbps links between hybrid 100/1,000 switches (see Figure 5.4).

FIG. 5.4
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Upgrading a switched Fast Ethernet backbone by aggregating Fast Ethernet
switches with a Gigabit Ethernet switch or repeater. The older 100Mbps backbone,
used to aggregate multiple 10/100 switches, is upgraded to a Gigabit Ethernet
switch aggregating multiple 100/1,000 switches. Server farms can then be con-
nected directly to the backbone using a Gigabit Ethernet NIC (see Figure 5.5).

FIG. 5.5 Fast Ethernet
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# Upgrading a shared FDDI backbone. To upgrade the FDDI backbone, the FDDI
concentrator is simply replaced with a Gigabit Ethernet switch or repeater. New
Gigabit Ethernet interfaces will be required for routers, switches, and repeaters.
Fiber-optic cabling is still retained (see Figure 5.6).

FIG. 5.6
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# Upgrading high-end desktops with gigabit Ethernet NICs, This type of upgrade

would be reserved to specialized applications, such as CAD/CAM or scientific
visualization (see Figure 5.7).

FIG. 5.7 Fast Ethernet Switch
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No changes to the network operating system or applications are required with Gigabit
Ethernet, making it possible to preserve more of the existing investment than with other
types of network architectures.

The best path to Gigabit migration is a gradual one which is transparent to the end user.
Because it is based on the same technology as other Ethernets, deployment of Gigabit
Ethernet will be quite non-disruptive to the user community.

Uses and Benefits of Gigabit Ethernet In its early stages, Gigabit Ethernet’s primary
uses will be in linking Ethernet and Fast Ethernet switches, and for connecting high-
performance servers and workstations. Campus backbones are more likely to deploy
Gigabit Ethernet in full-duplex mode, which affords the greatest bandwidth and better
distance limitations, Half-duplex, however, can still be used for collapsing a backbone in a
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wiring closet—that s, in scenarios when multiple hubs are aggregated onto a single
high-speed repeater. Half-duplex Gigabit Ethernet can also be applied in aggregating
servers in the data center.

The ever-increasing speed of CPUs demands the development of higher-bandwidth LANs
to carry the traffic that newer machines are capable of producing. According to the IEEE,
the development of gigabit technologies will offer the following benefits:

@ Backbone, server, and gateway connectivity

# Higher bandwidth for applications such as multimedia, CAD/CAM, and imaging
# The ability to aggregate 100Mbps (Fast Ethernet) switches

1 An upgrade path for an installed base of 10/100 Ethernet

It has only been a few years since the introduction of 100Mbps Fast Ethernet, but from
that introduction we have learned that it is possible to scale CSMA/CD to higher speeds.
Gigabit Ethernet will take one more step in this evolution. A high level of commitment to
Gigabit Ethernet throughout the industry has been demonstrated, with more than 80
participants in the standardization process. The Gigabit Ethernet standard will demon-
strate compatibility with the existing IEEE 802.3 standard. It will conform to the CSMA/
CD MAC with some extensions specific to 1,000Mbps operation.

As was the case with 100Mbps Ethernet, 1,000Mbps Ethernet will require the physical
layers to be replaced with new physical layers specific to 1,000Mbps operation. One
physical layer will be specified for each type of media (single-mode fiber, multi-mode
fiber, coaxial cable, and balanced pair cable). It has been demonstrated that physical layer
signaling at 1,000Mbps is feasible on both fiber-optic and copper media.

A big advantage of Gigabit Ethernet is its low cost when compared with other high-speed
backbone technologies, and the widespread availability of products and skilled techni-
cians. Fast Ethernet cards have come down in price to nearly the level of 10Mbps cards;
Gigabit Ethernet is likely to offer the same competitive price structures as it gains popu-
larity. In addition, it affords an opportunity to preserve existing investments in Ethernet.
Once the standard has been implemented, Gigabit Ethernet connections are likely to be
offered at between two and three times the cost of a 100Mbps Ethernet interface. At 10
times the bandwidth for three times the cost, it's an obvious bargain. Furthermore, a
switched Gigabit Ethernet link is likely to be less costly than a 622Mbps ATM interface.

While in its early stages, Ethernet was restricted to data only, it is now possible to run
multimedia and other complex data types over an Ethernet network. This is made pos-
sible not only due to the increased bandwidth afforded by Gigabit Ethernet, but because
of bandwidth reservation protocols such as RSVP, VLAN specifications, and the ability to
mark a packet for high priority.
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Gigabit Ethernet supports full-duplex modes for switch-to-switch and switch-to-
workstation connections, and half-duplex modes for shared connections, Although its
initial deployment will be over optical fiber, Gigabit Ethernet will eventually be able to
run over CAT-5 UTP cabling and coaxial cabling as well.

Data warehousing and decision support are just two of many examples of bandwidth-
hungry applications that require a new technology to accommodate the tremendous
amounts of traffic they generate. These application systems are meant to make enterprise
data available throughout the company for the purpose of consolidated analysis and re-
porting. A data warehouse often consists of multiple gigabytes, or even terabytes in some
instances, of information. Just backing up this much information regularly is a major
project; it would be very time-consuming and quite impractical without Gigabit Ethernet
or one of the other ultra-high speed technologies.

But would desktop computers be able to take advantage of the tremendous speed offered
by gigabit Ethernet? Probably not. But remember how quickly the technology advances;
by the time Gigabit Ethernet is established, we will have faster desktop machines that just
may do the trick.

However, even if the desktops and servers cannot take full advantage of the entire
1,000Mbps of throughput, getting even a few hundred megabytes per second will be
easier than aggregating multiple 100Mbps links.

Most existing routers and switches, too, are not built to handle these types of high-speed
links; most router and switch vendors will have to release a whole new line of products to
accommodate the technology. Network administrators will then have to replace their
existing routers and switches in order to use Gigabit Ethernet.

Gigabit Medium Independent Interface

The rapid proliferation of 100Mbps Ethernet (Fast Ethernet) demands a higher-speed
technology for use on the backbone. Gigabit Ethernet is an answer to that call. Gigabit
Ethernet is architecturally almost identical to 100Mbps Ethernet, with the one exception
being that Fast Ethernet’'s Medium Independent Interface (MII), which connects the
Media Access Control (MAC) layer with the physical layers, has been replaced with the
Gigabit Medium Independent Interface (GMID).

The goals of the developers of Gigabit Ethernet are to facilitate both full-duplex and half-
duplex operations at 1,000Mbps, use the standard IEEE 802.3 Ethernet frame format, use
the standard CSMA/CD protocol, and support one repeater for each collision domain, All
versions of Ethernet use the same frame lengths and formats, making it possible to trans-
mit frames between Gigabit Ethernet and other Ethernets.
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The biggest difference in Gigabit Ethernet as compared with Fast Ethernet is that Fast
Ethernet’s MII has been replaced with a GMIL The three goals of the GMII are as follows:
il Compatibility with ANSI Fibre Channel specification
& Compatibility with MII
& Manufacturable using existing technology
By making the GMII compatible with the MIJ, it becomes possible to use existing technol-

ogy for Gigabit Ethernet, and also provides backward compatibility with 10/100Mbps
Ethernet.

FDDI and Gigabit Ethernet

Gigabit Ethernet can be used as an uplink to both FDDI and Fast (100Mbps) Ethernet.
Gigabit products, including XLNT’s early pre-standard Velocity product, will facilitate this
sort of uplink. The Velocity will include four I/0 slots for FDDI, 10/100Base-T, 100Base-
TX, and Gigabit Ethernet LANs. The switch is capable of three types of frame translations:

# FDDI to Ethernet

# Ethernet-to-Gigabit Ethernet
Bl Gigabit Ethernet-to-Ethernet

The switch offers 24 100Mbps links to Fast Ethernet, or six switched FDDI rings.

FDDI was introduced in about 1990, and has enjoyed its few years of fame as the leading
fiber-optic-based LAN technology. FDDI is often used as a backbone because of its long-
distance capabilities. In addition, it is easy to manage and is very resilient. FDDI divides a
LAN into dedicated, switched segments in order to relieve the network from some con-
gestion,

Gigabit Ethernet affords an easy migration path from either Fast Ethernet or FDDI. Many
existing FDDI backbones can coexist with Ethernet. The FDDI backbone can be up-
graded by replacing the FDDI hub with a Gigabit Ethernet switch or repeater. The only
upgrade necessary is the deployment of new Gigabit Ethernet interfaces in the routers,
switches, and repeaters; and newer versions of analysis and management tools designed
to accommodate Gigabit Ethernet. Existing fiber-optic cabling used in the original FDDI
backbone is retained, yet the bandwidth available to each segment is significantly greater.

Compared with FDDI, Gigabit Ethernet may make a more optimal backbone technology.
Although both FDDI and Gigabit Ethernet offer IP compatibility, FDDI will not transport
Ethernet packets.
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mechanisms for serialization and deserialization. A logical interface between the MAC and
PHY layers will be specified to de-couple Fibre Channel encoding, thereby permitting
other encoding mechanisms to be used that can support UTP cabling.

Product Overview

Products implementing Gigabit Ethernet, once they become widely available, are likely to
be less costly than 622Mbps ATM, making Gigabit Ethernet an aftractive option for many
network users. Some pre-standard products are already available from a handful of ven-
dors. However, because they are pre-standard, once the standards have been established,
these pre-standard devices may require upgrading to comply. Reputable companies gener-
ally offer upgrades to the final standard at low or no cost. Always check with the vendor
on their upgrade policies before you purchase.

There are about 20 companies already working in the Gigabit Ethernet area, although any
products they release are pre-standard. The final standard is not expected from the IEEE
until 1998,

Cisco Systems

http://www.cisco.com

170 West Tasman Drive

San Jose, CA 95134

Voice: 408-526-4000 or (800) 553-NETS (6387)
Fax: 408-526-4100

Cisco bought its way into the Gigabit Ethernet market with its acquisition of privately-held
Granite Systems, Inc. (Palo Alto, California). Granite is an innovative company focused on
multilayer Gigabit Ethernet switching. Granite, which was founded in 1995 to develop
high-performance multilayer switching solutions, plans to deliver standards-based, multi-
layer switching and Gigabit Ethernet through a series of ASIC switching engines. The
ASIC technology will be able to be used with Cisco’s IOS software and the CiscoFusion
architecture.

Packet Engines, Inc.
http://www.packetengines.com
Box 14497
Spokane, WA 99214
Voice: 509-922-9190
Fax: 509-922-9185
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Another startup, Packet Engines plans to offer a Gigabit Ethernet MAC layer in its plat-
form, which it will be licensing to other vendors. As a result, those licensees will be able to
offer Gigabit Ethernet products much eatlier. The company’s Gigabit Ethernet MAC is
currently shipping.

Gigalabs

http://www.gigalabs.com

290 Santa Ana Court

Sunnyvale, CA 94086

Voice: 800-LAN-8120 or 408-481-3030
FAX: 408-481-3045

E-mail: info@gigalabs.com

GigaLabs is one of the first out of the gate with solid Gigabit Ethernet products. The com-
pany offers a GigaStar 3000 switch, designed for use as an enterprise network backbone
and server connectivity device. Its non-blocking crossbar architecture sports an 18Gbps
backplane. It can switch LAN MAC-layer protocols, including Gigabit Ethernet, Fast
Ethernet, and FDD, it can also switch bus protocols, including Shus and PCI, without
converting the bus messages to LAN protocols. Gigal.abs sets itself apart through its
GigaPipe interface to the GigaStar backplane. GigaPipe allows any I/0 subsystem to di-
rectly link to the crossbar switch, effectively allowing a switched PCI message to be car-
ried over the same matrix that carries the LAN data packets.

The GigaStar supports up to eight full-duplex Gigabit Ethernet ports with the 18Gbps
switching fabric. The company also offers a Gigabit Ethernet NIC for servers and work-
stations. The GigaStar is based on the company’s supercomputer switching technology,
and uses a non-blocking crossbar switching fabric to offer low latency and high band-
width. The GigaStar supports GigaLabs’ own I/0 switching technology, which allows the
server’s native I/O subsystem, whether it is PCI or Shus, without having to convert it to a
network protocol. The GigaStar can be managed from any SNMP-compatible manage-
ment platform, or from GigaLabs’ own GigaView network management application.

Alteon Networks, Inc.

http://www.alteon.com
6351 San Ignacio Avenue
San Jose, CA 95119
Voice: 408-360-5500

Fax: 408-360-5501
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Alteon is one of a handful of startups focusing on Gigabit Ethernet technology. The com-
pany has plans to deliver pre-standard adapters, drivers, and a switch. Alteon has taken
the unusual step of establishing a special data frame that is switched between servers.
These frames are not limited to the standard 1,518-byte size of Ethernet frames; these
special “jumbo” frames can be defined for up to 9K.

Alteon’s AceSwitch 110 switch platform has one or two Gigabit Ethernet ports, and eight
10/100 Ethernet ports. Alteon’s AceNIC Gigabit Ethernet card supports full-duplex Giga-
bit Ethernet. The AceSwitch server switching system is fully redundant. Servers equipped
with AceNIC adapters can be dual-homed to multiple AceSwitches, so if a failure occurs,
no active sessions will be lost. Failover to the standby AceNIC is automatic and transpar-
ent, giving servers a high level of reliability.

NBase Communications

http://www.nbase.com
8943 Fullbright Ave,
Chatsworth, CA 91311
Voice: 818-773-0900

Fax: 818-773-0906

NBase Communications has a deterministic method for overcoming distance and time- !
delay limitations of Gigabit Ethernet. NBase’s modification of the standard CSMA/CD

algorithm improves bandwidth utilization and doubles the span of the network. This tech-

nology simulates the collision of two frames prior to its occurrence. The simulation en-

ables one of the frames to be saved. The repeater will then broadcast the saved frame to

its destination, and discard the frame with which it collided. This approach can signifi-

cantly improve throughput.

NBase’s GigaPort Module for the MegaSwitch II represents the company’s first Gigabit
Ethernet product. The GigaPort can be used to create a Gigabit Ethernet backbone of at
least 2 km, with a ratio of 10 10/100 ports to one Gigabit port.

NBase’s implementation is based on the existing 100Base-T standard, and uses the Fibre
Channel Physical layer. NBase plans to update the products to comply with the IEEE
standards once they become finalized.

XLNT

http://www.xInt.com
15050 Avenue of Science
San Diego, CA 92128
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Voice: 619-487-9320
Fax: 619-487-5790
E-mail: info@xInt.com

XLNT is one of the handful of companies with a solid Gigabit Ethernet strategy for
bringing Gigabit Ethernet products to the market in 1997, The company, a leader in
FDDI technology, is planning a high-end switching product with both FDDI and Fast
Ethernet uplinks to Gigabit Ethernet.

XLNT Designs’ earliest Gigabit products will facilitate the seamless aggregation of
100Mbps Ethernet and 100Mbps FDDI links. Currently, many companies still deploy
desktop systems with 10Mbps Ethernet, although the trend is to move away from shared
environments to switched Ethernet for better efficiency. These 10Mbps clients are con-
nected to switches in the wiring closet. Fast Ethernet or FDDI is then used to connect the
switches to central servers. XLNT plans to enhance this topology with a Gigabit Ethernet
s