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I, Ingrid Hsieh-Yee, Ph.D., do hereby declare as follows: 

1. I have been retained as an independent expert witness on behalf of 

Apple Inc. (“Apple”) for an Inter Partes Review (“IPR”) of U.S. Patent No. 

9,857,568 (“the ’568 patent”). 

2. I am being compensated for my work in this matter at my accustomed 

hourly rate. I am also being reimbursed for reasonable and customary expenses 

associated with my work and testimony in this investigation. My compensation is 

not contingent on the results of my study, the substance of my opinions, or the 

outcome of this matter. 

3. In the preparation of this declaration, I have reviewed the exhibits 

referenced below, each of these is a type of material that experts in my field would 

reasonably rely upon when forming their opinions: 

(1) Warren J. Smith (“Smith”), MODERN LENS DESIGN (1992), obtained 

from the Library of Congress, Appendix C;

(2) Max Born et al. (“Born”), PRINCIPLES OF OPTICS, 6th Ed. (1980), 

obtained from the Library of Congress, Appendix D;

(3) Jane Bareau et al. (“Bareau”), “The optics of miniature digital camera 

modules,” SPIE Proceedings Volume 6342, International Optical 

Design Conference 2006; 63421F (2006), obtained from the Library 

of Congress, Appendix E;

(4) Michael P. Schaub (“Schaub”), THE DESIGN OF PLASTIC OPTICAL
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SYSTEMS (2009), obtained from the Library of Congress, Appendix F;

(5) Optical Society of America (“Handbook of Optics”), HANDBOOK OF 

OPTICS, vol. II 2nd ed. (1995), obtained from the Library of Congress, 

Appendix G;

(6) MARC Record Information for HANDBOOK OF OPTICS, vol. II 2nd ed.

(1995), available at the Library of Congress online catalog at 

https://catalog.loc.gov/vwebv/staffView?searchId=20956&recPointer

=0&recount=25&searchType=2&bibId=2068733, accessed June 12, 

2018, Appendix H;

(7) Bibliographic Record Information for HANDBOOK OF OPTICS, vol. II 

2nd ed. (1995), available at the Library of Congress online catalog at 

https://lccn.loc.gov/94019339, accessed June 12, 2018, Appendix I;

(8) Copyright Registration for HANDBOOK OF OPTICS, vol. II 2nd ed.

(1995), available at https://cocatalog.loc.gov/cgi-

bin/Pwebrecon.cgi?v1=3&ti=1,3&Search_Arg=Handbook%20of%20

optics&Search_Code=TALL&CNT=25&PID=ImyGYjD7XXbibjVv

G1mOABNTznL&SEQ=20180619221237&SID=1, accessed June 19, 

2018, Appendix J;

(9) William S. Beich et al. (“Beich”), “Polymer Optics: A manufacturer’s 

perspective on the factors that contribute to successful programs,” 

SPIE Proceedings Volume 7788, Polymer Optics Design, Fabrication, 

and Materials, obtained from the Library of Congress, Appendix K;

(10) MARC Record Information for Polymer Optics Design, Fabrication, 

and Materials, available at the Library of Congress online catalog at 

https://catalog.loc.gov/vwebv/staffView?searchId=22415&recPointer
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=0&recount=25&searchType=1&bibId=16762353, accessed June 13, 

2018, Appendix L;

(11) Bibliographic Record Information for Polymer Optics Design, 

Fabrication, and Materials, available at the Library of Congress 

online catalog at https://lccn.loc.gov/2011289200, accessed June 13, 

2018, Appendix M;

(12) Copyright Registration for Polymer Optics Design, Fabrication, and 

Materials, available at https://cocatalog.loc.gov/cgi-

bin/Pwebrecon.cgi?Search_Arg=Polymer+Optics+Design%2C+Fabri

cation%2C+and+Materials&Search_Code=TALL&PID=cXf7Q99L7

h_q9-

aeWMbj2t8gCQg&SEQ=20180619221210&CNT=25&HIST=1, 

accessed June 18, 2018, Appendix N.

4. In forming the opinions expressed within this declaration, I have 

considered:

(1) The documents listed above;

(2) The reference materials cited herein; and 

(3) My own academic background and professional experiences, as 

described below.  

5. My complete qualifications and professional experience are described 

in my curriculum vitae, a copy of which is attached as Appendix A. The following 

is a brief summary of my relevant qualifications and professional experience. 
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6. I am currently a Professor in the Department of Library and 

Information Science at the Catholic University of America. I have experience 

working in an academic library, a medical library, and a legislative library and 

have been a professor for more than 25 years. I hold a Ph.D. in Library and 

Information Studies from the University of Wisconsin-Madison and a Masters in 

Library and Information Studies from the University of Wisconsin-Madison.  

7. I am an expert on library cataloging and classification and have 

published two books on this subject, Organizing Audiovisual and Electronic 

Resources for Access: A Cataloging Guide (2000, 2006). I teach a variety of 

courses, including “Cataloging and Classification,” “Internet Searches and Web 

Design,” “Advanced Cataloging and Classification,” “Organization of Internet 

Resources,” “Advanced Information Retrieval and Analysis Strategies,” and 

“Digital Content Creation and Management.” My research interests cover 

cataloging and classification, information organization, metadata, information 

retrieval, information architecture, digital collections, scholarly communication, 

user interaction with information systems, and others. 

8. I am fully familiar with a library cataloging encoding standard known 

as the “Machine-Readable Cataloging” standard, also known as “MARC,” which 

became the national standard for sharing bibliographic data in the United States by 

1971 and the international standard by 1973. MARC is the primary 
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communications protocol for the transfer and storage of bibliographic metadata in 

libraries. Experts in my field would reasonably rely upon MARC records when 

forming their opinions. 

9. A MARC record comprises several fields, each of which contains 

specific data about the work. Each field is identified by a standardized, unique, 

three-digit code corresponding to the type of data that follows. Appendix B is a 

true and correct copy of Parts 7 to 10 of “Understanding MARC Bibliographic” 

(http://www.loc.gov/marc/umb/) from the Library of Congress that explains 

commonly used MARC fields. For example, the personal author of the work is 

recorded in Field 100, the title is recorded in Field 245, publisher information is 

recorded in Field 260, and the physical volume and characteristics of a publication 

are recorded in Field 300, and topical subjects are recorded in the 650 fields. 

10. Online Computer Library Center (OCLC) is the largest bibliographic 

network of the world, with more than 380 million records and more than 16,900 

member institutions (many of which are libraries of some type) from 122 countries. 

OCLC was created “to establish, maintain and operate a computerized library 

network and to promote the evolution of library use, of libraries themselves, and of 

librarianship, and to provide processes and products for the benefit of library users 

and libraries, including such objectives as increasing availability of library 

resources to individual library patrons and reducing the rate of rise of library per-
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unit costs, all for the fundamental public purpose of furthering ease of access to 

and use of the ever-expanding body of worldwide scientific, literary and 

educational knowledge and information.”1

11. OCLC members can contribute original cataloging records in MARC 

to the system or derive cataloging records from existing records, an activity 

referred to as “copy cataloging”. When an OCLC participating institution acquires 

a work, it can create an original MARC record for this work in OCLC’s Connexion 

system (a system for catalogers to create and share MARC records), and the 

system will automatically generate a code for the date of record creation in the 

yymmdd format, and the creating library’s OCLC symbol is recorded in subfield a 

of the 040 field. Once the MARC record is in Connexion, it becomes available to 

other OCLC members for adoption to their local online catalogs. The record—

presented in a labeled format, not MARC—also becomes searchable and viewable 

on WorldCat, which is a web portal to more than 10,000 libraries worldwide. 

12. Library online catalogs are based on MARC records that represent 

their collections and help the public understand what materials are publicly 

                                                
1 Third Article, Amended Articles of Incorporation of OCLC Online Computer Library Center, 

Inc. Revised May 20, 2008 (available at 

https://www.oclc.org/content/dam/oclc/membership/articles-of-incorporation.pdf)
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accessible in those libraries. Most libraries with online catalogs have made their 

catalogs freely available on the Web. These online catalogs offer user-friendly 

search interfaces, often in the form of a single search box, to support searching by 

author, title, subject, keywords and other data elements. They also offer features 

for users to narrow their search results by language, year, format, and other 

elements. Many libraries display MARC records on their online catalogs with 

labels for the data elements to help the public interpret MARC records. Many 

libraries also offer an option to display MARC records in MARC fields. For non-

serial publications such as monographs, after a MARC record is created and made 

searchable on a library catalog, it is customary library practice to have the physical 

volume processed for public access soon after, usually within a week.  

13. I used authoritative information systems such as WorldCat 

(http://www.worldcat.org), the online catalog at the Library of Congress 

(https://catalog.loc.gov) and the public catalog of the United States Copyright 

Office (http://cocatalog.loc.gov/cgi-bin/Pwebrecon.cgi?DB=local&PAGE=First) to 

search for records. These records are identified and discussed in this declaration. 

Experts in the field would reasonably rely on the data described herein to form 

their opinions.   

Appendix C 

14. Appendix C is a true and correct photocopy of portions of MODERN
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LENS DESIGN (“Smith”) that I made on June 15, 2018 during my personal visit to 

the Library of Congress. When I was originally asked to prepare this declaration, I 

searched WorldCat for “Modern Lens Design” and identified the Library of 

Congress as one of the libraries that hold this monograph. I then searched the 

Library of Congress online catalog to confirm the holdings information. The search 

results informed me that the Library of Congress provides access to Smith. 

15. Appendix C is a true and correct copy of portions of Smith that I 

made on June 15, 2018, while the book was in my possession at the Library of 

Congress. I obtained Appendix C by personally scanning the front matter (the 

front cover, the title page, and the copyright page) and select content pages from 

Smith, specifically, pages 1-62 and 169-182 of the book, and the back cover.

Appendix D 

16. Appendix D is a true and correct copy of portions of PRINCIPLES OF 

OPTICS (“Born”) that I made on June 20, 2018 during my personal visit to the 

Library of Congress. When I was originally asked to prepare this declaration, I 

searched WorldCat for “Principles of Optics” and identified the Library of 

Congress as one of the libraries that hold this monograph. I then searched the 

Library of Congress online catalog to confirm the holdings information.  The 

search results informed me that the Library of Congress provides access to Born. 
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17. Appendix D is a true and correct copy of portions of Born that I made 

on June 20, 2018, while the book was in my possession at the Library of Congress.  

I obtained Appendix D by personally scanning the front matter (the front cover, 

the title page, and the copyright page) and select content pages from Born, 

specifically, pages 156-197, and the back cover of the book.

Appendix E 

18. Appendix E is a true and correct copy of portions of “The optics of 

miniature digital camera modules” (“Bareau”) and additional pages from 

International Optical Design Conference 2006 that I made on June 16, 2018 during 

my personal visit to the Library of Congress. When I was originally asked to 

prepare this declaration, I accessed WorldCat for “International Optical Design 

Conference” because the conference proceeding is the volume that contains 

Bareau. The search results identified the Library of Congress as one of the libraries 

that hold this monograph. I then searched the Library of Congress online catalog to 

confirm the holdings information. The search results informed me that the Library 

of Congress provides access to International Optical Design Conference 2006 that 

contains Bareau. 

19. Appendix E is a true and correct copy of portions of International 

Optical Design Conference 2006 that contains Bareau that I made on June 15, 

2018, while the book was in my possession at the Library of Congress. I obtained 

Apple v. Corephotonics Page 10 of 550 Apple Ex. 1022



Appendix E by personally scanning the front matter (the front cover, the title page, 

and the copyright page) and Bareau that appears from pages 63421F-1 to 63421F-

11, and the back cover of the book.

Appendix F 

20. Appendix F is a true and correct copy of portions of THE DESIGN OF 

PLASTIC OPTICAL SYSTEMS (“Schaub”) that I made on June 15, 2018 during my 

personal visit to the Library of Congress. When I was originally asked to prepare 

this declaration, I searched WorldCat for “Design of Plastic Optical Systems” and 

identified the Library of Congress as one of the libraries that hold this monograph. 

I then searched the Library of Congress online catalog to confirm the holdings 

information. The search results informed me that the Library of Congress provides 

access to Schaub. 

21. Appendix F is a true and correct copy of portions of Schaub that I 

made on June 15, 2018, while the book was in my possession at the Library of 

Congress. I obtained Appendix F by personally scanning the front matter (the 

front cover, the title page, and the copyright page) and select content pages from 

Schaub, specifically, the Introduction, Preface, pages 1-13 and 39-168, and the 

back cover of the book.

Appendix G 
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22. Appendix G is a true and correct copy of portions of the HANDBOOK

OF OPTICS, vol. II, 2nd ed. (the “Handbook of Optics”) that I made on June 18, 2018 

during my personal visit to the Library of Congress. When I was originally asked 

to prepare this declaration, I searched WorldCat for “Handbook of Optics” and 

identified the Library of Congress as one of the libraries that hold this monograph. 

I then searched the Library of Congress online catalog to confirm the holdings 

information. The search results informed me that the Library of Congress provides 

access to the Handbook of Optics. 

23. Appendix G is a true and correct copy of portions of the Handbook of 

Optics that I made on June 18, 2018, while the book was in my possession at the 

Library of Congress. I obtained Appendix G by personally scanning the front 

matter (the front cover, the title page, and the copyright page) and select content 

pages from the Handbook of Optics, specifically, pages 1.3-1.41 and 34.1-34.21, 

and the back cover of the book. 

a. Library of Congress – MARC and Bibliographic Records

24. Appendix H is a true and correct copy of the MARC record for the

HANDBOOK OF OPTICS, a four volume set, whose vol. II (“Handbook of Optics”) is

presented as Appendix G. I retrieved this record from the online catalog of the 

Library of Congress after searching for the book by searching “Handbook of 

Optics.” I personally identified and located this record, which experts in my field 
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would reasonably rely upon when forming their opinions.  

25. Appendix I is a true and correct copy of the Bibliographic record 

for the HANDBOOK OF OPTICS, a four volume set, whose vol. II (“Handbook of 

Optics”) is presented as Appendix G. I retrieved this record from the online 

catalog of the Library of Congress, which experts in my field would reasonably 

rely upon when forming their opinions.  

26. Field 245 of the MARC record (Appendix H) and the title field of the 

Bibliographic record (Appendix I) identify the book title as “Handbook of 

Optics.” Field 260 of the MARC record (Appendix H) and the published/created 

field of the Bibliographic record (Appendix I) show that the four volumes of the 

Handbook of Optics were published by McGraw-Hill in New York, NY from 1995 

to 2001. Field 010 shows the Library of Congress control number (LCCN) as 

“94019339.” The Library of Congress has used LCCNs since 1898 to uniquely 

identify items in their cataloged collections. Librarians use LCCNs to locate 

Library of Congress cataloging records in national databases quickly. The year 

portion of LCCN indicates the year when a LCCN is assigned. The reason that the 

Handbook whose Volumes 1 and 2 were first published in 1995 was assigned the 

LCCN in 1994 is because of the Library of Congress Preassigned Control Number 

(PNC) Program. The purpose of the PNC Program is to assign control numbers in 

advance of publication to titles that may be added to the Library of Congress 
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collection. The second Field 020 in the MARC record shows the International 

Standard Book Number for Volume 2 as “0070479747,” which matches the ISBN 

on the copyright page and the back cover of Appendix G.

27. The first six digits of Field 008 of the MARC record (Appendix H)

inform me that the record for the book was first created on “940520” (i.e., May 20, 

1994), and subfield a of Field 040 indicates “DLC” (i.e., Library of Congress) was 

the creator. The reason a bibliographic record was created in 1994 for a publication 

with a copyright date of 1995 and beyond is because the record is a Cataloging in 

Publication (CIP) record. The Cataloging in Publication (CIP) Program of the 

Library of Congress is responsible for cataloging books in advance of publication 

to alert the library community to forthcoming publications and to facilitate 

acquisition. The initial CIP record is created based on information submitted by the 

publisher. When the CIP record is ready, it is sent to the publisher for inclusion in 

the publication. The Library of Congress also distributes CIP records in MARC 

format to large libraries, bibliographic services, and book vendors worldwide. 

After the book is published, the publisher is obligated to send CIP a copy, and CIP 

catalogers use the newly received publication to verify and update data in the 

original CIP record. The local note in Field 955 of the MARC record informs me 

of the cataloging process dates and indicates the CIP record was completed on “5-

26-94” (i.e., May 26, 1994) and verified on “12-01-94” (i.e., Dec. 1, 1994).
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28. Field 050 of the MARC Record (Appendix H) and the LC 

classification field of the Bibliographic record (Appendix I) show that the 

Handbook of Optics has a Library of Congress Classification (LCC) number of 

“QC369 .H35 1995,” and QC369 represents the class number for “Optics. Light,” 

while “H35” is the author number based on the first word of this title, “handbook.” 

Field 082 shows the book has a Dewey Decimal Classification (DDC) number of 

“535,” which represents the class number for “Light and related radiation.” Two 

subject headings in Field 650s indicate this book is about “Optics” and “Optical 

instruments,” and subfield v “Handbooks, manuals, etc.” indicates that handbook is 

the publication format. Field 300 shows this title consists of four volumes, and 

Field 505, the contents note, lists the title of each volume. Field 991 is a local note 

indicating that the Handbook of Optics has a call number of “QC369 .H35 1995” 

and is part of the General Collection. The MARC record makes the Handbook of 

Optics (Appendix G) searchable in the Library of Congress online catalog. Users 

interested in optics or optical instruments would be able to search for and retrieve 

this book by the subject areas represented by the LCC number and the DDC 

number, and by the subject headings in Field 650s. They could also find this book 

by ISBN and title.

29. Based on the information above, it is my opinion that the HANDBOOK

OF OPTICS, vol. II, 2nd ed. (Appendix G) is a book that has been made available by 
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the Library of Congress, meaning that anyone who was interested in the topic 

would be able to search for and access the Handbook of Optics. 

b. Library of Congress – Date Stamp

30. The copyright page of the Handbook of Optics in Appendix G bears a 

stamp of “LIBRARY OF CONGRESS FEB 08 1995 COPYRIGHT OFFICE” that 

indicates the date when the Library of Congress received the physical volume. The 

stamp has the appearance and distinctive characteristics of a typical check-in date 

stamp utilized by libraries to indicate the date a particular volume was received by 

the library. While the MARC record does not indicate when the Handbook of 

Optics was added to the Library of Congress collection, this date stamp on the 

copyright page shows this volume was received by the Copyright Office on “Feb 

08 1995.” Because Field 955 of the MARC record shows that the cataloging record 

was verified on Dec. 1, 1994, adding this volume, Handbook of Optics, to the 

collection would not have involved the creation of a new cataloging record. 

Instead, the existing record would have been updated and this process would not 

have taken a lot of time. However, no data in the MARC or Bibliographic record 

indicates how soon this volume was delivered from the Copyright Office to the 

Cataloging Unit for cataloging and processing. Based on my understanding of the 

ordinary and customary cataloging and processing practices of libraries and 

considering the workload at the Library of Congress, my conservative estimate is 
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that it would not take more than one year for this volume to become available to 

the public, that is, the Handbook of Optics would have been available to the public 

by February 8, 1996. 

c. United States Copyright – Copyright Registration

31. Appendix J is a true and accurate copy of the copyright registration 

record obtained from the Library of Congress. I obtained Appendix J by first 

accessing the http://www.copyright.gov/ website, selecting the hyperlink “Search 

Copyright Records,” and performing a search by the title, “Handbook of optics,” to 

retrieve the record. I personally identified and located this record, which experts in 

my field would reasonably rely upon when forming their opinions. The copyright 

record shows that the Handbook of optics: vol. 2, devices measurements, and 

properties was sponsored by the Optical Society of America and Michael Bass was 

the Editor in Chief. The 2nd edition of vol. 2 has an imprint date of 1995.  

32. The date of creation field of Appendix J shows “1994” as the creation 

date, the date of publication field shows “1994-10-04” (i.e., Oct. 4, 1994) as the 

publication date, and the registration number/date field shows “TX0003992602/ 

1995-02-08” as the date when the copyright registration number was assigned.  

33. Based on the “Feb. 8, 1995” date stamp on the copyright page of 

Appendix G, the copyright record of Appendix J, and my understanding of the 
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ordinary and customary cataloging and processing practices of libraries, it is my 

opinion that the Handbook of Optics (Appendix G) would have been publicly 

available at the Library of Congress no later than Feb. 8, 1996, a year after the 

volume was received by the Copyright Office.  

Appendix K 

34. Appendix K is a true and correct copy of the portions of the book 

Polymer Optics Design, Fabrication, and Materials containing “Polymer optics: a 

manufacturer’s perspective on the factors that contribute to successful programs” 

by Beich et al. (“Beich”). I made this copy on June 15, 2018 during my personal 

visit to the Library of Congress. When I was originally asked to prepare this 

declaration, I searched WorldCat for “Polymer Optics Design, Fabrication, and 

Materials” and identified the Library of Congress as one of the libraries that hold 

this monograph. I then searched the Library of Congress online catalog to confirm 

the holdings information.  The search results informed me that the Library of 

Congress provides access to Polymer Optics Design, Fabrication, and Materials, 

which contains Beich. 

35. Appendix K is a true and correct copy of the portions of Polymer

Optics Design, Fabrication, and Materials containing Beich. I made this copy on 

June 15, 2018, while the book was in my possession at the Library of Congress. I 

obtained Appendix K by personally scanning the front matter (the front cover, the 
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title page, the copyright page, the table of contents, and preface), the Beich article 

that appears from pages 778805-1 to 77805-9, and the back cover of the book. 

a. Library of Congress – MARC and Bibliographic Records

36. Appendix L is a true and correct copy of the MARC record for

Polymer Optics Design, Fabrication, and Materials, which contains Beich

(Appendix K). I retrieved the MARC record from the online catalog of the Library 

of Congress after searching for the book title “Polymer Optics Design, Fabrication, 

and Materials.” I personally identified and located this record, which experts in my 

field would reasonably rely upon when forming their opinions.  

37. Appendix M is a true and correct copy of the Bibliographic record 

for Polymer Optics Design, Fabrication, and Materials, which contains Beich 

(Appendix K). I retrieved the Bibliographic record from the online catalog of the 

Library of Congress, which experts in my field would reasonably rely upon when 

forming their opinions.

38. Field 245 of the MARC record (Appendix L) and the title of the 

Bibliographic record (Appendix M) identify the book title as “Polymer optics 

design, fabrication, and materials.” Field 260 of the MARC record (Appendix L)

and the published/created field of Bibliographic record (Appendix M) show that 

Polymer Optics Design, Fabrication, and Materials, which contains Beich, was 
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published by SPIE in Bellingham, WA in 2010. Field 010 shows the Library of 

Congress control number as “2011289200,” which matches the label bearing the 

same number on the copyright page of Appendix K. Field 490 shows that the book 

belongs to the series, “Proceedings of SPIE,” whose International Standard Serial 

Number (ISSN) is presented in subfield x as “0277-786X,” which matches the 

ISSN on the copyright page of Appendix K.

39. Field 042 informs me that this record is a “lccopycat,” meaning it is a 

copy cataloging record based on a record first created by another library. Field 040 

subfield a indicates the record originated from “CAI” which is the OCLC symbol 

for the National Research Council of Canada, according to the Directory of OCLC 

members (https://www.oclc.org/en/contacts/libraries.html). The first six digits of 

Field 008 and the dates in Field 955 of the MARC record (Appendix L) inform me 

that this LC record for the book was created on “110504” (i.e., May 4, 2011). 

While academic libraries typically make newly cataloged items available to the 

public soon after the cataloging work is completed, usually within a week, 

processing of a newly cataloged item may take longer at the Library of Congress 

because of the large volume of materials for processing. My estimate is that the 

processing may take no more than three months, meaning Polymer Optics Design, 

Fabrication, and Materials, which contains Beich, would have been available to 

the public at the Library of Congress no later than August 2011, three months after 
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the cataloging record was completed.  

40. Field 050 of the MARC Record (Appendix L) shows that this book 

has a Library of Congress Classification number of “QD381.9.O66 P6483 2010,” 

and QD381.9.O66 represents the class number for “Optical properties.” Four 

subject headings in Field 650s indicate this book is about “Polymers $x Optical 

properties,” “Optical materials $x Design and construction,” “Optical films,” and 

“Optical coatings,” with subfield v “Congresses” indicating these topics were 

presented at a conference. This MARC record makes the book that contains Beich 

(Appendix K) searchable in the Library of Congress online catalog. Interested 

users would be able to search for and retrieve this book by the subject areas 

represented by the LC classification number and by the subject headings in Field 

650s. They could also find the book by its title, ISBN, editors, and SPIE, the 

Society of Photo-Optical Instrumentation Engineers.        

41. Based on the information above, it is my opinion that Polymer Optics 

Design, Fabrication, and Materials, which contains Beich (Appendix K), is a 

book that has been made available by the Library of Congress, meaning that 

anyone who was interested in the topic would be able to search for this book and  

access the Beich article at the Library of Congress. 

b. Library of Congress – Bindery Date Indication 
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42. The back cover of Polymer Optics Design, Fabrication, and Materials 

(p.20 in Appendix K) bears a sticker with a date “8/30/2011” that indicates the 

bindery date of this volume. It supports my opinion that this publication would 

have been available to the public in August 2011 at the Library of Congress.   

c. United States Copyright – Copyright Registration

43. Appendix N is a true and accurate copy of the copyright registration 

record obtained from the Library of Congress that confirms the publication of 

Polymer Optics Design, Fabrication, and Materials, which contains Beich. I 

obtained Appendix N by first accessing the http://www.copyright.gov/ website, 

selecting the hyperlink “Search Copyright Records,” and performing a search by 

the title, “Polymer optics design, fabrication, and materials,” to retrieve the record. 

I personally identified and located this record, which experts in my field would 

reasonably rely upon when forming their opinions. The title field includes a note 

“Published: 2010-08-12. Issue: vol. 7788, 01-02 August 2010” and the registration 

number/date shows “TX0007236151/ 2010-10-12,” meaning the copyright 

registration number was assigned on Oct. 12, 2010.

44. Based on the record creation date in the MARC record (Appendix L),

the LCCN sticker on the copyright page of Appendix K, the bindery date sticker 

on the back cover of Appendix K, the date information on the copyright record of 

Appendix N, and my understanding of the ordinary and customary cataloging and 
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processing practices of libraries. it is my opinion that Polymer Optics Design,

Fabrication. and Materials, which contains Beich (Appendix K), was publicly

available at the Library of Congress no later than August 201 1, three months after

the cataloging work was completed.

CONCLUSION

45. In signing this declaration, I recognize that the declaration will be

filed as evidence in a contested case before the Patent Trial and Appeal Board of

the United States Patent and Trademark Office. I also recognize that I may be

subject to cross-examination in the case. If cross-examination is required of me, I

will appear.

46. I hereby declare that all statements made herein on my own

knowledge are true and that all statements made on information and belief are

believed to be true, and further, that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine

or imprisonment, or both. under Section 1001 ol‘Title 18 of the United States

Code.

Date: 6‘ 07 3 ‘Q‘j/f- Executed: \fiwm;( [{me/w' 74"".

Ingrid Hsieh-Yee, Ph. .
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Ingrid Hsieh-Yee 
Professor

Dept. of Library and Information Science 
Catholic University of America 

Washington, D.C.  20064 
E-mail:  hsiehyee@cua.edu

Phone:  (202) 319-5085 
Fax:  (202) 319-5574

Education

Ph.D. Library and Information Studies, University of Wisconsin-Madison 
 Minors: Sociology and Psychology 

M.A. Library and Information Studies, University of Wisconsin-Madison. 

M.A. Comparative Literature, University of Wisconsin-Madison. 

B.A.  Foreign Languages and Literature, National Taiwan University.

Work Experience

Professor, School/Dept. of Library and Information Science, Catholic University of America, 
2004- (Assistant Professor, 1990-1996; Associate Professor, 1997-2004) 

Co-Chair, Dept. of Library and Information Science, Catholic University of America, June 2015-
August 2016. 

Acting Dean, School of Library and Information Science, Catholic University of America, 
January 2010-June 2012. 

Cataloger, Dept. of Legislative Reference Library, Annapolis, Maryland, 1989-1990. 

Lecturer, School of Library and Information Studies, University of Wisconsin-Madison, 1988. 

Teaching Assistant, School of Library and Information Studies, University of Wisconsin-
Madison, 1986-1988. 

Cataloger, Health Sciences Library, University of Wisconsin-Madison, 1984-1986. 

Areas of Teaching and Research Interests 

Information Organization and Access; Metadata; Cataloging & Classification; Information 
Architecture; Information Retrieval; Digital Collections; Scholarly Communication; Information 
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Behavior; Health Informatics; Human Computer Interaction; Usability Studies 

Grants & Honors

Cultural Heritage Information Management Project. IMLS grant. Amount: $498,741. Period: 
Aug. 2012 to July 2015. Co-PI with Dr. Youngok Choi. 

D.C. Health Information Technology (HIT4):  Building Capacity & Providing Access in Our 
Nation’s Capital. Dept. of Labor H2B Training Grant. Grant amount: $4,175,500. Grant 
period: Nov. 2011 to Dec. 2015. Partner with the Metropolitan School of Professional 
Studies of the Catholic University of America, Children’s National Medical Center, D.C. 
Department of Employment Services, Holy Cross Hospital, Howard University, Center 
for Urban Progress, Providence Hospital, and Sibley Memorial Hospital. 

Capital Health Careers Project. Department of Labor Healthcare Sector and Other High Growth 
and Emerging Industries Grant. Grant amount: $4,953,999. Grant period: March 2010 – 
February 2013. Awarded to a group of healthcare organizations and educational 
institutions in Washington, D.C. Providence Health Foundation of Providence Hospital 
(Lead institution). Part of the grant supported the development of a Master’s degree 
program in Information Technology with a concentration in Health Information 
Technology offered by the School of Library and Information Science.

The Washington D.C. School Librarians Project. IMLS grant. Grant amount: $412,660. Grant 
period: Aug. 2007 – June 2011. The School partnered with the District of Columbia 
Public Schools (DCPS) and the District of Columbia Library Association to educate and 
mentor school media specialists for the DCPS system. PI, Jan. 2010 to June 2011.

SIG Member of the Year, American Society for Information Science and Technology (2009). 

Most Outstanding Paper of OCLC Systems & Services (2001). 

ALISE Research Grant (2001). 

Most Outstanding Paper of OCLC Systems & Services (2000).

Research Grant from ERIC (1999-2000). 

Best Research Paper Award; Association for Library and Information Science Education (1998).

Research Grants, Catholic University of America. 1991, 1992, 1993, 1996, 1998, 1999, 2004, 
2005, 2006, 2007, 2013-14.

Cooperative Faculty Research Grant, Consortium of Universities in the Washington 
Metropolitan Area (1993-1994).
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Cooperative Research Grant, Council on Library Resources (1993-1994). 

Journal of the American Society for Information Science Best Paper Award (1993).

ASIS/ISI Information Science Doctoral Dissertation Scholarship (1989). 

HEA Title IIB Fellowship (Dept. of Education) (1989) 

Chinese-American Librarians Association Scholarship (1987). 

Beta Phi Mu (1985). 

Vilas Fellowship, University of Wisconsin-Madison. 1984 

Publications

Choi, Y., and Hsieh-Yee, I. (2010). Finding Images in an OPAC: Analysis of User Queries, 
Subject Headings, and Description Notes. Canadian Journal of Information and Library 
Science, 34(3): 271 – 295. 

Hsieh-Yee, I. (2008). Educating Cataloging Professionals in a Changing Information 
Environment. Journal of Education for Library and Information Science, 46(2): 93-106. 

Vellucci, S. L., Hsieh-Yee, I., and Moen, W.E. (2007). The Metadata Education and Research 
Information Commons (MERIC): A Collaborative Teaching and Research Initiative. 
Education for Information, 25(3&4): 169-178. 

NISO Framework for Guidelines for Building Good Digital Collections. 3rd ed. Baltimore, MD: 
National Information Standards Organization, 2007. Also available online: 
http://www.niso.org/framework/framework3.pdf (NISO Working Group members: 
Priscilla Caplan (chair), Grace Agnew, Murtha Baca, Tony Gill, Carl Fleischhauer, Ingrid 
Hsieh-Yee, Jill Koelling, and Christie Stephenson.) 

Choi, Y., Hsieh-Yee, I., and Kules, B. (2007). Retrieval Effectiveness of TOC and LCSH.
Proceedings of the Joint Conference on Digital Libraries, pp. 233-234. 

Vellucci, S., and Hsieh-Yee, I. (2007). They Didn’t Teach Me That in Library School! Building 
a Digital Teaching Commons to Enhance Metadata Teaching, Learning and Research. 
Proceedings of the National Conference of the Association of College and Research 
Libraries, Baltimore, MD, pp. 26-31. 

Mitchell, Vanessa, and Ingrid Hsieh-Yee. (2007). Converting Ulrich’s Subject Headings to 
FAST Headings: A Feasibility Study. Cataloging & Classification Quarterly, 45(1): 59-
85.
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Hsieh-Yee, I., Tang, R., and Zhang, S. (2007). User Perceptions of a Federated Search System. 
IEEE Technical Committee on Digital Libraries Bulletin, Summer 3(2) (URL = 
http://www.ieee-tcdl.org).

Tang, R., Hsieh-Yee, I., and Zhang, S. (2007). User Perceptions of MetaLib Combined Search: 
An Investigation of How Users Make Sense of Federated Searching." Internet Reference 
Services Quarterly, 12(12): 211-236.

Hsieh-Yee, I., Tang, R., and Zhang, S. (2006). User Perceptions of a Federated Search System. 
Proceedings of the Joint Conference on Digital Libraries, June 11-15, 2006, Chapel Hill,
p. 338. 

Hsieh-Yee, I. (2006). Organizing Audiovisual and Electronic Resources for Access: A 
Cataloging Guide. 2nd ed. Westport, Conn.: Libraries Unlimited. 

NISO A Framework of Guidance for Building Good Digital Collections.  2nd ed. Bethesda, MD: 
National Information Standards Organization, 2004. Framework Advisory Group: Grace 
Agnew, Liz Bishoff, Priscilla Caplan (Chair), Rebecca Gunther and Ingrid Hsieh-Yee. 

Hsieh-Yee, I. (2004). Cataloging and Metadata Education in North American LIS Programs. 
Library Resources & Technical Services, 48(1): 59-68. 

Hsieh-Yee, I. (2004). Cataloging and Metadata Education. In Gary E. Gorman (Ed.),
International Yearbook of Library and Information Management 2003: Metadata 
Applications and Management, (pp.204-234). London: Facet Publishing.

Yee, P. L., Hsieh-Yee, I., Pierce, G.R., Grome, R., and Schantz, L. (2004). Self-Evaluative 
Intrusive Thoughts Impede Successful Searching on the Internet. Computers in Human 
Behavior, 20(1): 85-101. 

Hsieh-Yee, I. (2003). Cataloging and Metadata Education: A Proposal for Preparing Cataloging 
Professionals of the 21st Century.  A report submitted to the ALCTS-Education Task 
Force in response to Action Item 5.1 of the Bibliographic control of Web Resources: A 
Library of Congress Action Plan. Approved by the Association for Library Collections 
and Technical Services. Web version available since April 2003 at 
http://lcweb.loc.gov/catdir/bibcontrol/CatalogingandMetadataEducation.pdf.

Hsieh-Yee, I. (2002). Cataloging and Metadata Education: Asserting a Central Role in 
Information Organization. Cataloging & Classification Quarterly 34(½): 203-222.

Hsieh-Yee, I., and Smith, M. (2001). The CORC Experience: Survey of Founding Libraries, Part 
I. OCLC Systems & Services, 17: 133-140. (Received "The Most Outstanding Paper of 
OCLC Systems & Services in 2001" award.) 
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Hsieh-Yee, I., and Smith, M. (2001). The CORC Experience: Survey of Founding Libraries, 

Part II, Automated Tools and Usage. OCLC Systems & Services, 17: 166-177. (Received 
"The Most Outstanding Paper of OCLC Systems & Services in 2001" award.) 

Hsieh-Yee, I. (2001). ERIC User Services: Changes and Evaluation for the Future. Government
Information Quarterly, 18: 31-42. 

Hsieh-Yee, Ingrid. (2001). Research on Web Search Behavior. Library and Information Science 
Research, 23: 167-185.

Logan, E., and Hsieh-Yee, I. (2001). Library and Information Science Education in the Nineties.
Annual Review of Information Science and Technology, 35: 425-477.

Hsieh-Yee, I. (Ed.) (2001). Library and Information Science Research, 23 (2). A special issue in 
honor of the retirement of Douglas L. Zweizig.

Hsieh-Yee, I. (2000). ERIC User Services: Evaluation in a Decentralized Environment.
Washington, D.C.: Dept. of Education.

Hsieh-Yee, Ingrid. (2000). Organizing Audiovisual and Electronic Resources for Access: A 
Cataloging Guide. Littleton, CO: Libraries Unlimited.

Hsieh-Yee, I. (2000). Organizing Internet Resources: Teaching Cataloging Standards and 
Beyond. OCLC Systems & Services, 16: 130-143. (Received "The Most Outstanding 
Paper of OCLC Systems & Services in 2000" award.) 

Hsieh-Yee, I. (1998). The Retrieval Power of Selected Search Engines: How Well Do They 
Address General Reference Questions and Subject Questions? Reference Librarian, 60: 
27-47.

Hsieh-Yee, I. (1998). Search Tactics of Web Users in Searching for Texts, Graphics, Known 
Items and Subjects:  A Search Simulation Study. Reference Librarian, 60: 61-85.

 (Received the 1997 Best ALISE Research Paper Award.)  

Hsieh-Yee, I. (1997). Access to OCLC and Internet Resources:  LIS Educators' Views and 
Teaching Practices. RQ, 36: 569-86. 

Hsieh-Yee, I. (1997). Teaching Online and CD-ROM Resources:  LIS Educators' Views and 
Practices. Journal of Education for Library and Information Science, 38: 14-34.

Hsieh-Yee, I. (1996). The Cataloging Practices of Special Libraries and Their Relationship with 
OCLC. Special Libraries, 87: 10-20. 
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Hsieh-Yee, I. (1996). Modifying Cataloging Practice and OCLC Infrastructure for Effective 

Organization of Internet Resources.  In Proceedings of the OCLC Internet Cataloging 
Colloquium. [Online]. Available: http://www.oclc.org/oclc/man/colloq/hsieh.htm

Hsieh-Yee, I. (1996). Student Use of Online Catalogs and Other Information Channels. College
& Research Libraries, 57: 161-175.  

Hsieh-Yee, I. (1995). Ten entries in James S. C. Hu (Ed.), Encyclopedia of Library & 
Information Science, 913, 1028-29, 1036, 1037, 1145-46, 1514, 1575, 1763-64, 2216-27, 
2378-79. Taipei, Taiwan: Sino-American Publishing. (Topics include "Advanced 
Technology/Libraries," "Information Ethics," "Instruction on Cataloging and 
Classification," "Instruction on Reference Services.") 

Hsieh-Yee, I. (1993). Effects of Search Experience and Subject Knowledge on Online Search 
Behavior: Measuring the Search Tactics of Novice and Experienced Searchers. Journal
of the American Society for Information Science, 44: 161-174. (Received the 1993 Best 
JASIS Paper Award.)  

Presentations

Hsieh-Yee, I. (February, 2017) Research Data Management: New Competencies and 
Opportunities for Information Professionals. Selected for presentation at the 9th Bridging 
the Spectrum Symposium, Washington, D.C.

Hsieh-Yee, I. and Lawton, P. (February, 2017) Enhancing Catholic Portal Searches with User 
Terms and LCSH. Selected for presentation at the 9th Bridging the Spectrum Symposium, 
Washington, D.C.

Hsieh-Yee, I. (2016, October) Visualizing Data for Information. Presented at the 2016 Virginia 
Library Association Conference, Hot Springs, VA.

Hsieh-Yee, I. (2016, August) Religious Materials Toolbox for Archivists: Solutions to Problems 
Facing the Profession. Presented at Archives * Records 2016, Atlanta, GA. 

Hsieh-Yee, I. and Lawton, P. (2016, March) Enhancing Retrieval of Catholic Materials with 
LCSH Knowledge Structure. Presented at the 2016 Catholic Library Association 
Conference, San Diego, CA. 

Fagan-Fry, J. and Hsieh-Yee, I. (2016, February) Approaches to Digital Scholarship at Top 
Universities around the World: Scholarly Publishing in the Digital Age. Presented at the 
8th Bridging the Spectrum Symposium, Washington, D.C. 
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Hsieh-Yee and Fagan-Fry, J. (2016, January) Innovative Services for Digital Scholarship at Top 

100 Research Libraries of the World. Poster presented at the 2016 Annual Conference of 
the Association for Library and Information Science Education, Boston, Mass.

Hsieh-Yee, I. and Lawton, P. (2015, June). Crowdsourcing terms for CRRA portal themes. Poster 
presented at the third CRRA symposium and annual meeting, Bringing the created 
toward the Creator: Liturgical art and design since Vatican II. Catholic Theological 
Union, Chicago, Illinois.

Hsieh-Yee, I. and Lawton, P. (2015, February). Crowdsourcing terms for thematic exploration in 
the Catholic Portal. Poster presented at the 7th Annual Bridging the Spectrum 
Symposium, Washington, D.C.

Hsieh-Yee, I., James, R., and Fagan-Fry, J. (2015, February). Support for digital scholarship at 
top university libraries of the world. Poster presented at the 7th Annual Bridging the 
Spectrum Symposium, Washington, D.C. 

Hsieh-Yee, I., Zhang, S., Lin, K., and Cherry, S. (2015, February). Thus said the end users: 
Summon experience and support for research workflows. Poster presented at the 7th

Annual Bridging the Spectrum Symposium, Washington, D.C. 

Yontz, E., Hsieh-Yee, I., & Houston, S. (2015, February). Healthy Heroes Summer Reading 
Club: Developing healthy youth at public libraries. 11th Annual Jean Mills Health 
Symposium, Greenville, North Carolina. 

Yontz, E., Hsieh-Yee, I., and Houston, S. (2015, January). Healthy youth and libraries: A pilot 
study.   Association for Library & Information Science Education (ALISE) Annual 
Conference, Chicago, Illinois.

Hsieh-Yee, I. (2014, May). Linking CRRA resources to portal themes via authority files.
Presented at the Catholic Research Resources Alliance 2014 Membership Meeting, 
Marquette, WI.

Hsieh-Yee, I. (2014, April). Enhancing subject access to CRRA resources. Presented at the 2014 
Catholic Library Association Conference, Pittsburgh, PA.

Hsieh-Yee, I. (2014, January). Health Information Technology Program: Educational 
entrepreneurship in action. Presented at the 2014 annual Conference of the Association 
for Library and Information Science Education, Philadelphia, PA

Hsieh-Yee, I., Zhang, S., Lin, K., and Cherry, S. (2014, January). Discovering information 
through Summon: An analysis of user search strategies and search success. Paper 
presented at the 6th Bridging the Spectrum Symposium, Washington, D.C. 
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Hsieh-Yee, I. (2012, December). National Digital Stewardship Alliance and SLIS at CUA:

An Educational Partnership.  Paper presented at Best Practices Exchange: Acquiring, 
Preserving, and Providing Access to Government Information in the Digital Era, 
Annapolis, MD

Choi, Y. and Hsieh-Yee, I. (2010, January). Finding Images in an OPAC: Analysis of User 
Queries, Subject Headings, and Description Notes. Paper presented at 2nd Annual 
Bridging the Spectrum Symposium, Catholic University of America, Washington, D.C. 

Hsieh-Yee, I. and Coogan, J. (2010, January). Google Scholar vs. Academic Search Premier: 
What Libraries and Searchers Need to Know. Paper presented at 2nd Annual Bridging the 
Spectrum Symposium, Catholic University of America, Washington, D.C. 

Hsieh-Yee, I. (2009, November). Information Science Education: An LIS School’s Perspective.
Paper presented at Annual Meeting of the American Society for Information Science and 
Technology, Vancouver, British Columbia, Canada. 

Hsieh-Yee, I., Menard, E., Ya-Ning Chen, A., Shu-Jiun Chen, S., Kalfatovic, M. R., Wisser. K. 
M. (2009, November). Information Organization in Libraries, Archives and Museums: 
Converging Practices and Collaboration Opportunities. Presented at Annual Meeting of 
the American Society for Information Science and Technology, Vancouver, British 
Columbia, Canada. (Organizer and moderator of this panel.) 

Hsieh-Yee, I. and Coogan, J. (2009, July). Catching up to Google Scholar: The Retrieval Power 
of Academic Search Premier and Google Scholar. Poster presented at American Library 
Association Conference, Chicago, Illinois. 

Hsieh-Yee, I., with the CUA Scholarly Communications Project Team. (2009, January). Digital
Scholarship@CUA: Developing an Institutional Repository for CUA.  Poster presented at 
1st Annual Bridging the Spectrum Symposium, Catholic University of America, 
Washington, D.C. 

Wise, M., Cylke, K., and Hsieh-Yee, I. (2009, January). Digital Talking Books: Meeting the 
Needs of the Blind and the Handicapped.  Paper presented at the Bridging the Spectrum 
Symposium, Catholic University of America, Washington, D.C. 

Hsieh-Yee, I. (2009, January). User Expectations of MERIC. Presented at the Information 
Organization Competencies for the 21st Century Discussion Session of the 2009 
Conference of the Association for Library and Information Science Education, Denver, 
Colorado.

Choi, Y., and Hsieh-Yee, I. (2008,November). Subject Access for Images in an OPAC.  Annual 
Meeting of the American Society for Information Science and Technology, Columbus, 
Ohio. (Also co-organized a panel on Retrieving and Using Visual Resources: Challenges 
and Opportunities for Research and Education.) 
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Hsieh-Yee, I. (2008, June). Educating Cataloging Professionals in a Changing Information 
Environment. National Taiwan University, Taipei, Taiwan. 

Vellucci, S. L., Moen, W.E.,  Hsieh-Yee, I., Marson, B., and Wisser, K. (2008, January)
Building a Metadata Education and Research Community through MERIC (Metadata 
Education and Research Information Commons): Demo and Stakeholder Input. A panel 
presented at the 2008 Conference of the Association for Library and Information Science 
Education, Philadelphia, Pennsylvania. 

Hsieh-Yee, I., Choi,Y. and Kules, B. (2007, October). Searching for Books and Images in 
OPAC: Effects of LCSH, TOC and Subject Domains.  A poster presented at the American 
Society for Information Science and Technology Annual Meeting, Milwaukee, 
Wisconsin.

Hsieh-Yee, I. and Coogan, J. (2007, August) Google Scholar vs. Academic Search Premier: A 
Comparative Analysis.  Presented to the Faculty and Staff of the University of the District 
of Columbia. 

Hsieh-Yee, I. and Coogan, J. (2007, June). Google Scholar vs. Academic Search Premier: A 
Comparative Analysis.  Presented to the Washington Research Library Consortium 
Community, Catholic University of America, Washington, D.C. 

Hsieh-Yee, I., Choi, Y., and Kules, B.. (2007, June). What Users Need for Subject Access: Table 
of Contents or Subject Headings? A poster presented at the 2007 American Library 
Association Annual Conference, Washington, D.C., June 2007. 

Choi, Y., Hsieh-Yee, I., and Kules, B. (2007, June). Retrieval Effectiveness of TOC and LCSH.
A paper presented at the Joint Conference on Digital Libraries 2007, Vancouver, Canada.

Vellucci, S. L., Hsieh-Yee, I., and Moen, W.E. (2007, May). If We Build It, Will They Come? 
Building a Community of Practice for Metadata Stakeholders.   A poster presented at the 
Rutgers University Research Day, Bridgeton, New Jersey. 

Hsieh-Yee, I. (2007, May). Federated Searching: User Experience & Perceptions.  International 
Conference on Information Organization & Retrieval, National Taiwan University, 
Taipei, Taiwan. 

Hsieh-Yee, I. (2007, May). Search Performance of Google Scholar and Academic Search 
Premier.  International Conference on Information Organization & Retrieval, National 
Taiwan University, Taipei, Taiwan. 

Hsieh-Yee, I. (2007, May) MERIC: Building a Digital Commons for Metadata Education & 
Research. International Conference on Information Organization & Retrieval, National 
Taiwan University, Taipei, Taiwan. 
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Hsieh-Yee, I., and Coogan, J. (2007, March/April). A Comparative Analysis of Google Scholar 
and Academic Search Premier.  Poster presented at the Association of College & 
Research Libraries 13th National Conference, Baltimore, Maryland. 

Vellucci, S. L. and Hsieh-Yee, I.  (2007, March/April) They Didn’t Teach Me That in Library 
School! Building a Digital Teaching Commons to Enhance Metadata Teaching, Learning 
and Research.  On-site presentation and Webcast by Elluminate. A contributed paper 
presented at the Association of College & Research Libraries 13th National Conference, 
Baltimore, Maryland. The acceptance rate for contributed paper was 20%. This paper was 
one of 10 conference papers chosen for live webcast during the conference. 

Moen, W., Hsieh-Yee, I. and Vellucci, S.L. (2007, January) A DSpace Foundation for a 
Teaching & Research Commons: The Metadata Education and Research Information 
Commons.  A poster session presented at the Open Repositories Conference 2007, San 
Antonio, Texas. 

Tang, R., Hsieh-Yee, I., and Zhang, S. (2006, November) User Perception of MetaLib Combined 
Search.  Paper presented at the Annual Meeting of the American Society for Information 
Science and Technology, Austin, Texas, Nov. 2006. 

Hsieh-Yee, I. (2006, November). Federated Searching: User Perceptions, System Design, and 
Library Instructions.  Paper presented at the Annual Meeting of the American Society for 
Information Science and Technology, Austin, Texas. (Panel organizer, moderator, 
presenter).

Hsieh-Yee, I. (2006, November). Building a Digital Teaching Commons to Enhance Teaching 
and Learning: The MERIC Experience and Challenges.  Paper presented at the Annual 
Meeting of the American Society for Information Science and Technology, Austin, 
Texas. (Panel organizer, moderator, presenter) 

Hsieh-Yee, I. (2006, September). Search Performance of Google Scholar and Academic Search 
Premier.  Paper presented at the ERIC Publishers Meeting, Washington, D.C. 

Hsieh-Yee, I., Zhang, S., and Rong Tang, R. (2006, June). User Perceptions of a Federated 
Search System.  Poster presented at Joint Conference on Digital Libraries, Chapel Hill, 
North Carolina. 

Hsieh-Yee, I. and  Zhang, S. (2006, June). Preparing Users for Federated Search: Implications 
of a MetaLib User Perceptions Study.  Paper presented at the 2006 Ex Libris User Groups 
of North America Conference, Knoxville, Tennessee. 

Hsieh-Yee, I. (2006, January). MERIC Organizations and Navigation.  Paper presented at the 
2006 ALISE Annual Conference, San Antonio, Texas. 
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Hsieh-Yee, I. (2006, January). Metadata and Cataloging Education: Recommended 

Competencies. Paper presented at the 2006 ALISE Annual Conference, San Antonio, 
Texas.

Hsieh-Yee, I. (2005, November). Digital Library Evaluation: Progress & Next Steps. 
Presentation at the Annual Meeting of the American Society for Information Science & 
Technology, Charlotte, North Carolina. 

Hsieh-Yee, I. (2005, August). Providing Access to Digital Content: Issues for DL Managers.
Presentation at MDK12 Digital Library Steering Committee Meeting, Columbia, 
Maryland.

Hsieh-Yee, I. (2005, April). Enhancing Teaching and Learning: The Role of School Library 
Media Specialists.  Presentation at Meeting of the Baltimore County Public School 
System School Media Specialists, Baltimore, Maryland. 

Hsieh-Yee, I. (2005, January). Subject Access and Users: Insights & Inspirations from Marcia J. 
Bates.  Paper presented at the Historical Perspectives SIG, 2005 Conference of the 
Association for Library and Information Science Education, Boston, Massachusetts.

Hsieh-Yee, I. (2005, January). Electronic Resource Management: Practice, Employer 
Expectations, & CE Interests. Paper presented at Technical Services Education SIG, 2005 
Conference of the Association for Library and Information Science Education, Boston, 
Massachusetts.

Hsieh-Yee, I. (2004, October). Library Professionals for the Digital Age: Competencies & 
Preparation.  Paper presented at Bibliographic Access Management Team meeting, 
Library of Congress, Washington, D.C.

Hsieh-Yee, I. (2004, January). Cataloging and metadata expertise for the digital era.  Presented 
at Preparing 21st Century Cataloging and Metadata Professionals: A Workshop for 
Educators and Trainers, San Diego and sponsored by ALCTS, ALISE, LC, and OCLC. 

Hsieh-Yee, I. (2004, January). Educating catalogers for the digital era.  Paper presented at the 
Technical Services SIG, 2004 Conference of the Association for Library and Information 
Science Education, San Diego.

Hsieh-Yee, I. (2003, July). Cataloging Education for the 21st Century.  A presentation at the 
Library of Congress, Washington, D.C. 

Hsieh-Yee, I. (2002, January) Metadata Education and Research Priorities: A Delphi Study of 
Metadata Experts.  Presentation at the 2002 Conference of the Association for Library 
and Information Science Education, New Orleans.
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Hsieh-Yee, I. (2001, November). A Delphi Study of Metadata: Preliminary Findings.  Poster 

session at the 2001 Annual Meeting of the American Society for Information Science & 
Technology, Washington, D.C. 

Hsieh-Yee, I. (2001, June). Resources on Asian American Children: Analysis of Retrieval by 
Search Engines and WorldCat.  Presentation at the National Conference on Asian Pacific 
American Librarians, San Francisco.

Hsieh-Yee, I. (2001, January). Delphi Study on Metadata: Project Design. Presentation at 
Research Awards Session, Association for Library & Information Science Education, 
Washington, D.C. 

Hsieh-Yee, I. (2000, May). Web Search Behavior Research: Progress and Implications.
Presentation at the Symposium on Evaluating Library and Information Science Research, 
University of Wisconsin-Madison, Madison, Wisconsin.

Hsieh-Yee, I. (2000, March). ERIC User Services: Evaluation in a Decentralized Environment. 
Presentation at the National ERIC Joint Directors/Technical Meeting, Arlington, 
Virginia.

Hsieh-Yee, I. (2000, January). Enhancing Learning with Web Technology.  Presentation at 
Faculty Conversations, Catholic University of America, Washington, D.C. 

Hsieh-Yee, I. (2000, January). From Surrogates to Objects: CUA’s Approaches to Organizing 
Electronic Resources.  Paper presentation at the Annual Conference of the Association 
for Library and Information Science Education, San Antonio, Texas.

Yee, P., and Hsieh-Yee, I. (1997, November). Individual Differences in Search Behavior on the 
WWW.  A poster session presented at the 38th Annual Meeting of the Psychonomic 
Society, Philadelphia, Pennsylvania. 

Hsieh-Yee, I. (1997, April). Research + Marketing + Preparation = Job!  Presented at the 
"Workshop on Resume and Interview Techniques," Special Libraries Association, 
Student Chapter, Catholic University of America, Washington, D.C.

Hsieh-Yee, I. (1997, February). Creating CyberCatalogers:  Education and Training.
Presentation at ALA's Midwinter Meeting, Washington, D.C. 

Hsieh-Yee, I. (1997, February). Search Tactics of Web Users in Searching for Texts, Graphics, 
Known Items and Subjects:  A Search Simulation Study.  Presented at the Conference of 
the Association for Library and Information Science Education, Washington, D.C. 

Hsieh-Yee, Ingrid. "Beginning Your Special Library/Information Center Career."  Presented at 
SLA's "Career Day," Jan. 11, 1997, Catholic University of America. 
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Hsieh-Yee, I. (1996, September). The Roles of Library and Information Scientists in 

Managing Electronic Information.  Presentation at Hamilton College, Clinton, New 
York.

Hsieh-Yee, I. (1996, May). The Future of Cataloging as a Profession.  Presented at "The 
Cataloging Forum, Library of Congress, Washington, D.C.

Hsieh-Yee, I. (1994, October). The Impact of the Internet on OPACs.  Presented at the Third 
Workshop on User Interfaces for OPACs, Library of Congress, Washington, D.C.

Reports

Hsieh-Yee, I., with Knowledge Management Competencies and Performance Action Group of 
the Federal Knowledge Management Initiative. “From Knowledge Management 
Competencies to Improved Organizational Performance.” April 9, 2009. 

Hsieh-Yee, I., with Knowledge Practices Action Group of the Federal Knowledge Management 
Initiative. “KM Practice in Government Agencies: Findings and Recommendations.” 
April 9, 2009.

Hsieh-Yee, I. “Delphi Study on Metadata.” 2001. Three quarterly reports submitted to the 
Association for Library and Information Science Education.

Hsieh-Yee, I. “College Students' Information Channels:  Patterns of Use and Possible Factors in 
Channel Selection.” 1995. Submitted to the Catholic University of America.

Hsieh-Yee, I. “The Information-Seeking Patterns of Scholars and Their Use of an Online 
Information System.” 1994. Submitted to the Council on Library Resources.

Book Reviews

Review of The Measurement and Evaluation of Library Services, by Sharon L. Baker and F. 
Wilfrid Lancaster. Information Processing and Management 30 (1994): 450-52. 

Review of Subject Access to Films and Videos, by Sheila S. Intner and William E. Studwell; and 
Cataloging Unpublished Nonprint Materials, by Verna Urbanski with Bao Chu Chang 
and Bernard L. Karon. Information Processing and Management 30 (1994): 449-50. 

Review of Automated Information Retrieval in Libraries:  A Management Handbook, by Vicki 
Anders. Journal of Library and Information Science 19 (1993): 98-100. 

Review of Full Text Databases, by Carol Tenopir and Jung Soon Ro. Information Processing 
and Management 28 (1992): 667-68.

Apple v. Corephotonics Page 37 of 550 Apple Ex. 1022



14
Review of Descriptive Cataloging for the AACR2R And USMARC: A How-to-Do It 

Workbook, by Larry Millsap and Terry Ellen Ferl. Information Processing and 
Management 28 (1992): 809-11. 

Review of MARC Manual: Understanding and Using MARC Records, by Deborah J. Byrne.
Information Processing and Management 28 (1992): 537-38. 

Service

Professional Associations and Societies 

Library of Congress. RDA Training Program for the Profession. Co-authored with Tim 
Carlton. 2013-2014. 

National Digital Stewardship Alliance. Outreach Committee. 2011-2014. 
National Digital Stewardship Residency Program. Advisory Group, 2012-2013. 
FEDLINK Health Information Technology Advisory Council, 2011-2015. 
2012 Joint Conference on Digital Libraries. Program Planning Committee, Pre-
Conference Proposals Review Committee, 2012 
Catholic Research Resources Alliance. Five-Year Strategic Plan Task Force, 2011-2012 
Institute of Museum and Library Services. Grant reviewer. 2004, 2005, 2010. 

Association for Library and Information Science Education.
* ALISE Bodan Wynar Research Paper Award Committee, 2015, 2016, 2017 
* ALISE Eugene Garfield Dissertation Award Competition, Jury, 2013, 2014 
* ALISE Research Grant Competition Committee. Chair, 2012 
* Pratt-Severn Faculty Innovation Award. Chair, 2009, 2010 
* ALISE Doctoral Poster Jury, 2012 
* “Information Organization Competencies for the 21st Century” Discussion session 
leader. 2009 Conference of the Association for Library and Information Science 
Education.
* Assisted Technical Services SIG Convener in organizing a program, ““Building a 
Metadata Education and Research Community through MERIC (Metadata Education and 
Research Information Commons): Demo and Stakeholder Input” for the 2008 ALISE 
conference.
* Association for Library Collections and Technical Services/Association for Library and 
Information Science Education (ALCTS/ALISE) Metadata Education and Research 
Information Center (MERIC) Advisory Board, Co-Chair (with Sherry Vellucci), 2005-
2007. Chair, 2008-2009  (leading the effort to build MERIC, a repository and 
collaborative space for metadata educators, practitioners, and researchers) 
* Technical Services SIG, Convener, 2004-2005. Organized a program on “Electronic 
Resources Management: Current Practices, Employer Expectations, and Teaching 
Strategies” for the 2005 conference in Boston, Massachusetts.
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* Technical Services SIG, Convener, 2003-2004. Organized a program on “Organizing 
Information with Metadata: Desired Competencies and Teaching Innovations” for the 
2004 conference.
* Technical Services SIG, Convener, 1999-2000. Organized a program on "Teaching the 
Organization of Electronic Resources" for the 2000 conference. 
* Curriculum SIG, Co-convener (with Sibyl Moses), 1996-97. Organized a program on 
“Government Information Policy” for the 1997 conference. 

American Society for Information Science & Technology.
* Reviewer, Conference program panel submissions and poster submissions, 2005, 2006, 
2007, 2009, 2011, 2012, 2013, 2014, 2015, 2016, 2017 
* Nomination Committee, 2009-2011 
* Information Science Education Special Interest Group. American Society for 
Information Science and Technology. Chair-Elect, 2007-2008. Chair 2008-2009. 
* Committee on Information Science Education. 1999-2006. 
* Committee on Information Science Education. Organizing Committee for an 
orientation program for students at ASIS annual meetings, 1999-2001 
* Committee on Information Science Education. Sub-committee on Student Welfare 
(focusing on issues related to master's education), 1998-2001
* SIG ED. Organizing Committee for the "Seminar on Research and Career 
Development" for junior researchers. 1995-96 (chair), 1997-2001 
* ISI Doctoral Dissertation Proposal Scholarship Jury, 1997; 2001, 2002 
* Pratt-Severn Best Student Research Paper Award Jury.  Chair. 1997 
* 1998 Midyear Meeting (referee of contributed papers), 1997 
* Organizer and moderator of the ASIS Doctoral Forum and the Doctoral Research 
Seminar 1994-1995 

 * SIG Human Computer Interaction. Chair-Elect, Chair, 1993-1995 
* Doctoral Forum Award Jury, 1995 

 * Best Student Paper Award Jury, 1995    

American Library Association.
* Committee on Accreditation, External Review Panelist, 2009- (site visiting team 2013-
2014; site visiting team 2016-2017) 
* Association for Library Collections and Technical Services Task Force on 
Competencies and Education for a Career in Cataloging, member, 2008-2009 
* Facilitator for “What They Don't Teach in Library School: Competencies, Education 
and Employer Expectations for a Career in Cataloging,” an Association for Library 
Collections and Technical Services Preconference, June 22, 2007 in Washington, D.C. 
Also a local liaison for bringing this program to the Catholic University of America. 
* Facilitator for a discussion on "Effect of Electronic Resources on Technical Services" 
at ALA's Midwinter Meeting held in Feb. 1997 in Washington, D.C. 
* International Relations Committee, Subcommittee Task Force for IFLA and China, 
1994-1997
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Virginia Association of School Librarians. Scholarships and Awards Committee. 2010-
2012

Federal Knowledge Management Initiative, Knowledge Management Practices Action 
Group. Member. 2009 (leading the effort to build a knowledge management repository) 
Federal Knowledge Management Initiative, Knowledge Management Competencies & 
Learning Action Group. Member. 2009 (developing an action plan for helping 
government knowledge workers and government agencies to develop knowledge 
management competencies) 
National Center for Education Statistics. Technical Review Panel. 2008. 
External evaluator for a case of promotion to full professorship. University of Tennessee. 
2008.
National Information Standards Organization (NISO). Advisory Board, Revision of 
“IMLS Framework of Guidance for Building Good Digital Collections,” 2004, 2007. 
Library of Congress, Bibliographic Control of Web Resources: A Library of Congress 
Action Plan. Principal Investigator of Action Item 5.1, focusing on cataloging and 
metadata education for students and new librarians, 2002-2003. (worked with the 
Association for Library Collections and Technical Services, Education Task Force) 

Chinese American Librarians Association 
* Chinese American Librarians Association Outstanding Library Leadership Award in
Memory of Dr. Margaret Chang Fung, Award Committee, 2016- 
* Achievement Award Jury, 2000-2001 
* CALA Goal 2000 Task Force, 1997 

 * Scholarship Committee, 1995, 1996-1997 (chair)  
 * Board of Directors, 1994-1997 
 * Publication Committee, 1993-1995 

* International Relations Committee, 1993-1996 

SailorSM Assessment Advisory Group (An impact study of Sailor, Maryland's Public 
Information Network), 1995 

Editorial boards 
Journal of Library and Information Science. Editorial Board, 2012- 
Chinese American Librarians Association, Occasional Papers Series. Editorial 
Board, 2009-2016. 
Library Quarterly. Editorial Board, 2003-2008 
Bulletin of the Medical Library Association, 1994-97 
Newsletter editor for the Chinese American Librarians Association, 1989-92 

Referee for the following journals 
Information Processing and Management
Journal of Digital Information 
Journal of Education for Library and Information Science 
Journal of Information Science 
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Journal of Library & Information Science 
Journal of Library Metadata
Journal of the American Society for Information Science & Technology
Library and Information Science Research 
Library Quarterly

Expert reviewer, “Digital Library” course, Evaluation module, University of North 
Carolina, Chapel Hill, 2007-2008. 

Expert reviewer, “Information Organization” course, University of Michigan, Ann Arbor. 
2007.

Catholic University of America 

School of Arts & Sciences, Committee on Appointments and Promotions, 2015-2019 
School of Arts & Sciences, Academic Council, 2015-2016. 
School of Arts & Sciences, Ordinary Professor Group, 2013- 
President’s Administrative Council, 2010-2012 
Deans’ Council, 2010-2012 
Academic Leadership Group, 2010-2012 
Academic Senate, 2003-2012 
Academic Senate, Committee on Committees and Rules, 2009-2012 
Academic Senate, Committee on Appointments and Promotions, 2005-2008 
Graduate Board, 2010-2012 
CUA Scholarly Communication Project Team, Member (2007), Chair, 2008-2009 
Academic Senate Library Committee, Interim Chair (2007), Member, 2008-2012 
Doctoral Dissertation Defense Committee, Chair, Dept. of Education, 2014, 2015
Doctoral Dissertation Defense Committee, Chair, School of Nursing, 2006, 2008 
Dean Search Committee, 1992-1994, 1998-1999, 2002-2003, 2006-2007 
Fulbright Review Panel, 2006
Academic Senate Committee on Computing, 1995-2003
CUA Service Learning Advisory Board, 2001-2002 
CUA Faculty Conversations on Enhancing Teaching and Learning through 
 Technology, Planning Group, 1999-2001 
CUA Initiative on Technology and Teaching, 1998-2001

Dept. of Library and Information Science 

Accreditation presentation, Chair, June 2015-August 2016 
Interim Co-Chair, June 2015-August 2016. 
Appointments and Promotions Committee, 1991- 
Blended Learning Committee, spring 2016- 
Colloquium and Symposium Planning Committee, fall 2016- 
Scholarship Committee, fall 2016- 
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Technology Committee, fall 2016- 
Comprehensive examination editor, 2016-2017 
LIS Advisory Board, 2015-2016 (chair); fall 2016 (member) 
Committee on Planning and Assessment, 2015-2016 (chair) 
Admissions Committee, 2007-2009, Chair 2010-2012, Member 2013-2015 
Senior Faculty Committee, 2014-2016. 
Accreditation Steering Committee, 2014-2016 (Chair, 2015-2016 ) 
Accreditation Students Standard Committee, co-chair, 2014-2016 
Accreditation Mission, Goals, and Objectives Standard Committee, co-chair, 2014-2016 
Accreditation Curriculum Standard, member 2014-2-16 
Accreditation Administration and Finance Standard, member 2014-2016 
Cultural Heritage Information Management Project (IMLS-funded), Co-PI, 2012-2015 
Cultural Heritage Information Management Forum (scheduled for June 2015), Co-
Organizer, 2013-2015 
Health Information Technology Interim Review Committee, 2015 (chair) 
Health Sciences Librarianship Advisory Group, 2015- (chair) 
Comprehensive examination editors, 2013-2014, 2016-2017 
National Digital Stewardship Alliance liaison, 2011-2014 
Advisory Board, Chair 2010-2012 
Academic Honesty Committee, Chair, 2008-2012 
Blended Learning Committee, 2010-2012 
Colloquium Committee, 2010-2012 
Comprehensive Examination Administration, 2010-2012 
Cultural Heritage Information Management Advisory Committee, 2010-2012 (chair), 
2013-
Curriculum Committee, 1991-2003, 2007-2009, Chair 2010-2012, member 2013- 
Curriculum Subcommittee on Comprehensive Examination, Chair 2009-2012
Health Information Technology Advisory Board, Chair 2010-2012. Member 2013-
Health Sciences Advisory Committee, 2009, Chair 2010-2012. Member 2013- 
HIT Expert Forum, Chair 2012. Member 2013- 
Health Information Technology Student Group Advisor, 2011-2012 
State Council for Higher Education of Virginia, SLIS Representative, 2010-2012 
Symposium Planning Committee, 2010-2012 
Website Management Team, Chair, 2010-2012 
Urban School Librarianship Project (IMLS-Funded), PI, 2007-2011 (chair, 2010-11)
Failing Grades Committee, 1995-1997 (chair), 2000-2001 (chair), 2004-2005 (chair), 
2007 (chair)-2011 
Faculty Search Committee, 1994-1998, 2002-2004, 2006 (chair), Fall 2007-2009, Chair 
fall 2009-2012
Recruitment Committee, Chair 2010-2012 
Strategic Planning Committee, Chair 2010-2012 
Technology Committee, 2010-2012 
Accreditation Advisory Committee, 2007-2009 
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Accreditation Coordinating Committee, 2007-2009 
Accreditation Steering Committee, 2007-2009 
SLIS Advisory Group, 2007-2009 
Accreditation Curriculum Standard Committee, Co-chair, 2007-2009 
Accreditation Faculty Standard Committee, Co-chair, 2007-2009 
LSC 551 Information Organization Review Team, Co-chair, 2008-2009, 2015-2016. 
Curriculum Subcommittee on Portfolios, 2009 
LSC 555 Information Systems in Libraries and Information Centers Review Team, 
contributor, 2008-2009 
Redesign of LSC 730 Use and Users of Libraries and Information. 2009- 
Development of a metadata institute that was taught as LSC 715 Organization of Internet 
Resources in 2008. The institute is being revised and will be offered in 2010 under a new 
course title. 
Development of lesson plans, assignments, and evaluation rubrics for LSC 606, 
Cataloging and Classification, for the School’s NCATE accreditation. 2008 
Howard and Mathilde Rovelstad Scholarship Committee, Chair, 2004-2007 
Assistant Dean Search Committee, Chair, Fall 2007 
Liaison to the Association for Library Collections and Technical Services to bring its 
preconference program, Cataloging Education and Employer Expectations, to CUA 
during the 2007 American Library Association Annual Meeting in Washington, D.C.
Organizer of the colloquium presentation and reception for Tamar Sadeh of Ex Libris on 
PRIMO June 2007 
Practicum review and design (work with potential supervisors, such as the American 
Indian Museum internship description revision) 2006- 
Comprehensive examinations (edits, proctoring, and grading), 1990- 
SLIS Web site redesign: Comments and suggestions. Fall 2007 
Conducted surveys of current students and alumni in preparation for the 2005 re-
accreditation, 2004-2005 
Student advisement, 1990- 
Technology Committee, 1992-1999 (chair, 1996-1998), 2002-2003 (member) 
Colloquia Committee 1997-1999, 2002-2003.
Advisor of the CUA Student Chapter of the American Society for Information Science 
and Technology, 2002-2003 
Visiting Professor Search Committee, 1999, 2000, 2001 
Leader, Participation in the CORC experiment, 1999-2000 
Advisor of the Special Libraries Association Student Chapter, 1993-1999; the group was 
recognized for outstanding leadership by SLA in 1999. 
COA planning Committee, Task Force on Electronic Presentation of SLIS Reports (team 
leader) 1997-1998 
COA Planning Committee, Subcommittee on Technology 1996-1998 
NLM practicum coordinator, 1997-1998 
Computer Literacy Workshops: Assisted with the development and evaluation of the 
workshops, 1996-1998 
Leader, Participation in the InterCat project, 1995-1997 
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Library of Congress >> MARC >> Understanding MARC

MARC 21 Reference Materials
Part VII: A Summary of Commonly Used MARC 21 Fields
Part VIII: A List of Other Fields Often Seen in MARC Records
Part IX: The Leader
Part X: Field 008 for Books

Part VII:

A Summary of
Commonly Used MARC 21 Fields

This is a summary of the MARC 21 tags used most frequently by libraries in
entering their own bibliographic records. For full listings of all MARC 21 tags,
indicators, and subfield codes, see MARC 21 Format for Bibliographic Data.

In the explanations on these pages:

Tags -- The tags (3-digit numbers) are followed by the names of the fields they represent.
In this summary, and in the MARC 21 Format for Bibliographic Data, if a tag can appear
more than once in one bibliographic record, it is labeled repeatable (R). If it can only be
used once, it is labeled non-repeatable (NR). For example, a catalog record can have
several subjects, so the tags for subject added entries (6XX) are labeled repeatable (R).

Indicators -- The use of indicators is explained in fields where they are used. Indicators
are one-digit numbers. Beginning with the 010 field, in every field -- following the tag --
are two character positions, one for Indicator 1 and one for Indicator 2. The indicators are
not actually defined in all fields, however. And it is possible that a 2nd indicator will be
used, while the 1st indicator remains undefined (or vice versa). When an indicator is
undefined, the character position will be represented by the character # (for blank space).

Subfield codes -- All the data in each field (beginning with the 010 field) is divided into
subfields, each of which is preceded by a delimiter-subfield code combination. The most
common subfield codes used with each tag are shown. Each subfield code is preceded by
the character $, signifying a delimiter. The name of the subfield follows the code.

In general, every field MUST have a subfield 'a' ($a). One exception that is often seen is
in Field 020 (ISBN), when the ISBN information (subfield $a) is unavailable but the
price (subfield $c) is known. Some subfields are repeatable. In this summary,
repeatability is noted for only the more common repeatable subfields.

Examples: Examples follow the explanation for each field. For clarity, one space has
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been placed between the tag and the first indicator, one space has been placed between
the second indicator and the first delimiter- subfield code, and one space has been
inserted between the delimiter-subfield code and the subfield data.

010 Library of Congress Control Number -- (LCCN)
(NR, or Not Repeatable

Indicators undefined.
Subfield used most often:

$a -- Library of Congress control number

Example:    010 ##  $a ###86000988#

020 International Standard Book Number -- (ISBN)
(R, or Repeatable)

Indicators undefined.
Subfields used most often:

$a -- International Standard Book Number
$c -- Terms of availability (often a price)
$z -- Cancelled/invalid ISBN (R)

     Example:    020 ##  $a 0877547637

040 Cataloging source -- (NR)

Indicators undefined.
Subfields used most often:

$a -- Original cataloging agency
$c -- Transcribing agency
$d -- Modifying agency (R)

     Example:    040 ## $a DLC
                        $c DLC
                        $d gwhs 

100 Main entry -- Personal name -- (primary author)
(NR; there can be only one main entry)
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Indicator 1: Type of personal name entry element
0 -- Forename
1 -- Surname (this is the most common form)
3 -- Family name

Indicator 2 undefined.
Indicator 2 became obsolete in 1990. Older records may display 0 or 1

Subfields used most often:
$a -- Personal name 
$b -- Numeration
$c -- Titles and other words associated with a name (R)
$q -- Fuller form of name
$d -- Dates associated with a name (generally, year of birth)

     Example:    100 1# $a Gregory, Ruth W.
                        $q (Ruth Wilhelme),
                        $d 1910-

130 Main entry -- Uniform title -- (NR)

Indicator 1: Nonfiling characters
0-9 -- Number of nonfiling characters present (for initial articles, including
spaces)

Indicator 2 undefined.
Indicator 2 became obsolete in 1990. (See 100 above.)

Subfields used most often:
$a -- Uniform title
$p -- Name of part/section of a work (R)
$l -- Language of a work
$s -- Version
$f -- Date of a work

     Example:    130 0# $a Bible. 
                        $p O.T.
                        $p Psalms.

240 Uniform title (NR)

Indicator 1: Uniform title printed or displayed
0 -- Not printed or displayed
1 -- Printed or displayed (most common)

Indicator 2: Nonfiling characters
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0-9 -- Number of nonfiling characters present (for initial articles, including
spaces)

Subfields used most often:
$a -- Uniform title
$l -- Language of a work
$f -- Date of a work

Example:    240 10 $a Ile mystérieuse.
                        $l English. 
                        $f 1978

245 Title Statement (NR)
Indicator 1: Title added entry

  (Should the title be indexed as a title added entry?)
  0 -- No title added entry
   (indicates a title main entry; i.e. no author is given)
  1 -- Title added entry

   (the proper indicator when an author given in 1XX; the most common
situation)

Indicator 2: Nonfiling characters
0-9 -- Number of nonfiling characters present, including spaces; usually set at

zero, except when the title begins with an article; e.g., for The robe, the
second indicator would be set to 4. The letters T, h, e, and the space
following them are then ignored in alphabetizing titles. The record will
be automatically filed under "r" -- for Robe.

Subfields used most often:
$a -- Title proper
$h -- Medium (often used for non-book media)
$p -- Name of part/section of a work (R)
$b -- Reminder of title (subtitles, etc.)
$c -- Remainder of title page transcription/Statement of responsibility

    

Example:    245 14 $a The DNA story :
                        $b a documentary history of gene 
                           cloning /
                        $c James D. Watson, John Tooze.

246 Varying form of title (R)
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Indicator 1: Note/title added entry controller
1 -- Note, title added entry
3 -- No note, title added entry

Indicator 2: Type of title
# -- No information provided 
0 -- Portion of title
1 -- Parallel title
4 -- Cover title
8 -- Spine title

Subfield used most often:
$a -- Title proper

Example:    246 3# $a Four corners power review

250 Edition statement (NR)

Indicators undefined.
Subfield used most often:

$a -- Edition statement

     Example:    250 ## $a 6th ed.

260 Publication, distribution, etc. (Imprint) (R)

Indicator 1: Sequence of publishing statements
# -- No information provided

Indicator 2: Undefined
Subfields used most often:

$a -- Place of publication, distribution, etc. (R)
$b -- Name of publisher, distributor, etc. (R)
$c -- Date of publication, distribution, etc. (R)

     Example:    260 ## $a New York :
                        $b Chelsea House,
                        $c 1986.

300 Physical description (R)
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Indicators undefined.
Subfields used most often:

$a -- Extent (number of pages) (R)
$b -- Other physical details (usually illustration information)
$c -- Dimensions (cm.) (R)
$e -- Accompanying material (for example, "teacher's guide" or "manual")

     Example:    300 ## $a 139 p. :
                        $b ill. ;
                        $c 24 cm.

440 Series statement / Added entry--Title
This field was made obsolete in 2008 to simplify the series statement. See 490 and
830.

490 Series statement (No added entry is traced from field) (R)

Indicator 1: Specifies whether series is traced (whether an 8XX tag is also present)
0 -- Series not traced
1 -- Series traced (8XX is in record)

Indicator 2 undefined.
Subfield used most often:

$a -- Series statement (R)
$v -- Volume number (R)

     Example:    490 1# $a Colonial American craftsmen

500 General note (R)

Indicators undefined.
Subfield used most often:

$a -- General note (Used when no specialized note field has been defined for
the information. Examples: Notes regarding the index; the source of the title;
variations in title; descriptions of the nature, form, or scope of the item.)

     Example:    500 ##  $a Includes index.

504 Bibliography, etc. note (R)
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Indicators undefined.
Subfield used most often:

$a -- Bibliography, etc. note

     Example:    504 ## $a Includes bibliographical 
                           references.

505 Formatted contents note (R)

Indicator 1: Type of contents note
0 -- Complete contents
1 -- Incomplete contents (used with multivolume set when some volumes are
not yet published)
2 -- Partial contents

Indicator 2: Level of content designation
# -- Basic

Subfield used most often:
$a -- Formatted contents note

     Example:    505 0# $a Pride and prejudice -- Emma
                           -- Northanger Abbey.

520 Summary, etc. note (R)

Indicator 1: Display constant controller
# -- Summary
1 -- Review
2 -- Scope and content
3 -- Abstract

Indicator 2 undefined
Subfields used most often

$a -- Summary, abstract, or annotation
$b -- Expansion of summary note

     Example:    520 ## $a This basic guide to parliamentary
                           procedure tells how to conduct 
                           and participate in a meeting 
                           properly.
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600 Subject added entry -- Personal name (R)

Indicator 1: Type of personal name entry element
0 -- Forename
1 -- Surname (this is the most common form)
3 -- Family name

Indicator 2: Subject heading system/thesaurus (identifies the specific list or file
which was used)

0 -- Library of Congress Subject Headings
1 -- LC subject headings for children's literature 
2 -- Medical Subject Headings
3 -- National Agricultural Library subject authority file
4 -- Source not specified 
5 -- Canadian Subject Headings 
6 -- Répertoire de vedettes-matière
7 -- Source specified in subfield $2

(Note regarding Sears subject headings: The MARC 21 format does not provide an
assigned indicator for Sears subject headings. Therefore, an indicator of 7 is used, and the
MARC defined code "sears" is placed in subfield $2.)

Subfields used most often:
$a -- Personal name (surname and forename)
$b -- Numeration
$c -- Titles and other words associated with a name (R)
$q -- Fuller form of name
$d -- Dates associated with a name (generally, year of birth)
$t -- Title of a work
$v -- Form subdivision (R) 
$x -- General subdivision (R) 
$y -- Chronological subdivision (R) 
$z -- Geographic subdivision (R) 
$2 -- Source of heading or term (used with 2nd indicator of 7)

     Example:    600 10 $a Shakespeare, William, 
                        $d 1564-1616 
                        $x Comedies
                        $x Stage history.

     Example:    600 10 $a Shakespeare, William, 
                        $d 1564-1616 
                        $x Knowledge 
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                        $z Rome 
                        $v Congresses.

Notice that subfields $v, $x, and $z in the 600 field are repeatable. Subfields $v, $x, $y,
and $z do not have to be in alphabetical order. They will be in the order prescribed by the
instructions given by the subject heading system.

610 Subject added entry -- Corporate name (R)

Indicator 1:Type of corporate name entry element
0 -- Inverted name (not used with AACR2)
1 -- Jurisdiction name
2 -- Name in direct order

Indicator 2: Subject heading system/thesaurus.
See indicator 2 under 600

Subfields used most often:
$a -- Corporate name or jurisdiction name as entry element
$b -- Subordinate unit (R)
$v -- Form subdivision (R)
$x -- General subdivision (R) 
$y -- Chronological subdivision (R)
$z -- Geographic subdivision (R)
$2 -- Source of heading or term (used with 2nd indicator of 7)

     Example:    610 10 $a United States. 
                        $b Army Air Forces
                        $v Biography.

650 Subject added entry -- Topical term (Most subject headings fit here.) (R)

Indicator 1: Level of subject
# -- No information provided

Indicator 2: Subject heading system/thesaurus 
(identifies the specific list or file which was used)

0 -- Library of Congress Subject Headings
1 -- LC subject headings for children's literature
2 -- Medical Subject Headings
3 -- National Agricultural Library subject authority file
4 -- Source not specified
5 -- Canadian Subject Headings
6 -- Répertoire de vedettes-matière
7 -- Source specified in subfield $2
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Note regarding Sears subject headings: The MARC 21 format does not provide an
assigned indicator for Sears subject headings. Therefore, an indicator of 7 is used, and the
MARC defined code "sears" is placed in subfield $2.)

Subfields used most often:
$a -- Topical term
$v -- Form subdivision (R)
$x -- General subdivision (R) 
$y -- Chronological subdivision (R)
$z -- Geographic subdivision (R)
$2 -- Source of heading or term used with 2nd indicator of 7)

     Example:    650 #0 $a Theater 
                        $z United States 
                        $v Biography 
                        $v Dictionaries.

Notice that subfields $v, $x, and $z in the 650 field are repeatable. Subfields $v, $x, $y,
and $z do not have to be in alphabetical order. They will be in the order prescribed by the
instructions given by the subject heading system.

651 Subject added entry -- Geographic name (R)

Indicator 1: undefined.
Indicator 2: Subject heading system/thesaurus.

See indicator 2 under 600
Subfields used most often:

$a -- Geographic name
$v -- Form subdivision (R)
$x -- General subdivision (R)
$y -- Chronological subdivision (R)
$z -- Geographic subdivision (R)
$2 -- Source of heading or term (used with 2nd indicator of 7)

     Example:    651 #0 $a United States 
                        $x History 
                        $v Chronology.

Notice that subfields $v, $x, and $z in the 651 field are repeatable. Subfields $v, $x, $y,
and $z do not have to be in alphabetical order. They will be in the order prescribed by the
instructions given by the subject heading system.
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700 Added entry -- Personal name (R)

Indicator 1: Type of personal name entry element
0 -- Forename
1 -- Surname (this is the most common form)
3 -- Family name

Indicator 2: Type of added entry
# -- No information provided (most common; co-authors, editors, etc.)
2 -- Analytical entry (The values for Indicator 2 changed in 1994 with
Format Integration, and older records may display additional values. An
analytical entry involves an author/title of an item contained in a work.)

Subfields used most often:
$a -- Personal name
$b -- Numeration
$c -- Titles and other words associated with a name (R)
$q -- Fuller form of name 
$d -- Dates associated with a name (generally, year of birth)
$e -- Relator term (such as ill.) (R) 
$4 -- Relator code (R)

     Example:    700 1# $a Baldridge, Letitia. 

710 Added entry -- Corporate name (R)

Indicator 1: Type of corporate name entry element
0 -- Inverted name (not used with AACR2)
1 -- Jurisdiction name
2 -- Name in direct order

Indicator 2: Type of added entry.
See Indicator 2 under 700
# -- No information provided
2 -- Analytical entry

Subfields used most often:
$a -- Corporate name or jurisdiction name as entry element
$b -- Subordinate unit (R)

     Example:    710 2# $a Sunburst Communications (Firm)

740 Added entry -- Uncontrolled related/analytical title (R)

Indicator 1: Nonfiling characters
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0-9 -- Number of nonfiling characters present (for initial articles, including
spaces)

Indicator 2:Type of added entry. See Indicator 2 under 700
# -- No information provided
2 -- Analytical entry
(This field was redefined in 1994 with Format Integration. Prior to 1994, the
field was also used for variant titles, such as a different wording on a spine
title. In records created since Format Integration, those variant tiles appear in
a 246 field.)

Subfield used most often:
$a -- Title

     Example:    740 02 $a Uncle Vanya.

800 Series added entry -- Personal name (R)

Indicator 1: Type of personal name entry element
0 -- Forename
1 -- Surname 
3 -- Family name

Indicator 2 undefined.
Subfields used most often:

$a -- Personal name
$b -- Numeration
$c -- Titles and other words associated with a name (R)
$q -- Fuller form of name
$d -- Dates associated with a name (generally, year of birth)
$t -- Title of a work (the series)
$v -- Volume number

     Example:    800 1# $a Fisher, Leonard Everett.
                        $t Colonial American craftsmen.

830 Series added entry -- Uniform title (R)

Indicator 1 undefined.
Indicator 2: Nonfiling characters

0-9 -- Number of nonfiling characters present (for initial articles, including
spaces)

Subfield used most often:
$a -- Uniform title
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$v -- Volume number

     Example:    830 #0 $a Railroads of America (Macmillan)

[ Back to Top of Page ]

Part VIII:

A List of Other Fields
Often Seen in MARC Records

001 Control number
003 Control number identifier
005 Date and time of latest transaction
006 Fixed-length data elements -- additional material characteristics
007 Physical description fixed field
008 Fixed length data elements (See Part X)
022 International Standard Serial Number (ISSN)
037 Source of acquisition
041 Language code
043 Geographic area code
050 Library of Congress call number
060 National Library of Medicine call number
082 Dewey Decimal classification number (the one recommended by the Library of

Congress; locally-assigned call numbers may appear elsewhere)
110 Main entry -- Corporate name (less frequent under AACR2 rules)
256 Computer file characteristics
263 Projected publication date 

(indicates a CIP -- Cataloging in Publication -- record)
306 Playing time
508 Creation/production credits note
510 Citation/references note (review sources)
511 Participant or performer note
521 Target audience note (first indicator: 0 = reading grade level, 1 = interest age

level, 2 = interest grade level, 3 = special audience characteristics, 4 = motivation
interest level)

530 Additional physical form available note
538 System details note
586 Awards note
656 Index term -- Occupation
730 Added entry -- Uniform title
852 Location
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856 Electronic location and access
9XX Reserved for local use. (They are used by vendors, systems, or individual

libraries to exchange additional data)

[ Back to Top of Page ]

Part IX:

The Leader
There are 24 positions in the Leader, numbered from 00 to 23. For fuller explanation, see
the MARC 21 Format for Bibliographic Data.

00-04 Record length (calculated by the computer for each record)
05 Record status

a = increase in encoding level
c = corrected or revised
d = deleted
n = new
p = increase in encoding from prepublication (previous CIP)

06 Type of record
a = language material
c = printed music
d = manuscript music
e = cartographic material
f = manuscript cartographic material
g = projected medium
i = nonmusical sound recording
j = musical sound recording
k = 2-dimensional nonprojectable graphic
m = computer file
o = kit
p = mixed materials
r = 3-dimensional artifact or naturally occurring object
t = manuscript language material

07 Bibliographic level
a = monographic component part
b = serial component part
c = collection
d = subunit
i = integrating resource
m = monograph/item
s = serial

08 Type of control
# = no specified type
a = archival
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09 Character coding scheme
# = MARC-8
a = UCS/Unicode

10 Indicator count (always "2")
11 Subfield code count (always "2")
12-16 Base address of data (calculated by the computer for each record)
17 Encoding level

# = full level
1 = full level, material not examined
2 = less-than-full level, material not examined
3 = abbreviated level
4 = core level
5 = partial (preliminary) level
7 = minimal level
8 = prepublication level (CIP)
u = unknown
z = not applicable

18 Descriptive cataloging form
# = non-ISBD
a = AACR2
i = ISBD
u = unknown

19 Multipart resource record level
 # = Not specified or not applicable

a = Set
b = Part with independent title
c = Part with dependent title

20 Length of the length-of-field portion (always "4")
21 Length of the starting-character-position portion (always "5")
22 Length of the implementation-defined portion (always "0")
23 Undefined (always "0")

[ Back to Top of Page ]

Part X:

Field 008 for Books
Field 008 is used for Fixed Length Data Elements ("Fixed Field Codes"). There are 40
character positions in field 008, numbered from 00-39. Undefined positions must contain
either a blank (#) or a fill character ( | ). Positions 00-17 and 35-39 are defined the same
way for all media.

The information shown here for positions 18-34 applies only to books. For explanation of
all the positions below and for positions 18-34 for other media, see the MARC 21 Format
for Bibliographic Data.
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Note that field 008 has no indicators or subfield codes.

00-05 Date entered on file (YYMMDD),
where Y=year, M=month, and D=day

06 Type of date/publication status:
b = no dates given; B.C. date involved
e = detailed date
s = single known date/probable date
m = multiple dates
r = reprint/reissue date (Date 1) and original date (Date 2)
n = dates unknown
q = questionable date
t = publication date and copyright date
| = no attempt to code

07-10 Date 1/beginning date of publication
11-14 Date 2/ending date of publication

Date fields contain the year(s) of publication. The type of date(s) in these elements are
specified in fixed field element 06: Type of date/publication status. (For further details,
see the field 008 description in the MARC 21 Format for Bibliographic Data.)

15-17 Place of publication, production, or execution
For example:
pk# = Pakistan
cau = California (US)

(For a full list of codes used in these positions, see the MARC Code List for Countries.)

18-21 Illustrations (up to 4 codes):
# = no illustrations
a = illustrations
b = maps
c = portraits
d = charts
e = plans
f = plates
g = music
h = facsimiles
i = coats of arms
j = genealogical tables
k = forms
l = samples
m = phonodisc, phonowire, etc.
o = photographs
p = illuminations
| = no attempt to code

22 Target audience:
# = unknown or not specified
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a = preschool
b = primary
c = pre-adolescent
d = adolescent
e = adult
f = specialized
g = general
j = juvenile
| = no attempt to code

23 Form of item:
# = none of the following
a = microfilm
b = microfiche
c = microopaque
d = large print
f = braille
r = regular print reproduction
s = electronic
| = no attempt to code

24-27 Nature of contents (up to 4):
# = no specified nature of contents
a = abstracts/summaries
b = bibliographies (is one or contains one)
c = catalogs
d = dictionaries
e = encyclopedias
f = handbooks
g = legal articles
i = indexes
j = patent document
k = discographies
l = legislation
m = theses
n = surveys of literature
o = reviews
p = programmed texts
q = filmographies
r = directories
s = statistics
t = technical reports
u = standards/specifications
v = legal cases and notes
w = law reports and digests
z = treaties
| = no attempt to code

28 Government publication:
# = not a government publication
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i = international intergovernmental
f = federal/national
a = autonomous or semi-autonomous component
s = state, provincial, territorial, dependent, etc.
m = multistate
c = multilocal
l = local
z = other type of government publication
o = government publication -- level undetermined
u = unknown if item is government publication
| = no attempt to code

29 Conference publication:
0 = not a conference publication
1 = conference publication
| = no attempt to code

30 Festschrift:
0 = not a festschrift
1 = festschrift
| = no attempt to code

31 Index:
0 = no index
1 = index present
| = no attempt to code

32 Undefined (since 1990) (Earlier records may contain the values 0 or 1)
# = Undefined
| = no attempt to code

33 Literary form:
0 = not fiction (not further specified)
1 = fiction (not further specified)
c = comic strips
d = dramas
e = essays
f = novels
h = humor, satires, etc.
i = letters
j = short stories
m = mixed forms
p = poetry
s = speeches
u = unknown
| = no attempt to code

34 Biography:
# = no biographical material
a = autobiography
b = individual biography
c = collective biography
d = contains biographical information
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| = no attempt to code
35-37 Language:

A three-letter code. For example: eng fre ger spa rus ita

(For a full list of codes used in these positions, see the MARC Code List for Languages.)

38 Modified record:
# = not modified
x = missing characters (because of characters unavailable in MARC character

set)
s = shortened
d = "dashed-on" information omitted
r = completely romanized/printed cards in script
o = completely romanized/printed cards romanized
| = no attempt to code

39 Cataloging source:
# = national bibliographic agency
c = cooperative cataloging program
d = other sources
u = unknown
| = no attempt to code

[ Back to Top of Page ]

[ Back to Table of Contents ] -- [ Continue to Part 11 ]

Library of Congress
Library of Congress Help Desk ( 10/27/2009 )
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Preface

This book had its inception in the early 19805, when Bob Fischer and
I, as coeditors of the then Macmillan, now McGraw-Hill, Series on 0p-
tical and Electra-Optical Engineering, were planning the sort of books
we wanted in the series. The concept was outlined initially in 1982,
and an extensive proposal was submitted to, and accepted by,
Macmillan in 1986. At this point my proposed collaborators elected to

pursue other interests, and the project was put on the shelf until it
was revived by the present set of authors.

My coauthor is Genesee Optics Software, Inc. Obviously the book is
the product of the work of real people, i.e., myself and the staff of
Genesee. In alphabetical order. the Genesee personnel who have been
involved are Charles Dubois, Henry Gintner, Robert MacIntyre,

David Pixley, Lynn VanOrden, and Scott Weller. They have been re-
sponsible for the computerized lens data tables, lens drawings, and ab-
erration plots which illustrate each lens design.

Many of the lens designs included in this book are from OPTICS
TOOLBOX“ (a software product of Genesee Optics Software), which
was originally authored by Robert E. Hopkins and Scott W. Weller.
OPTICS TOOLBOX is a collection of lens designs and design commen-

tary within an expert-system, artificial-intelligence, relational data
base.

This author’s optical design experience has spanned almost five de-
cades. In that period lens design has undergone many radical changes.
It has progressed from what was a semi-intuitive art practiced by a
very small number of extremely patient and dedicated lovers of detail
and precision. These designers used a very limited amount of labori-
ous computation, combined with great understanding of lens design
principles and dogged perseverance to produce what are now the clas-
sic lens design forms. Most of these design forms are still the best, and
as such are the basis of many modern optical systems. However, the
manner in which lenses are designed today is almost completely dif-

ferent in both technique and philosophy. This change is, of course, the

Ix
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x Preface

result of the vastly increased computational speed now available to
the lens designer.

In essence, much modern lens design consists of the selection of a

starting lens form and its subsequent optimization by an automatic

lens design program, which may or may not be guided or adjusted
along the way by the lens designer. Since the function of the lens de-

sign program is to drive the design form to the nearest local optimum
(as defined by a merit function), it is obvious that the starting design
form and the merit function together uniquely define which local op-
timum design will be the result of this process.

Thus it is apparent that, in addition to a knowledge of the principles

of optical design, a knowledge of appropriate starting-point designs
and of techniques for guiding the design program have become essen-
tial elements of modern lens design. The lens designs in this book

have been chosen to provide a good selection of starting-point designs
and to illustrate important design principles. The design techniques
described are those which the author has found to be useful in design-

ing with an optimization program. Many of the techniques have been

developed or refined in the course of teaching lens design and optical
system design; indeed, a few of them were initially suggested or in-
spired by my students.

In order to maximize their usefulness, the lens designs in this book

are presented in three parts: the lens prescription, a drawing of the
lens which includes a marginal ray and a full-field principal ray, and

a plot of the aberrations. The inclusion of these two rays allows the
user to determine the approximate path of any other ray of interest.

For easy comparison, all lenses are shown at a focal length of approx-
imately 100, regardless of their application. The performance data is
shown as aberration plots; we chose this in preference to MTF plots
because the MTF is valid only for the focal length for which it was
calculated, and because the MTF cannot be scaled. The aberration

plots can be scaled, and in addition they indicate what aberrations are
present and show which aberrations limit the performance of the lens.
We have expanded on the usual longitudinal presentation of spherical
aberration and curvature of field by adding ray intercept plots in
three colors for the axial, 0.7 zonal, and full-field positions. We feel

that this presentation gives a much more complete, informative, and

useful picture of the characteristics of a lens design.
This book is intended to build on some knowledge of both geometri-

cal optics and the basic elements of lens design. It is thus, in a sense,
a companion volume to the author’s Modern Optical Engineering,
which covers such material at some length. Presumably the user of

this text will already have at least a reasonable familiarity with this
material.

 

Page 74 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 75 of 550 Apple Ex. 1022

rd computational speed now available to

lens design consists of the selection of a

ubsequent optimization by an automatic
may or may not be guided or adjusted

ssigner. Since the function of the lens de-
design form to the nearest local optimum
m), it is obvious that the starting design

together uniquely define which local op-
iult of this process.
I addition to a knowledge of the principles

lge of appropriate starting-point designs
gthe design program have become essen-

s design. The lens designs in this book
a good selection of starting-point designs
design principles. The design techniques
B author has found to be useful in design-

ngram. Many of the techniques have been
ourse of teaching lens design and optical
I of them were initially suggested or in-

usefulness, the lens designs in this book

.: the lens prescription, a drawing of the

nal ray and a full-field principal ray, and
me inclusion of these two rays allows the
ximate path of any other ray of interest.
ies are shown at a focal length of approx-
:ieir application. The performance data is
ve chose this in preference to MTF plots
sly for the focal length for which it was
MTF cannot be sealed. The aberration

ldition they indicate what aberrations are

rations limit the performance of the lens.
ual longitudinal presentation of spherical
f field by adding my intercept plots in

7 zonal, and full-field positions. We feel
a much more complete, informative, and
eristics of a lens design.

iild on some knowledge of both geometri-
ents of lens design. It is thus, in a sense,

a author’s Modern Optical Engineering,
at some length. Presumably the user of
t least a reasonable familiarity with this

Preface xl

There are really only a few well~understood and widely utilized

principles of optical design. If one can master a thorough understand-
ing of these principles, their effects, and their mechanisms, it is easy
to recognize them in existing designs and also easy to apply them to
one's own design work. It is our intent to promote such understanding
by presenting both expositions and annotated design examples of
these principles.

Readers are free to use the designs contained in this book as starting

points for their own design efforts, or in any other way they see fit. Most
of the designs presented have, as noted, been patented; such designs may
or may not be currently subject to legal protection, although there may,
of comse, be differences of opinion as to the effectiveness of such protec-
tion. The reader must accept full responsibility for meeting whatever
limitations are imposed on the use of these designs by any patent or

copyright coverage (whether indicated herein or not).

Warren J. Smith
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Introduction

Modern Lens Design is intended as an aid to lens designers who work
with the many commercially available lens design computer pro-

grams. We assume that the reader understands basic optical princi-
ples and may, in fact, have a command of the fundamentals of classi-
cal optical design methods. For those who want or need information in 1
these areas, the following books should prove helpful. This author’s

Modern Optical Engineering: The Design of Optical Systems, 2d ed.,
McGraw-Hill, 1990, is a comprehensive coverage of optical system de-

sign; it includes two full chapters which deal specifically with lens de-
sign in considerable detail. Rudolf Kingslake’s Optical System Design
(1983), Fundamentals ofLens Design (1978), and A History ofthe Pho-

tographic Lens (1989), all by Academic Press, are complete, authori-
tative, and very well written.

Authoritative books on lens design are rare, especially in English;

there are only a few others available. The Kingslake series Applied .
Optics and Optical Engineering, Academic Press, contains several
chapters of special interest to lens designers. Volume 3 (1965) has
chapters on lens design, photographic objectives, and eyepieces. Vol-
ume 8 (1980) has chapters on camera lenses, aspherics, automatic de-
sign, and image quality. Volume 10 (1987) contains an extensive
chapter on afocal systems. Milton Laikin’s Lens Design, Marcel
Dekker, 1991, is a volume similar to this one, with prescriptions and

lens drawings. Its format differs in that no aberration plots are in-
cluded; instead, modulation transfer function (MTF) data for a specific

focal length and f number are given. Now out of print, Arthur Cox’s A
System of Optical Design, Focal Press, 1964, contains a complete, if

unique, approach to lens design, plus prescriptions and (longitudinal)
aberration plots for many lens design patents.

This book has several primary aims. It is intended as a source book
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2 Chapter One ,_

for a variety of designed lens types which can serve as suitable start-
ing points for a lens designer‘s efforts. A study of the comparative
characteristics of the annotated designs contained herein should also
illustrate the application of many of the classic lens design principles.
It is also intended as a handy, if abridged. reference to many of the

equations and relationships which find frequent use in lens design.
Most of these are contained in the Formulary at the end of the book.
And last, but not least, the text. contains extensive discussions of de-
sign techniques which are appropriate to modern optical design with
an automatic lens design computer program.

The book begins with a discussion of automatic lens design pro-
grams and how to use them. The merit function, optimization, vari-
ables. and the various techniques which are useful in connection with
a program are covered. Chapter 3 details many specific improvement
strategies which may be applied to an existing design to improve its
performance. The evaluation of a design is discussed from the stand-
point of ray and wave aberrations, and integrated with such standard
measures as MTF and Strehl ratio. The sample lens designs follow.
Each presents the prescription data, a drawing of the lens with mar- 2
ginal and chief rays, and an aberration analysis consisting of ray in- v
tercept plots for three field angles, longitudinal plots of spherical ab- it
erration and field curvature, and a plot of distortion. A discussion of
the salient features of each design accompanies the sample designs,
and comments (in some cases quite extensive) regarding the design

approach are given for each class of lens. The Formulary, intended as
a convenient reference, concludes the book.

The design of the telescope objective is covered in Chap. 6, begin~
ning with the classic forms and continuing with several possible mod-
ifications which can be used to improve the aberration correction.
These are treated in considerable detail because they represent tech-

niques which are generally applicable to all types of designs. For sim-
ilar reasons, Chap. 8 deals with the basic principles of airspaced
aiiastigmats in a rather extended treatment. The complexities of the
interrelationships involved in the Cooke triplet anastigmat are impor-
tant to understand, as are the (almost universal) relationships be-
tween the vertex length of an ordinary anastigmat lens and its capa-
bilities as regards speed and angular coverage.
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Chapter

Automatic Lens Design:

Managing the

Lens Design Program

2.1 The Merit Function

What is usually referred to as automatic lens design is, ofcourse, noth-
in g of the sort, The computer programs which are so described are ac-
tually optimization programs which drive an optical design to a local
npiimllm, as defined by a merit function. (which is not a true merit
tum-Lion, but actually a defect function). In spite of the preceding dis-
claimers, we will use these commonly accepted terms in the discus-
sinus which follow.

Broadly speaking, the merit function can be described as a combi-
nation or function of calculated characteristics, which is intended to

completely describe, with a single number, the value or quality of a
given lens design. This is obviously an exceedingly difficult thing to
do. The typical merit function is the sum of the squares of many image
defects; usually these image defects are evaluated for three locations
in the field of view (unless the system covers a very large or a very

small angular field). The squares of the defects are used so that a neg-
ative value of one defect does not offset a positive value of some other
defect.

The defects may be of many different kinds; usually most are re-
lated to the quality of the image. However, any characteristic which
can be calculated may be assigned a target value and its departure
from that target regarded as a defect. Some less elaborate programs
utilize the third—order (Seidel) aberrations; these provide a rapid and

efficient way of adjusting a design. These cannot be regarded as opti-
mizing the image quality, but they do work well in correcting ordi-
nary lenses. Another type of merit function traces a large number of

3
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4 Chapter Two

rays from an object point. The radial distance of the image plane in-
tersection of the ray from the centroid of all the ray intersections is 3]
then the image defect. Thus the merit function is effectively the sum d.‘
of the root-mean-square (rms) spot sizes for several field angles. This r".
type of merit function, while inefficient in that it requires many rays t)
to be traced, has the advantage that it is both versatile and in some 3‘
ways relatively foolproof. Some merit functions calculate the values of l:
the classical aberrations, and convert (or weight) them into their

equivalent wavefront deformations. (See Formulary Sec. F-12 for the
conversion factors for several common aberrations.) This approach is

very efficient as regards computing time, but requires careful design
of the merit function. Still another type of merit function uses the
variance of the wavefront to define the defect items. The merit func-

tion used in the various David Grey programs is of this type, and is

certainly one of the best of the commercially available merit functions
in producing a good balance of the aberrations.

Characteristics which do not relate to image quality can also be con-

trolled by the lens design program. Specific construction parameters,
such as radii, thicknesses, spaces, and the like, as well as focal length,

working distance, magnification, numerical aperture, required clear
apertures, etc., can be controlled. Some programs include such items
in the merit function along with the image defects. There are two
drawbacks which somewhat offset the neat simplicity of this ap-

proach. One is that if the first-order characteristics which are targeted
are not initially close to the target values, the program may correct

the image aberrations without controlling these first—order character-
istics; the result may be, for example, a well-corrected lens with the
wrong focal length or numerical aperture. The program often finds
this to be a local optimum and is unable to move away from it. The
other drawback is that the inclusion of these items in the merit func-

tion has the effect of slowing the process of improving the image qual-

ity. An alternative approach is to use a system of constraints outside
the merit function. Note also that many of these items can be con-

trolled by features which are included in almost all programs, namely

angle-solves and height-solves. These algebraically solve for a radius
or space to produce a desired ray slope or height.

In any case, the merit function is a summation of suitably weighted
defect items which, it is hoped, describes in a single number the worth

of the system. The smaller the value of the merit function, the better
the lens. The numerical value of the merit function depends on the

construction of the optical system; it is a function of the construction

parameters which are designated as variables. Without getting into
the details of the mathematics involved, we can realize that the merit

function is an n-dimensional space, where n is the number of the vari-
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.mlclion‘dl parameters in the optical system. The task of the
“bk? “ml. r"-lnl is to find a location in this space (i.e., a. lens prescrip-

1in meh ion vector) which minimizes the size of the merit func-
l. for a lens of reasonable complexity there will be many

a typical merit function space. The automatic des1gn
e the lens design to the nearest minimum in

des

tion or ii soliil
tion. In genera

such locations in ‘-
prograin will simply di iv
the merit function.

2.2 Optimization

The lens deSign program typically operates this way: Each variable
ter is changed (one at a time) by a small increment whose size

is chosen as a compromise between a large value (to get good numer-
~. _ g may) and a small value (to get the local differential). The
“-31 accuroduced in every item in the merit function is calculated. The
girlie; a matrix of the partial derivatives of the defect items with
i'eSPeCt to the parameters. Since there are usually many more defect
items than variable parameters, the solution 18 a classwal least
squares solution. It. is based on the assumption that the relationships
between lhc defect items and the variable parameters are linear.
.H'inci‘ this is usually a false assumption. an ordinary least-squares so-
lution will often product- an unrealizable lens or one which may in fact
be worse than the starting design. The damde least-squares solution,
in effect, adds the weighted squares of the parameter changes to the
nu-rit tum-lion, heavily penalizing any large changes and thus limit-
mg the hill? of the changes in the solution. The mathematics of this
process are described in Spencer, “A Flexible Automatic Lens Correc—
tion Program," Applied Optics, vol. 2, 1963, pp. 1257—1264,. and by
Smith in W. Driscoll (ed), Handbook of Optics, McGraw-Hill, New
York, 1978

If the changes are small, the nonlinearity will not ruin the process,
and (In- solution, although an approximate one, will be an improve-
ment on the starting design. Continued repetition of the process Will
eventually drive the design to the nearest local optimum.

One can visualize the situation by assuming that there are only two

variable parameters. Then the merit function space can be compared
to a landscape where latitude and longitude correspond to the vari-

ables and the elevation represents the value of the merit function.
Thus the starting lens design is represented by a particular location in
the landscape and the optimization routine will move the lens design
downhill until a minimum elevation is found. Since there may be

many depressions in the terrain of the landscape, this optimum may

not be the best there is; it is a local optimum and there can be no as-

surance (except in very simple systems) that we have found a global

pal‘all‘lt‘
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optimum in the merit function. This simple topological analogy helps

to understand the dominant limitations of the optimization process:
the program finds the nearest minimum in the merit function, and

that minimum is uniquely determined by the design coordinates at
which the process is begun. The landscape analogy is easy for the hu-
man mind to comprehend; when it is extended to a 10- or 20-
dimension space, one can realize only that it is apt to be an extremely
complex neighborhood,

2.3 Local Mlnima

Figure 2.1 shows a contour map of a hypothetical two-variable merit
function, with three significant local minima at points A, B, and C';
there are also three other minima at D, E, and F. It is immediately
apparent that if we begin an optimization at point Z, the minimum at
point B is the only one which the routine can find. A start at Y on the
ridge at the lower left will go to the minimum at C. However, a start

 

Figure 2.1 Topography of a hypothetical two-variable merit function, with three signif-
icant minima (A, B, C) and three trivial minima (D, E, F). The minimum to which a
design program will go depends on the point at which the optimization process is
started. Starting points X, Y, and Z each lead to a different design minimum; other
starting points can lead to one of the trivial minima.
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at X, which is only a short distance away from Y, will find the best
minimum of the three. at point A. If we had even a vague knowledge
01' the topography of the merit function, we could easily choose a start-
mg point in the lower right quadrant of the map which would guar-
nntec finding point A. Note also that. a modest change in any of the
three starting points could cause the program to stagnate in one of the
mvial minima at D, E, or F. It is this sort of minimum from which one
can escape by "jolting" the design, as described below.

The fact that the automatic design program is severely limited and
can find only the nearest optimum emphasizes the need for a knowl-
edge of lens design, in order that one can select a starting design form
which is close to a good optimum. This is the only way that an auto-

matic program can systematically find a good design. If the program is
started out near a poor local optimum, the result is a poor design.

The mathematics of the damped least-squares solution involves the

inversion of a matrix. In spite of the damping action, the process can
be slowed or aborted by either of the following conditions: (1) A vari-
able which does not change (or which produces only a very small

change in) the merit function items. (2) Two variables which have the
same, nearly the same, or scaled effects on the items of the merit func-
tion. Fortunately. these conditions are rarely met exactly, and they
can be easily avoided.

If the program settles into an unsatisfactory optimum (such as those
at D, E, and F in Fig. 2.1) it can often be jolted out of it by manually
introducing a significant change in one or more parameters. The trick
is to make a change which is in the direction of a better design form.
(Again, a knowledge of lens designs is virtually a necessity.) Some-
times simply freezing a variable to a desirable form can be sufficient
to force a move into a better neighborhood. The difficulty is that too

big a change may cause rays to miss surfaces or to encounter total in-
ternal reflection, and the optimization process may break down. Con-

versely, too small a change may not be sufficient to allow the design to
escape from a poor local optimum. Also, one should remember that if
the program is one which adjusts (optimizes) the damping factor, the
factor is usually made quite small near an optimum, because the pro-
gram is taking small steps and the situation looks quite linear; after
the system is jolted, it is probably in a highly nonlinear region and a
big damping factor may be needed to prevent a breakdown. A manual
increase of the damping factor can often avoid this problem.

Another often-encountered problem is a design which persists in

moving to an obviously undesirable form (when you know that there is
a much better, very different one—the one that you want). Freezing
the form of one part of the lens for a few cycles of optimization will
often allow the rest of the lens to settle into the neighborhood of the
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 desired optimum. For example, if one were to try to convert a Cooke
triplet. into a split front crown form, the process might produce either
a form which is like the original triplet with a narrow airspaced crack
in the front crown, or a form with rather wild meniscus elements. A

technique which will usually avoid these unfortunate local optima in
this case is to freeze the front element to a plano-convex form by fixing

the second surface to a plane for a few cycles of optimization. Again,
one must know which lens forms are the good ones.

 

 2.4 Types of Merit Functions

Many programs allow the user to define the merit function. This can
be a valuable feature because it is almost impossible to design a truly
universal merit function. As an example, consider the design of a sim-

ple Fraunhofer telescope objective: a merit function which controls the
spherical and chromatic aberrations of the axial marginal ray and the
coma of the oblique ray bundle (plus the focal length) is all that is nec-

essary. If the design complexity is increased by allowing the airspace
to vary and.»‘:.n~ adding another element. the merit function may then
profitably include entries which will control zonal spherical,
spherochromatism, and/or fifth~order coma. But as long as the lens is
thin and in contact with the aperture stop, it would be foolish to in-
clude in the merit function entries to control field curvature and astig-

matism. There is simply no way that a thin stop-in-contact lens can

have any control over the inherent large negative astigmatism; the
presence of a target for this aberration in the merit function will sim-
ply slow down the solution process. It would be ridiculous to use a
merit function of the type required for a photographic objective to de-

sign an ordinary telescope objective. (Indeed, an attempt to correct the
field curvature may lead to a compromise design with a severely
undercorrected axial spherical aberration which, in combination with
coma, may fool the computer program into thinking that it has found
a useful optimum.)

There are many design tasks in this category, where the require-
ments are effectively limited in number and a simple, equally limited
merit function is clearly the best choice. In such cases, it is usually
obvious that some specific state of correction will yield the best re-
sults; there is no need to balance the correction of one aberration
against another.

More often, however, the situation is not so simple; compromises
and balances are required and a more complex, suitably weighted
merit function is necessary. This can be a delicate and somewhat

tricky matter. For example, in the design of a lens with a significant
aperture and field, there is almost always a (poor) local optimum in
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which (1) the spherical aberration is left quite undercorrected, (2) a
compromise focus is chosen well inside the paraxial focus, (3). the
[’LleVHl field is made inward-curving, and (4) overcorrected oblique
spherical aberration is introduced to “balance" the design. A program
which relies on the rms spot radius for its merit function is very likely
[.0 fall into this trap. A better design usually results if the spherical
.hoth axial and oblique] aberrations are corrected, the Petzval curva-
inn:- is reduced, and a small amount of overcorrected astigmatism is
introduced. When one recognizes this sort of situation, it is a simple
mul (pr [.0 adjust the weighting of the appropriate targets in the merit
{mm mm to force the design into a form with the type of aberration bal'
ance which is desired. Another way to avoid this problem is to force
(h.- system to be evaluated/designed at the paraxial focus rather than
:11. u compromise focus, i.e., to not allow defocusing. As can be seen, the
(It-Sign of a general-purpose merit function which will optimally bal-
ance a wide variety of applications is not a simple matter.

Although it is not always necessary, there are occasions when it is

helpful to begin the design process by controlling only the fu‘storder
properties (image size. image location, spatial limitations, etc). Then
unt‘ proceeds to control the chromatic and perhaps the Petzval aberra-
tions. f Things may even go better if the first-order and the chromatic

are fairly completely worked out by hand before submitting the sys-
tem to an automatic design process.) The next step in the sequence is

to correct the primary aberrations (spherical, coma, astigmatism, and
distortion), either directly or by using the Seidel coefficients, and fi-

nally proceed to balancing and correcting the higher-order residuals.
This sort of ordered approach is sometimes useful (or even necessary)
when one is exploring terra incognita, and, of course, it requires a
user-defined merit function if it is to be implemented.

2.5 Stagnation

Sometimes the automatic design process will stagnate and the conver-

gence toward a solution will become so slow as to be imperceptible.
This can result from being in a very flat and broad optimum in the
merit function. It can also result from an ill-designed merit function.

Often first-order properties which are specified in the merit function
are the cause of the problem. It is only too easy to require contradic-
tory or redundant characteristics. This is especially true for zoom
lenses or multiconfiguration systems, which can be confusingly com-

plex. When stagnation occurs, or convergence is slower than you know
it should be, it is wise to stop and examine the merit function for prob-

lems. Look critically at every item in the merit function and consider
what it is intended to be doing and what it actually does. Eliminate
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redundancies and try to make each entry in the merit function explic-

itly control its intended characteristic. Stagnation may also result
from a starting design which is so far from a solution that differential
changes to the variables have a negligible effect.

2.6 Generalized Simulated Annealing

The discussions above have centered on the standard damped least-

squares program, or its equivalent. There have been several versions
of random search programs proposed in the past. The most recent of

these is quite sophisticated and is called generalized simulated an-
nealing. In this, the computer randomly selects the lens dimensions
(within a limited range and according to some probability distribu-
tion) and evaluates the resulting lens prescription. If the new version

is better than the old, it is unconditionally accepted. If it is worse, it

may be accepted, on the basis of random chance, weighted by a prob-
ability function which reduces the chance of acceptance in proportion
to the amount that the lens is worse than the original form. This sort

of approach obviously allows the program an easy escape from the 10-
cal minima described with Fig. 2.1, but it equally obviously requires a

very large number of trials before a random chance can find a good
combination of dimensions for the lens. Nonetheless, it does work, but

not rapidly. Perhaps as computers increase in speed, a program of this
sort will diSplace or supplement the damped least-squares as the rou-
tine of choice for automatic lens design.

2.7 Considerations about Variables for

Optimization

The potential variables for use in optimization include: the surface
curvatures, conic constants, and asphericities; the surface spacings;
and the refractive characteristics of the materials involved. Occasion-

ally tilts and decentrations are also included as variables.

Materials

Although the material characteristics are not continuous variables,
for optical glasses at least, the index and dispersion (or V value) can
be varied within the boundaries of the glass map (Fig. 2.2) as if they

were. The real glass nearest the optimized values can be substituted

for the optimized glass to achieve nearly the same resultant design af-
ter another cycle ( r two of optimization with the real glass. Note that
this is not true for partial dispersions, since there are relatively few
glasses with partial dispersions unusual enough to be useful in the 
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correction of secondary spectrum. Obviously, for applications outside
the spectral regions where optical glass is usable, one cannot treat the
refractive characteristics as variables, since the available materials
tend to be few and far between.

In many of the simpler types of designs it is essential to allow the
glass characteristics to vary. In the Cooke triplet for example, the re-
lationship between the V values of the crown and flint elements de-
termines the overall length of the lens. As described in Sec. 8.3, the
length of a triplet (and that of most anastig‘mats) determines the
amount of higher-order spherical aberration and astigmatism; these
in turn determine the aperture and field coverage capabilities of the
lens. If these types of lenses are to be optimized to suit the application
at hand, the glass characteristics must be allowed to vary.

Some optimization programs have difficulty with the bounds of the
glass map; if this is a problem, the optimization process is often facil-
itated by starting the variable glass well away from the boundary,
so that it can find its best. value before encountering the boundary
problem.

It is often better to vary the flint glasses than to vary the crowns.
This is because the crowns usually tend to go to the upper left corner
(high index. high V value) of the glass map. Flints head for the lower
right corner, and are then. of course, constrained to lie on the glass
line. The glasses along the glass line are numerous, inexpensive, and
almost universally well behaved. On the other hand, the crown
glasses in the upper left corner include in their number many which
are expensive and/or easily attacked by the environment. Thus one
might be willing to accept the computer’s choice of a glass along the
glass line. but would prefer to make a more discriminating selection
from among the others.

Curvatures

In general, one would expect to want to make use of every available
variable. This is almost always true regarding the curvatures, all of
which, unless there is a reason to constrain the shape of an element,
are usually allowed to vary,

Airspaces

Ordinarily, airspaces may be regarded in the same light as curva-
tures, since they are continuously variable and are very effective vari-
ables.

Defocusing

Although the distance by which the design image plane departs from the
paraxial focus is usually an airspace, and can be regarded as a variable. 
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its effects can be insidious. If the image surface is allowed to depart from
the paraxial focus from the beginning of the optimization process, an un—
[brtunatc lens may result. In some lenses, and With some optimization
merit functions, the tendency is to produce a lens With:

1, The image plane well inside the paraxial focus

2_ A large undercorrected spherical aberration

3, A strongly inward-curving field

4. A heavy overcorrecting oblique spherical

Although this combination occupies a local optimum in the merit
function, this is usually not the best state of correction. It fools the op-
timization program because the unclercorrected spherical causes the
best axial focus to lie to the left of the paraxial focus and the
over-corrected oblique spherical causes the best off-axis focus to lie to
the right of the inward-curving field; the net result is that, to the pro-
gram, the field seems flat. One can usually avoid this pitfall by not
allowing any clefocus in the early stages of the optimization and/0r
putting a heavy penalty on the defocusing. Note that for some lenses,
such as non-diffraction-limited systems used with detectors, the cor-
rection described above may in fact be a good one. See the comments
on aberration balance in Sec. 3.8.

Thickness

Element thicknesses must be regarded quite differently than air-

spaces. They must of course be bounded by the necessity for a practical
edge thickness for the positive elements and a reasonable center
thickness for the negative elements. In many designs, element thick-
ness is an insignificant and ineffective variable (and one whose effects
are easily duplicated by an adjacent airspace). In this circumstance
one can arbitrarily select a thickness on the basis of economy or ease
of fabrication. The elements in such designs are typically quite thin;

see, for example, a telescope objective or an ordinary Cooke triplet.
There are, however, many systems in which the element thickness

is not only an effective variable, but one which is essential to the suc-

cess of the design type. The older meniscus lenses (Protar, Dagor, etc.)
and the double-Gauss forms depend on the separation of the concave
and convex surfaces of their thick meniscus components to control the

Petzval curvature and, in many instances, the higher-order aberra-

tions. In lenses of this type it is absolutely essential that these glass
thicknesses be allowed to vary.

One must be wary of and skeptical toward a thickness variable
which is very weakly effective. Occasionally an optimization program
will produce a design with an overly thick element, where the large
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thickness produces only a very small improvement (which is not worth
the added cost of producing the thick element). This occurs because

the optimization routine will seek out any improvement that it can
get, no matter how small, and without concern as to the cost. It is wise
to test the value of a thick element if there is any doubt about its util-

ity. This is readily accomplished with another optimization run which
fixes the thickness in question to a smaller value. Very often the per-
formance of the thin version will not be noticeably different from that

of the “optimum” thicker version. Although most significant with re-
spect to lens thickness, this same rationale obviously applies to air-
spaces as well.

Aspherlc surfaces

Surface aspherity can be an extremely effective (if sometimes expen-
sive) variable, but it is one that often requires a bit of finesse. On oc-
casion, one may be ill-advised to begin an optimization with the conic
constant and all the aspheric deformation coefficients used simulta-
neously as variables. The conic constant and the fourth-order defor-
mation coefficient both affect the third-order aberrations in exactly

the same way. Thus they are at least partially redundant, but more
significantly, identical variables have an undesirable effect on the
mathematics of the optimization process. It is often advisable to vary
one or the other, but not both. A safe practice is to vary only the conic
constant (or the fourth-order term) at first, and then add the higher-

order terms (sixth, eighth, tenth) one at a time, as necessary. The
tenth-order term is, in many systems, totally unnecessary, adding lit-

tle or nothing to the quality of the system; in fact, the eighth-order
term is often something that can be done without.

A surface defined by a tenth-order polynomial can cause the spher-
ical aberration to be corrected exactly to zero at four ray heights. If

there are only four axial rays in the merit function, their ray intercept

errors may all be brought to zero; the danger is that, between these
rays, the residual aberration may be unacceptably large. A tenth-
order surface can be a rather extreme shape. Thus the use of an

aspheric surface sometimes calls for more rays in the merit function
than one might otherwise expect to need. With a program which al-
lows wavefront deformation or optical path difference (OPD) targets

in the merit function, the severity of this problem can be lessened.

2.8 How to Increase the Speed or Field of a

System and Avoid Flay Failure Problems

Very often, the lens designer is faced with the necessity of increasing
the speed (i.e., relative aperture, numerical aperture, etc.) and/or the 
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field of view of an existing optical system. There are two common rea-
sons why this may be desirable. One may want to adapt an existing
design (such as those in this book) to an application which requires a
larger aperture or wider field than that for which the original lens has
been configured. The other common situation is simply the creation of
an entirely new system with a relatively large aperture and/or field.
In either case, the difficulty which can arise is that the rays which are
needed to design the system may not be able to get through the initial
lens prescription.

There are two reasons that a ray may not be able to get through.

one reason is that the height of the ray at a surface may be greater
than the radius of the surface; the ray simply misses the surface en-
mely and its path obviously cannot be calculated any further. The
second reason is that the ray may encounter total internal reflection
(TIR) in passing from a higher index to a lower; again, the ray path
cannot be calculated. Each of these conditions represents a boundary
which, if crossed, causes failure of the ray trace. Note also that, as
these boundaries are approached, the situation rapidly becomes very
unstable. This is because, close to the boundary, the angle of incidence

(for the case of the ray approaching the value of the radius) or the an-

gle of refraction (for the case of the ray approaching TIR) is very near
to 90°. Near this angle, Snell's law of refraction (n sin I = n' sin I ')

becomes very nonlinear, producing a highly unstable situation which
often explodes as the lens construction parameters are incremented in
the course of the optimization.

A good way of dealing with this situation is simply to back off from
the aperture and/or field requirement that is causing the problem.
Many design programs have the capability to easily adjust or scale the
aperture and field angle. If a change is made to smaller values of ap-
erture or field, the rays will no longer be so near to the failure bound-

ary. If the lens is now optimized, the program is very likely to adjust
the lens parameters so as to reduce the angles of incidence, because
this is usually a factor which causes the aberrations to be reduced.
The optimizing changes can thus be expected to pull the problem sit-

uation in the system further away from the ray failure boundary, if
this is possible.

After the optimization has relaxed the problem, the field and/or the
aperture can usually be adjusted (scaled) to a moderately larger value
without again encountering the failure boundary. Depending on just

how sensitive the system is to the problem, an increase of about 10 to
50 percent may be appropriate. Now another cycle of optimization will

strongly tend to again reduce the troublesome angles of incidence.
This process of adjusting (scaling) the field or the aperture to larger

values and then optimizing is continued until the desired aperture or
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field is attained without ray failures. This works well, provided that
this desired result is possible for the lens configuration which is under
study. It may be necessary to choose another configuration, usually
one with more elements. When this is necessary, a drawing of the lens
and rays (of the last design form which has successfully passed all the
rays) will usually indicate which rays and which surfaces are causing
the problem. One simply looks for angles of incidence or refraction
which are large (and often near 90"). Then the offending element can
be split into two (or more) elements which are shaped to reduce these
angles. The scale—and-optimize process can now be repeated with a
much improved chance of success. Note that, in general, the examina-
tion of the critical ray paths (typically those of the marginal rays) for
large angles of incidence or refraction is a technique which will often
indicate the source of a design problem.

2.9 Test Plate Fits, Melt Fits, and
Thickness Fits

When the deleterious effects of fabrication tolerances become too large
to bear, a technique commonly used to reduce these effects is to fit the
lens design to the known values for the radius tooling and/or to the
measured glass indices. The former is called a test plate (or test glass
or tooling) fit; the latter is called a melt fit.

The test plate fit is begun by first obtaining a list of the available
test plate radii from the shop which is scheduled to fabricate the lens.
It is wise to ascertain that the radius values of the list are not just
nominal values, but are based on accurate and recent measurements
of the test plates, since there is often a significant difference between
the two.

The fit is carried out as follows: A surface is selected at which to
begin the process. This selection is based on one of the following
criteria: (1) the surface most sensitive to change,* (2) the surface with
the shortest radius, (3! the strongest surface lie, with the largest sur-
face power (n' — n)/r], or I4) the surface which shows the largest cur-
vature difference from the nearest available test plate radius. Very of-
ten all four of these criteria will indicate the same surface; if not, the
choice of which one to use is almost a matter of taste. The nearest ra-
dius on the test plate list is substituted for the selected surface and the
lens is reoptimized, allowing all the variable parameters to change

quite easily by making an incremental change in the dimension
produces on the merit function. This, of course, assumes a merit function which accu-
rately represents the quality of the image 
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(except of course, the radius which has been set to the test plate
value).

Another surface is then chosen and fixed to the nearest test plate
radiusz the lens is reoptimized again. This process is repeated until all
the surfaces have been fitted to test plates. It is usually wise to avoid
fitting both surfaces of a singlet (or all surfaces of a component) until
all components have at least one fitted surface each. This allows the
unfitted surface to vary and adjust for power. chromatic, and Petzval
aberrations and the like for as long as possible.

With a reasonably complete test plate list, all radii can usually be

fitted without significantly degrading the image quality (i.e., the
merit function). In fact, the merit function is often slightly improved

by this process, because of the additional cycles of optimization which
have been performed. If the test plate list is limited or has a gap in it,

it may not be possible to fit all the design radii to test plates without
degrading the performance. In such a case, one must either fabricate
new tooling and test plates, or seek a new vendor for the parts.

A melt fit reoptimizes the lens design by using measured data for
the material indices instead of the nominal values from the glass cat-

alog. This measured data comes in the form of what is called a melt
sheet provided by the glass manufacturer or supplier. For noncritical

applications, this data is usually sufficient. A worthwhile elaboration
of the process is to determine the difference between the measured in-
dex values and the catalog values. These differences are then plotted

against wavelength. This plot should be a smooth, relatively level
line. A data point which does not plot smoothly is suspect; the mea-
sured data may well be in error. Next, a smoothly drawn curve

through the points is used to determine improved values for the index
differences. These differences are then applied to the catalog values to
arrive at better values for the measured melt data, and the improved

values are used in the melt fit reoptimization. The smoothed curve of
differences can also be used to determine the index for wavelengths
which are not included in the melt sheet.

An ordinary melt sheet will list the indices for the wavelengths of d,
e, C, F, and g light. These are usually not individually measured. In-
stead, the index is measured for d light and the index difference be-

tween C and F light is measured. These two measurements are fed
into a computer program which uses the known characteristics of the
glass type to calculate the indices for e, C, F, and g light. This, while

not ideal, is adequate for many, even most, applications. However, for
some critical applications, and for all applications in which an attempt
has been made to reduce or correct the secondary spectrum, it is usu-

ally quite unsatisfactory. For an additional charge, the glass manu-
facturer can provide what is usually called a precision melt sheet, for
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which the indices have been measured individually, and to a greater

precision. Index values for wavelengths specific to the application can
also be measured. It is, of course, wise to subject even this data to the
difference test and smoothing process described in the preceding para-
graph.

We called the last of these fits a thickness fit in the heading for this

section. This is a process which is carried out during the final assem~
bly of the lens. In sum, one reoptimizes the lens by varying the air-
spaces of the system. using accurately measured data for the radii,
thicknesses, and indices of the fabricated elements. If the melt data

and the test plate data are available, this just amounts to adding the
measured element thicknesses and reoptimizing.

As can be seen. all of the above procedures are designed to almost

completely eliminate the effects of the fabrication tolerances on the
performance of the system. What is left, instead of the tolerances, is
the uncertainty or inaccuracy of the various measurements on which
the fits are based. The effect is usually quite modest and, therefore,

acceptable. However, these uncertainties are, in fact, the exact equiv-
alent of tolerances in determining the performance of the fabricated

system.

2.10 Spectral Weighting

In any ray-tracing process, the index of refraction of the material is, of
necessity, that corresponding to a single specific wavelength. Most
lens design programs allow the use of only three wavelengths to rep-
resent the spectral bandpass for which the system is to be designed.
Several analysis programs allow the use of five or ten suitably
weighted wavelengths in calculating such things as MTF, point
spread functions, radial energy distributions, and the like.

In either case, the question becomes, "What wavelengths should I
use, and how should they be weighted?" For visual systems and just
three wavelengths, the classical answer is to use d (or e), C, and F
light, with weightings typically set at 1.0, 0.5, and 0.5 respectively.
For other applications, this approximately corresponds to using the
central wavelength and the wavelengths 25 percent from the extreme
edges of the passband. If the results of an image analysis need not be
especially precise, three wavelengths may be sufficient. For calcula-
tions done in the midst of the design process, this is often good enough

to enable a judgment as to the relative merit of, or the rate of improve-
ment between, two stages in the design process.

However, what should one do in general? To immediately dispose of
the obvious, it is apparent that the more wavelengths that are used,
the more accurate the results can be. That said, how do we select the 
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wavelengths to be used? There are three obvious choices. In order to
assess the full effects of the chromatic aberrations, one would like to
include the extreme long and short wavelengths. One would also prob-
ably like to consider dividing the spectral weighting function into in-
crements of equal power or response, so that each wavelength would
1.ep,.esent an equally weighted sector. But if this is done, the extremes
of the spectral passhand are not included. Another possible option is to
choose wavelengths which are evenly distributed across the spectral
band, and to weight them according to the spectral response function.
One might choose an even distribution on a wavelength scale, or what
might be a bit better, an even distribution on a wave number (recip-
rocal wavelength] scale.

From this it should be apparent that most wavelength and weight-

ing choices are based on some sort of compromise. Often the outer two
wavelengths are chosen to be fairly close to the ends of the passband
and the intermediate wavelengths and weights are a compromise be—
tween an even power distribution and an even wavelength spacing. If

there are peaks or bumps in the spectral response function, wave-

lengths are often selected to be at or near the peaks. Note that, to a
limited extent, one’s choices will partially control the design process:

heavier weighting at the ends of the spectrum will obviously empha-
size both primary and secondary chromatic aberration, sphero-
chromatism, and the like; heavy weights on the central wavelengths

will emphasize the monochromatic aberrations at the expense of the
chromatic.

2.11 How to Get Started

Experienced designers are often asked questions such as “How do you

know where to start?” or “How did you decide that a (name of a design
type) could meet the specs?” or “Why did you shift the components
around?”

The answer to these questions is almost always “Experience," which

probably means that the full answer is different for every problem. It
would be foolhardy to pretend to be able to give a complete, definitive

answer or set of answers to such questions, but there are a few guide-
lines which should be reasonably dependable.

Figure 2.3 is, in effect, a compilation of some of that experience. If

the system to be designed roughly corresponds to a photographic ob-
3ect1ve or to one of the other types indicated, the figure can be used as
an easy guide to the selection of an appropriate form. In this plot the
areas corresponding to various combinations of field and aperture are

labeled to indicate the type of system which is commonly used there.
Obv1ously the boundary of each area is fuzzy and ill-defined. In a pre-
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Figure 2.3 Map showing the design types which are commonly used for
various combinations of aperture and field of View,

sentation of this type there is also an implied level of performance
within each area, which is presumably typical of each particular lens

type. In general, the performance (image quality, resolution, or what-
ever) is better when a given lens type is optimized for a smaller field

and/or smaller aperture, that is, for a combination closer to the origin
of the plot. Thus one can select the design type from Fig 2.3 corre-

sponding to the field-aperture combination required with reasonable
assurance that it is an appropriate choice. But should the performance 
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love. inadequate for the application at hand, one can move up to the
Form which is above and to the right on the plot, which should have a
greater performance capability. Of course, if the required level of per-
(‘orm'rmce is known in advance to be relatively high, one would select
the more capable type to begin with. The same selection approach can
be applied to the components of a more complex system. There are
many design types and applications which are not represented on this
necessarily abbreviated chart. However, many of these are presented
in the lens designs included in this book; the reader may wish to mark
up Fig. 2.3 to add the types which are of particular interest.

For a complex system. the approach must start on a more funda-
mental level. The first step is to collect and tabulate the requirements
to he met; these may include such things as:

Resolution or performance (versus diffraction limit)

Wavelength

Fields of View

Image size

Aperture, numerical aperture (NA), and f number

Vignetting or illumination uniformity

Focal lengths or magnifications

Space limitations

The next step is to make a first-order layout of the system which
will satisfy the requirements. The first-order layout is simply an ar-
rangement of component powers (or focal lengths) and spacings which
will produce an image in the required location, in the required orien-
tation, and of the required size. At this stage, no consideration is given
to the design type of each component; one is concerned only with its
power, aperture, and field as first-order, i.e., paraxial, characteristics.
For systems (or portions of systems) which consist of two components,
the equations of Sec. F.7 can be extremely useful. For more complex

systems, the component by component ray-tracing equations of Sec.
F.6 may be used. A general approach is to trace rays which will define
the required characteristics. The ray-trace results (ray heights, ray

slopes, intersection lengths, etc.) can be expressed as equations with
the component powers and spacings as unknowns to be solved for. An
important facet of this stage is that one should try to find a layout
which minimizes the component powers, or minimizes (or equalizes)
the “work" (ray height times component power). Doing this will al-
most always produce a system with less aberration residuals, one
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which is less expensive to fabricate and less sensitive to fabrication
and alignment errors.

Sometimes one can leap directly from the first-order layout to choos-
ing the component design types, and thence to the optimization stage.
However, if this is not the case, the next step is usually to analyze
and/or correct the chromatic aberrations. Equations F.9.6 and F.10.7

can be used for the whole system, or the components can be individu-

ally achromatized. To this end, the element powers for a thin achro-
matic doublet are given by

4; -—Y"—— <21)
A (V.. — VsF '

VB _ l
‘1’“ = (VB — VoF " F — ¢A_ (2.2)

and the element surface curvatures are determined from

(2.3)

At this point a sketch of the system is often helpful. Simply make a
scale drawing, showing each element as either a plano-convex or an

equi—convex form (or plano-concave or equi-concave for negative ele-
ments). If the elements look too fat, they should be split into two or
more elements. Be sure that the element diameters are sized properly

for the rays that they must pass. At this stage the system should begin
to look like a good lens.

The next step is to give some consideration to the Petzval curvature.
Choosing suitable anastigmat types for the components is one way to
handle this. Another is to use a field flattener in an appropriate loca-

tion (i.e., near an image) in the system. And, of course, the usual de-
vice of configuring the system or component with separated positive
and negative elements or surfaces to reduce the Petzval sum can al-
ways be utilized if a new design must be created from scratch.

Often many of these steps can be handled conveniently and expedi-
tiously by the automatic design program. The first-order layout can be
done with zero-thickness plano—convex or plano—concave elements, al-
lowing the spaces and the curvatures of the curved surfaces (but not
the plano surfaces) to vary. The merit function is a simple one, config-
ured to define the required first-order characteristics. Note well the
comments in Sec. 2.5 regarding stagnation and contradictory or re-
dundant first-order entries in the merit function.

Since the chromatic aberrations and the Petzval curvature depend

on element power and not on element shape, the lens design program

ti

I:

:i
i
l

l 
Apple V. Corephotonics Page 97 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 98 of 550 Apple Ex. 1022

tbricate and less sensitive to fabrication

'ectly from the first-order layout to choos—
)es, and thence to the optimization stage.

tase, the next step is usually to analyze
aberrations. Equations F.9.6 and F.10.7
item, or the components can be individu-

ad, the element powers for a thin achro-

 

. = —— (2.1)
(VA — VE)F

VB 1

7B _ VA)F » F, ~ (151 (2.2)
Iatures are determined from

’2: d) =l‘l (2.3)
 

Le system is often helpful. Simply make a
)1 element as either a plano-convex or an

:oncave or equi-concave for negative ele-
, too fat, they should be split into two or
the element diameters are sized properly

lass. At this stage the system should begin

ne consideration to the Petzval curvature.

it types for the components is one way to
we a field flattener in an appropriate loca-

the system. And, of course, the usual de-
em or component with separated positive
flaws to reduce the Petzval sum can al-

sign must be created from scratch.
can be handled conveniently and expedi-

ign program. The first-order layout can be
mo-convex or piano-concave elements, al-
urvatures of the curved surfaces (but not

[he merit function is a simple one, config-
first-order characteristics. Note well the

ding stagnation and contradictory or re-
n the merit function.

"ations and the Petzval curvature depend

‘1 element shape, the lens design program

1""
Automatlc Lens Deslgn 23

can also be used to find a layout which is a preliminary solution with
the chromatic and Petzval adjusted to desired, reasonable values,
which typically should be small and negative.

Sometimes it is useful as a next step to allow the elements to bend,

and to correct the third-order aberrations. This can be done by putting
an anglesolve 0n the second surface of each element so that the axial
ra)’ slope is maintained. More often than not, however, the next step
will skip over the third—order and go directly to a full-dress thick lens

optimization run.
And, of course, in the best of all worlds, one simply sets up what seems

to be a likely layout and proceeds directly to the automatic lens design

program. which promptly turns out an excellent design. "Experience!”
1,0[5 nil luck!
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Chapter

Improving a Design

3.1 Standard Improvement Techniques

There are several classic design modification techniques which can be

reliably used to improve an existing lens design. They are:

Split an element into two (or more) elements

Compound a singlet into a doublet (or triplet)

Raise the index of the positive singlets

Lower the index of the negative singlets

Raise the index of the elements in general

ASpherize a surface (or surfaces)

Split a cemented doublet
90.4.03?"pr?

Use unusual partial dispersion glasses to reduce secondary spec-
trum (see Chap. 6, “Telescope Objectives”)

The simple, straightforward application of these techniques is no
guarantee of improvement in a lens, in that they do not automatically
correct the defects that they are intended to address. In general, these

changes tend to reduce the aberration contributions of the modified
components; in order to take full advantage of this, the aberrations of
the balance of the system must be reduced as well. The operative prin-
ciple is this: if large amounts of aberrations are corrected or balanced
by equally large amounts of aberrations of opposite sign, then the re-
sidual aberrations also tend to be large. Conversely, if the balancing
aberrations are both small, then the residuals tend to be correspond-
ingly small.

3.2 Glass Changes: Index and VValue

The refractive characteristics of the materials used in a lens are obvi—

ously significant and important to the design. In general, for a posi-25
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tive element, the higher the index the better. The higher index re.
duces the inward Petzvul curvature which plagues most lenses. It also
tends 1.0 reduce most. 01' the other aberrations as well. As an example,

see Fig. 3.1, which clearly indicates the effect. of higher index in re
(lucing the spherical aberration of a single element. This sort of reduc-
tion is primarily a result. of the fact that the surface curvature re-
quired to produce a given element. power is inversely proportional to
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Figure 3.1 ‘ilm nngulnr sphm‘icni nherrntion blur 01‘ a single lens element as a
iLlHi'll'ii. ui lL-m. :ehnpiu {or \‘2u’i0ns values of [in- index oi' refraction; (i; is the ele-
lalnxnl pmwr .IIHl 1 the sciniapi-riure. The angular hlur can he converted to ion-
gllmiilwi \[Ilii‘l'li'fll ulmrintinn by LA , zfiwdfi', or to transverse aberration by
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(n _ 1), The improvement also results from the reduction of the angles
of incidence at the surfaces of the element.

In a negative element, the situation is less clear. From the stand-

point of the Petzval correction, a low index would increase the over-
correcting contribution of a negative element. This can help to offset
the (inward) undercorrection which is a major problem in most lenses.
On the other hand, a higher index would reduce the surface curva-
tures and have a generally desirable effect on the overall state of
Cortection. The situation is usually resolved with the negative ele-
ments made from a glass along the glass line boundary of the glass
map (Fig. 2.2).

A high V value for the positive element and a low V value for the
negative element of an achromatic doublet reduce the element powers;
this is ordinarily desirable. In lenses (such as the Cooke triplet) where
the relative Vvalues of separated elements control the element spac-

ing or the system length, this desideratum may be overridden by other
concerns.

Note that, as usual, when you are dealing with components of neg-

ative focal length, many of the considerations outlined above are re-
versed. In a negative achromatic doublet, the negative element is

often made of crown glass and the positive is made of flint. Here a

high-index (flint) positive element will reduce the inward Petzval cur-
vature, as will a low-index (crown) negative element.

3.3 Splitting Elements

Splitting an element into two (or more) approan'mately equal parts
whose total power is equal to the power of the original element can
reduce the aberration contribution by a significant factor. The reason
that this reduces aberrations is that it allows the angles of incidence

to be reduced; the nonlinearity of Snell’s law means that smaller an-
gles introduce less aberration than do large ones. This technique is of-

ten used in high-speed lenses to reduce the zonal spherical residual
and in wide-angle lenses to control astigmatism, distortion, and coma.

Figure 3.2 shows the thin lens third-order spherical aberration for

spherical-surfaced positive elements which are shaped (or bent) to
minimize the undercorrected spherical. The upper plot shows the
spherical as a function of the index of refraction for a single element
with a distant object. The curve labeled i = 2 shows the spherical for

two elements whose total power is equal to that of the single element.
The best split is 50-50—i.e., the split elements have equal power; this
minimizes the spherical. (The same is true for a split into more than

two elements, i.e., three, four, etc., as shown in the curves labeled
1 = 3 and i = 4.) The improvement produced by splitting an element in
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Flgure 3.2 The spherical aberration ofone, two, three. and four thin positive
elements, each bent for minimum spherical aberration, plotted as a function
of the index 0!. refraction. and showing the reduction in the amount of aber-
ration produced by splitting a single element into two or more elements (of
the same total power». Each plot is labeled with i, the number of elements in
the set IThe object is at infinity.)

two can be seen to be a factor of about 5 for lenses of index equal to
1.5. The higher the index, the greater the reduction; for an index of
1.8, the factor is about 7. At an index of 2.5 or higher, the spherical
can be brought to zero or even overcorrected with just two positive el-
ements. Most other aberrations are similarly affected by splitting, al-
though it should be obvious that neither Petzval nor chromatic is
changed by splitting.

In high-speed lenses this technique is frequently used to reduce the
residual zonal spherical; the positive elements are split. This illus-
trates the basic idea. If the residual zonal spherical is negative
(undercorrected). one splits a positive element; in the rare event that
the zonal is positive tovercorrected), one would split a negative ele-
ment. A similar philosophy can he applied for troublesome residuals of
the other aberrations as well.

The choice of which element to split is often less apparent. The log
ical candidate would obviously seem to be the element which contrib-
utes most heavily to the problem aberration. (An examination of the
third- and fifth-order surface contributions can often locate the source
of the aberration.) However, other considerations often become signif
icant. For example, in the Cooke triplet. the r an element is the prime
candidate for the split, and such a split. is quite effective in reducing 
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the zonal spherical, as Figs. 14.1 and 14.2 will attest. But the better
('hoiCL’ for the split is the front element, not because it does a better job
of 1.Cduciiqz, the zonal spherical, but because the resulting lens is bet-
ter Cm'rected for the other aberrations. Figure 14.3 shows the simple
split-front triplet. This is the ancestor of the Ernostar family of lenses;
Figs. 14.10 through 14.15 illustrate designs which can be considered
as descendants from the split-front triplet. Although they have been
largely superseded by the more powerful double-Gauss form, they are
nonetheless excellent design types.

Many retrofocus and wide-angle lenses which use strong outer me-
niscus negative elements illustrate the use of this technique for the
control of coma, astigmatism, and distortion by splitting these nega-
tive elements.

The implementation of this technique with an automatic design pro-

gram is often far from easy. For example, if one decides to split one of
the crowns of a Cooke triplet and simply replaces one crown with two,
after the computer optimization has run its course, the resultant lens

may look like an ordinary triplet with a narrow cracklike airspace in
the split element (a cracked crown triplet). The performance of the lens
is the same as the original triplet; the split has not improved a thing.
This is because the original lens was in a local optimum of the merit

function. Aberrations other than the zonal spherical dominated the

design; this caused the program to return the lens to its original de-

sign configuration. What is necessary in this situation is to force the

split elements into a configuration which will accomplish the desired
result.

Consider the split-front triplet. There are two ways to get to a de-

sign like Fig. 14.3. One approach is to make the lens so fast that the
zonal spherical is by far the single dominant aberration in the merit
function. Then the program will probably choose a form which reduces
the zonal spherical; the lens shapes in Fig. 14.3 are a likely result. A

difficulty with this approach may be that you aren’t interested in a
very fast lens, or if you are, the rays may miss the surfaces of the ini-

tial design completely, or encounter TIR. The alternative approach is

to constrain the front elements to a configuration in which the spher-
ical is minimized. Simply fixing the first element to a plano-convex

form (by not allowing the plano surface curvature to vary) or holding

the second to an aplanatic meniscus shape is usually sufficient to ob-
tain a stable design which is enough different from the cracked crown
triplet. When this has been accomplished the constraint can be re-
leased and the automatic design routine allowed to find what is (one
hopes) a new and better local optimum. The problem here is that this
approach presupposes a knowledge of the configuration which will
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produce a good result. Obviously a knowledge of both aberration the-
ory and of successful design forms is a useful tool to the designer.

3.4 Separating a Cemented Doublet

Airspacing a cemented doublet can provide two additional degrees of
freedom: two bendings instead of one, plus an airspace. While this

technique does not have the inherent aberration reduction capability
that many other modifications possess, the extra variables may indi—
rectly make a design improvement possible. A difficulty in imple-
menting this is that the refraction at the cemented surface is apt to
become much more abrupt when it is split into two glass-air interfaces
than when it was a cemented surface; in fact rays may encounter TIR

if a simple split is attempted without a concomitant reduction of the
angle of incidence. Manual intervention in the form of adjusting the
radii to reduce the angle of incidence is often necessary.

3.5 Compounding an Element

Compounding a singlet to a doublet can be viewed in two different
ways:

1. As a way of simulating a desirable but nonexistent glass type

2. As a way of introducing a cemented interface into the element in
order to control the ray paths

Note that in almost all examples of Tessar-type lenses (and other

types which utilize compounded elements), the doublets have positive
elements with high index and high Vvalues, while the negative ele-
ment of the doublet has both a lower index and Vvalue. See Chap. 12

for examples.

The longitudinal axial chromatic of a singlet is given by
LAC}l = — f/V. Thus a fully achromatized lens (with LAC,1 = 0.0) has
the chromatic characteristic of a lens made from a material with a V

value of infinity; a partially achromatized doublet acts like a singlet
with a very high V value.

The Petzval radius of a singlet is given by p = — nf, where n is its
index. An old achromat with a low-index crown and a higher-index

flint has a shorter Petzval radius than a singlet of the crown glass. For

example, an achromat of BK7 (517:649) and SFl (717:295) has a
Petzval radius p = — 1.37f; in other words, in regard to Petzval field
curvature, it behaves like a singlet with an index of 1.37. A new
achromat has a high-index crown and a lower-index flint. A new 
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achi‘flmm 0f SSKN5 (6582509) and LF5 (5812409) has a Petzval radius
1 = , 2.19/ and a Petzval curvature which is characteristic of a
Linglet with an index of 2.19.
‘ fhus nn achromatizcd (or partially achromatized) doublet with a
high-index positive element and a low-index negative element has
many of the characteristics of a lens made of a high—index, high-V-
valllf' crown glass. (Note that for a negative focal length doublet, the
reverse is true.) Both conditions are usually to be desired, in order to
flatten the Petzval field and to achieve achromatism.

Figurt' 3.3 shows a singlet, an old achromat, and a new achromat,
each- with the same focal length. The equivalent V value of each
achromat is. of course, equal to infinity. The Petzval radius for each is
given in the figure caption.

The cemented interface of the doublet can be used for specific con-

trol of specific rays. In a lens such as the Tessar, where the doublet is
located well away from the aperture stop, the upper and lower rim

rays of the oblique fan have very different angles of incidence at the
cemented surface. In Fig. 3.4 it can be seen that the angle of incidence
at this surface is much larger for the upper ray than for the lower. In

this type of lens the cemented surface is typically a convergent one,
and the (trigonometric) nonlinear characteristic of Snell's law means

that the upper ray is, in this case, refracted downward more than it
would be were the refraction linear with angle. Thus the upper ray is

deviated in such a way as to reduce any positive coma of this ray. This

(a) (o) (c)

Flguro 3.3 Three lenses, each with the same focal length f. (a)
A singlet or" BK? (517:642) glass; Petzval radius equals
,1lr't’3l- (bl An old achronmt of 3K7 (517:642) and SFl (717:
“0‘ 13135583: Petzvnl radius equals - 1.37f. (c) A new
athromut of SSKNS (658:509) and L175 (581:409); Petzval ra-
dius is ~219f.
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Flguro 3.4 The upper and lower
rim rays have significantly dif-
ferent angles of incidence at the
cemented interface in the rear
doublet of this Tessar design.
Properly handled, this differ-
ence can be used to modify the
correction of the coma-type ab-
errations.

 
illustrates the manner in which a cemented surface can be used for an

asymmetrical effect on an oblique beam.

The Merté surface

A strongly curved, collective cemented surface with a small index
break (to the order of 0.06) has an effect which can be used to reduce
the undercorrected zonal spherical aberration. The central doublet of
the Hektor lens shown in Fig. 3.5 illustrates this principle. The ce-

30

\. _ 20

i % 0
—05 u
SPHERlCAL

ABERRATiON

Flgure 3.5 The cemented surface in the center dou-
blet of this Hektnr lens is what is called a Merté sur-
face. The index break (n' — n.) across the surface is
small, but at the margin of the aperture the angle of
incidence for the axial ray becomes quite large. This
combination produces an undercorrecting seventh-
ordcr spherical aberration which. as the plot shows,
dominates the spherical aberration at the margin of
the aperture, causing the marginal spherical to be
negative rather than the usual positive value.
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merited surface is a collective one (in that [n’ — n.l/r is positive) and
contributes undercorrected spherical aberration. For rays near the
axiS, the spherical aberration contribution of the surface is modest.
However, when the ray intersection height increases and the angle of
incidence becomes large, as shown in Fig. 3.5, the trigonometric
nonlinearity of Snell's law causes the amount of ray deviation to be
disproportionately increased. This causes the undercorrection from
this surface to dominate the spherical aberration. The result is a

al aberration characteristic like that shown in Fig. 3.5. Thes )heric

sbhel‘it‘al in the central part of the aperture appears quite typical: the
under-corrected third-order dominates close to the axis and the over»
Correcting fifth—order causes the plot to curve back as the ray height.
increases. l'lowcver, toward the. edge of the aperture the under—
correction of the Merté surface becomes dominant and the aberration

plot reverses direction again. The net result is the. equivalent. of a re-
duced zonal spherical aberration.

It is rare to see as extreme an example of the Merté surface as that

illustrated in the Hektor of Fig. 3.5. Such a surface is very sensitive to
fabrication errors and is thus expensive to make. It is also often best
used close to the aperture stop because, if it is located away from the

slop, the asymmetrical effects described two paragraphs above can be-
come quite undesirable. However. it is well worth noting that an or-
dinary collective cemented surface has a tendency to behave as a mild
Merté surface and to reduce the spherical zonal, at least somewhat.

3.6 Vignettlng and Its Uses

Vignetting, which is simply the mechanical limitation or obstruction
of an oblique beam, is usually regarded primarily as something which
reduces the off-axis illumination in the image. However, vignetting

often plays an essential role in determining the off-axis image quality
as well as the illumination. Of course there are many applications for

which vignetting cannot be tolerated; the illumination must be as uni-
form as possible across the entire field of view. The complexity of the
lens design, therefore, must be sufficient to produce the required im-

age quality at full aperture over the full field.
But for many applications, vignetting is, in fact, quite tolerable. In

commercial applications the clear apertures may well be established

so as to be just sufficient to pass the full aperture rays for the axial
image. It is not at all unusual for vignetting to exceed 50 percent at

the edge of the field. For a camera lens, this vignetting will, of course,
completely disappear when the iris of the lens is stopped down to an

aperture below the vignetting level. Since camera lenses are most of-
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g is not as significantten used at less than full aperture, the vignettin such as a mi-
as it is in a lens which is always used at full aperture,
croscope or projection lens.

The bone/iii of vignetting is that it cuts off the upper and/or lower
rim rays of the oblique tangential fan. Since these are ordinarily the
most poorly behaved rays, the image quality may well be improved by
their elimination. Most lenses which cover a significant field are af—
flicted with oblique spherical aberration, a fifth-order aberration
which looks like third-order spherical aberration, but which varies as

of the field angle. And since its magnitude is different for
ential rays, it can be seen to have characteristics

spherical aberration. Oblique spherical aber-
ml ion usually causes the rays at the edge of the oblique bundle to
show strongly overcorrected spherical aberration; vignetting is a sim-
ple way to block these aberrant rays from the image.

Another factor favoring the use of vignetting is that it results from
lens elements with small diameters. In general, one can count on a
smaller—diameter lens being less costly to fabricate.

For a camera lens, one must be certain that the iris diaphragm is
located centrally in the oblique beam so that, when the iris is closed
down, the central rays of the beam are the ones which are passed.
These are usually the best—corrected rays of the oblique beam. Also
this location assures that the vignetting will be eliminated at the
largest possible aperture.

the square

sagittal than for tang
of both astigmatism and

3.7 Elimlnating a Weak Element; the
Concentric Problem

OCcasionally an automatic design program
an element of very low power. Frequently t
can he removed from the design without adversely affecting the qual-
ity of the design. Often a straightforward removal will not work; the I
design process may simply “blow up." An approach which usually
works til" anything will) is to add the thickness and the surface curva-
tures of the element to the merit function with target values of zero.
allowing them to continue as variable parameters. Sometimes target-
int,r the difference between the two curvatures is also useful. Usually,
if the element isn’t necessary to the design, a few cycles of optimiza-
tion, possibly with gradually increasing weights on these targets, will
change the element to a very thin, nearly plane parallel plate, which
can then be removed without severe trauma to the design. If your
design program will not accept curvatures and thicknesses as targets,
an alternative technique is to remove the curvatures and the thick-
ness as variables and to gradually weaken the curvatures and reduce

 
will produce a design with

his means that the element a
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the thickness (by hand) while continuing to optimize with the other
variables.

An unfortunate form of the "weak” element is a fairly strongly bent
meniscus, which the computer uses for a relatively important design
function, such as the correction of spherical aberration or the reduc-
tion of the Pctzval curvature. It is rarely possible to eliminate such an
element because it is an integral part of the design. The unfortunate
aspect of this situation is that, if the surfaces of the meniscus element
are concentric or nearly so, the customary centering process used in
optical manufacture is impossible or impractical, and the element is
costly to fabricate. This situation can be ameliorated by forcing the
centers of curvature of the surfaces apart by a distance sufficient to
allow the use of ordinary centering techniques. Again, including the
required center-to-center spacing in the merit function and
reoptimizing will usually modify the offending element to a more
manufacturable form without any significant damage to the system
performance.

3.8 Balancing Aberratlons

The optimum balance of the aberrations is not always the same in ev-
my case; the best balance varies with the application and depends on
the size of the residual aberrations. In general, for well-corrected
lenses, the aberrations should be balanced so as to minimize the CPD,
i.e.. the wavefront variance, but there are significant exceptions.

Spherical aberration

If a lens is well-corrected and the high-order residual spherical aber-

ration is small, so that the OPD is to the order of a half-wave or less,
then the best correction is almost always that with the marginal

spherical corrected to zero, as illustrated in Fig. 3.61). However, when
the zonal spherical is large, there are two situations where one may
want to depart from complete correction of the marginal spherical.

If the lens will always be used at full aperture (as a projection lens,
for example), and if the spherical aberration residual is large (say to
the order of a wave or so), the diffraction effects will be small when

compared to the aberration blur; then the spherical aberration should
be corrected to minimize the size of the blur spot rather than to min-

imize the OPD. This will produce the best contrast for an image with
relatively coarse details, i.e., for a resolution well below the diffraction
limit. As an example, at a speed of f/1.6, a 16-min projection lens has
a diffraction cutoff frequency of about 1100 line pairs per millimeter
(1pm), But its performance is considered quite good if it resolves 100
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(a) (U! (c)

Flgure 3.6 Three states of correction of spherical aberration are shown. Each has the
same amount of fifth-order Spherical, but different amounts of third-order. (a) Spherical
aberration balanced to give the smallest possible Size blur spot. This correction may be
optimum when the aberration is large and the required level of resolution is low com-
pared to the diffraction limit. (1)) Spherical aberration balanced for minimum OPD. This
is optimum when the system is diffraction-limited, (c) Spherical aberration balanced to
minimize the focus shift as the lens aperture is stopped down. This correction is used in
camera lenses when the residual spherical is large. The upper row is longitudinal spher»
ical versus ray height: the lower row is transverse ray intercept plots.

1pm, an order of magnitude less than the diffraction limit. Such a lens
can advantageously be corrected for the minimum diameter geometri-
cal blur spot. This state of correction occurs (for third- and fifth-order
spherical) when LAz = 1.5LA,,,, or TA, = 1.05TAm; the result is a
high-contrast, but low-resolution, image. This correction is illustrated
in Fig. 3.60. See also the comments on defocusing in Secs. 2.4 and 2.7.

For a lens which is used at varying apertures, as is a typical camera

lens, it is important that the best focus position not shift as the size of
the aperture stop is changed. If the spherical aberration is corrected at
the margin of the aperture, or corrected as described in the paragraph
above. the position of the best focus will shift as the aperture is
changed. The best focus will move toward the paraxial focus as the ap-
erture is reduced. The state of correction which is often used in such a

case is overcorrection of the marginal spherical, as shown on Fig. 3.6c

(assuming an undcrcorrected zonal residual). The result is a design in
which the focus is quite stable as the lens is stopped down. The reso-
lution is better than it would be otherwise, but, at full aperture, the

contrast in the image is quite low. This works out reasonably well in a

high-speed camera lens because camera lenses are only infrequently
used at full aperture. Typically, photographs are taken with the lens
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stopIfi-‘d down well below the full aperture, and, when the camera is
snipped down. this state of correction yields a much better photograph.
- ‘l'ln- three correction states shown in Fig. 3.6 also Indicate the man-
nor in which the spherical aberration is changed when the third-order
nln-rrrntion is changed. This is a typical situation often encountered in
lens design: the l'ii'th- (and higher-) order aberrations are relatively
:tuhle nnd difficult to change, but the third order is easily modified (by
bending: an element, for example). in the figure, all three illustrations
have exactly the some amount of fifth-order spherical; the difference
is solely in the amount of third—order. Note that, in the (upper) longi-
tudinal plots. the change from one illustration to the next varies asyz,
whereas in the (lower) transverse plots the differences vary as ya.

Chromatic aberration and

spherochromatism

Here the question is how to balance the spherochromatism, which typ-
ically causes the spherical aberration at short (blue) wavelengths to
be overcorrected and that at the long (red) wavelengths to be
undercm-rected. If the aberration is small (diffraction-limited), the
best correction is probably with the chromatic aberration corrected at
the 0.7 zone of the aperture. This means that the central half of the

aperture area is undercorrected for color and the outer half of the ap-
erture is overcorrected, as shown in Fig. 3.70.. But if the amount of the
aberration is large, the spherical overcorrection of the blue marginal

ray causes a blue flare and a low contrast in the image. In these cir-
cumstances the correction zone can advantageously be moved to (or

toward) the marginal zone, as shown in Fig. 3.7b. This will probably
reduce the resolution somewhat, because it increases the size of the

core of the image blur, but it improves the contrast significantly and

yields a more pleasing image, free of the blue flare and haze. This
state of correction is accomplished by increasing the undercorrection
of the chromatic aberration of the paraxial rays.

Astigmatism and Petzval field curvature

In a typical anastigmat lens the fifth-order astigmatism tends to be-
come significantly undercorrected (i.e., negative) as the field angle is
increased. In order to minimize the astigmatism over the full field, the

third-order astigmatism is made enough overcorrected to balance the
undercorrected fifth-order astigmatism. The result is the typical field
curvature correction with the sagittal focal surface located inside the
tangential focal surface in the central part of the field because of the
overcorrected third-order astigmatism, and the reverse arrangement
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Flgure 3.7 Spherochromatism. (a) Chromatic aberration
balanced so that the outer hull. of the aperture is over-
corrected and the inner half is undercorrectcd. This may be
best if the amount of aberration is small. ([7) Chromatic ab-
erration balanced so that it is corrected at the margin, if the
aberration is large, this correction eliminates the blue flare
which can result from the type of correction in (a). Note Limit
the state of correction is more easily perceived in the upper,
longitudinal aberration plots. whereas the effect on the blur
spot 5110 and llurc is much more uppnrcnt in the lower
transverse my intercept plots.

in the extreme outer portions, The field angle at which the s and I
l'ields cross lie, where the astigmatism is zero) is called the node.
Usually the twu l'ields separate very rapidly outside the node, and the
image quality quickly deteriorates, often suddenly. The Petzval cur-
vature is usually made somewhat negative, so that both fields are
slightly inward-curving and the effective field is as flat as possible. A
typical state of correction is shown in Fig. 3.8.

Note that a field correction with the s and l focal surfaces spaced

equally on either side of the focal plane (so that the compromise
"smallest circle of confusion” focal surface is flat) is definitely not the
best state of correction. In considering the correction of the field cur-
vature, one should bear in mind that the oblique spherical aberration
(a fifth-order aberration which varies as the cube of the aperture and
the square of the field angle) typically goes overcorrected with in-
creasing field angle. In addition, the oblique spherical is usually more
significant for the tangential fan of rays than for the sagittal. Thus
the effective field curvature for the full fan of rays is usually more
backward-curving than the X5 and X, field curves indicate. These
curves indicate the imagery of a very small bundle of rays close to the
principal ray, and do not take the oblique spherical of the full aperture

f‘ll
PET.

 
into
ture
S Hill

whic

plot
('ln-nl
tive

ul’i‘l‘.‘

circl
VETS

ther

ally
lens
red
eme

0rd L

3.9

Wh

(0r -
and

Page 113 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 114 of 550 Apple Ex. 1022

 
Chromatic aberration
the aperture is over-
corrected. This may be
nall. (b) Chromatic ab-
ed at the margin. If the
iminates the blue flare
cation in (a). Note that
perceived in the upper,
IS the effect on the blur
ipparent in the lower

s. The field angle at which the s and t
‘Lstig'matism is zero) is called the node.
;e very rapidly outside the node, and the

)rates, often suddenly. The Petzval cur-
awhat negative, so that both fields are

he effective field is as flat as possible. A
hown in Fig. 3.8.

1 with the s and t focal surfaces spaced

e focal plane (so that the compromise
focal surface‘is flat) is definitely not the
asidering the correction of the field cur-
nd that the oblique spherical aberration

lh varies as the cube of the aperture and
a) typically goes overcorrected with in-
.)n, the oblique spherical is usually more
fan of rays than for the sagittal. Thus

for the full fan of rays is usually more
X, and X, field curves indicate. These
f a very small bundle of rays close to the
the oblique spherical of the full aperture

lmprovlng a Design 39

IMAGE
HElGHT

 
 

 

TANGENTIAL
FOCAL
SURFACE SAGlTTAL FOCAL Flguro 3.8 This is the typical

- SURFACE balance of astigmatism and
Petzval curvature in the pres-
ence of under-correcting fifth-
order astigmatism and over-
correcting high-order Petzval
curvature. This is achieved by
leaving the third-order Petzval
slightlyinward—curvingandover-
correcting the third-order astig-
matism by a small amount. This
is the usual aberration balance
for most anastigmats.

EXTENDED ;
PETZVAL SURFACE .._'

FIELD CURVATURE

into account. Thus, for most designs, the astigmatism and field curva-
ture are usually arranged somewhere between the state at which the
s and t curves are superimposed (i.e., zero astigmatism) and that at
which the t field is approximately flat. Often a through-focus MTF

plot which includes both on-axis and off-axis plots will indicate quite
clearly the effective field curvature, which is, of course, more informa-
tive than the X5 and X, curves.

Note well that these discussions have assumed the type of higher-
order residual aberrations which one ordinarily finds: overcorrected

fifth-order spherical aberration, undercorrected fifth-order astigma-
tism, and overcorrected spherochromatism for the shorter wave-

lengths. Although rare, the reverse is sometimes encountered. In such
circumstances the obvious move is to apply the above advice in re-
verse.

As an additional consideration, note that the undercorrection of ei-
ther the chromatic aberration or the Petzval curvature has the usu-

ally desirable side effect of reducing the power of the elements of the
lens system. Thus a secondary benefit of this undercorrection is the
reduction of residual aberrations in general, because a lower-power e1-

ement produces less aberration, which means that there is less higher-
order residual aberration left when the aberrations are balanced out.

3.9 The Symmetrlcal Prlnclple

When an optical system has mirror symmetry about the aperture stop
(or a pupil), as shown in Fig. 3.9, the system is free of coma, distortion,
and lateral color. This results from the fact that the components on

one side of the stop have aberrations which exactly cancel the aberra-
tions from the components on the other side of the stop. Obviously, to
have mirror symmetry, the system must work at unit magnification,
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Flgure 3.9 A fully (left to right] symmetrical system is completely free of coma. dil-
tortion, and lateral color. because the aberration in one half of the system exactly can-
cels out the aberration in the other half.

with equal object and image distances. For the symmetry to be abso-
lutely complete, the object and image surfaces must be identical in
shape; this then would imply separately curved sagittal and tangen-
tial surfaces at both object and image. However, the third-order coma,
distortion, and lateral color are completely removed by symmetry,
even with flat object and image surfaces.

Of course, most systems do not operate at unit magnification, and
therefore a symmetrical construction of the lens will not completely
eliminate these aberrations. However, even for a lens with an infi-
nitely distant object, these aberrations are markedly reduced by sym-
metry, or even by an approximately symmetrical construction. This is
why so many optical systems which cover a significant angular field
display a rough symmetry of construction. Consider the Cooke triplet:
it has outer crown elements which are similar. but not identical in
shape. and the center flint, while not equi»concave, is bi-concave, and,
except for slow~speed triplets, the air-spaces are quite similar in size.
The benefit of this is that the higher-order residuals of coma, distor-
tion, and lateral color are markedly reduced by this symmetry. This is
especially true for wide—angle lenses when good distortion correction
is important.

3.10 Aspheric Surfaces

Many designs can be. improved by the use of one or more aspheric sur-
faces. Except. for the case of a molded or diamond-turned element, an
aspheric surface is many times more. expensive to fabricate than a
spherical surface. A conic aspheric is easier to test than a general
aspheric and is therefore somewhat less costly. For many systems,
e.g., mirror objectives, aspheric surfaces are essential to the design
and cannot be avoided.

One technique for introducing an aspheric into an optical system is
to first vary only the conic constant. (Note that the conic constant and 
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the fourth—order deformation term have exactly the same effect on the
third-Order aberrations. Thus, allowing both to vary in an automatic
design program may cause a slowing of the convergence or, in extreme
C3505, a failure of the process. Occasionally the difference between the
effect, of the conic and the fourth-order term on the fifth- and higher-
order aberrations may be useful in a design, but more often than not
the two are redundant.) If the effect of varying the conic constant
alone is inadequate, one can then allow the sixth-order term to vary,
then the eighth-order, etc. Some designs have aspherics specified to
the tenth-order term when just the sixth or eighth would suffice. It is
a good idea to calculate the surface deformation caused by the highest-
m-der term used; if it is a fraction of a wave at the edge of the surface
aperture, its utility may well be totally imaginary.

Occasionally one encounters a design specification or print in which

the aspheric is specified by a tabulation of sagittal heights instead of
an equation. The optimization program can be used to fit the con-
stants of the standard aspheric surface equation to the tabulated data.

The specification table is entered in the merit function as the sag of
the intersections of (collimated) rays at the appropriate heights. The
surface coefficients are allowed to vary, and the result is a least-

squares fit to the sag table.
The equations of Sec. F.11 indicate the effects of a conic or a fourth-

order aspheric term on the third-order aberrations. Several points are
worthy of note. The conic has no effect on the Petzval curvature or on
axial or lateral chromatic. Further, if the conic is located at the aper-

ture stop or at a pupil, then the principal ray height, yp, is zero and the
conic has no effect on third-order coma, astigmatism, or distortion; it

can only affect third-order spherical. In the Schmidt camera the
aspheric surface is located at the stop because the coma and astigma-
tism are already zero, because the stop is at the center of curvature of
the spherical mirror; the purpose of the aspheric is to change only the
spherical aberration. Conversely, if the purpose of an aspheric is to

affect the coma, astigmatism, or distortion, then it must be located a
significant distance from the aperture stop.

It is also worth noting that the primary effect of the conic, or fourth-
order, deformation term is on the third-order aberrations. The pri-
mary effect of the sixth-order deformation term is on the fifth-order

aberrations, etc., etc.
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' Chapter

Evaluation:

How Good Is This Design?  
4.1 The Uses of a Preliminary Evaluation

At some point in the process of designing an optical system, the designer
must decide whether the design is good enough for the application at
hand. With modern computing power, it is not a difficult matter to cal-
culate the MTF or the point spread function (PSF), and to accurately in-
clude the effects of diffraction in the calculations. The process does con-
sume a finite amount of time, however (which, on a slow computer, may

be a significant amount), and it is useful to be able to make a reasonable
estimate of the system performance from a more limited amount of data.

A good estimate can avoid wasting time and computer paper in evaluat-
ing a clearly deficient design, or it can signal an appropriate point at
which to conduct a full-dress evaluation.

4.2 OPD versus Measures of Performance

The distribution of illumination in the point spread function, particu-

larly in the diffraction pattern of a reasonably well-corrected lens, is
often used as a measure of image quality. The Strehl ratio (or Strehl
definition) is the ratio of the illumination at the center of an

(aberrated) point image to the illumination at the center of the point
image formed by an aberration—free system. Figure 4.1 illustrates the
concept. Another measure of image quality uses the percentage of the

total energy in the point image which is contained within the diame-
ter of the Airy disk. This diameter remains relatively constant in size
for small amounts of aberrations. The table of Fig. 4.2 gives the rela-

tionships between the wavefront deformation (or OPD), the Strehl ra-

tio, and the energy distribution.

43
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44 Chapter Four

ABERRATIONeFRFE POINT IMAGE tio
tI‘E

M’

ABERRATED POINT IMAGE

 
 

 
Z—’

Figure 4.1 The Strehl ratio is the illumination at
the center of the diffraction pattern of an aberrated
image, relative to that of an aberration-free image.

 

 Relation of Image Quality Measures to OPD

% energy in

 

 

P-V 0P1) RMS OPD Strehl Ratio Airy Disk Rings J

0.0 0.0 100 84 16
0 25RL = M16 0.018>\ 0.99 83 17
0 SKI; : [\1’8 0.036% 0 95 80 20
1 URL : [V4 0 Wk 0.80 68 32
2.0RL = M2 0.141 0.4“ 40 60
3.0RL = 0 75,\ 0.211 0‘ ‘ 20 80
4.0RL = X 0.29% 0.0”: 10 90 

”The smaller values of the Strehl ratio do not correlate well with image quality.

Figure 4.2 Tabulation of the Strehl ratio and the enery distribution as a function of
the wavefront deformation. RL means the Rayleigh limit of one-quarter-wavelength
peak-to-valley OPD.
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Another commonly utilized measure of performance is the module-
. transfer function, which describes the image modulation or con-

E POINT IMAGE moot .S a function of the spatial frequency of the object or image. The
31239:,13 perfect, aberration-free system is given by

NT IMAGE 2

 

MTF(U) = ; (d) — cos (1: sin (b) (4.1)

Where

(1), = arccos (21%;) (4.2)
This is minted as curve A in Figs. 4.3 and 4.4. Figure 4.3 shows the
effect on the MTI“ of defocusing an otherwise aberration-free lens. The
spatial frequency in these plots is normalized to the cutoff frequency

, _ 2NA _ 1
5“ U0 _ )\ _ anumber)

4.4 shows the effect of simple third-order spherical aberration

(4.3)  
Figure . .
on the M'l‘l’. Note that, although the curves of Figs. 4.3 and 4.4 are not

{i‘fiifii‘lfitfié identical, they are quite similar. This similarity of effect is the basis
ion-fI‘BEimage. for the common rule of thumb that a given amount of OPD will de—

ige Quality Measures to OPD  

 
 % energy in

Strehl Ratio Airy Disk Rings

1.00 84 16 0 Di 02 O3 04 05 06 O7 08 09 10
0.99 83 17 v/ vo —>

0'95 80 20 Flgura 4.3 The effect of defocusing on the modulation
0-8? 68 32 transfer function of an aberration-free system.0-4" 40 60 (A) In focus OPD = zero
01* 20 80 (B) Defocus = x/2n sin2 U OPD = M4
0.0“ 10 90 (C) Defocus Mn sin2 U OPD = M2

(D) Defocus ; awn sin2 U OPD = 3V4
tio do not correlate well with image quality. (E) Defocus = ZMn Sin2 U OPD = h, _ . , . (F) Defocus = 4A/n sin2 U OPD = 2A
ratio and the energ distribution as a function 0f (Curves are based on diffraction effects—not on a geo-
ms the Rayleigh limit of one-quarter-wavelength metric calculation.)

 

 
Apple V. Corephotonics Page 120 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 121 of 550 Apple Ex. 1022

 

 
 

 
    
 
  
  

46 Chapter Four

06 \7 7 ,.. n i ‘
\ ' 7 i , P.

04 ll c X 7 x‘ V m [.1\I ” T 3 x

02* D 1w; 4% I Fi #7 ‘7 ,1, _ )
0F,liLAf:le/~ H

0 0| 01' O3 04 05 06 07 08 09 10
v/v0—>

 
Figure 4.4 The effect of third-order spherical aberration
on the modulation transfer function.
(A) LAM = zero OH) = 0
(B) LAM = in: sing U OPD = m4
(C) LAM = BA/n sin2 1U ()P1) = A/Z
(D) LAM = ISA/n sinl U OPD = x

 
 
 
 
  
  
  
  
 
  

  
 

  
    
   
  
  
   
  

 

 grade the image by the same amount regardless of what type of aber-
ration produced the OPD.

When the OPD is large (say more than one or two waves), the fol-
lowing geometrical approximation (derived from the geometric
defocusing expression) can be used to calculate the MTF with reason-
able accuracy:

J1[8-rrnOPD(U/Uo)]

4mLOPD (U/Uo)

where v0 is the cutoff frequency (Eq. 4.3), n is the index of the image
medium, OPD is the peak-to-valley wavefront deformation in waves,
and

MTF(U) = (4.4)

x (ac/2r (ac/2r _
Jim = i _ 122 + 12223

The relationships between the basic aberrations and the OPD are
given in Sec. F.12, as are the relationships between rms OPD and
peak-to-valley OPD and between rms OPD and the Strehl ratio.

A convenient relationship to remember is that a quarter-wave of
OPD corresponds to a transverse spherical aberration (either mar-
ginal or zonal) of about

  

, _4_x
l‘A—NA (4.5)

This is a useful way to make a quick and dirty evaluation from just
the ray intercept plots.
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4 3 Blur Spot Size versus Certain
Aberrations

Many times, the system characteristic of interest is the size of the blur
‘ ed as the image of a point source. There- arc a few simple rela-

tionships which are useful in this regard:
Third-order spherical at best focus (three/fourths of the way from

al to marginal focus):

B = 0.5 IAmtan U," = 0.5TA," (4.6)

Third- and fifth-order spherical (with the marginal spherical cor-
rected, focused at 0.42 LAz from the paraxial focus):

B = 0.84 LAz tan U,,I = 0.59 TA, (4.7)

Third- and fifth-order spherical (corrected so that LA, = 1.5 LAW or
TA,” = 1.06 ’I‘Az, and focused at 0.83 LA, from the paraxial focus; this
correction yields the smallest-diameter blur spot for a given amount of
fifth-order spherical):

B = 0.5 LA", tan Um = 0.5TAm

= 0.33 LA, tan Um = 0.47m, (4.8)

PrudllL‘

pm'zixi

Note that the above are based on the idea of the smallest spot contain-

ing 100 percent of the energy in the image of a point. For many appli-
cations this concept is valid and useful, but for best image quality
there is usually another focus or correction at which the image has a

smaller, brighter core and a larger flare; this is usually judged to be
better for definition and pictorial purposes.

The effect of a large amount of defocusing on a well-corrected image

is to produce a uniformly illuminated blur disk with a diameter of

B = 2(defocus) tan Um z 39%;“ (4.9)
f number

Astigmatism and field curvature can be evaluated by applying Eq. 4.9
separately in the sagittal and tangential meridians.

Although ordinary axial chromatic is also defocusing, the blur it
produces is not uniformly illuminated, but has the energy centrally

concentrated. At the midway focus point, the diameter of the blur con—
taining 100 percent of the energy is

B = LAch tan Um = TAch (4.10)

However, the central concentration leads to a situation where 75 to 90
Percent of the energy is in a spot only half this size, and 40 to 60 per-

cent is in a spot one-quarter as large. (The smaller percentages apply
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for a uniform spectral response distribution and the larger for a trian-
gular spectral distribution.)

For third-order coma, the blur is the typical comet shape, and has a

height equal to the tangential coma and a width (in the sagittal direc-
tion) two-thirds this size. Note, however, that some 50 to 60 percent of

the energy in the coma patch is in the point of the figure, whose size
equals one-third the tangential coma.

4.4 MTF—The Modulation Transfer
Function

The interpretation of an MTV plot is often problematical; it is not the
easiest thing in the world to decide how good an image is on the basis
of an examination of its MTF plot.

The limiting resolution is easily determined if the system sensor
can be characterized by an aerial image modulation (AIM) curve. This

is a plot of the threshold, or minimum, modulation required in the im-
age for the sensor to produce a response. When plotted against spatial
frequency, the intersection of the AIM curve and the MTF plot clearly
indicates the limiting resolution, as shown in Fig. 4.5.

LIMITING
RESOLUTION

MINiMUM

\ DETECTABLEMODULATION
LEVEL

/ "AIM” CURVE

O

MODULATION—> O u

U FREQUENCY (N14
(LINES PER MiLLiMETERi

Figure 4.5 The intersection of the AIM curve
and the MTF curve indicates the limiting reso-
lution of the system.

A criterion for excellent performance (one which is often used as a

design goal for top-of-the-line professional motion picture camera
lenses) is to look for a 50 percent MTF at 50 1pm. Another criterion
which has been presented for commercial 35-mm camera lenses is 20

percent MTF at 30 1pm over 90 percent of the field. Both criteria are
applied at full aperture. These will give some idea of the range of the
MTF values which are more or less standard for this type of work. 
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Chapter

Lens Design Data

5.1 About the Sample Lenses

One of the features of this volume is a fairly large set of lens designs,

their prescriptions, and their aberration plots. This set is not intended
to be a complete or extensive collection of all or even most of the pub-
lished lens designs. We happily leave that to others. The set is in-
tended to be a selection of lens designs which will serve two primary

purposes. These are to serve as a set of suitable starting designs and to
serve as a set of designs which illustrate to the reader the principles

and techniques of successful lens designs.
rI‘he designs in this book were drawn from many sources. A signifi-

cant number are from the original version of OPTICS TOOLBOX.‘

(All of the designs in this text, plus many others which were consid-
ered but not chosen for inclusion, have been incorporated in the War-

ren J. Smith Lens Library.1') Many are derived from the patent liter-
ature, or books which include patent references. Some of the designs
are from the technical literature, such as journals, proceedings, or

other books about lenses. Some have never been published previously.
In most cases the published designs have been modified to some ex-

tent. For the majority of the designs, we have specified the optical
glass as one of those from the Schott (Schott Glass Technologies, Inc.)

catalog. We have chosen what we feel is the nearest Schott glass to

that indicated in our source for the lens data. Occasionally this may
constitute a significant change, but we have attempted to stay as close

to the original data as possible. In a few designs, non-Schott glasses
have been used.
 

'OPTICS TOOLBOX is a product of Genesee Optics Software, Inc.

. TWarren J. Smith Lens Library is a trademark of Genesee Optics Software, Inc., and
Is incorporated in their optical design software products.

49
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50 Chapter Five

The aperture and field which are indicated for any given lens design
are more a matter of taste than anything else. What constitutes an ac-

ceptable level of aberration depends mostly on the application to which
the lens is to be put. Thus the values for field and aperture which accom-
pany each design in this book have often been selected somewhat arbi-
trarily to yield a level of correction which we thought reasonable.

The choice of the clear apertures for the lens elements is equally ar-

bitrary. Obviously, the clear aperture of an element cannot be so large
that the edge thickness at that diameter becomes negative or

impractically thin. We have selected what seemed to be reasonable
values for the clear apertures, based on both edge thickness consider-
ations and the choice of a vignetting factor which allows a reasonably

sized oblique beam through the lens and also trims the oblique beam
to eliminate the worst—behaved rays.

5.2 Lens Prescriptions, Drawings. and
Aberration Plots

The lens design data and the associated graphics for this book have
been produced by computer. While data input errors and other
glitches are always possible, by producing the lens data table, the lens
drawing, and the aberration plots all from the same lens data file, we
hope to prevent most of the errors which have afflicted some other ef-
forts of this type. The design examples have all been scaled to focal
lengths which are within a few percent of 100 units in order that com-
parisons can be easily made. So that the details of the aberration cor-
rection will be readily apparent, the computer was programmed to se-
lect the scale of each aberration plot to make the plot fill the available

space. This does, of course, have the disadvantage that each lens and
its aberrations may be plotted to a different scale. In order to mini-
mize this disadvantage we have limited the scales used to decimal fac-
tors of 2, 5, and 10.

Lens prescription

A sample is shown in Fig. 5.1. The lens construction data are tabu-
lated in a quite straightforward way. The columns are headed radius,
thickness, mat’l, index, V-no, and so (for semiaperture); the meanings

should be apparent. The radius value follows the usual sign conven-
tion that a positive radius has its center of curvature to the right of
the surface. Plano surfaces (i.e., with infinite radius) are indicated by

a blank entry in the radius column. The thickness and material fol-
lowing a surface are presented on the same line as the surface radius,
and have the same number.  
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Lens Deslgn Data 51

deg TRIPLET U51.987.87B/1935 SCHNEIDER

mm mm: mall index lbnn 5:4.916 LAK12 i678 552
25-150 3333 all ii}!

motigg 1.033 sy=2 1.648 338 102
£2570 4.000 an 10.2

' 6325 a" 1651 559 13%2.567 LAK22 .

figs-$58 51.433 air 10 a
was 56 ». EFFECTIVE FOCAL LENGTH

EH ‘8' .m : BACK FOCAL LENGTH
BF! =10 1132707” 4) : NUMERICAL APERTURE (r—NUMBER)
NA :56 13(HFOV=L’517) :7 IMAGE HEIGHT (HALF FIELD IN DEGREES)
GIH : ,5.“ ~.~ (PETZVAL nAqusVErL
PIZJF Ice-1‘3 : VERTEX LENGTHVL ‘ L" = OBJ[CT DISTANCE
OD infirm.) I 0",”an

Figure 5.1 Sample lens prescription.

Wich few exceptions, the material names are those of Schott Glass
’I‘echnologies, Inc. The index and V number values correspond to the
wavelengths given with the ray intercept plot (e.g., see Fig. 5.3); for
most lenses we have used the d, F, and C lines. The location of the
aperture stop is indicated by a blank in the radius column with air on
both sides of the surface. Aspheric surfaces are specified by the conic
constant kappa and/or the aspheric deformation coefficients. The
equation for the surface is

cy”

= 1 + [1 — (1 + K)czy2]"2

The data below the prescription tabulation has the following
meanings:

 
+ ADy‘ + A1213"3 + AFy‘ + AGy10 (5.1)x

EFL Effective focal length

BFL Back focal length (the distance from the last surface to the
paraxial focal point)

NA Numerical aperture (the corresponding f number is in parenthe-
ses)

GIH Gaussian (paraxial) image height (half-field in degrees is in pa-
rentheses)

PTZ/F Petzval radius as a fraction of EFL

VL Vertex length from first to last surface

0D Object distance

Lens drawing

A sample lens drawing is shown in Fig. 5.2. The scale of the lens draw-

ing is indicated by the dimensioned length of the line immediately be
low the lens sketch. The two rays in the sketch are the marginal and
prinCiPal rays corresponding to the aperture and field angle which are
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Figure 5.2 Sample lens drawingi

 
 

 
tabulated with the lens data. The aperture stop location is indicated

by the point at which the principal ray crosses the optical axis. The
lens elements are drawn to the clear apertures given in the prescrip-
tion table as so. the semiaperture.

Additional rays can easily be added to the lens drawing if desired.
by using a technique which is exact only for paraxial rays, but which
is often accurate enough for use in estimating or drawing ray paths. A
ray may be scaled by simply multiplying the heights at which it
strikes the surfaces by a scaling constant. Also, rays may be added by
adding their intersection heights together. In each case the result is a
reasonable approximation to the path of another ray. Obviously, two
rays can be scaled and then added. Thus any desired third ray can be
drawn by determining its intersection heights from

Y3 = AY1 + BY; (5.2)

where A and B are scaling factors and Y1 and Y2 are the ray heights
of the rays in the lens drawing. If one defines the desired third ray by
its intersection with any two surfaces (which may include the object or
image surface), then a simultaneous solution for A and B may be
found from the two equations which result when the appropriate val—
ues of Y1, Y2, and Y3 are substituted into the equation above.

  

 
Aberration plots

A sample aberration plot is shown in Fig. 5.3. The aberration plots in-
clude both tangential and sagittal ray intercept plots (sometimes
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) the path of another ray. Obviously, two
added. Thus any desired third ray can be
1tersection heights from

'3 = AY1 + BY2 (5.2)

'actors and Y1 and Y2 are the ray heights

ng. If one defines the desired third ray by
1 surfaces (which may include the object or
ultaneous solution for A and B may be

is which result when the appropriate val-

bstituted into the equation above.

shown in Fig. 5.3. The aberration plots in-
sagittal ray intercept plots (sometimes
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called H-tan U curves) for the axis, 0.7 field, and full field. The ray

displacements are plotted vertically, as a function of the position of the

ray in the aperture. The vertical scaleis given at the lower end of the
vertical bar for the axial plot; the number given is the half-length (i.e..,
from the origin to the end) of the vertical line in the plot. The hori-
zontal scale is proportional to the tangent of the ray slope angle. Fol-
lowing the usual convention, the upper ray of the ray fan is plotted to
the right. In the sagittal plots, the solid line is the transverse aberra-
tion in the z, or sagittal, direction and the dashed line is the ray dis-
placement in the y direction (which is sagittal coma).

In addition to the ray intercept plots (which are, in general, proba-
bly the most broadly useful presentation of the aberration character-
istics of a design), two aberrations are also presented as longitudinal
plots. The longitudinal representations of spherical aberration and
field curvature have been the classical, conventional presentation for

decades, despite the fact that they give a very incomplete picture of
the state of correction of the lens. However, a longitudinal plot of the

SPherical aberration in three wavelengths does allow a much clearer

 

      

Figure 5.3 Sample aberration plot.
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54 Chapter Five

understanding of the spherochromatism, as well as the secondary
spectrum. The scale factor for this plot is the number given at the
right end of the horizontal axis; the number is the half length of the
horizontal line. The vertical dimension of the plot is the height of
the ray at the pupil; the f number is given at the top of the plot. This
is the f number of the imaging cone and is equal to l/2NA. The longi-
tudinal field curvature plots yield an excellent picture of the correc-
tion of the Petzval curvature and the astigmatism. The scale for X8
and X, is given at the right end of the horizontal axis; again the num~
her is the half length of the horizontal line. The solid line is X, and the
dashed line is XS. The vertical scale is the fraction of the gaussian im-
age height (GIH'); the half field angle is given at the left side of the
distortion plot. The scale for distortion is in percent, and the number
is the half-length of the horizontal line.

5.3 Estimating the Potential of a Design

It is relatively easy to estimate the effects of a modest redesign on the
aberration plots of an existing design by applying a knowledge of
third-order aberration theory. This is because the third-order aberra- ng
lions of a lens are easily adjusted by changing the spaces or the shapes if:
of the elements, whereas the amount of higher-order aberration tends
to be quite stable and resistant to change.

Equations 5.3 and 5.4 are a power series expansion of the relation-
ships between the ray intersection with the image plane (y', 2') as a
function of the object height h and the ray position in the pupil (de-
fined in polar coordinates s and 0'), as shown in Fig. 5.4.

 
y’ = Als cos 6 + Azh + 3133 cos 6 + stzh(2 + cos 26)

+ (SB3 + B4)sh2 cos 6 + B5h3 + 0135 cos 6 + (C2 + C3 cos 26)s‘h

+ (C4 + C6 cos26)sah2 cos 6 + (C7 + Ca cos 26)th3 + Closh" cos 6

+ 0th5 + D157 cos 0 + (5.3) 

 z’ = Als sin 6 + B133 sin 6 + stzh sin 26

+ (Ba + B4)sh2 sin 6 + Cls5 sin 6 + Cas4h sin 26

+ (05 + Ce cosZOh‘i‘h2 sin 6 + C932}:3 sin 26 + Cush‘ sin 6

+ D137 sin 6 + ~- (5.4)

Notice that, in the A terms, the exponents of s and h are unity. In
the B terms, the exponents total 3, as in 33, 32h, shz, and ha. In the C
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:05 0 + B232h(2 + cos 26)

Bah3 + 0185 cos 0 + (C2 + Ca cos 26)s‘h

s 0 + (C7 + C8 cos 26)th3 + Closh‘ cos 9

(5.3)

323% sin 20

31s“ sin 6 + Cas‘h sin 29

1 9 + Cgszha sin 26 + Cush‘ sin 0

(5.4)

1s, the exponents of s and h are unity. In

total 3, as in 33, szh, shz, and ha. In the C
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APERTURE OF LIGHT RAY
OPTICAL SYSTEM ‘

NTERSECTION OF RAY
1 WITH APERTURE .,,__

’-I_|GHT RAY

> OBJECT POINT

Figure 5.4 A my from the pointy = h, z = 0.0 in the object passes through the ap-
erture of the optical system at a point defined by its polar coordinates (s, 0), and in-
tersects the image surface at point y', 2'.

terms, the exponents total 5, and in the D terms, 7. These are referred
to as the first—order, third-order, and fifth-order terms, etc. There are 2

first-order terms, 5 third-order, 9 fifth-order, and [(n + 3)(n + 5)/
8 — 1] nth-order terms. In an axially symmetrical system there are no

even-order terms; only odd-order terms may exist (unless we depart

from symmetry as, for example, by tilting a surface or introducing a
toroidal or other nonsymmetrical surface).

It is apparent that the A terms relate to the paraxial (or first-order)

imagery. A2 is simply the magnification (h’lh), and A1 is a measure of
the distance from the paraxial focus to our “image plane.” All the

other terms in Eqs. 5.3 and 5.4 are called transverse aberrations. They
represent the distance by which the ray misses the ideal image point
as described by the paraxial imaging equations.

The B terms are called the third-order, or Seidel, or primary aber-

rations. B1 is spherical aberration, B2 is coma, 33 is astigmatism, B4 is

Petzval, and B5 is distortion. Similarly, the 0 terms are called the
fifth-order or secondary aberrations. C1 is fifth-order spherical aberra-

tiOH; 02 and C3 are linear coma; C4, CE, and 06 are oblique spherical
aberration; C7, Ca, and 09 are elliptical coma; C10 and C11 are Petzval
and astigmatism; and 012 is distortion.
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The 14 terms in D are the seventh-order or tertiary aberrations; D1 is

the seventh-order spherical aberration. A similar expression for OPD,
the wavefront deformation, is given in Sec. 5.4 (Eqs. 5.5 and 5.6).

The terms with the B coefficients are the transverse third-order ab-

errations. The longitudinal aberrations are equal to the transverse ab-

errations divided by iuk’; since uk’ is a direct function of the ray
height 3, one can convert these into longitudinal aberrations by reduc-
ing the exponent of s by 1 (and adjusting the coefficients).

Thus one can assume that if the spherical aberration is adjusted so

as to correct it at a given aperture, the change in the longitudinal ab-
erration will be proportional to the square of the ray heights. For ex-
ample, if the spherical at ray height Y1 is to be changed by dLAl, then

at ray height Y2 it will change by dLA2 = dLA1(Y2/Yl)2. The change
of the transverse spherical will vary as a cubic function, so that the

transverse change dTA2 = d’l‘AfiYyYfls. Figure 3.6 shows the effect
of changing the third-order spherical (assuming a constant fifth-order
spherical).

If the axial chromatic is changed, the ray intercept plots for the dif-

ferent colors will simply rotate with respect to each other. The second-

ary spectrum and spherochromatism will change very little, so that
one can readily estimate the ray intercept plots which will result from

a simple change in the axial chromatic. Figure 3.7 shows two different
balances of axial chromatic and spherochromatism. Similarly, a lat-
eral chromatic change will change the relative heights of the different

color ray plots, and the amount of the height change will be propor-
tioned to the image height.

The change in the longitudinal astigmatism and field curvature is

proportional to the square of the image height or field angle. Thus if
the field curvature is changed by Xm at image height H1, the change

at H2 is dXZ = dX1(H2/H1)2. The change in the tangential field curva-
ture X, is three times the change in the sagittal field curvature X‘.] if
the change is produced by changing the amount of the astigmatism.
However, if the change results from a change in the Petzval curva-

ture, both XS and X, are shifted by the same distance. Note that the
slope of the ray intercept plot (dH‘/d tan U) at the principal ray is

equal to the tangential field curvature (X,) (or X, for the sagittal plot).
Changes in the third—order coma produce a parabolic-shaped change

in the ray intercept plot. If the plot is raised by an amount dH at the
ends of the plot, it will be raised by (0.7)2 dH = 0.5 dH at the 0.7 zones
of the aperture. The amount of the coma change for other field angles
will vary directly with the field angle or image height.

The change in percent distortion will vary with the square of the
field angle. The change in the lateral color varies directly with
the field angle.
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Thus one can look at the aberration plots for a given design and, by

applying the techniques outlined above, easily visualize what they
will lnnk like after an adjustment has been made to fit the design to
thr- :ipplicz'ltion at hand.

5_4 Scaling a Design, Its Aberrations, and
Its MTF

A lens prescription can be scaled to any desired focal length simply by
multiplying all of its dimensions by the same constant. All of the lin-
cu" aberration measures will then be scaled by the same factor. Note
however. that percent distortion, chromatic difference of magnifica-
tion (CDM), the numerical aperture or f number, aberrations ex-

pressed as angular aberrations, and any other angular characteristics
remain completely unchanged by scaling.

The exact diffraction MTF cannot be scaled with the lens data. The

diffraction MTF, since it includes diffraction effects which depend on

wavelength, will not scale because the wavelength is not (ordinarily)
scaled with the lens. A geometric MTF can be scaled by dividing the

spatial frequency ordinate of the MTF plot by the scaling factor. Of
course, because it neglects diffraction, the geometric MTF is quite in-
accurate unless the aberrations are very large (and the MTF is corre-

spondingly poor).
A diffraction MTF can be scaled very approximately as follows: De-

termine the OPD which corresponds to the MTF value of the lens for

several spatial frequencies. This can be done by comparing the MTF

plot for the lens to Figs. 4.3 and 4.4, which relate the MTF to OPD.
Then multiply the OPD by the scaling factor and, again using Figs 4.3
and 4.4, determine the MTF corresponding to these scaled OPD val-
ues. Obviously the accuracy of this procedure depends on how well the

simple relationships of Figs. 4.3 and 4.4 represent the usually complex
mix of aberrations in a real lens.

In the event that a proposed change of aperture or field is expected
to produce a change in the amount of the aberrations, one can attempt
to scale the MTF as affected by aberration. This is done by determin-

ing the type of aberration which most severely limits the MTF, then
scaling the OPD according to the way that this aberration scales with

aperture or field, in a manner analogous to that described in Sec. 5.3.

In general, OPD as a function of aperture varies as one higher expo-
nent of the aperture than does the corresponding transverse aberra-

tion. For example, the OPD for third-order transverse spherical
(which varies as Y3) varies as the fourth power of the ray height. In a

form analogous to Eqs. 5.3 and 5.4, which indicate a power series ex-
Pansion of the transverse aberrations as a function of aperture and
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field, Eq. 5.5 gives the relationship for OPD. As in Sec. 5.3, the terms
of the equation refer to Fig. 5.4.

OPD = A'ls2 + A’Zsh cos 0 + B’ls“ + B’zsah cos 6

+ B'sszh2 cos26 + B’432h2 + B’ssha cos 0 + C’ls6 + C’2sfih cos 6

+ (T434112 + 053%2 cosZB + 0733/13 cos 6 + C’asaha cosEB

+ C'mth‘ + C’nszh4 cos2 6 + 012st5 cos 9 + D’,s8 + (5.5)

Note that although the constants here correspond to those in Eqs. 5.3
and 5.4, they are not numerically the same. However, the expressions
are related by

, 1 aOPD , l aOPD

y=TAy=lTl—(9y— and 2=TA2=N 62

 
(5.6)

where l is the pupil-to-image distance and N is the image space index.
Note that the exponent of the semiaperture term 3 is larger by 1 in the
wavefront expression than in the ray-intercept equations.

5.5 Notes on the Interpretation of Ray
Intercept Plots

When the image plane intersection heights of a fan of meridional rays
are plotted against the slope of the rays as they emerge from the lens, the
resultant curve is called a ray intercept curve, an H’ — tan U‘ curve, or
sometimes (erroneously) a rim ray curve. The shape of the intercept
curve not only indicates the amount of spreading or blurring of the im-
age directly, but also can serve to indicate which aberrations are present.

In Fig. 5.5 an oblique fan of rays from a distant object point is

brought to a perfect focus at point P. If the reference plane passes
through P, it is apparent that the H' — tan U’ curve will be a straight
horizontal line. However, if the reference plane is behind P (as shown)

then the ray intercept curve becomes a tilted straight line since the
height, H’, decreases as tan U’ decreases. Thus it is apparent that

shifting the reference plane (or focusing the system) is equivalent to a
rotation of the H’ — tan U’ coordinates. A valuable feature of this type

of aberration representation is that one can immediately assess the ef-
fects of refocusing the optical system by a simple rotation of the ab-
scissa of the figure. Notice that the slope of the line (AH’/A tan U’) is

equal to the distance 6 from the reference plane to the point of focus,
so that for an oblique ray fan the tangential field curvature is equal to
the slope of the ray intercept curve.

Figure 5.6 shows a number of intercept curves, each labeled with
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iship for OPD. As in Sec. 5.3, the terms
.4.

:t’ls‘ + B’zsah cos 0

‘12 + B’ash3 cos 0 + C’ls‘i + C’zs‘h cos 0

128 + C"7s”h3 cos 9 + C’gs‘qha cosse

I82 6 + C'msh5 cos 6 + D’ls8 + (5.5)
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1 aOPD
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REFERENCE PLANE -1

 
; — «TANU'RAY INTERCEPl CURVE

Flgure 5.5 The ray intercept curve (H‘ versus -tan U') of
an image point which does not lie in the reference plane is a
tilted straight line. The slope of the line (dH'/d tan U') is
mathematically identical to the distance from the reference
plane to the point P. Note that this distance is equal to X,,
the. tangential field curvature (if the reference plane is the
parnxiul Focal plane).

the aberration represented. The generation of these curves can be

readily understood by sketching the ray paths for each aberration and

then plotting the intersection height and slope angle for each ray as a

point of the curve. Distortion is not shown in Fig. 5.6; it would be rep-
resented as a vertical displacement of the curve from the paraxial im-

age height h’. Lateral color would be represented by curves for two
colors which were vertically displaced from each other. The ray inter-

cept curves of Fig. 5.6 are generated by tracing a fan of meridional or
tangential rays from an object point and plotting their intersection

heights versus their slopes. The imagery in the other meridian can be
examined by tracing a fan of rays in the sagittal plane (normal to the
meridional plane) and plotting their z-coordinate intersection points
against their slopes in the sagittal plane (i.e., the ray slope relative to

the principal ray lying in the meridional plane).
It is apparent that the ray intercept curves which are ”od " func-

tions, that is, the curves which have a rotational or point symmetry

about the origin, can be represented mathematically by an equation of
the form

y=a+bx+cx3+dx5+-~

or H’=a+btanU’+ctan3U'+dtan5U’+--- (5.7)

.All the ray intercept curves for axial image points are of this type.
Slnce the curve for an axial image must have H’ = 0 when tan U’ = 0,
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Figure 5.6 Sample my intercept plots for various aberrations. The ordinate for each
curve is the livighl m which the my intersects the (paraxiul) image plane; usually H is
pluLLul I‘t‘lllllvc Lu the principal my height, which is set to zeru. The abscissa is tan U,
(hr linul slnpo :if' tho ray with rospm-t m the optical axis: Note that, regardless of the
sign CUHVL‘HLIUH {or the my slope. it is convunLional to plot the ray through the top of the
lens 3L the right. of Llw ligure, and that the curves fur image points above the axis are
usually shown. Observanco of these conventions makes it much easier to interpret the
plots.
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._ \l d YELLOW it is apparent that the constant a must be a zero. It is also apparent
“xx BLUE that the constant I) for this case represents the amount the reference

plane is displaced from the paraxial image plane. Thus the curve for
lateral spherical aberration plotted with respect to the paraxial focus
can be expressed by the equation

.\ ‘ TA’=ctan3U’+dtan5U’+etan"U’+-~ (5.8) ‘
\ It is, of course, possible to represent the curve by a power series ex«

(9) INVIARD cum/me TANGENTIAL FIELD paHSion in terms of the final angle U', 01' sin U', 01' the ray height at
the lens f Y), or even the initial slope of the ray at the object (U0) in-
stead oi' tan U‘. The constants will, of course, be different for each.

(i) UNDERCDRRECTFD AXiAL CHROMAUC ABERHATION

/ For simple uncorrected lenses, the first term of Eq. 6.8 is usually

/// . adequate to describe the aberration. For the great majority of cor-
/,/- rected lenses the first two terms are dominant; in a few cases three

./’/’ terms (and rarely four) are necessary to satisfactorily represent the
(h) EACKWARDCURVINGTANGENTIAI FIFlD aberration. AS examples, Figs. 5.60 and b can be represented by

TA’ = c tan3 U', and this type of aberration is called third-order

Spherical. Figure 5.6a however, would require two terms of the expan-

. {/F\/ SlOn to represent it adequately; thus TA' = c tans U' + d tan5 U’. Thef I amount of aberration represented by the second term is called the

y (i, OVERCORRECTED swam fifth-order aberration. Similarly, the aberration represented by
moms”FORM'N'MUMELUH the third term of Eq. 5.8 is called the seventh-order aberration. The

fifth-, seventh-, ninth-, etc., order aberrations are collectively referred
to as higher—order aberrations.

The ray intercept plot is subject to a number of interesting interpre-
tations. It is immediately apparent that the top-to-bottom extent of

the plot gives the size of the image blur. Also, a rotation of the hori-
zontal (abscissa) lines of the graph is equivalent to a refocusing of the

DN

 
‘1') " 'TVP'CAWFF “‘5 CURVE image and can be used to determine the effect of refocusing on the size

of the blur.

Figure 5.5 shows that the ray intercept plot for a defocused images

F\\ is a sloping line. If we consider the slope of the curve at any point on. \,7 if g . an H—tan U ray intercept plot, the slope is equal to the defocus of a
\ \ ‘ ‘ small-diameter bundle of rays centered about the ray represented by

that point. In other words, this would represent the focus of the rays
passing through a pinhole aperture which was so positioned as to pass

(*0 Emit:flit:St‘etféiotééatitt“ the rays at that part of the H—tan U plot. Similarly, since shifting an
SPECTRUM AND SPHERO cnnormsm aperture step along the axis is, for an oblique bundle of rays, the

is for various aberrations. The ordinate for each EQUlvalent of selecting one part or another of the ray intercept plot,
1252255351131?igififilgaiié’iflis‘éiuiuéffi one can understand why shifting the step can change the field curva-
:t to the optical axis. Note that, regardless of the ture.
conventional t0 plotthe ray through the WP 0fthe The OPD (Optical path difference) or wavefront aberration can beat the curves for image points above the axis are
onventions makes it much easier to interpret the derived from an H—tan U ray intercept plot. The area under the curve

between two points is equal to the OPD between the two rays which
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correspond to the two points. Ordinarily, the reference ray for OPD is
either the optical axis or the principal ray (for an oblique bundle).
Thus the OPD for a given ray is usually the area under the ray inter-
cept plot between the center point and the ray.

Mathematically speaking, then, the OPD is the integral of the H—
ta.n U plot and the defocus is the first derivative. The coma is related
to the curvature or second derivative of the plot, as a glance at Fig.
5.6d will show.

It should be apparent that a ray intercept plot for a given object
point can be considered as a power series expansion of the form

H'=h+a+bx+cx2+dx3+ex4+fx5+~- (5.9)

where h is the paraxial image height, a is the distortion, and x is the
aperture variable (e. g., tan U'). Then the art of interpreting a ray in-
tercept plot becomes analogous to decomposing the plot into its vari-
ous terms. For example, ex2 and ex4 represent third- and fifth-order 6-
coma, while dx3 and fx5 are the third- and fifth-order spherical. The bx rp
term is due to a defocusing from the paraxial focus and could be due to t}
curvature of field. Note that the constants a, b, c, etc., will be different m

for points of differing distances from the axis.  
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Chapter

10

Telephoto Lenses 
10.1 The Basic Telephoto

The arrangement shown in Fig. 10.1, with a positive component fol-
lowed by a negative component, can produce a compact system with
an effective focal length F which is longer than the overall length L of
the lens. The ratio of L/F is called the telephoto ratio, and a lens for

which this ratio is less than unity is classified as a telephoto lens. The
smaller the ratio, the more difficult the lens is to design. Note that

many camera lenses which are sold as telephoto lenses are simply
long-focal-length lenses and are not true telephotos.

Many of the comments in Chap. 9 regarding retrofocus or reverse ‘
telephoto lenses are equally applicable to the telephoto lens. Equa- I

tions 9.1 and 9.2 may also be applied to the telephoto. The usual
Petzval problem is with a backward-curving field, just as with the

retrofocus, and the same glass choices are appropriate for the tele-
photo. Since the system is unsymmetrical, each component must be in-
dividually achromatized if both axial and lateral color are to be cor-

 
 

  
Ffigure 10.1 The buslc power arrangement for a telephoto lens
yields a compact lens with an overall length which is less
than Its effective focal length.

169

 
Apple V. Corephotonics Page 138 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 139 of 550 Apple Ex. 1022

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

 
 

 
 

 
 

 
 

 
 
 
 
 

 
 

 
 
 
 

 
 

 

 
 
 

 

170 Chapter Ten

rected. The aperture stop is usually at the front member or part way
toward the rear. Since a telephoto lens usually covers only a relatively
small angular field, coma, distortion, and lateral color (which in many
lenses are reduced by an approximate symmetry about the stop) are
not as troublesome as they would be with a wider field.

10.2 Close-up or Macro lenses

The correction of a long-focal-length unsymmetrical lens is usually

quite sensitive to a change in object distance, and, for most telephoto
lenses, the image quality deteriorates severely when they are focused
on nearby objects. Note that this effect varies inversely with the object
distance expressed in focal length units; i.e., for a given design type,
the image quality may remain acceptable as long as the object dis-
tance exceeds some number of focal lengths. Thus, for a given object

distance, this effect is more of a problem for a long-focal-length lens
than for a short. Since retrofocus lenses tend to have short focal

lengths, this problem is somewhat less frequently encountered, in
spite of their asymmetry.

Many newer telephoto lenses and the specialized close-focusing
lenses (called macro lenses) utilize a floating component or separately

moving elements to maintain the aberration correction when the lens
is focused at a close distance. For many lenses, the spherical aberra-

tion and the astigmatism become undercorrected at close conjugates.
Thus a relative motion of the elements to increase the marginal ray

height on a negative (or overcorrecting) element/component can be
used to stabilize the spherical. The astigmatism can be controlled by a
motion which increases the height of the chief ray on a component
which contributes overcorrected astigmatism, or which reduces it on
an undercorrecting one.

The design of such a system is carried out just like the design of a
zoom lens. Two (or more) configurations are set up, one with a long

(perhaps infinite) object conjugate distance and the other with a short
one. ’l‘he computer then uses the same lens elements with different

spacings for each configuration and optimizes the merit function for I
both configurations simultaneously.

Figures 19.3 to 19.6, and 20.5 show nontelephoto designs with
macro features.

 
10.3 Sample Telephoto Designs

Figures 10.2 and 10.3 show two very basic telephoto lenses; each con-
sists of just two cemented or closely airspaced achromatic doublets,
about as simple a construction as possible. Figure 10.2 covers less
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 Telephoto Lenses 173

than 9" at 175.6 and has a telephoto ratio of 0.85; it uses BK7 and F2
glasses and was done as an illustrative design exercise. Figure 10.3, at
the some speed, covers 3 times as large a field with a telephoto ratio of
”SI. 11. utilizes heavier flint glasses lhigher index and lower V value)
to achieve a modestly improved performance.

[Figure- 10.4 covers a :10" field at 174.5 with excellent distortion cor-
wciiun. illustrating the benefits derived from the added degrees of
freedom gained by splitting the cemented doublets into widely
airspaced components. The large telephoto ratio of 0.91 and the mod-
Ligiiy high-index glasses are also helpful.

Figure 10.5 illustrates the use of unusual partial dispersion glasses
(as described in Chap. 61 to reduce the secondary spectrum. The term
SuperflC/l/‘Olllaf implies that at least four wavelengths are brought to a
common focus, whereas the term apochromat indicates that three
wavelengths are corrected. Notice, however, that the spherochroma—
Lisni and zonal spherical aberration in this lens are much larger than
the axial chromatic aberration; these are the aberrations which will
determine the limiting performance of this lens.

Figures 10.6, 10.7, and 10.8 each have five elements and illustrate
some of the different ways that the inherent capabilities of this con-

figuration can be utilized. In Figs. 10.6 and 10.8, the crown element of
the front. doublet is split into two elements to reduce the zonal spher—
ical aberration (among others). Figure 10.6 is the result of a classroom
exercise which specified a 200-mm f/5.0 lens with a telephoto ratio of
0.80 for a 35-min camera. It uses quite ordinary glasses and achieves

an excellent level of performance. Figure 10.7 uses high-index glass
and a different arrangement to get to a speed of f/4.0, but fails a bit

short in performance and telephoto ratio (at 0.91). Figure 10.8 uses
unusual partial dispersion glasses and breaks the contact in the front
doublet. to achieve what is (potentially: a high level of correction, al-
though the telephoto ratio is only a modest 0.95.

Figure 10.9 uses seven elements to produce a well-corrected f/5.6, 6°
field lens with an extremely short telephoto ratio of 0.66. Notice the
overcorrected Petzval field, with p/f = + 2.1; this is one reason that

small telephoto ratios are troublesome.
With a telephoto ratio of 1.06, Fig. 10.10 doesn’t really qualify as a

true telephoto, but at a speed of [71.8 and a field of 18°, it is an inter-
esting lens, eVen if it is difficult to classify.

l"igures 10.11 and 10.12 show an internal-focusing telephoto with a
modest ratio of 0.92. The front component is fixed and the lens is fo-
cused for close-ups by moving the rear component toward the image
plane. This could be considered as a sort of macro-style lens.
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Optical Engineering

More than 280 worked-

for optical engineers

Finally, lens designers now have at their fingertips a practical, desktop
resource of tested lens designs and methods. In addition to extensive

design instruction, Modern Lens Design features 288 proven designs
drawn from patents and the literature of everything from camera
lenses to laser collimators, and each example includes:

The prescription: Radii, spacings, materials, EFL, BFL, vertex length,
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PREFACE TO THE FIRST EDITION

THE idea of writing this book was a result of frequent enquiries about the possibility
of publishing in the English language a book on optics written by one of us“ more than
twenty-five years ago. A preliminary survey of the literature showed that numerous

researches on almost every aspect of optics have been carried out in the intervening
years, so that the book no longer gives a. comprehensive and balanced picture of the
field. In consequence it was felt that a translation was hardly appropriate; instead

 

 
 
 
 

 
 
 
 

 
 

 

 
 
 
 
  

 
 
 
 

 
 
 
 
 
 

 
 
 

  

_% a substantially new book was prepared, which we are now placing before the reader.

30m and Emil Wolf In planning this book it soon became apparent that even if only the most important
Pl"! 0f t his publication may be developments wluch took place smce the publication of Opt’bk were incorporated, the
elm-emhystem mlmmmzmdm book would become impracticably large. It was, therefore, deemed necessary to
mans: electronic, electrostatic, restrict its scope to a narrower field. Optik itself did not treat the whole of optics.ral, photocopying, recording or
mzlm'an in writing from the The optics of moving media, optics of X-rays and y rays, the theory of spectra and the

full connection between optics and atomic physics were not discussed; nor did the
01d book consider the eflects of light on our visual sense organ—the eye. These
subjects can be treated more appropriately in connection with other fields such as

[964 relativity, quantum mechanics, atomic and nuclear physics, and physiology. In this
)55 book not only are thesesubjects excluded, but also the classical molecular optics which
970 was the subject-matter of almost half of the German book. Thus our discussion is

,5 restricted to those optical phenomena which may be treated in terms of MAXWELL’S
phenomenological theory. This includes all situations in which the atomistic structure

of matter plays no decisive part. The connection with atomic physics, quantum
mechanics, and physiology is indicated only by short references wherever necessary.
The fact that, even after this limitation, the book is much larger than Optilc, gives

log-mg in Publication Data

1 ed. some indication about the extent of the researches that have been carried out in
HQ classical optics in recent times.

ll] We have aimed at giving, Within the framework just outlined, a reasonably com-
1470 plete picture of our present knowledge. We have attempted to present the theory in
dcover such a way that practically all the results can be traced back to the basic equations of
:icover MAXWELL’s electromagnetic theory, from which our whole consideration starts.

In Chapter I the main properties of the electromagnetic field are discussed and the
effect of matter on the propagation of the electromagnetic disturbance is described
formally, in terms of the usual material constants. A more physical approach to the
question of influence of matter is developed in Chapter II: it is shown that in the
presence of an external incident field, each volume element of a material medium

may be assumed to give rise to a secondary (scattered) wavelet and that ’the combina-

tion of these wavelets leads to the observable, macroscopic field. This approach is of
considerable physical significance and its power is illustrated in a later chapter
(Chapter XII) in connection with the diffraction of light by ultrasonic waves, first
treated in this way by A. B. BHATIA and W. J. NOBLE; Chapter XII was contributed
by Prof. BEATIA himself.

A considerable part of Chapter III is devoted to showing how geometrical optics
follows from MAXWELL’s wave theory as a limiting case of short wavelengths. In
addition to discussing the main properties of rays and wave-fronts, the vectorial 

vy A. Wheaton 8 Co. Ltd. Exeter ' Max Bonn, Optilc (Berlin, Springer, 1933).
V
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aspects of the problem (propagation of the. dirertions of the field vectors) are also

eonsidrrwl. .\ detailird disrussion of the foundations of geometrical optics seemed to
us dwn‘ablu in vii-n oftlie imi'mrtant dm'ulopuwuts ”“1th in recent years in the related
lield of niivrowave optics (optics of short radio wan-s). 'I‘hrse developments were
often stimulated by the. close analogy between the two tields and have provided
no“ i-xporiim-ntal tm-lniiques for ti 'ting the predictions of the theory. “’0. found it
convenient to separate the mathematical apparatus of geometrical opties~ —tho
i';il('llllH of variations rfroni the iuain text; an appendix on this subject (Appendix I)
is hast-d in tho main part on unpublished lor‘tures given by l). HImeu'r at Hott-inuon
University in tho early years of this ventury. The follou ing appendix (Appendix II),
mntribnted by Prof. D. (Janna, shows the eloso formal analogy that exists between
geometrical optics, olassiral mechanics, and electron optics, when these subjects are
present-Ml in this languuuu of the calculus of variations.

\Vi: malte no apology for basing our treatnn-nt of geometrical theory of imaging
(t'liapter l\') on ll.-\.\in,ro:\"s classical nwthnils of characteristic functions. Though
tlu'si' nn-tliods haw- found little favour in nonneetion with the design ot‘optieal instru-
ments. tin-y represent nevertheloss an essential tool for presenting in a unified manner
the many divursi- aspmzts of the subjeet. It is, of course, possible to derive some. of the

 

results more. simply from ml liar assumptions; but, however valuablo such an approach
may bn for the solution of individual problems, it: cannot, have more. than illustrative
value. in a hook ("oneernw'l with a syi-iteniatiu development of a theory from a few
simple postulates.

’l‘hv lll‘ft‘t‘l of optical images (the influence of aberrations) may be studied either
by wamnt-trit-al optics (appropriate when the aberrations are. large), or by difiraotion
theory (when they are stiflii-iently small). Since. one usually proceeds from quite
ditl'erent starting points in the two methods of troatnu-nts, a comparison of results
has in the past not. always been easy. “’9. have attempted to develop a. more unified
tri-at nn-nt. based on the concept ofthe. deformation ofwave-fronts. in the geometrical
analysis of aberrations (t‘haptnr V) we have found it possible, and advantageous to
follow, at‘ti-r a. slight modification of his: eikonal, the old method of K. Scnwanzscumo.

'l‘lw. i-hapter on ditl'rai-tiun theory of aberrations (Chapter IX) gives an account of
tlln Nianonu-ZEHNIKE theory and also invludes an introdm'ztnr)r section on the
imaging ol'oxtendiul objects, in coherent. and in incoherent illumination, based on the
lt‘l‘llllitlllt's‘ of li‘oumnn transforms.

(‘hapter \rp contributed by Dr. P. A. \VAYMAN, gives a brief description of the.
main image-forming optical systems. Its purpose is to provide a framework for
those parts of the book which deal with the. theory of image. formation.

Chaptcr Vlil is (‘oncerned with the elements of the theory of intern-bronco and with
llllt‘I‘ft't‘HIIIUtL'l'S. Home of the theoretical sections have their nations in the Corre-

sponding sections of Omit, but the. chapter has been eomplotely re-written by Dr.
W. L. WILC‘oI'K, who has also considerably broadened its scopu.

f'liapter VIII is mainly tiIIIICC-l'ltwl with the, lt'RESNEI.~KIRCIIIH‘HUF dilfractinn theory
and with some. of its applirations. In addition to the usual topics, thi’: «'hapter inrludes
a detailed discussion of the central problem of optical image formation—the analysis
of the tliroe-dimensional light- distribution near the geometrical focus. An account is
also given of a less familiar alternative approach to diffraction. based on the notion
of the. boundary dill‘ravt ion wave. of T. YouNn.

'l'lie uhaptors so far referred to are mainly eoncernod with perfectly monochrrnnatir‘
(and then-fore completely coherent) light, produced by point sourt-m. Chapter X
deals with tho moro realistic (also of light produced by sources of linitv extension and
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PREFACE TO THE FIRST EDITION vii

covering a finite frequency range. This is the subject of partial coherence, where
considerable progress has been made in recent years. In fact, a systematic theory of
interference and diffraction with partially coherent light has now been developed.
This chapter also includes an account of the closely related subject of partial polariza-
tion, from the standpoint of coherence theory.

Chapter XI deals with rigorous diffraction theory, a field that has witnessed a
tremendous development over the period of the last twenty years,* stimulated largely
by advances in the ultra-shortwave radio techniques. This chapter was contributed
by Dr. P. C. CLEMMOW who also prepared Appendix III, which deals with the
mathematical methods of steepest descent and stationary phase.

The last two chapters, Optics of Metals (Chapter XIII) and Optics of Crystals
(Chapter XIV) are based largely on the corresponding chapters of Optt'k, but were
revised and extended with the help of Prof. A. M. TAYLOR and Dr. A. R. STOKES
respectively. These two subjects are perhaps discussed in less detail than might
seem appropriate. However, the optics of metals can only be treated adequately
with the help of quantum mechanics of electrons, which is outside the scope of this
book. In crystal optics the centre of interest has gradually shifted from visible
radiation to X-rays, and the progress made in recent years has been of a technical
rather than theoretical nature.

Though we have aimed at producing a book which in its methods of presentation
and general approach would be similar to Optik, it will be evident that the present
book is neither a translation of Optik, nor entirely a compilation of known data. As
regards our own share in its production, the elder co-author (M. B.) has contributed
that material from Optilc which has been used as a basis for some of the chapters in
the present treatise, and has taken an active part in the general planning of the
book and in numerous discussions concerning disputable points, presentation, etc.
Most of the compiling, writing, and checking of the text was done by the younger
co-author (E. W.).

Naturally we have tried to use systematic notation throughout the book. But in a
book that covers such a wide field, the number of letters in available alphabets is far
too limited. We have, therefore, not always been able to use the most elegant notation
but we hope that we have succeeded, at least, in avoiding the use in any one section
of the same symbol for different quantities.

In general we use vector notation as customary in Great Britain. After much
reflection we rejected the use of the nabla operator alone and employed also the
customary “div”, “grad”, and “curl”. Also, we did not adopt the modern electro-
technical units, as their main advantage lies in connection with purely electromagnetic
measurements, and these play a negligible part in our discussions; moreover, we
hope, that if ever a second volume (Molecular and Atomic Optics) and perhaps a third
volume (Quantum Optics) is written, the C.G.S. system, as used in Theoretical Physics,
Will have returned to favour. Although, in this system of units, the magnetic per-
meability p of most substances differs inappreciably from unity at optical frequencies,
we have retained it in some of the equations. This has the advantage of greater
symmetry and makes it possible to derive “dual” results by making use of the
symmetry properties of MAXWELL's equations. For time periodic fields we have used,
in complex representation, the factor exp (— trot) throughout.

We have not attempted the task of referring to all the relevant publications. The 

" The important review article by C. J. BOUWKAMP, Rep. Progr. Phys. (London, Physical
Society), 17 (1954), 35, records more than 500 papers published in the period 194071954.  
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references that are given, and which, we hope, include the most important papers, are
to help the reader to gain some orientation in the literature; an emission of any
particular reference should not be interpreted as due to our lack of regard for its merit.

In conclusion it is a pleasure to thank many friends and colleagues for advice and
help. In the first place we wish to record our gratitude to Professor D. GABOR for useful
advice and assistance in the early stages of this project, as well as for providing
a draft concerning his ingenious method of reconstructed wavefronts (§ 8.10). We
are also greatly iIuh-bti-d to Dr. 1’. AMICLES, who prepared a draft, which is the back-
bone of § If). on the propagation of electromagnetic waves through stratified media,
a field to which he himself has made a substantial contribution. We have also
benefited by advice on this subject from Dr. B. H. BILLINGS.

We are much indebted to Dr. H. H. HOPKINS, Dr. R. A. SILVERMAN, Dr. W. T.
WELr‘ORD and Dr. G. VVYLLIE for critical comments and valuable advice, and to
them and also to Dr. G. BLACK, Dr. H. J. J. BRADDICK, Dr. N. CHAKO, Dr. F. D. KAHN,
Mr. A. NISBET, Dr. M. Ross and Mr. R. M. SILLITTo for scrutinizing various sections
of the manuscript. We are obliged to Polaroid Corporation for information concerning
dichroic materials. Dr. F. D. KAHN helped with proof-reading and Dr. P. ROMAN and
Mrs. M. PODOLANSKI with the preparation of the author index.

The main part of the writing was done at the Universities of Edinburgh and
Manchester. The last stages were completed Whilst one of the authors (E. W.) was
a guest at the Institute of Mathematical Sciences, New York University. We are
grateful to Professor M. KLINE, Head of its Division of Electromagnetic Research,
for his helpful interest and for placing at our disposal some of the technical facilities
of the Institute.

We gratefully acknowledge the loan of original photographs by Professor M. FRANQON
and Dr. M. (hum-1T (Figs. 7.4, 7.120, 7.23, 7.60, 14.24, 14.26), Professor II. LIPSON
and his mn'nrln-rs at the Mallclnjfliul' (‘nllege of Science and Technology (Figs. 8.10,
8.12, 8.]5), Dr. 1'). \V. RICHARDS (Figs. 8.34, 8.35), and Professor F. ZEKNIKE and
Dr. K. NTENHUIS (Figs. 9.4, 9.5, 9.8, 9.10, 9.11). Figure 7.66 is reproduced by courtesy
of the Director of the Mount Wilson and Palomar Observatories. The blocks of

Fig. 7.43 were kindly loaned by Messrs. Hilger and Watts, Ltd., and those of Figs.
7.0L and 7.65 by Dr. K. W. MEISSNER.

Financial assistance was provided by Messrs. Industrial Distributors Ltd, London,
and we wish to acknowledge the generosity of the late Sir ERNEST OPPENHEIMER,
its former head.

Finally, it is a pleasure to thank our publishers and in particular Mr. E. J. BUCKLEY,
Mr. D. M. LOWE and also Dr. P. ROSBAUD, who as a former Director of Pergamon

Press was closely associated with this project in its early stages. l} »r the great care
they have taken in the production of the book. It is a pleasure to pay tribute also
to the printers, Pitman Press of Bath, for the excellence of their printing.

Bad I’yrmom and Illam'heater MAX BORN
January 1959 EM'II. WOLF
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PREFACE TO THE SECOND EDITION

ADVANTAGE has been taken in the preparation of a new edition of this work to make a.
number of corrections of errors and misprints, to make a few minor additions and to
include some new references.

Since the appearance of the first edition almost exactly three years ago, the first
optical masers (lasers) have been developed. By means of these devices very intense
and highly coherent light beams may be produced. Whilst it is evident that optical
masers will prove of considerable value not only for optics but also for other sciences
and for technology, no account of them is given in this new edition. For the basic

principles of maser action have roots outside the domain of classical electromagnetic
theory on which considerations of this book are based. We have, however, included

a few references to recent researches in which light generated by optical masers was
utilized or which have been stimulated by the potentialities of these new opticaldevices.

We wish to acknowledge our gratitude to a number of readers who drew our
attention to errors and misprints. We are also obliged to Dr. B. KARCZEWSKI and
Mr. C. L. MEH’I‘A for assistance with the revisions.

Bad Pyrmont and Rochester M. B.
November 1902 E. W.

PREFACE TO THE SIXTH EDITION

SOME errors found in the earlier editions of this work have lwun mrrcctml. slight
improvements have been made in scv oral sect-ions and a number 01‘ references to rcrivnt

publications huvc been added. I am oblige-d to some of our readers who :lrr-u' my
attention to errors and misprints, especially to Dr's. J. M. BENNETT, C. Bmwxr,
J. L. F. DE MEIJERE, MEI-SHENG DENG, A. G. LIEBERMAN, and F. RATAJCZYK.

I also wish to acknowledge my indebtedness to Dr. ARI T. FRIBERG for assistance
With the revisions.

Rochester E. W.
August 1980

ix

 
Apple V. Corephotonics Page 165 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 166 of 550 Apple Ex. 1022

C O N T E N T 5 PAGE

HISTORICAL INTRODUCTION xxi

I. BASIC PROPERTIES OF THE ELECTROMAGNETIC FIELD 1

1.1. The Electromagnetic Field 1

1.1.1. Maxwell’s equations 1
1.1.2. Material equations 2

1.1.3. Boundary conditions at a. surface of discontinuity 4
1.1.4. The energy law of the electromagnetic field 7

1.2. The Wave Equation and the Velocity of Light 10
1.3. Scalar Waves 14

1.3.1. Plane waves 14
1.3.2. Spherical waves 15

1.3.3. Harmonic waves. The phase velocity 16
1.3.4. Wave packets. The group velocity 18

1.4. Vector Waves 23

1.4.1. The general electromagnetic plane wave 23
1.4.2. The harmonic electromagnetic plane wave 24

(a) Elliptic polarization 25
(b) Linear and circular polarization 28

(0) Characterization of the state of polarization by Stokes
parameters 30

1.4.3. Harmonic vector waves of arbitrary form 32
1.5. Reflection and Refraction of a Plane Wave 36

1.5.1. The laws of reflection and refraction 36
1.5.2. Fresnel formulae 38
1.5.3. The reflectivity and transmissivity; polarization on reflection

and refraction 41
1.5.4. Total reflection 47

1.6. Wave Propagation in a Stratified Medium. Theory of Dielectric Films 51
1.6.1. The basic differential equations 52
1.6.2. The characteristic matrix of a stratified medium 55

(a) A homogeneous dielectric film 57

(b) A stratified medium as a pile of thin homogeneous films 58
1.6.3. The reflection and transmission coefficients 59
1.6.4. A homogeneous dielectric film 61
1.6.5. Periodically stratified media 66

II. ELECTROMAGNETIC POTENTIALS AND POLARIZATION 71

2.1. The Electrodynamic Potentials in the Vacuum 72

2.1.1. The vector and scalar potentials 72
2.1.2. Retarded potentials 74

xi

 
Apple V. Corephotonics Page 166 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 167 of 550 Apple Ex. 1022

 
 

 
 
 

 

 
 

 
 

 
 
 
 

 
 

 
 
 
 
 
 

 
 
 

 
 
 
 
 
 

 
 
 
 

 

 
 

 
 

 

 

xi: CONTENTS

2.2. Polarization and Magnetization

2.2.1. The potentials in terms of polarization and magnetization
2.2.2. Hertz vectors

2.2.3. The field of a linear electric dipole

2.3. The Lorentz—Lorenz Formula and Elementary Dispersion Theory
2.3.1. The dielectric and magnetic susceptibilities
2.3.2. The effective field

2.3.3. The mean polarizability: the Lorentz—Lorenz formula
2.3.4. Elementary theory of dispersion

2.4. Propagation of Electromagnetic Waves Treated by Integral Equations

2.4.1. The basic integral equation
2.4.2. The Ewald—Oseen extinction theorem and a rigorous derivation

of the Lorentz—Lorenz formula

2.4.3. Refraction and reflection of a plane wave, treated with the help
of the Ewald—Oseen extinction theorem

1II. FOUNDATIONS OF GEOMETRICAL OPTICS

3.1. Approximation for Very Short Wavelengths

3.1.1. Derivation of the eikonal equation
3.1.2. The light rays and the intensity law of geometrical optics
3.1.3. Propagation of the amplitude vectors
3.1.4. Generalizations and the limits of validity of geometrical optics

3.2. General Properties of Rays

3.2.1. The differential equation of light rays
3.2.2. The laws of refraction and reflection

3.2.3. Ray congruences and their focal properties

3.3. Other Basic Theorems of Geometrical Optics

3.3.1. Lagrange’s integral invariant
3.3.2. The principle of Fermat
3.3.3. The theorem of Malus and Dupin and some related theorems

IV. GEOMETRICAL THEORY OF OPTICAL IMAGING

4.1. The Characteristic Functions of Hamilton

4.1.1. The point characteristic
4.1.2. The mixed characteristic

4.1.3. The angle characteristic
4.1.4. Approximate form of the angle characteristic of a refracting

surface of revolution

4.1.5. Approximate form of the angle characteristic of a reflecting
surface of revolution

4.2. Perfect Imaging
4.2.1. General theorems

4.2.2. Maxwell’s “fish-eye”
4.2.3. Stigmatic imaging of surfaces

’—j

PAGE
76

76
79
81

84

84
85
87
90

98

99

100

104

109

109

110 7
113
117
119

121

121
124
126

127

127
128
130

133

133

133
135
137

138

141

143

143
147

 
Apple V. Corephotonics Page 167 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 168 of 550 Apple Ex. 1022

PAGE
'76

on and magnetization 76
79
81

tary Dispersion Theory 84
sbilities 84

85
tz—Lorenz formula 87

90

cated by Integral Equations 98
99

r1 and a rigorous derivation
100

wave, treated with the help
eorem 104

TICS 109

is 109

110

of geometrical optics 113
rs 1 17

.lidity of geometrical optics 119
121

vs 121
l 124

.perties 126
ics 127

127
128

1d some related theorems 130

. IMAGING 133

133

133
135
137

Lracteristic of a refracting
138

aracteristic of a reflecting
141

143

143
147
149

 
Apple V. Corephotonics

CONTENTS xiii
PAGE

4.3. Projective Transformation (Collineation) with Axial Symmetry 150
4.3.1. General formulae 151

4.3.2. The telescopic case 154
4.3.3. Classification of projective transformations 154
4.3.4. Combination of projective transformations 155

4.4. Gaussian Optics 157

4.4.1. Refracting surface of revolution 157
4.4.2. Reflecting surface of revolution 160
4.4.3. The thick lens 161
4.4.4. The thin lens 163

4.4.5. The general centred system 164

4.5. Stigmatic Imaging with Wide-angle Pencils 166
4.5.1. The sine condition 167
4.5.2. The Herschel condition 169

4.6. Astigmatic Pencils of Rays 169

4.6.1. Focal properties of a thin pencil 169
4.6.2. Refraction of a thin pencil 171

4.7. Chromatic Aberration. Dispersion by a Prism 174
4.7.1. Chromatic aberration 174

4.7.2. Dispersion by a prism 177

4.8. Photometry and Apertures 181

4.8.1. Basic concepts of photometry 181
4.8.2. Stops and pupils 186
4.8.3. Brightness and illumination of images 188

4.9. Ray Tracing 190

4.9.1. Oblique meridional rays 191
4.9.2. Paraxial rays 193
4.9.3. Skew rays 194

4.10. Design of Aspheric Surfaces 197

4.10.1. Attainment of axial stigmatism 197
4.10.2. Attainment of aplanatism 200

V. GEOMETRICAL THEORY OF ABERRATIONS 203

5.1. Wave and Ray Aberrations; the Aberration Function 203
5.2. The Perturbation Eikonal of Schwarzschild 207

5.3. The Primary (Seidel) Aberrations 211

5.4. Addition Theorem for the Primary Aberrations 218
5.5.

5.6.

5.7.

The Primary Aberration Coefficients of a General Centred Lens System 220

5.5.1. The Seidel formulae in terms of two paraxial rays 220
5.5.2. The Seidel formulae in terms of one paraxial ray 224
5.5.3. Petzval’s theorem 225

Example: The Primary Aberrations of a Thin Lens 226

The Chromatic Aberration of a General Centred Lens System 230

Page 168 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 169 of 550 Apple Ex. 1022

 
 

 
 

 
 
 
 
 
 

 
 

 
 
 
 
 

 
 

 
 

  

 
 
 
 

 
 

 
 

 
 

 
 
 

 
  
 

 
 
 
 
 

 

xiv CONTENTS ‘
PAGE

V1. IMAGE-FORMING INSTRUMENTS 233

6.1. The Eye 233
6.2. The Camera. 235

6.3. The Refracting Telescope 239

6,4. The Reflecting Telescope 245
65. Instruments of Illumination 250

6.6. The Microscope 251

VII. ELEMENTS OF THE THEORY OF INTERFERENCE AND
INTERFEROMETERS 256

7.1. Introduction 257

7.2. Interference of Two Monochromatic Waves 257

7.3. Two-beam Interference: Division of Wave-front 260

7.3.1. Young’s experiment 260
7.3.2. Eresnel’s mirrors and similar arrangements 261
7.3.3. Fringes with quasi-monochromatic and white light 264
7.3.4. Use of slit sources; visibility of fringes 265
7.3.5. Application to the measurement of optical path difference: the

Rayleigh interferometer 268
7.3.6. Application to the measurement ofangular dimensions ofsources :

the Michelson stellar interferometer 271

7.4. Standing Waves 277

7.5. Two-beam Interference: Division of Amplitude 281

7.5.1. Fringes with a plane parallel plate 281
7.5.2. Fringes with thin films; the Fizeau interferometer 286
7.5.3. Localization of fringes 291
7.5.4. The Michelson interferometer 300

7.5.5. The Twyman— lrecn and related interferometers 302
7.5.6. Fringes with two identical plates: the Jamin interferometer

and interference microscopes 306
7.5.7. The Mach—Zehnder interferometer; the Bates wave-front

shearing interferometer 312
7.5.8. The coherence length; the application of two-beam interference

to the study of the fine structure of spectral lines 316

7.6. Multiple—beam Interference 323

7.6.1. Multiple-beam fringes with a plane parallel plate 323
7.6.2. The FabryiPerot interferometer 329
7.6.3. The application of the FabryiPerot interferometer t0 the study

of the fine structure of spectral lines 333
7.6.4. The application of the Fabry—Perot interferometer to the com-

parison of wavelengths 338
7.6.5. The Lummer—Gehrcke interferometer 341
7.6.6. Interference filters 347

‘ . Multiple-beam fringes with thin films

 
Apple V. Corephotonics Page 169 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 170 of 550 Apple Ex. 1022

CONTENTS

PAGE . ‘
233 7.6.8. Multiple-beam fringes with two plane parallel plates
233 (a) Fringes with monochromatic and quasi-monochromatic light

(b) Fringes of superposition235

239 7.7. The Comparison of Wavelengths with the Standard Metre

245 VIII. ELEMENTS OF THE THEORY OF DIFFRACTION
250 8.1. Introduction

251 8.2. The Huygens—Fresnel Principle

8.3. Kirchhofi’s Diffraction Theory

LFERENCE AND 8.3.1. The integral theorem of Kirchhoff
256 8.3.2. Kirchhofi’s diffraction theory
257 8.3.3. Fraunhofer and Fresnel difiraction

257 8.4. Transition to a Scalar Theory
front 260 8.4.1. The image field due to a monochromatic oscillator

8.4.2. The total image field260

ments 261 8.5. Fraunhofer Diffraction at Apertures of Various Forms

1d White light 264 8.5.1. The rectangular aperture and the slit
:65. ' . 265 8.5.2. The circular aperture

Ptlcal Path dlflel‘eme: the 268 8.5.3. Other forms of aperture
‘ular dimensions ofsources: 8.6. Fraunhofer Diffraction in Optical Instruments

'1. 271 8.6.1. Diffraction gratings
(a) The principle of the diffraction grating277 .
(b) Types of grating

tude 281 (c) Grating spectrographs
281 8.6.2. Resolving power of image-forming systems

Interferometer 286 8.6.3. Image formation in the microscope
291 (a) Incoherent illumination

300 (b) Coherent illumination—Abbe’s theory
arferometers 302 (c) Coherent illumination—Zernike’s phase contrast method of
the Jamin interferometer observation

306 8.7. Fresnel Diffraction at a Straight Edge; the Bates wave-front
8.7.1. The diffraction integral312 , .

n of two-beam interference 8‘7'2‘ Fresnel s integrals .
) f spectral lines 316 8.7.3. Fresnel diffraction at a straight edge

323 8.8. The Three-dimensional Light Distribution near Focus

parallel plate 323 8.8.1. Evaluation of the diffraction integral in terms of Lemmel
329 functions

8.8.2. The distribution of intensitt f t t tl t d y

:Ser erome er 0 1e s u y 333 (a) Intensity in the geometrical focal plane
interferometer to the com- I (b) Intensity along the axis

338 (O) Intensity along the boundary of the geometrical shadow
r 341 8.8.3. The integrated intensity

347 8.8.4. The phase behaviour

5 351 8.9. The Boundary Diflraetion Wave

 
Apple V. Corephotonics Page 170 of 550 Apple Ex. 1022

XV

“on
360
360
364

367

370

370

370

375

375
378
382

387

387
390

392

393
395
398

401

401
401
407
412
414
418
418
419

424

428

428
430
433

435

435
439
441
441
441
442
445

449  



Apple v. Corephotonics Page 171 of 550 Apple Ex. 1022

 

 
 
 

 
 

 
 
 
 
 
 

 
 
 

 

 
 
 
 

 
 
 

 
 

 

 
 
 
 

 

 
 
 
 

 

 
 
 

 

XVI CONTENTS .
PAGE

8.10. Gabor’s Method of Imaging by Reconstructed Wave-fronts

(Holography) 453
8.10.1. Producing the positive hologram 453
8.10.2. The reconstruction 455

IX. THE DIFFRACTION THEORY OF ABERRATIONS 459

9.1. The Diffraction Integral in the Presence of Aberrations 460

9.1.1. The diffraction integral 462
9.1.2. The displacement theorem. Change of reference sphere 462
9.1.3. A relation between the intensity and the average deformation

of wave-fronts 463

9.2. Expansion of the Aberration Function 464

9.2.1. The circle polynomials of Zernike 464
9.2 2. Expansion of the aberration function 466

9.3. Tolerance Conditions for Primary Aberrations 468

9.4. The Diffraction Pattern Associated with a Single Aberration 4'73

9.4.1. Primary spherical aberration 475
9.4.2. Primary coma 477
9.4.3. Primary astigmatism 479

9.5. Imaging of Extended Objects 480
9.5.1. Coherent illumination 481
9.5.2. Incoherent illumination 484

X. INTERFERENCE AND DIFFRACTION WITH PARTIALLY
OOIIERENT LIGHT 491

10.1. Introduction 491

10.2. A Complex Representation of Real Polychromatic Fields 494

10.3. The CorrelationFunctions of Light Beams 499

10.3.1. Interference of two partially coherent beams. The mutual
coherence function and the complex degree of coherence 499

10.3.2. Spectral representation of mutual coherence 503

10.4. Interference and Diffraction with Quasi-monochromatic Light 505

10.4.1. Interference with quasi-monochromatic light. The mutual
intensity 505

10.4.2. Calculation of mutual intensity and degree of coherence for

light from an extended incoherent quasi-monochromatic
source 508

(a) The Van Cittert—Zernike theorem 508
(b) Hopkins’ formula 512

10.1.3. An example 513
10.4.4. Propagation of mutual intensity 516

Apple V. Corephotonics Page 171 of 550 Apple Ex. 1022

 



Apple v. Corephotonics Page 172 of 550 Apple Ex. 1022

CONTENTS xvii
PAGE PAGE

,ructed Wave-fronts 10.5. Some Applications 518

453 10.5.1. The degree of coherence in the image of an extended incoherent
453 quasi-monochromatic source 518
455 10.5.2. The influence of the condenser on resolution in a microscope 522

(a) Critical illumination 522
(b) Kohler’s illumination 524

{RATIONS 459 10.5.3. Imaging with partially coherent quasi-monochromatic illumi-
Aberrations 460 nation 526

462 (a) Transmission of mutual intensity through an optical system 526

)f reference sphere 462 (b) Images of transilluminated objects 528
i the average deformation 10.6. Some Theorems Relating to Mutual Coherence 532

463 10.6.1. Calculation of mutual coherence for light from an incoherent

464 source 532

464 10.6.2. Propagation of mutual coherence 534
l 466 10.7. Rigorous Theory of Partial Coherence 535

10.7.1. Wave equations for mutual coherence 535
>118 468 10.7.2. Rigorous formulation of the propagation law for mutual

S' (,1 A . t' 4.73 coherence _ 537
1115 e beira 10“ 475 10.7.3. The coherence time and the efiective spectral width 540

477 10.8. Polarization Properties of Quasi-monochromatic Light 544
479 10.8.1. The coherency matrix of a quasi-monochromatic plane wave 544

(a) Completely unpolarized light (Natural light) 548
430 b) Com letel clarized 11 ht 549P y P g

481 10.8.2. Some equivalent representations. The degree of polarization of
484 a light wave 550

10.8.3. The Stokes parameters of a quasi-monochromatic plane wave 554

WITH PARTIALLY
491

XI. RIGOROUS DIFFRACTION THEORY 556

491 11.1. Introduction 556

hromatic Fields 494 11.2. Boundary Conditions and‘Surface Currents 557

s 490 11.3. Diffraction by a Plane Screen: Electromagnetic Form of Babinet’s
:rent beams. The mutual Principle 559

>lex degree 0f coherence 499 11.4. Two-dimensional Diffraction by a Plane Screen 560
:oherence 503 11.4.1. The scalar nature of two-dimensional electromagnetic fields 560
ionochromatic Light 505 11.4.2. An angular spectrum of plane waves 561

matic light. The mutual 11.4.3. Formulation in terms of dual integral equations 564
505 11.5. Two-dimensional Diffraction of a Plane Wave by a Half-plane 565

1d degree _0f coherence fl?" 11.5.1. Solution of the dual integral equations for E-polarization 565
rent quasi-monochromatic . 11.5.2. Expression of the solution in terms of Fresnel integrals 567

508 11.5.3. The nature of the solution 570

508 11.5.4. The solution for H-polarization 574
512 11.5.5. Some numerical calculations 575

513 11.5.6. Comparison with approximate theory and with experimental
516 results 577  
 

Apple V. Corephotonics Page 172 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 173 of 550 Apple Ex. 1022

 
 

 
 
 
 
 

 
 
 
 

 
 

 
 

 
 

 
 

 

 
 
 

 
 

 

 
 
 

 
 

 
 

 
 

 
 
 
 
 

 

xviii CONTENTS

11.6. Three-dimensional Diffraction of a Plane Wave by a Half-plane

11.7. Diffraction of a Localized Source by a Half-plane

11.7.]. A line-current parallel to the diffracting edge
11.7.2. A dipole

11.8. Other Problems

11.8.1. Two parallel half-planes
11.8.2. An infinite stack of parallel, staggered half-planes
118.3. A strip
11.8.4. Further problems

11.9. Uniqueness of Solution

XII. DIFFRACTION OF LIGHT BY ULTRASONIC WAVES

12.1. Qualitative Description of the Phenomenon and Summary of
Theories Based on Maxwell’s Differential Equations

12.1.1. Qualitative description of the phenomenon
12.1.2. Summary of theories based on Maxwell’s equations

12.2, Diffraction of Light by Ultrasonic Waves as Treated by the Integral
Equation Method

12.2.1. Integral equation for E-polarization
12.2.2. The trial solution of the integral equation
12.2.3. Expressions for the amplitudes of the light waves in the

diffracted and reflected spectra
12.2.4. Solution of the equations by a method of successive approxi-

mations

12.2.5. Expressions for the intensities of the first and second order
lines for some special cases

12.2.6. Some qualitative results
12.2.7. The RamaniNath approximation

XTTT. OPTICS OF METALS

13.1. Wave Propagation in a Conductor

13.2. Refraction and Reflection at a Metal Surface

13.3. Elementary Electron Theory of the Optical Constants of Metals

13.4. Wave Propagation in a Stratified Conducting Medium. Theory of
Metallic Films

13.4.1. An absorbing film on a transparent substrate
13.4.2. A transparent film on an absorbing substrate

13.5. Diffraction by a Conducting Sphere; Theory of Mic

13.5.1. Mathematical solution of the problem
(a) Representation of the field in terms of Debye’s potentials
(b) Series expansions for the field components
(0) Summary of formulae relating to the associated Legendre

functions and to the cylindrical functions

Apple V. Corephotonics Page 173 of 550 Apple Ex. 1022

PAGE

578

580

580
584

587

587
589
589
591

591

593

593

593
596

599

600
601

603

604

607
608
609

611

611

615

624

627

628
632

633

635
635
640

646

 



Apple v. Corephotonics Page 174 of 550 Apple Ex. 1022

1 CONTENTS xix
PAGE PAGE

lave by a Half-plane 578 13.5.2. Some consequences of Mie’s formulae 647
‘ (a) The partial waves 647
l:-plane 580 (b) Limiting cases 649
ling edge 580 (c) Intensity and polarization of the scattered light 652

584 . 13.5.3. Total scattering and extinction 657
587 (a) Some general considerations 657
587 (b) Computational results 661

:d half—planes 589
589 - XIV. OPTICS 0F CRYSTALS 665

591 14.1. The Dielectric Tensor of an Anisotropic Medium 665

591 14.2. The Structure of a Monochromatic Plane Wave in an Anisotropic
Medium 667

)NIC WAVES 593 14.2.1. The phase velocity and the ray velocity 667
14.2.2. Fresnel’s formulae for the propagation of light in crystals 670

enon and Summary Of 14.2.3. Geometrical constructions for determining the velocities of
I Equations 593 ' propagation and the directions of vibration 673
menon 593 (a) The ellipsoid of wave normals 673
Iell’s equations 596 (b) The ray ellipsoid 676

.s Treated by the Integral (c) The normal surface and the ray surface 676
599 14.3. Optical Properties of Uniaxial and Biaxial Crystals 678
600 14.3.1. The optical classification of crystals 678

ation 601 14.3.2. Light propagation in uniaxial crystals 679
the light waves in the 14.3.3. Light propagation in biaxial crystals 681

603 14.3.4. Refraction in crystals 684
.0d of successive approxi- (a) Double refraction 684

604 (b) Conical refraction 686

16 fiI‘St and second order 14.4. Measurements in Crystal Optics 690
607 14.4.1. The Nicol prism 690
608 14.4.2. Compensators 691
609 (a) The quarter-wave plate 691

(b) Babinet’s compensator 692
611 (c) Soleil’s compensator 694

(d) Berek’s compensator 694
611 14.4.3. Interference with crystal plates 694

.ce 615 14.4.4. Interference figures from uniaxial crystal plates 698
14.4.5. Interference figures from biaxial crystal plates 701

‘1 Constants 0f Metals 624 14.4.6. Location of optic axes and determination of the principal
ting Medium. Theory of refractive indices of a crystalline medium 702

627 14.5. Stress Birefringence and Form Birefringence 703
substrate 628 14.5.1. Stress birefringence 703
substrate 632 14.5.2. Form birefringence 705

ury of Mie 633 14.6. Absorbing Crystals 708

n 635 14.6.1. Light propagation in an absorbing anisotropic medium 708
of Debye’s potentials 635 14.6.2. Interference figures from absorbing crystal plates 713

nonents 640 (a) Uniaxial crystals 714
the associated Legendre (b) Biaxial crystals 715

unctions 646 14.6.3. Dichroic polarizers 716

 
Apple V. Corephotonics Page 174 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 175 of 550 Apple Ex. 1022

 
 

 

 
 
 
 

 

 
 
 
 
 

 
 
 
 

 
 
 

 
 
 
 

 

 
 
 
 

 
 
 

 
 
 

 
 
 

 
 

 

 
Apple V. Corephotonics

XX CONTENTS

APPENDICES

I. The Calculus of Variations

. Euler’s equations as necessary conditions for an extremuin
IIilbert’s indepen ‘ ace integral and the HamiltoniJacobi equation
The field of extremals
Determination of all extremals from the solution of the Hamilton—

Jacobi equation
0. Hamilton’s canonical equations
6. The special case when the independent variable does not appear

explicitly in the integrand
7. Discontinuities

8. Weierstrass’ and Legendre’s conditions (sufficiency conditions for an
extremum)

9. Minimum of the variational integral when one end point is constrained
to a surface

10. Jacobi’s criterion for a minimum

11. Example I: Optics
12. Example II: Mechanics of material points

._4

resets

II. Light Optics, Electron Optics and Wave Mechanics

l. The Hamiltonian analogy in elementary form
2. The Hamiltonian analogy in variational form
3. Wave mechanics of free electrons

4. The application of optical principles to electron optics

III. Asymptotic Approximations to Integrals

1. The method of steepest descent
2. The method of stationary phase
3. Double integrals

IV. The Dirac Delta Function

V. A Mathematical Lemma used in the Rigorous Derivation of the Lorentz—
Lorcnz Law (§ 2.42)

VI. Propagation of Discontinuitics in an Electromagnetic Field (§ 3.1.1)

1. Relations connecting discontinuous changes in field vectors
2. The field on a moving discontinuity surface

VII. The Circle Polynomials of Zernihe (§ 9.2.1)

1. Some general considerations
2. Explicit expressions for the radial polynomials Rf "‘(p)

VIII. Proof of an Inequality (§ 10.7.3)

IX. Evaluation of Two Integrals (§ 12.2.2)

AUTHOR INDEX

SUBJECT INDEX

Page 175 of 550 Apple Ex. 1022

PAGE
719

719

719
720
722

760

763

763
765

767

767
769

773

775

779  



Apple v. Corephotonics Page 176 of 550 Apple Ex. 1022

 
 

 
 
 

 
 
 

 
 

 

 
 

 

 
 
 
  

Apple V. Corephotonics

156 PRINCIPLES or OPTICS [4.3

Let c be the distance between the focal points F; and F1. Since the image space of
the first transformation coincides with the object space of the second,

%=%—a n=m m

Elimination of the coordinates of the intermediate space from (22) by means of (23)
gives

ZlYl __ Z176“ ZifUYO fl full lo
 

 
 

 

Y, i / _“ I I - I V r ’
1 f1 f1 flzo (do “A“

Z, _ [11; H f1 1': __ 7 m; MZO , (24>
1 Z1 Z6 ‘0 fofé f0f¢3_CZ0~ 0

Z0
Let I

Y=YO, Z=z0_f°cf0,
(25) 

Y’ = Y;, Z‘ = 2; +12ch-
Equations (25) express a change of coordinates, the origins of the two systems being
shifted by distances féfO/c and —flf{/c respectively in the Z-direction. In terms of
these variables, the equations of the combined transformation become

Y! f Z!”eA=—, a
Y Z f, < 0)

,fofi, IJifi.0 G

where

ff,

The distance between the origins of the new and the old systems of coordinates, i.e.
the distances 6 : FOF and 6’ 2 FiF’ of the foci of the equivalent transformation
from the foci of the individual transformations are seen from (25) to be

2%, a, : _f1f{.C O

(27)

6
 

(28)

If c = 0, then f : f’ : 00 so that the equivalent collineation is telescopic. The
equations (24) then reduce to

I .' , 5—} I'd,
In

f (29)I"
A’ :‘a! ml

‘ fut, "

the constants on and l? in (18) of the equivalent transformation, are therefore

f1 f1f{
a : : ,. (30)

f0 ’3 fox},
The angular magnification is now

ti '
an 9» _ on _ji,‘ (31)

tun J i i2 f;

If one or both of the transformations are telescopic, the above considerations must
be somewhat modified
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4.4 GAUSSIAN OPTICS

We shall now study the elementary properties of lenses, mirrors, and their combina»
tions. In this elementary theory only those points and rays Will he consnlcred winch
lie in the. immediate neighbourhood of the axis; terms involvmg squares and higher
poWCFS of oil-axis distances, or of the angles which the rays make with the axis. will
be neglected. The resulting theory is known as Gaussian opticsf'

4.4.1 Refracting surface of revolution

(‘onsidcr a pencil of rays incident- on a retracting surface of revolution which separates
two homogeneous media of refractive indiccs n“, and 71,. To begin with, points and
mys in both media will be referred to the same Cartesian reference system, whose
origin will be taken at the pole 0 of the surface, with the z-direction along the axns oi
symmetry. _ . _

Let Po(;r0, ya, 20) and P1(.r,, 3/1, 21) be pomts on the 1n01dent and on the refracted ray

respectively. Neglecting terms of degree higher than first, it follows from §4.l (29),
g4] (40), and §4.l (44) that the coordinates of these points and the components of
the two rays are (:omiected by the relations

 

 

 

 

1) 8T”)
x0_—on:—: ’1 =2flpo+gpn

”0 11’0 (1a)
p1 arm

a: z = _ 2.93 g ,
1 n] 1 9P1 P1 100

(1 37m)
yn—Jzo:'} :Qflqo'l'gfi:no ”In

(11))
‘11 311(2)

2 _ _ 2% ‘59,
.711 71] 1 3g] 91 o

where, according to §4.1 (45),
l r r

W2fl=~~ , g:_,,,,,,,,, (2)
2 111 — 7L0 n1 — 7L0

r being the paraxial radius of curvature of the surface.
Let us examine under what conditions all the rays from P0 (which may be assumed

to lie in the plane :5 = 0) will, after refraction, pass through P1. The coordinates of
P1 will then depend only on the coordinates of P0 and not on the components of the
rays, so that when (11 is eliminated from (1b), go must also disappear.

Now from the first equation (1b)
1 1

91 : Q {.710 "' 909% ‘l' a] 20)}, (3)
and substituting this into the second equation, we obtain

1 l l 1 l V
=~ 2.93——z -— — 2fl——z 2M+—z ~g . (4)yl ( n1 1 (6110+ (5 11,1 1 ”o n 90

' As before, the usual sign convention of analytical geometry (Cartesian sign convention) is
”5‘“- Tlm various sign («inventions employed in practice are very fully discussed in a Report on
the 'l‘enching of (lemnetriral Optics published by the Physical Society (London) in 1934.
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158 PRINCIPLES OF orrrcs [44

Hence P1 will be a stigmatic image of P0 if

1 1

(2.321 + in ea) (2.99 i —zl) = ‘62, (5)n1

or, on substituting from (2), if

r + 20 r _ 21 W r2
"1 fl ”0 ”0 n1 _ "0 ”1 — (“'1 ‘— ”0F (6)

(6) may be written in the form

1111

%t‘fl=et‘fl' m
It is seen that, within the present degree of approximation, every point gives rise to a
stigmatic image; and the distances of the conjugate planes from the pole 0 of the
surface are related by ('7). Moreover, equation (4), subject to (5), implies that the
imaging is a projective transformation.

The expressions on either side of (7) are known as Abbe’s (refraction) invariant and
play an important part in the theory of optical imaging. (7) may also be written in
the form

 

 ”1 no ”i — no

21 20 1‘ (8)

The quantity (n1 — n0)/r is known as the power of the refracting surface and will be
denoted by .0},

"i‘no.r94 e. (9)

According to (4) and (5) the lateral magnification 3/1/90 is equal to unity when
zl/n1 = 29? 7| (6. But by (2), 2% + g = 0. Hence the unit points U0 and U1 are
given by £0 = z] = 0, i.e. the unit points coincide with the pole of the surface. Further,
from (8),

nor
zo__)_,ii,, 3.8219“)

n1 — no
and

nlr
21 —> as 20 —> — 00,

n1 ~ no

so that the abscissae of the foci F0 and F1 are — nor/(n1 —— no) and rig/(n1 — 710)
respectively. The focal lengths f0 : 17qu, fl —— FIU1 are therefore given by

nor
f0: ’"1 — 7’0

and (10)
nlr

fIS— *;n.l — no
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”‘1 21) : g2) (5)

:1 _
n, — (nl -—772.,)2’ (6)

'1 1

F 2: ' ‘7)

"oximation, every point gives rise to a
jugate planes from the pole 0 of the
1 (4), subject to (5), implies that the

n as Abbe’s (refraction) invariant and
imaging. (7) may also be written in

—_no' (8)7'

' of the refracting surface and will be

ication yl/yo is equal to unity when
[ence the unit points U0 and U1 are
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iz1—>oo

20 9 »— 00,

re — nor/(n1 —— no) and 'nlr/(nl — no)
F1 U1 are therefore given by

(10)
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or in terms of the power 9’ of the surface,*
i

no ”I
— = — — = . (ll)
fo f1

Since/h and fl have (liiTui-cnt signs. tho imaging is concurrent (cf. §4.3.3). If the surface
is convex towards the incident light. (r 1» (I) and if no <-: nx then f0 ,‘.> U, f] < O, and
the imaging is convergent. If r (I snrl n0 E» 71.1 it is divergent (Fig. 4.12). When the
surface is concave towards the incident light the situation is reversed.

7%.“:

 

 
I7, (no

Fig. 4.12. Position of the cardinal points for refraction at a surface of revolution.

Using the expressions (10) for the focal lengths, (8) becomes

and the coefficients (2) may be written in the form

_f_0, g3=_-LI, rg=_£’=é. (13)
2% 27L1 no 7L1

Let us introduce separate coordinate systems in the two spaces, with the origins at
the foci, and with the axes parallel to those at 0:

 

X0 : x0. X1 = x1,

Yo = 3/0) Y1 = 3/1,

Z0:zo‘l’fo: Z1221 +f1'

‘ It will be seen later that the relation 'no/fD = — VII/fl is not restricted to a single reflecting
Hurfuco, but holds in general for any centred system, the quantities with suffix zero referring to the
Object space, those with the suffix l to the image space. (1 1) may therefore be regarded as defining
”"3 I’Owcr of n guncrsl centred system. The practical unit. of power is a dioplre; it is the reciprocal
of the foonl length, when the focal length is exprcsscil in motors. The power is positive whcn the
Hyatem is convergent (f0 > 0) and negative when it is divergent (fa < O).
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Equations (12) and (4), subject to (5), then reduce to the standard form §4.3 (10);

n n a_:_:—. 14
n a A "

4.4.2 Reflecting surface of revolution

It is seen that with a notation strictly analogous to that used in the previous section,
equations of the form (la) and (lb) also lmld when reflection takes place on a surface
of revolution, the coeflicients M, Q and %' How being replaced by the corresponding
coeflicients 518.96” and g’ of §4.1.5. It has been shown in §4.l.5 that M’, .46" and (g!
can be obtained from M, Q and g on setting no = # n1 : n, n denoting the refrac.
tive index of the medium in which the rays are situated. Hence the appropriate

(“’0' U1

  
r->0 P<0

Fig. 4.13. Position of the cardinal points for reflection on a mirror of revolution.

formulae for reflection may be immediately written down by making this substitution
in the preceding formulae. In particular, (7) gives

1 l l l

% r:‘;+? (W

the expression on either side of (15) being Abbe’s (reflection) invariant. (15) may also
be written as

I l 2
_ _ r _. (16)20 21 r

The focal lengths f0 and f1 are now given by
r

fo=f1: ‘2‘2’ (17)
and the power 3” is

2

9=_1. (m'r

Since fofl > 0, the imaging is contracmrenl (katoptric). When the surface is convex
towards the incident light (r > 0).)”0 < 0, and the imaging is then divergent; when it
is concave towards the incident light, (7' < 0), f0 > 0 and the imaging is convergent
(Fig. 4.13).
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+ —’ (15)T
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4 4 3 The thick lens

NP“ we, derive. the. Gaussian formulae relating to imaging by two surfaces which are
mmtionally symmetrical about the same axis.

Lel- no. '"1 and n2 he. the refractive indict-s of the three regions, taken in the. order

in which light passes through them, and letré and 122 he the rmlu o‘l curvature of the
aurfacrs at their flxllll pomts. measured posmvc when the surface IR convex towards
the incident light”

By (10), the focal 10“tithe of the first surface 1ch given by
unvr1 71,1', 

, (in)
71, — n“

   
  

~52 “fut J77, ‘5’ u1=ui ‘71
Fig. 4.14. The cardinal points of a combined system (thick lens).

and of the second surface by
”1’2 1 "2'2

f. =7 . f1= — -- (20)1.2 — n, 712 — 711

According to § 4.3 (27) the focal lengths of the combination are

for. Em
C c (2])

where c is the distance between the foci It“; and F1. Let L be the axial thickness of the
lens, i.c. the distance between the poles of the. two surfaces: then (see Fig. 4.]4)

 

62(4)“; —f,. (22)

On substituting into (‘22) for f; and for fl we obtain

D i 1'
° = (n. — ml;— nar ‘2")where

D : (nl — no)(n2 »-— 11,)1. — 71,[(1z:. -— 711)’; + (721 — 710)r3]. (24)

The required expressions for the focal lengths of the combination are now obtained
on substituting for f”, j", f6)“; and c into (21). This gives

f = — 710121153 1" 2 7117).; ~3- (‘25)
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Since ff’ is negative, the imaging is concurrent. The power 9‘ of the lens is

_@__e__12
_ f f, "17172

t

=91+?/"2—n—9’1932, (26)l

where 9’1 and 9’2 are the powers of the two surfaces.

By §4.3 (28), the distances (3 = FOF and 6' = FiF' are seen to be
2 2

722 —- n1 r1 6’ n1 no r2’_, —'— 71,1712 "“
7L1 — no D

 

6 : — nonl
n——2__ n1 D (27)

The distances d and d’ of the principal planes ”2/ and (W from the poles of the surfaces
are (see Fig. 4.14)

Ti

d=6+f~f0:—n0(n2—n1)fi:
(w

I r I / r2t
d :6 +f _f1="2(n1_”0)5'

Of particular importance is the case Where the media on both sides of the lens are

of the same refractive index, i.e. when 722 : no. If we set nl/n0 = 711/712 = n, the
formulae then reduce to

 . I m‘ r

j: _ f = _ $2,

_ (If /_ E
6—nA, 6——nAa (2Q)

_ 15 I _ rzt
d—(n—1)A, d (n—1)A,

Where

A = (n — 1)[n(r, — r2) — (7L —1)t]. (30)

Referred to axes at the foci F and F’, the abscissae of the unit points are Z : fand
Z’ =f’, and the nodal points are given by Z = —f’, Z = —f. Sincef = —f’ the
unit points and the nodal points now coincide. The formula § 4.3 (16) which relates
the distances z and Z’ of conjugate planes from the unit planes becomes

 

1 1 _ 1 (31)
C 5’ f

The lens is convergent ( f > 0) or divergent ( f < 0) according as
r r

f=—n%32Q em
i.e. according as l l 'n — l t- _ _ < _

r2 r1 > n 711-2 (33)
VVhenf 2 00, we have the intermediate case of telescopic imaging. Then A = 0, i.e.

n—l 
t. (341

r—r:
1 2 n
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The power .9 of the lens is
1 D

”1 7'17'2

9’1 9’2 , (26)

faces.

= FiF’ are seen to be
2

n, — no r,

and %’ from the poles of the surfaces

rlt
7L2 —‘ ”1) ‘5’

(23)
rzt

.— “05’

i media on both sides of the lens are

0. If we set nl/no = nl/n2 = n, the

”a 29
S, ( l

(n — 1),.K2t’

— (n — 1)t]. (30)

issae of the unit points are Z = f and
—f’,Z= —f. Sincef: —f’the
The formula § 4.3 (16) which relates
the unit planes becomes

1 (31)
f

< 0) according as

0, (32)

t
—- (33)7172

telescopic imaging. Then A = 0, i.e.
1
— t. (34)
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The three cases may be illustrated by considering a double convex lens, 1', > 0,
/ 0 (cf. Fig. 4.]5). If, for simplicity, we assume that both radii are numericallyr.. '\ . . . . .

elllm'l' i.e. r1 = — 7’2 2 ’r, the iiilaglng Wlll he convergent or rhvcrge‘nt according
as, g {Bur/(n — l) and telescopic when t : 2'nr/(7z. — l).

71, 71;} (ll, ‘71] 71,71; THAI 7L ‘Zlf (M71;
I

ll l
I] I
II 'I

l l
l l
l III I

I
|

a. b c

 
 

Convergent Dire/pent
Fig. 4.15. Common types of lenses:

(5,) Double-convex; (b) Plano-convex; (c) Convergent meniscus;
(d) Double-concave; (e) Plano-concave; (f) Divergent meniscus.

a” and Wl’ are the unit planes, light being assumed to be incident from the left.

4.4.4 The thin lens

The preceding formulae take a particularly simple form when the lens is so thin that
the axial thickness it may be neglected. Then, according to (28), d = d’ : 0, so that
the unit planes pass through the axial point of the (infinitely thin) lens. Consequently,
the rays which go through the centre of the lens will not suffer any deviation; this
implies that imaging by a thin lens is a central projection from the centre of the lens.

From (26) it follows, on setting t : 0, that

”1 —'n0  

.6} = 9, + 97, : . (35)7‘1 ‘72

i.e. the power of a thin lens is equal to the sum of the powers of the surfaces forming it.
If the media on the two sides of the lens are of equal refractive indices (n0 2 n2),

we have from (25)
l 1 1 1

i=‘r=<"r“la‘r.l’ ‘36)
Where as before, n : ”i/"0 : nllnz. Assuming that n > 1, as is usually the case, f is
seen to be positive or negative according as the curvature l/i'1 of the first surface is
greater or smaller than the curvature l/r2 ol' the'seconrl surface (an appropriate sign
being associated with the curvature). This implies that thin lenses \rhose thickness
decreases from centre to the edge are convergent, and those whose thickness increnh‘cs
to the edge are divergent.

For later purposes we shall write down an expression for the focal lengthsf andf’ of
a system consisting of two centred thin lenses, situated in air. According to§ 4.3 (27)
we have, since f0 = —fé.f1 = _fi-

— i — — i ('37)
f’ M.’ '

l
f
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c being the distance between the foci F6 and F1 (see Fig. 4.16). If l is the distance
between the two lenses, then

 

:fu + c +f1- (38)

a. a; f, 7 _ fl 7 F; '
ereefb 7 f3 »>l.7c—.;.———r, 4,.fl,,iq

P—g '——* W—L_ '7 >l

Fig. 4.16. System formed by two centred thin lenses.
Hence

1 _ l _l + l l (39)
f f' fa f1 fofi

When the lenses are in contact (I : 0), (39) may also be written in the form,
9’ : 9’1 + 9’2, so that the power of the combination is then simply equal to sum of .
the powers of the two lenses.

4.4.5 The general centred system

Within the approximations of Gaussian theory, a refraction or a reflection at a surface .
of revolution was seen to give rise to a projective relationship between the object and
the image spaces.* Since according to §4.3 successive applications of projective
transformations are equivalent to a single projective transformation, it follows that
imaging by a centred system is, to the present degree of approximation, also a
transformation of this type. The cardinal points of the equivalent transformation
may be found by the application of the formulae of §4.4.1, §4.4.2 and §4.3.4. We
shall mainly confine our discussion to the derivation of an important invariant relation
valid (within the present degree of accuracy) for any centred system. I

 

 
Fig. 4.17. Illustrating the SMITH—HELMHOLTZ formula.

Let SI, 8'2, . . . Sm be the successive surfaces of the system, f0, f1, . . . fm_1 the
corresponding focal lengths, and n0, n1, . . . nm the refractive indices of the successive
spaces (Fig. 4.17). Further, let P0,P§ be two points in the object space, situated in a

" As in the case of a single surface, the object and the image spaces are regarded as superposed v
on to each other and extending indefinitely in all directions. The part of the object space which
lies in front of the first surface (counted in the order in which the light traverses the system) is
said to form the real portion of the object space and the portion of the image space which follows
the last surface is called the real portion of the image space. The remaining portions of the two
spaces are said to be virtual. In a, similar manner we may define the real and virtual parts of any
of the intermediate spaces of the system.
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"1 (see Fig. 4.16). Ifl is the distance
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meridional plane, and let Pppir, 132,13; . . ., be their images in the successive surfaces.
Referred to axes at the foci of the first surface, the coordinates of Pay: and P1.Pi
are related by eq, (14), viz.

 

 

  

  

  

 

Y1 H f0 _ Z1
E‘Z‘F (M

1': f0 Zil-

fi=n=f' <m
Hence

Zf—Z}=Yf Y1: Yal'f— YIYE’ (42
f. Y: Yo m: l

and

23‘ — Z0 _ Y; I“ _ Y1 Y3 — Yol’f‘ 43
A. Y: Y. N: ( ’

Let

z; — 2,, = Mo,
2; _ z, = My} (44)

Then from (42) and (43),

onoYEl _ finY‘f
AZo ‘ _ “A21 ' (45)

Now by (10), folfl = — nD/nl, so that this equation may be written as

noYoY: _ 12.,Y1Y1’r
A20 ‘ AZ1 ' (46)

Similarly, for refraction at the second surface,

nlY1Y{r _ nzYzl’;
AZ1 ‘ A22" (47)

and generally

7L{_1YI-_1Y:1 ”I'YiY: .
_ = (1 < 1. < m). (48)

*Azhl Azg'

Hence nfi'in/AZ‘ is an invariant in the successive transformations. This result plays
an important part in the geometrical theory of image formation. If we set Y'f/AZi =
tan y, (see Fig. 4.17), (48) becomes

n,-_1Y,-_l tan y,-_1 = niY‘ tan 91,-.

Since to the present degree of accuracy, tan 7 and ten y’ may be replaced by y and y’
respectively, we obtain the Smith—Helmholtz formula‘

ni—lyi—ll’i—l = my171'. (49)

The quantity n. You is known as the Smithielmkoltz invariant.
From (48) and (49) 9. number of important conclusions may. be drawn. As one is

Usually interested only in relations between quantities pertaining to the first and the
last medium (object and image space), we shall drop the suffixes and denote quantities
which refer to these two spaces by 1111 primed and primed symbols respectively.

3 - . - . a A
This formula 13 also associated With the names of LAGRANGE and CLAUSIUS. It was actually

Pho~wn in more restricted forms to earlier writers, e.g- HUYGENS and COTES' (Cf' Lord RAYLEIGH,
zl. Mag.. (5) 21 (1886), 466).

we 61h Ed. . c,
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Let (Y,Z) and (Y —|— oY, Z + oZ) be two neighbouring points in the object spam
and (Y',Z’) and (Y’ + (5)”, Z’ + 62) the conjugate points. The SMITH—HELMHOLTZ
formula gives, by successive application, the following relation:

may + 617) _ n’Y’(Y’ + are
  

az 52' (5°) ,

In the limit as oY —> O and 6Z —> 0, this reduces to

dZ’ n’ Y’2

32 *- r r? (51>

According to §4.3 (11), we may write Y’/Y : (dY’/dY)Z=mmL, and (51) becomes

dZ’ n’ (at Y’) 3(17:; W , (52>chonst.

known as Maxwell’s elongationformula. It implies that the longitudinal magnification
is equal to the square of the lateral magnification multiplied by the ratio n’ln of the -
refractive indices. Now in § 4.3 we derived an analogous formula [(13)] connecting the
magnifications and the ratio of the focal lengths. On comparing these two formulae
it is seen that

— —, (53)

i.e. the ratio of the focal lengths of the instrument is equal to the ratio n’/n of the refractive
indices, taken with a negative Sign.

From the SMITH—HELMHOLTZ formula it also follows, that

dY’V' _ n, 54
dY y _7t,' l l .

 

showing that the product of the lateral and the angular magnification is independent of
the choice of the conjugate planes.

It has been assumed so far that the system consists of refracting surfaces only. If
one of the surfaces (say the ith one) is a mirror, we obtain in place of (48),

92-4111 A_ 1’th
AZH “ Az‘.’

  

the negative sign arising from the fact that for reflection fi_]/fi : 1, Whereas for
refraction fi_1/fl- = —— ni_1/ni. In consequence 71' must be replaced by — n’ in the
final formulae. More generally n’ must be replaced by — 72’ when the system contains
an odd number of mirrors; when it contains an even number of mirrors, the final
formulae remain unchanged.

4.5 STIGMATIC IMAGING WITH WIDE-ANGLE PENCILS

The laws of Gaussian Optics were derived under the assumption that the size of the
object and the angles which the rays make with the axis are sufficiently small. Often
one also has to consider systems Where the object is of small linear dimensions, but
where the inclination of the rays is appreciable. There are two simple criteria, known
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as the Sim! condition“ and the Herschel conditioni' relating to the stigmatic imaging
in sut‘ll instruments.

Lot ()0 he an axial object point and P0 any point in its neighbourhood, not neces-

gin‘ilj' on the axis. Assume that the system images these two points stigma! ically, and
lot 01 and PI bc the stigmatic images.

Mt (rm-110,20) and (171,311,:1) he the coordinates of P0 and Pl respectively, Po being
referred to rectangular axes at 00 and P1 to parallel axes at 01, the z-directions being
tflkcn along the axis of the system (Fig. 4.18). By the principle of equal optical path,
the path lengths of all the rays joining P0 and P1 are the same. Hence, if V denotes
the point characteristic of the medium,

45] GEOMETRICAL THEORY OF OPTICAL IMAGING

le01 yo: 20; $1, 311,21) "' V(0> 0, 0i 0’ 0s 0) = FixO’ yo» 20; x11 y1: 21), l1)

 
Fig. 4.18. Illustrating the sine condition and the HERSCHEL condition.

F being some function which is independent of the ray components. Using the basic
relations § 4.1 (7) which express the ray component in terms of the point characteristic,
we have from (1), if terms above the first power in distances are neglected,

(Pimxl + glmyl ‘l' mama) — (Palmxo + 90(0)3/0 + mulolzo) = F(:v0, 3/0; 20; 551, H1» 31): (2)

(pow),qo‘°’, 7720“”) and (plm’, qll‘”, mll‘”) being the ray components of any pair of
corresponding rays through ()0 and 0,. It is to be noted that, although the points
[’0 and P1 are assumed to be in the neighbourhood of 00 and 01, no restriction us to
the magnitude of the ray components is imposed.

Two cases are of particular interest, namely when (i) Po and P1 lie in the planes
2,, = 0 and 21 = 0 respectively, and (ii) when P0 and P1 are on the axis of symmetry.
The two cases will he considered separately.

4.5.1 The sine condition

Without loss of generality we may again consider only points in a meridional plane
(260 = x1 2 0). If PD lies in the plane :0 = 0 and P1 in the plane 751 = O, (2) becomes

qlmlyl _ {lololyo = F“): yo: 0i 0, 3/1! O)‘ (3)

‘ Tho sinc condition was first derived by R. CLAUSIUS (Pogy. A 7:11., 121 (ISM). 1) and lly
ll. HIELMHUL'I‘Z ([‘oyy. Ann. Juhclbund (1874). 557) from thermodynumienl considerutions. Its
"“l-"‘rlum-n was, howovnr, not. recognized until it. was rediscovered by E. Anni: (.lenrtisrh. (its.
Mal. Nutm‘u'. 1875)), 129. also Carl. Repert. Phi/3.. 16 ( WHO), 303).

Thu derivations given here are cssuntiully due to C. HOPKIN, J. Roy. Micro. Soc. (2) 4 (1884), 1137.
l J- 1“. W. Hnnscnm.. Phil. ’l'runs. Roy. Soc” 111 (1821). 2‘36.
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168 PRINCIPLES or OPTICS [4.5

This relation holds for each pair of conjugate rays. In particular it must, therefOre’
hold for the axial pair pow) = qol‘” = 0, 111“” = qflol = 0. Hence

F(0, yo, 0; 0,311, O) 2 O. (4)
Relation (3) becomes

qlw’yl = 90(0’3/0x (5)
or, more explicitly,

"13/1 sin “/1 = ”03/0 sin 9’0: (6)

yo and y] being the angles which the corresponding rays through 00 and 01 make with
the z-axis, and no and n1 being the refractive indices of the object and image spaces.
(6) is known as the sine condition, and is the required condition under which a small
region of the object plane in the neighbourhood of the axis is imaged sharply by a
pencil of any angular divergence. If the angular divergence is sufficiently small,
sin yo and sin 71 may be replaced by Y0 and 9/1 respectively, and the sine conditi0n
reduces to the SMITH—HELMHOLTZ formula, §4.4 (49).

 
Fig. 4.19. The sine condition, when the object is at infinity.

If the object lies at infinity, the sine condition takes a different form. Assume
first that the axial object point is at a great distance from the first surface. If Z0
is the abscissa of this point referred now to axes at the first focus, and ho is the
height above the axis at which a ray from the axial point meets the first surface, then
sin 70 ~ — ho/Zo; more precisely Z0 sin yO/ho —> — l as Z0 —> — 00 whilst ho is kept
fixed. Hence, if Z0 is large enough, (6) may be written as

”0 3/1 ' 7
h _ AZ sln . 7

n1 0 7/0 0 1 ( )

But by §4.3 (10), y1Z0/yu =fo, and by §4.4 (53) no/nl = —f0/f1, so that in the limit
(6) reduces to (see Fig. 4.19)

hi)

sin V1

 

= fr (8)

This implies that each ray which is incident in the direction parallel to the axis inter-
sects its conjugate ray on a sphere of radius f1, which is centred at the focus F1.

Axial points which are stigmatic images of each other, and which, in addition, have
the property that conjugate rays which pass through them satisfy the sine condition,
are said to form an aplanatic pair. We have already encountered such point pairs
when studying the refraction at a spherical surface (§ 4.2.3).

In the terminology of the theory of aberrations (cf. Chapter V), axial stigmatism
implies the absence of all those terms in the expansion of the characteristic function
which do not depend on the elf-axis distance of the object, i.e. it implies the absence
of spherical aberration of all orders. If, in addition, the sine condition is satisfied:
then all terms in the characteristic function which depend on the first power of the
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OE‘B’XiS distance must also vanish; these terms represent aberrations known as
circular coma.

Since the sine condition gives information about the quality of the off-axis image
in terms of the properties of axial pencils it is of great importance for optical design.

45,2 The Herschel condition

Next consider the case when P,J and P1 lie on the axis of the system ((130 2 yo := 0,
x1 = 3/1 = 0). The condition (2) for sharp imaging reduces to

mlw’z1 — mo‘mzo = F(0, 0, 20; 0, O,z1), (9)

or, in terms of ya and y],

71,121 cos 3’1 —— 71on cos 7’0 = F(0, 0, 20; 0,0, 21). (10)

In particular for the axial ray this gives

F(0, O, 20; 0, 0,21) = n12, — nozo. (11)

Hence (10) may be written as

n121 shawl/2) = 72on sin2(yo/2). (12)

This is one form of the Herschel condition. Since the distances from the origin are
assumed to be small, we have, by §4.4 (52)

21 "1 3/1)2— = — — . 1320 ”0 ((1/0 ( )
so that the HERSCHEL condition may also be written in the form

”Ii/I Sin (71/2) 2 ”03/0 Sin (70/2)- (14)

When the HERSOHEL condition is satisfied, an element of the axis in the immediate

neighbourhood of 00 will be imaged sharply by a pencil of rays, irrespective of the
angular divergence of the pencil.

It is to be noted that the sine condition and the HERSOHEL condition cannot hold

simultaneously unless 7’1 = yo. Then 3/,[1/0 = 21/2.J = no/nl, i.e. the longitudinal and
lateral magnifications must then be equal to the ratio of the refractive indices of the
object and image space.

4.6 ASTIGMATIC PENCILS 0F RAYS

Rectilincar rays which have a point in common are said to form a homocenlric pencil.
The associated wave-fronts are then spherical, centred on their common point of inter-
section. It was with such pencils that we were concerned in the preceding sections.

In general, the homoccntricity of a pencil is destroyed on refraction or reflection.
It will therefore be useful to study the properties of more general pencils of rectilinearrays.

4.6.1 Focal properties of a thin pencil

Let 8 denote one of the orthogOnal trajectories (wave-fronts) of a pencil of rectilinear
rays, and let P be any point on it (Fig. 4.20). We take a plane through the ray at P
and denote by C the curve in which this plane intersects S. Since the rays of the
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170 PRINCIPLES or OPTICS [4.6 4 6]
pencil are all normal to S, the centre of the circle of curvature at P will he on the my Tl
through P. It;

If now the plane is gradually rotated around the ray, the curve C and consequently will I
the radius of curvature will change continuously. When the plane has undergone a "7“”?
rotation of 180°, the radius of curvature will have passed through its maximum and g a"? ‘
minimum values. It can be shown by elementary geometry* that the two planes tlt ,1: I:
which contain the shortest and the longest radius of curvature are perpendicular to ’ int ,,
each min-r. These 1m; planes are known as the principal plunesj' at P and the 0219:!
corresponding radii are called primipul radii of curvature. The curves on S which :ljout
have the property thal at each [mini they are tangential to the principal planes form ‘ :nrl’nvd
two mutually orthogonal families of curves, called the lines of curvature. 3mm)

111 general two normals at adjacent points of a surface do not intersect, to first order. the m,
But if they are drawn from adjacent points on a line of curvature they will intersect (“min-j
to this order, and their point of intersection is a focus of the congruence formed by at [he

dlCllllu
r: Illlt‘lf

that p
r at the

__ _ 1,_ is not
4.6.2

_ It wastwo fm

Fig. 4.20. A thin pencil of rays. snrluctrefrznzt

the normals (rays). Hence, in agreement with the general conclusions of §3.2.3 there “‘“W'Ll
are two foci on each normal, these being the two principal centres of curvature. The
caustic surface of a pencil of rectilinear rays has therefore, in general, two branches
and is the ccolute of the wave-fronts; conversely the wave-fronts are the involutes of
the caustic surface. If the wave-fronts are surfaces of revolution, one branch of the .

caustic surface degenerates into a segment of the axis of revolution; the other is a
surface of revolution whose meridional section is the evolute of the meridional section
of the wave-front.

Let us consider a thin pencil consisting of all rays which intersect an element dS of '
the wave-front. It will be convenient to take as boundary of (16' two pairs of lines of

curvature, which may be assumed to be arcs of circles. Two of them (P1P2 and P4P3)
may be taken to he vertical, and the other two (RR, and P2P3) to be horizontal I”
(Fig. 4.20).

To the first order in small quantities, all the rays which pass through the arc P11”2
will intersect in a focus F12, and those through P3P4 will intersect at F34. The line f ' Pl‘ill(=i[
joining F12 and F34 is known as afocal line of the pencil and is seen to be horizontal. meets
Similarly the rays through PIP, and I’._.l)3 will give rise to a vertical focal line f. 'l'flk

If the lines of curvature are. drawn through any point on dis, the corresponding tWO and ”H

feel will lie on the two focal lines. and conversely. Hence an approxinmle modal ofa “1;"{39.1101 .9
thin pencil Hf rug/.3 is obtained by joining all pairs of 1111i nls on luv nurtually orthogonal _
elements of lines.  

* See, for example, C. E. VVEATHERBURN, Difi’erential Geometry of Three Dimensions (Cambridge "1|I'I‘l'<1
University Press, 1927), p. 185.

T The terms principal planes and focal planes have now a different meaning than in commotion the N. (I
with projective transformations discussed in § 4.3.
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The my l tln‘uugh the centre point P is called the central (or principal) ray of the
(-nt'll, and the distance between the. focal lines, measured along this ray, is called the

(”gimp-die focal distance of the pencil. The two planes specified by f and I, and by

f/ mid l, are. known as the focal planes of the. pencil, and are mutually perpendicular.
It is not, however, necessarily true (as is often incorrectly asserted in the literature)
that the focal lines are perpendicular to the
centil'fl‘l ray. Consider for example a family of
wave-fronts which have cylindrical symmetry
about a common axis (Fig. 4.21). Let (ZS be a
surface element (assumed not to contain an axial

point) of one of the wave-fronts, and let d8 be
the curve of intersection of (IS with a plane which
contains the axis. Then, clearly, the focal line f
at; the centre of curvature K of dc is perpen-
dicular to this plane. The other focal line, f ’,
coincides with a portion of the axis, namely with ' ,0!
that portion Wlllt'll is bounded by the normals
at the end points ot’ds. In general this local line
is not. perpendicular to l.

114

Axis of" Fella/uric!)

Fig. 4.21. Focal lines of n wuve-front
with cylindrical symnmtry.

4.6.2 Refraction of a thin pencil

It was seen that a thin pencil of rays is completely specified by its central my and its
two tin-a] lines. Suppose that a pencil specified in this way is incident on a rcfrocting
surface. It is of importance to determine the. central ray and the focal lines of the
reli'actt-d pencil. We shall Consider the ease of particular importance in practice,
namely, when one of the principal planes of the incident pencil coincides with a

  

 
normal In 7'

Fig. 4.22. Refraction of a thin ustigmatie pencil.

prim-ipal plane of curvature of the surface at the point 0 at which the central rav
meets it (Fig. 4.22). ‘

Tllkt‘ Cartesian axes at t). with 0: along the normal to the surface ’1' and with 0.1'
and ”II in the. direction of the principal lines of curvature of T.

I’lu'llu-r. let 0,J and U, he the angles which the central rays (I, and Il ol‘ the two
IN'llt‘Ils muke with U2. III-t 1",, and IVY, he the loci of the incident pencil, situated at
:4 Cu and : _» g; respectively. The local line at 1'“, will he assumed to he perpen-

Illnulur to the plane ul~ im'idcm'c; 1",, is then said to be a primary focus, and the
corresponding local linc f,, [Izn ln‘inmry‘l'mwl line. The. focus 1"", is called the .s'rmndurl/
jm‘u-s‘: the murrvsponding,r l'ocul lint-f;l (which lies in the plane of anlth'HCt‘) is known as
ll)" m‘olulurgjin'ul Iiw. In the ruse ofn centred system, the primary and secondary
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172 PRINCIPLES OF OPTICS [4.6

focus of a pencil whose central ray lies in the meridional plane are known as the 4.61‘
tangential and the savgiltal focus respectively. N,

To find the focal lines of the refracted pencil it is necessary to write down first an

expression for the angle cluuawteristio of the rcfracting surface. If the radii of curve.
ture of the surface in the principal directions ( ).r and 03/ are r, and r1, respectively, the SO tl}
equation of the surface is x

z=—+#+... (1)

Now according to §4.l (34), the angle characteristic referred to a set of axes at 0 is

 

(taking do = (11 = 0) ‘ and‘

T = (P0 — 171)“? ‘l‘ (40 — 91)?! + (m0 _ ml)z' (2)

From the law of refraction it follows, in a way similar to that described in § 4.1 (which

corresponds to the case rm = 711): when terms of the lowest degree only are retained,

that ll
1’ ,_ p or-“

w=—rxm:_":1: _ Eu
(3)

1 = _ in ‘ 91
J 11 mo __ m1

Substitution into (1) gives '
1

z = 2179: [Wipe _ P1)2 + 711(90 ‘ 91V]: (4) I!
with I‘mn

p = m1 — m0 2 n1 cos 01 — no cos 00. (5)

Substitution from (3) and (4) then leads to the required expression for the angle
characteristic : .

l

T(Po: ‘10} P1, gr) = a [7.4170 A Pilg ‘l’ ”(90 “ 91?] ‘i‘ - - - (6) 0

On using this expression in §4.1 (29), the equations of the incident and refracted ray ' 51:9
are obtained: “ 't

P0 1; __ = s _ '7
‘50 m0 20 l‘ Tm(Po P1): ( l and

p 1
“71 — 771 Z1 = _ TadPo _ P1): (8)1 ,u

(14!

the corresponding equations involving the y coordinates being strictly analogous. ”16
Consider now the changes in the various quantities as we pass from the central ray 6331

to a neighbouring ray. From (7) and (8)

51:0 — 1’3 520 = 205 (3) + rm { a (E) — a (13)}, (9), m [.t  
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NOW the components of the central ray of the incident pencil are

p0 = 0, go 2 no sin 60, m0 = no cos 0.), (11)
so that

Po 1

6 (770) = ”Tag ("005170 * Paamn)
l

= 770 sec 006%, (12)
and

q 1

6 ('0‘) = (mo‘sqo — 9057710)m0 NT,2
1

= 170 sec3 606%. (13)

Here use was made of the identity modmo + 120de + 90690 = 0_
Equations (9) and (10) become

z 1

5% = n—Zsec 006110 ~ ; rzwpl — 6P0): (14)
2:1 1

(3x1 = 771 sec 616121 — I; 7‘,(5P1 — 5Pol- (15)
In deriving (15) use was also made of the fact that p1 = 0; this result follows

from the law of refraction and the assumption that 100 = 0. In a similar way we find

(53/0 — (tan BomzD : :To(sec3 00)6q0 — r1, {6 (liq—f) -— t5 (gin, (16)0

(53/1 ~ (tan 60621 = :71 (secs 01wa — 7",, l a (%> — 6 GD}. (17)1

Consider now those rays of the pencil which pass through the focus F0. Then 20 = {0,
691., = dye = (320 = 0. Since all these rays also intersect the focal line f3, 6170 = 0.
With this substitution (l4) and (16) give

6P1 = 0, (14a)and

i 1

—° sec3 606% — E r,(6q1 — éqo) : 0. (16a)”0

(140.) shows that the corresponding refracted rays lie in the yz-plane. Now since all
the rays from F0 pass through the focus F1 (21 = {1), (17) must hold with 21 = £1,
'511 = (51/, = 6:1 2 0, whatever the value of éqo, so that

Z; 1

isms 915311 — fl mag} — 690) = 0. (Na)

Equations (16a) and (17a) can be satisfied simultaneously for an arbitrary value ofgo 011 y if

no cos“ 90 n1 cos” 0, no cos 00 — n, cos 01
go {1 7y (18)F"0 Elh Ed. _ G.
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This relation gives the position of the focus Fl of the refracted rays. From (143.) it
is seen that the focal line through F1 is perpendicular to the yz-plane so that F1 is a
primary focus.

To find the position of the otl1c1 locus, tonsidcr the rays which proceed from F‘
Then 20 = {0, (Sr—I,— 15310: (520—.-(I. Since all these rays intersect the focal line f:
(5% = (Smo—_ 0. Equations (14) and (16) now give

C' 1

”—0 sec 006110— N—r1((3p1 — (Spa) = 0, (14b)
d

3‘“ (sq. = 0. (16b)

(16b) shows that the refracted rays now lie in the avzplane. All these rays Will pass

through the other focus F;(zl = £1), so that (15) must be satisfied with 21: g;
(5:1:1 = 63/1 = 5Z1 2 0, whatever the value of 5P0 Hence

C’ 1
771 500 616171— M72(51’1 — 6P0) -— 0- (15b)

Since (15b) and (14b) hold simultaneously for any arbitrary value of 6pm it follows that

nu cos 00 n1 cos 0, no cos [90 — n1 cos 61
_ I ~ } _ I ' (19)

:0 £1 7':

This relation gives the position of the secondary focus F1.
It is often convenient to specify the position of the foci by means of their distances

from 0 rather than by means of their 7. coordinates. If 0F0 = dam, OF; = dam,
0F1 = dll”, OFI’ = 111“” (in Fig. 4.22 do“) < 0, do") < 0, dll" > O, d1m > 0), then

 

 

   

£0 = do") cos 60, £1 2 d1”) 005 61:} 20£3 : do") cos 00, (i = (11“) cos 01, ( )
and the two relations (18) and (19) become

nn cos2 00 n1 cosz 01 _ n0 cos 60 — n1 cos 01
dam — dim — — r1, I (21)

and

n0 _ n1 : no cos 01 — n1 cos 01‘ (22)
(10(5) dlm rm

The corresponding relations for reflection may be obtained by setting nl = — no.

4.7 CHROMATIC ABERRATION. DISPERSION BY A PRISM

In Chapter II it was shown that the refractive index is not a material constant but
depends on colour, i.c. on the wavelength of light. We shall now discuss some elemen-
tary consequences of this result in relation to the performance of lenses and prisms.

4.7.1 Chromatic aberration

If a ray of polychromatic light is incident upon a refracting surface, it is split into a
set of rays, each of which is associated with a different wavelength. In traversing an
optical system, light of different wavelengths will therefore, after the first refraction.
follow slightly different paths. In consequence> the image will not be sharp and the
system is said to suffer from chromatic aberration.
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We shall again confine our attention to points and rays in the immediate neighbour-

hood of the axis, i.e. it will be assumed that the imaging in each wavelength obeys the
mws ofGaussianoptics. The chromatic aberration is then said Lobe oi the first order,
or primary, If Q; and'Qfi are the images of a point P in two difiercnt wavelengths
(Fig- 4.23), the promotions of (21(3), in the directions parallel and perpendicular to the
“is are known as Inngthulinnl and 1111: ml chromatic aherratnm respectively.

Consider the change of in the focal length of a thin lens, due to a change. on in the

refractive index. According to §4.4 (36) the quantity (n — 1)f will, for a given lens,
be independent of the wavelength. Hence

 

 

6f + ‘5” o (1)
f n — 1 _ '

The quantity
71- , — 7L

A = F C, (2)
n D — 1

$43_____ La/cra/
0a I chroma/1c
IT” ‘ ' _l"""" aileron/ion
I l_. _ l_ .1

Longitudinal chroma/1caberration 
Fig. 4.23. The longitudinal and lateral chromatic aberration.

where nF, nD and 710 are the refractive indices for the Fraunhofer F, D and 0 lines

(A : 4861 A, 5893 A, 6563 A reSpeotively) is a rough measure of the dispersive
properties of the glass, and is called the dispersive power. From (1) it is seen that it is
approximately equal to the distance between the red and blue image divided by the
focal length of the lens, when the object is at infinity. The variation with wavelength,
of the refractive index of the usual types of glass employed in optical systems is
shown in Fig. 4.24. The corresponding values of A lie between about 1/60 and 1/30.

To obtain an image of good quality, the monochromatic as well as the chromatic

aberrations must be small. Usually a compromise has to be made, since in general it
is impossible to eliminate all the aberrations simultaneously. Often it is sufficient to
eliminate the chromatic aberration for two selected wavelengths only. The choice of
these wavelengths will naturally depend on the purpose for which the system is
designed; for example, since the ordinary photographic plate is more sensitive to the
blue region than is the human eye, photographic objectives are usually ”achromatizerl”
for Colours nearer to the blue end of the spectrum than is the case in visual instruments.
Atthrmnatization with respect to two wavelengths does, of course, not secure a com-
plete removal of the colour error. The remaining chromatic aberration is known as
the secondary spectrum.

Let us now examine under What conditions two thin lenses will form an achromatic

combination with respect to their focal lengths. According to §4A (39) the reciprocal
of the focal length of a combination of two thin lenses separated by a distance I is
given by

1 1 + l l 3
f . f. f. f. ‘ )
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It is seen that (if = 0 when

ee_le%_m+m mir+fl—° m
If the achromatization is made for the C' and F lines, we have, using (1) and (2),

fi§s+ms
_ 13,71 A: (5)

Where A1 and A2 are the dispersive powers of the two lenses.

[
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 W00 5000 6‘000 7000

Fig. 4.24. Typical dispersion curves of Fig. 4.25. An achromatic doublet.
various typos of glass.

One method of reducing the chromatic aberration is to employ two thin lenses in
contact (Fig. 4.25), one made of crown glass, and the other of flint glass. In this case,
since l = 0, we have, according to (5),

 

5 + E = 0, (6)
. t 2

or, using (3), 1_ L A2 1 h _1 A1 (7)
f1 JOAz—‘Al f2 fAZ—A]

Now for given glass, and with a fixed value of the focal length f, (7) specifies f1 and f2
uniquely. But f1 and f2 depend on three radii of curvature; hence one of the radii may
be chosen arbitrarily. This degree of freedom is sometimes used to make the spherical
aberration as small as possible.

Another method of obtaining an achromatic system is to employ two thin lenses
made of the same glass (A1 = A2) and separated by a distance equal to half of the
sum of their focal lengths

1: i001 + f2)- (8)

That such a combination is achromatic follows immediately from (5).
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51%]— : 0.
+ f2 (4)

F lines, we have, using (1) and (2),

Aafi

.32 ' (5)
the two lenses.

Crnwn g/ass Flint glass 
Fig. 4.25. An achromatic doublet.
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immediately from (5).
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All instrument consisting of several components cannot, in general, he made aehro.
mat“? with respect to both position and magnification, unless each component is
'tsell' achromatic in this sense. We shall prove this for the case of two centred thini~ . .. . . . . ' . _ .
lenses aei'iarated by a distance I. Since according to § 4.4.4 the imaging by .i tliin lens

central pi‘njection from the centre of the lens, we have (see llig. 4.26)is E

Y! I Y, I
—l = — g, _2 = _ £2. (9)
Y1 C1 Y2 C2

Since Y2 : Y1, the magnification is

Yé i é__ = _ . _. (10
Y. z. :2 ’

  
Fig. 4.26. Aehromatization of two thin lenses.

[f now the wavelength is altered, £1 will remain unchanged, and if the position of the
image is assumed to be achromatized, {4 will also remain unchanged. Hence the
condition for achromatization of the magnification may be expressed by the formula

5 _.1_ ,_ , _6 (C ) _‘ :22 (C2641 {1552) —0' (11)

Since 2;; —|— 2:2 2 l, 6:; = — 6:2, and it is seen that (11) can only be satisfied if
6;; = 6(2 2 0, i.e. if each of the lenses is achromatized.

So far we have only considered the primary chromatic aberration of a thin lens and
of a combination of two such lenses. Expressions for the primary chromatic aberra-
tion of a general centred system Will be derived in Chapter V.

4.7.2 Dispersion by a prism

We shall now briefly discuss the passage of light through a prism.
Let a. be the angle between the two faces of the prism. It is assumed that the edge

A in which the two faces meet is perpendicular to the plane which contains the
incident, transmitted, and emergent rays (Fig. 4.27). To begin with the light will be
assumed to be strictly monochromatic.

Let 131 and B2 be the points of intersection of the incident and the emergent ray
With the two faces, 4:, and up, the angles of incidence and refraction at 3,, and «p2 and
</>z the inner and outer angles at 132 (Le. the angles which the ray BIB.z and the
emergent ray make with the normal at 132). Further let C be the point of intersection
0f the normals to the prism at Bx and 82, and D the point of intersection of the incident
“Dd the emergent rays, when these are prolonged sufficiently far.
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4.7]

If 8 is the angle of deviation, i.e. the angle which the emergent ray makes with the Th. “(1‘5. . IS /

Incident ray, then (#1 + (#2 I a + a, (12)
W1 ‘l' 1P2 : on. (13) then

Further, by the law of refraction,
. _ . - To (10

sm (#1 — n slIl 1,01,} (14) and (13)sin (#2 : n sin 1pm

where n is the refractive index of the glass with respect to the surrounding air. The
deviation 8 will have an extremum when

(15)

  
Fig. 4.27. Passage of a ray through a. prism.

U" 12 th' ' Li tht
sing( ) 18 1111p es a When

(#52)~ = — 1. 16(M1 extr. ( ) ,
Now we have from (13) and (14),

41”} _ dwz Since
dcfil H — chin, . that u

 

 

 

  

duh

cos (#1 _ n cos 1P1 dd); (17)

61% dil’z In her
cos 5152 (E = n cos 1p2 3+3, first f

and hence, on elimination so tho.

dig = _ cos (#1 cos 1,02. (18)
ngl cos 1,01 cos (#2

From (16) and (18) it follows, that for an extremum, This

003951—002: II); = 1 (19) , mensu
cos y), 003 4).; ’ ”11113‘ r0“

whence, on squaring and using (14) lens

l— sinngl _. 1 — sum/,2 (90) ' Bi: b:. .4 pass
n2 — sin2 451 _ n2 — sin2 (1)2
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iich the emergent ray makes with the

+ a, (12)

(13)

l ”’1’ (14)”P2,

‘1 respect to the surrounding air. The

 

 

 

 

(15)

through a prism.

— l (16)

'3,'1

dipi

1 d951, (17)

"-’ 01¢;

cos 1,02

cos (62' (18)
mum,

= 1. (19)

— sin2 (152

— sin2 9152' (20)
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This equation is satisfied by

then (21)¢1=¢2§}1P1 = 1P2-

To determine the nature of the extremum we must. evaluate d2s/qu12. From (12)

nd(18), 2 2

 
  

(M2 [: ~—- — tan — (22)
dfiéi 951

/

Wm ///

P

Fig. 4.28. Dispersion by a prism.

When 451 = (152, ya = 1P2, this becomes With the help of (16), (17) and (14),

(PE cos 951 _ tan2 'l’l(g¢—:2)extr.— 2 138111931 — 2 tan WI 7" COS 7101 i 2 tan (#1 (1 — “”12 d’i (23)
Since n > 1,461 > 1’11; also since 0 <q51 < 11/2, tan (#1 > 0. Hence (dZE/dtfilz) > 0, so
that the deviation is a minimum. According to (21) it takes place when the passage of

the rays through the prism is symmetrical. The minimal value of the deviation then is

6mm = 2951 — (X. (24)

In terms of 5mm and a, the angle of incidence and the angle of refraction at the
first face of the prism are

951 2: 203mm + 06), 1P1 = 7%“) (25)
so that

__ sin “(’1 sin [“5111“, -}— (1)]
T sin 1)), sin (5a)

 
’IL
 

' (26)

This formula is often used in determinations of the refractive index of glass. One

measures 5mm and or with the help of a spectrometer and evaluates n from (26).
Instead of a single ray, let us now consider the passage of a pencil of parallel rays

through the prism, for example from a point source P placed in the focal plane. of a
lens I], (Fig. 4.28), the light still being assumcd to be monochromatic. Let B; and
B; be the feet of the pcrpcndiculars dropped from B1 and B2 on to the rays which
pass through the edge A. Then BIB; and 32B; are the lines of intersection of two
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wave-fronts with the plane of incidence (plane of the figure). These two lines are
inclined to each other at the angle of deviation .9. We set

am=h mare aazn (m

Consider now a parallel beam of polychromatic instead of monochromatic light.
If the lens L1 is corrected for chromatic aberration, B1B; will still be in the wav6
front of the incident pencil. On the other hand the line B2B; will no longer be unique,
but will depend on the wavelength 2. For the refractive index of the prism is a func.
tion of the wavelength, n = 72(1), (28)

and consequently the deviation .9 also depends on 2:

asz. (m)

d_e_ dsdn
n“aa

The quantity
(30)

formed for a constant value of the angle of incidence 951 is often called the angular
dispersion of the prism. In (30) the first factor on the right depends entirely on the
geometry of the arrangement, whilst the second factor characterizes the dispersive
power of the glass of which the prism is made. Since 961 : constant, we have from
(12) and (13)

de (1452 rifl m ~ (Lip—2' )

(%_ dn dn _ dn’ (31)
and from (14)

d

sin1p1+ncoswlgj=m
2 . dll’z

cos 452 d—n = Sln 1),!2 —)— n cos 1))2 d7’
whence on elimination

(is _ sin (i);1 l- W) _ sin a
(171 h— ccs 962 cos up] _ @rfizicos '('II

From the triangle ABle, we have, by the sine theorem,

cos 1);]

AB2 = sin c: t, (34)
and from the triangle ABzBé,

AB2 : l2 sec ()52. (35)
Using (34) and (35), (33) gives

d6 15 dn
_ = _ _. 36
a ma ()

In the position of minimum deviation, we have by symmetry 11 = l3. If, moreover, the
lenses are so large that the pencil completely fills the. prism, then i will be equal to the
length b of the base of the prism. Equation (36) then give-s for the angular dispumiwl
(Se, i.e. for the angle by which the emergent wave-front is rotated when the wave.
length is changed from Z. to Z + 62, the following expression:

1) dc
__ __ _ 37

(58 ll d1 61.. ( l 
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62.. (37)
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4.8 PHOTOMETRY AND APERTURES

The branch of optics concerned with the measurement of light is called plwlometry.
Strictly. plnnxnnetry is not part. of geometrical optics, but it seems appropriate to
include a. short account of it in the present chapter. since in many practical applica-
tions the approximate geometrical picture of an optical field forms an adequate basis
for plu‘itometric investigations. We shall, therefore, take over the geometrical model
u(wording to which light is regarded as the flow of luminous energy along the geomet-
l.ian rays, subject to the geometrical law of conservation of energy. This states
(cf. § 3.1, eq. (31)), that the energy which is transmitted in unit time through (my
cross-section ofa tube of rays is constant.

(afl)

normal fa d'S

/

Fig. 4.29. Energy transmission from a surface element.

4.8.1 Basic concepts of photometry‘

In photometry we are concerned essentially with the light energy emerging from a
portion of a surface S. This surface may be fictitious, or it may coincide with the
actual radiating surface of a source, or with an illuminated surface of a solid. If the
latter is opaque, it is the reflected light which is considered; if it is transparent or
semi-transparent (in which case the light is partly absorbed or scattered), it is the
transmitted light which is usually measured.

Let P(§, 1)) be a typical point on IS referred to any convenient set of curvilinear
coordinates on the surface. The (time averaged) amount of energy which emerges
per unit time from the element 66' of the surface at P and which falls within an element
(SQ of the solid angle around a direction specified by the polar angles ((1,153), may be
expressed in the form

(SE = B cos 06869. (1)

Here 0 is the angle which the direction (or, )3) makes with the normal to the surface
element (see Fig. 4.29), and B is a factor which in general depends on (E, 1]) and (a, ,3),

B = B(‘E: 77; 0t, fi)‘ (2)

The factor cos 6 is introduced in (1) since it is the projection of 68 on to a plane
normal to the direction (oz, ,8), rather than 68' itself, which is the physically significant
quantity. B is called the photometric brightness at the point (.5, 17) in the direction
(or, )3). It must be distinguished from the visual sensation of brightness, from which

“ Only the fundamental notions of photometry will be discussed. For further information and
for the description of instruments used for measuring light see, for example, J. W. T. WALSH,
Photometry (London, Constable, 2nd 011., 1953) or Measurement of Radiant Energy (McGraw-Hill,
New York and London, 1937), edited by W. E. Fousvrns,

 
Apple V. Corephotonics Page 201 of 550

 

Apple Ex. 1022



Apple v. Corephotonics Page 202 of 550 Apple Ex. 1022

 
 
 
 
 

 
 

 
 

 
 

182 PRINCIPLES or or'rros [4.8

it will in general differ, because the eye is not equally sensitive to all colours;* this
point will be discussed more fully later.

617' is usually decomposed in two difi'erent ways, to show the explicit dependence On
(SQ and (SS:

6F = 6169 = (5EéS. (3)

Comparison of (l) and (3) gives

6F

(51 = m = B cos 666', (4)

(SE

(SE = 667 = B cos 069. (5)
The integral

I(o<, )6) = JB cos 0dS (6)
taken over a piece of surface is called the photometric intensityT in the direction (oifl)
and the integral

E(£, 17) =fB cos Gd!) (7)
taken throughout a solid angle is called the photometric illumination at the point (5, 17),

The variation of B with direction will depend on the nature of the surface, especially
on Whether it is rough or smooth, Whether it is self-luminous, or whether it transmits
or reflects other light. Often it is permissible to assume that, to a good approximation,
B is independent of the direction. The radiation is then said to be isotropic. If the
radiation is isotropic and if the radiating surface is plane, (6) reduces to

101,6): Io cos 0, (8)
Where

The photometric intensity in any direction then varies as the cosine of the angle
between that direction and the normal to the surface. (8) is known as Lambert’s
(cosine) law, and when satisfied one speaks of diffuse emission or difi'use reflection,
according as to whether the surface is emitting or reflecting.

The measurement of the quantities F, B, I and E involves the determination of a
time interval, an area, a direction, a solid angle and an energy. The averages involved
are often small and consequently sensitive instruments have to be used. They are
essentially of two kinds. First, those which react to the heat developed in an absorbing
medium (e.g. bolometer, thermo-couple, etc.) and are mainly used in studying heat  

" We use the adjective ”photometric" when we wish to stress that a particular quantity is
evaluated with regard to its true physical, rather than its visual, effect.

T In Chapter I the light intensity was defined as the thne average of the amount of energy
which crosses per second a unit area. perpendicular to the direction of the flow. This quantity
must not be confused with the photometric intensity as defined by (6). It is unfortunate that the
same word is used to denote two different quantities. Except in the present section we shall
always understand by “intensity” the quantity introduced in Chapter I. If the surface element
63 at P is orthogonal to the Poynting vector, the intensity (in the sense of Chapter I) is equal to
the photometric illumination (SE at P.
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radiation (infra-red); secondly. those which are based on the (surface) photo-electric
affect. i.c. on the phenomenon of emission of electrons from R. metal, caused by the
incidence of light on the surface of the metal (in Int)llUClll'Ol‘nlii-IC light the number
of emitted electrons, i.c. the current produced, is proportional to the energy ol the
incident light). Instruments of this kind are used, lor instance, as exposure meters
in phul'votlml‘hf‘“ . _

In technical photometry. lion-ovm'. iiidii'oct iiicthods are used. One defines and

Constructs a. standard source of light. and Hxliri'ssus its photometric datii in absolute
energy units. Measurements are then made relative to this source, often usinghtlie
{We as a. null indicator, namely as an indicator of equal brightness. The comparison
is based on a simple hiw which holds for the illumination rlue to ii. very small source“ Q:

.1401 as be ii surface element in P and let (31‘ = r. if 0 is the angle which (JP makes
with the normal to 66' (see Fig. 4.30), then the energy which the source sends through
53' per unit time is 169, Where I is the photometric intensity of the source in the

normal fa 65

/  

  
Fig. 4.30. Illumination from a. point source.

direction QP, and (SQ is the solid angle which 68 subtends at Q. Now by elementary
geometry,

 

cos 068' = 7-269. (9)

Hence, using (3), we have

: 1 cos 6_ (10),2

(10) is the basic equation of practical photometry. It expresses the so-called cosine
law of illumination (E' proportional to cos 6) and the inverse square law (E inversely
proportional to 1‘2), and enables a comparison of the intensities of sources with the help
of simple geometry. If a surface element 56' is illuminated by two point sources Q1
and Q2 of photometric intensities I1 and 12, and if the lines connecting (55' with the
sources make angles 61 and 02 with the normal to 66' (Fig. 4.31) then, when the
photometric illuminaticns are equal, we have

r12 r22
  

11:13: (11)
cos 01' cos 62

With the help of (11), the strength of a given source may be determined by a. compari-
son with a standard source.
  

* The photometric intensity I of a point source is defined by a procedure often used in connec-
tion with limiting concepts. Let us suppose that the area of the surface decreases towards
zero, while at the same time B increases towards infinity, in such a. way that the integral (6)
”mains finite. Then I is a. function of a: and fl and of the position of the point source.

In calculating the photometric illumination, the finite extension of the source is usually neglected
When its linear dimensions are less than about 1/20 of its distance from the illuminated surface.
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The equality of the illumination produced by two sources can be detected either by 4.8]
physical means, or directly, by the eye. The comparison by the eye is relatively easy Fildfi'
when the light from the two sources is monochromatic and of the same frequency, but and
in general one has to compare sources which emit light of different spectral composi— and

tions. This simple procedure can then no longer be cello
, H / used, since the eye is not equally sensitive to light of with"

x. 1'2 all wavelengths. Filters, each of which transmits . , ,U
-.\ 65 light in a narrow range around a known wavelength It ls

l \“\-\ of the spectrum, must be used instead; the deter- the!
\K mination of equality of illumination for different , anda

,. \ colours is then reduced to the determination of the Ium' 02 . . .
relatlve energy values, taking into account the rela.
tive visibility curve of the eye. This is the curve
obtained by plotting the reciprocal K; of that amount

 
01 of flux which produces the same sensation of bright-

ness, against the wavelength. The curve flupclicls
to some extent on the strength of the illumination.
For bright. light it has a. maximum nenr 550111,”. 9

(See Fig. 4.32 and Table XIII.) With decreasing strength of illumination the curve
retains its shape but the maximum shifts towards the blue end of the spectrum,
being at about 507 mp for very faint light. This phenomenon is known as the
Pu‘rkinje effect. a

If the flux of energy is evaluated with respect to the visual sensation which it

Fig. 4.31. Comparison of the
intensities of two point sources.

KA,I
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Fig. 4.32. The relative visibility curve K; of the average human eye:
(a) for bright light and (b) for feeble light.

produces, rather than with regard to its true physical magnitude, one speaks of
[he luminous energy F’:

fiend/1
(12)

find/1 '
F’;
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1"!”- being the amount of energy in the range (it, l + all), K,1 the relative visibility
“ml the integration helng taken throughout the spectral range. The quantities R’, I’
and 19". which hour the szuuc relalimis to B, I and E as F' bears to F, are usually
called the luminance, the luminmm inlensily (or candle power) and the illumination
“spur-lively. These concepts are extensively used in visual photometry. .

There are practical units for each of the four quantities F’, B’, I’ and E’. Since
it is easier to maintain a standard of luminous intensity rather than of luminous lhix.
tlw unit of luminous intensity is usually considered to he the basic photometric unit,
mid those for F’, B' and 14," are expressed in terms of it. The adopted standard of
luminous intensity was at one time the international candle, in standard preserved by

 

 
TABLE XIII

The Relative Visibility Factor K,1 of an average human eye (bright light)

Min mu) Ki Minna“) Ki

400 0-0004 600 0-631
410 0-0012 610 0-503
420 0-0040 020 0-381
430 0-0116 630 0-265
440 0-023 640 0-175
450 0-038 650 0107
400 0-030 660 0-061
470 0-091 670 0-032
480 0-139 580 0017
490 0-208 690 0-0082

500 0-323 700 00041
510 0-503 710 0-0021
520 0-710 720 000105
530 0-862 730 0-00052
540 0954 - 740 0-00025
550 0-995 750 0-00012
560 0-995 760 0-00006
570 0-952
580 0-870
590 0-757

  
a number of carbon lamps kept at various national laboratories. In more recent times
it has been replaced by a new standard called the candela (ed); this is defined as
one-sixtieth of the luminous intensity per square centimetre of a black body radiator

at the temperature of solidification of platinum (2042°K approx.) The value of the
luminous intensity of light of a different spectral composition must be evaluated by
the procedure already explained, taking into account the relative visibility curve.

The unit of luminous flux is called the lumen. It is the luminous flux emitted within

a unit solid angle by a uniform point source of luminous intensity 1 candela.
The unit of illumination depends on the unit of length employed. The metric unit

of illumination is the luzr (lx), sometimes also called the metre-candle; it is the illumina-
tion of a surface area of one square metre receiving a luminous flux of one lumen.
The British unit is the lumen per square foot, formerly called the foot-candle (f.c.).

The unit of luminance is the candela per square centimetre, termed the still) (sb),
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in the ol
0'” the 0!

systemx
the ima

4.8.2 Stops and pupils* the tmug' t

The amount of light which reaches the image space of an optical system depends Oblet-h-
not only on the brightness of the object but also on the dimensions of the optica] “A ht_ . . . 0 1g
elements (lenses, mirrors) and of the stops. A stop (or dlaphragm) is an opcinng,
usually circular, in an opaque screen. The opaque parts of the screen prevent some
of the severely aberrated rays from reaching the image. For the purposes of the present

and the candela per square metre termed the nit. In the British system, the units
used are the candcla per square inch or candela per square foot.

Other units are also used, but for their definitions and their relation to the units
here discussed we must refer to books on photometry.

used to
numerir

angular
object 5

When a

telescnp
  

Enhance Entrance £th EX16
window pupil pupil window

Fig. 4.33. Stops and pupils.

discussion it will be convenient to include the edges of the lenses and mirrors as well as
diaphragms in the term “stop”.

Consider all the rays from the axial object point P0. The stop which determines
the cross-section of the image-forming pencil is called the aperture stop. To determine

F

power is
its position, the Gaussian image of each stop must be found in the part of the lengthf
system which precedes it; the image which subtends the smallest angle at P0 is
called the entrance pupil. The physical stop which gives rise to the entrance pupil
is the aperture stop. (If it lies in front of the first surface it is identical with the Thus 1},
entrance pupil.) The angle 200 which the diameter of the entrance pupil subtends at It is ml

P0 is called the angular aperture on the object side, or simply angular aperture (Fig. 4.33). Qmm
The image of the aperture stop formed by the part of the system which follows it which I ,

(also the image of the entry pupil by the Whole system) is known as the exit pupil; often m
the angle 201 which its diameter subtends at the image P1 may be called the angular In ad
aperture on the image side (sometimes also the projection angle). mine m

In the pencil of rays which proceeds from each object point, there will be a ray The xlis
which passes through the centre of the entrance pupil. This special ray is known as To vle
the principal ray (also the chief or the reference ray) of the pencil, and is of particular the sys
importance in the theory of aberrations. In the absence of aberrations, the principal (2d)o in '
ray will also pass through the centre of the aperture stop and through the centre of the mg
the exit pupil. which 0

If the aperture stop is situated in the back focal plane of that part of the system The in
which precedes it, then the entrance pupil will be at infinity and all the principal rays field no

, 7 angle (9
‘ The theory of stops was formulated by E. Anna, Jena Z. Naturwt'ss., 6 (1871), 263, and was of the o ,‘

extended by M. VON Roan, Zentr. Ztg. Opt. Mech., 41 (1920), 145, 159, 171. 
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in the object space will be parallel to the axis. Such a system is said to be telecentric
on the object side. If the aperture stop is in the front focal plane of the part of the
system which follows it, then the exit pupil will be at infinity and the principal rays in
the image space will be parallel to the axis; the system is then said to be telecentr'io on
[he image side. Telecentric arrangements are useful in measurements of the size of the' ct.

Obi: other parameters are kept fixed, the angular aperture is a measure of the amount
of light which traverses the system. There are other quantities which are frequently
used to specify the "light-gathering power” of an optical system, for example the
numerical aperture (N.A.) of a microscope objective. This is defined as the sine of the
angular semi-aperture in the object space multiplied by the refractive index of the
object space,

N.A. = n sin 00. (13)

When a system is designed to work with objects at a great distance, as in the case of
telescopes or certain photographic lenses, a convenient measure of its light-gathering

  
Fig. 4.34. Illustrating the distinction between the aperture stop and a field stop.

 
Aperture Field

slop slap

power is the so-called “F number” or “nominal focal ratio”. It is the ratio of the focal
length f of the system to the diameter d of the entrance pupil:

F : f/d. (14)

Thus for a lens of 10 cm focal length which works with an aperture of 2 cm, F : 5.
It is called an 175 lens and is said to work at a “speed” off/5.

Quantities such as the angular aperture, the numerical aperture, and the F number,
which may be taken as the measure of the light-gathering power of the instrument, are
often called relative apertures.

In addition to aperture stops, optical systems also possess field stops; they deter-
mine what proportion oi'the surface of an extended object is imaged by the instrument.
The distinction between the two types of stops is illustrated in Fig. 4.34.

To determine the field stop, we again find first the image of each stop in the part or
the system which precedes it. That image which subtcnds the smallest angle
(2% in Fig. 4.33) at the centre of the entrance pupil is called the entrance window, and
the angle 2% is called the field angle or the angular field of view. The physical stop
which corresponds to the entrance window is then the required field stop.

The image of the entrance window by the instrument (that is also the image of the
field stop by the part of the. system which follows it), is called the evil window. TlH'
angle (296, in Fig. 4.33) which the diameter of the. exit window subtends at the centre
0fthe exit pupil is sometimes called the imagefield angle.
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It may happen that, although the aperture stop is smaller than the lenses, some Of
the rays miss part of a lens entirely and parts of a lens may receive no light at all from
certain regions of the object. This elfect is known as vignetting, and is illustrated in
Fig. 4.35. It is seldom encountered in systems like telescopes which have a relatively

\‘x\ \\\\\1\\ \

‘\

Fig. 4.35. Vignetting.

small field of View, but is of importance in other instruments, such as photographic
objectives. Designers sometimes rely on vignetting to obliterate undesirable off-axisaberrations.

4.8.3 Brightness and illumination of images

We shall now briefly consider the relations between the basic photometric quantities
which characterize the radiation in the image and object space.

Assume that the object is a small plane element of area 680, perpendicular to the
axis and radiating in accordance with LAMBERT’s law. The photometric brightness
B0 is then independent of direction. The amount of energy (SFD which falls per unit
time on to an annular element of the entry pupil centred on the axis is

6F° : B0 cos 720680590, (15)Where

690 : 277- sin yoéyo, (16)

70 being the angle which a typical ray passing through the annulus makes with the
axis. Hence if 00 denotes, as before, the angular semi-aperture on the object side, the
total flux of energy which falls on to the entrance pupil per unit time is

60

F0 = 27130630 I sin “/0 cos yodyo0

= 7730580 sin2 00. (17)

The energy flux F1 emerging from the exit pupil may be expressed in a similar form:

F1 : 7731531 sin2 01. (18)

F1 cannot exceed F0 and can only be equal to it if there are no losses due to reflection,
absorption or scattering within the system; hence

131 smz 015.91 < B0 sinz 60630. (19) 
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4.8] _
NOW the ratio 681/680 is equal to the square of the lateral magnification M :

(581__ 1 M2. 20
680 ( )

If further it is assumed that the system obeys the sine condition (§ 4.5, eq. (6)),

no sin 60 _ (21)

(22)

 

/

/l/ ImageplaneExit
pup/l

Fig. 4.36. Illumination at an ofl'exis image point.

In particular, if the refractive indices of the object and image spaces are equal, then
according to (22), the photometric brightness of the image cannot exceed that of the object,
and can only be equal to it if the losses of light within the system are negligible.

From (18) and (22) it follows, assuming the losses to be negligible, that

F1=‘rr(
so that the photometric illumination E1 = mas, at the axial point P1 of the image is

2

’11) 3,53, sin” 61, (23)”n

n1 2 _
E1 = 7r (—) B0 am2 61. (24)"o

If 01 is small, the solid angle (21, which the exit pupil subtends at P1, is approxi-
mately equal to 7r sin2 01, so that (24) may then be written as

E, = (32309,. (25)no

This relation applies to the axial image, but the elf-axis image may be treated in a.
similar way. If 56, is the angle which the principal ray 0Q1 makes with the axis (see
Fig. 4.36), then we have in place of (25),

n1 2 I
1 = (— B091 cos 951, (26)
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190 PRINCIPLES OF OPTICS [4_9

9; being the solid angle which the exit pupil subtends at (2,. With the help of (9) itfollows that
Q’ (71-) a

a: = coed), ((711) : cosagtl, (27)
so that

, "1 2
E1 : ; 3091 cos4 451. (2g)'0

This formula shows that (he illulnilmtimt in (he imrlge (irrrwzsrs as [/u' fourth [um-«r of
(/It’ (ti/Sim! of (he (my/P whirl: the principal my Unruly/1 (he inmyr [mint run/{Cs wit/i (ht: axis)
ii being ussunu-«l the! the uijci radiates acn-ordiug to lliHilc'Ns law, that (hr-re are
no losses of light within the system, and that the angular semi-aperture 61 is small.

In applying the preceding formulae, it should be remembered that they have been
derived with the help of the laws of geometrical optics. For a very small source they
may no longer give a good approximation. For exmnple, the image of a point source
is not a point but a bright disc surrounded by rings (the AIRY pattern, see § 8.5.2.); the
light is then distributed over the whole diffraction pattern, and consequently the
illumination at the geometrical focus is smaller than that given by (24)

4.9 RAY TRACING“

In designing optical instruments it is necessary to determine the path of the light with
a greater accuracy than that given by Gaussian optics. This may be done by algebraic
analysis, taking into account the higher-order terms in the expansion of the character.
istic function, a procedure discussed in the next chapter. Alternatively one may
determine the path of the light rays accurately with the help of elementary geometry,
by successive application of the law of refraction (or reflection); this method, which
will now be briefly described, is known as ray tracing and is extensively employed in
practice.

4.9.1 Oblique meridional raysT

We consider first the tracing of an oblique meridional ray, i.e. a meridional ray from
an extra-axial object point. Let A be the pole of the first surface of the system. The
surface will be assumed to be a spherical refracting surface of radius r centred at a
point C, and separating media of refractive indices 71 and rt’. An incident ray 0P
(see Fig. 4.37) in the meridional plane is specified by the angle U which it makes with
the axis, and by the distance L = AB between the pole of A and the point B at
which it meets the axis. Let I be the angle between the incident ray and the normal 

 * For a fuller discussion of ray tracing, see for example A. E. CONRADY, Applied Optics and
Optical Design, Part I (Oxford University Press, 1929; reprinted by Dover Publications, Inc”
New York, 1957); M. VON ROHR, The Geometrical Investigation of Formation of Images in
Optical Systems, translated from German by R. KANTHACK (London, H.M. Stationery Office, 1920),
and M. HERZEERGER, [Modern Geometrical Optic-s (New York, lnterseienee Publishers, 1958).
A method for the traring of rays with the help of electronic computing machines was described
by G. BLACK, Proc. Phys. Soc. B, 68 (1954), 569. A method for the tracing of rays through
non-spherical surfaces was proposed by '1". SMITH, Prue, Phys. Soc, 57 (1945), 286; see also
W. \VEINSTEIN, Prue. Phys. Soc. B, 65 (1952), 731.

T In 54.9.], §4.9.2, and §4.10 the notation and the sign convention usually employed in a meri-
dional ray trace is used. The sign convention for angles differs from the Cartesian sign convention
used throughout the rest of the book; to revert to the Cartesian sign convention set U = — y,
U’ = — y’.
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P0. The corresponding quantities relating to the refracted ray are denoted by
primed symbols. . . I

The following sign convention is used: rl‘he quantltics r, L and L are taken to be
osilivc when (I, B and B' are to the right of :1, the light being assumed to be incident.

gain] the left. The angles U and 1,.” are considered in be positive if the axis can he
(Irvught. into coincidence with the rays PB and Pli' by a clockwise rotation of less

90" about I} or I)“ respectively. The angles I and I' are taken to be positive 11

the incident and lho refracted rays may be made to coincide with the normal PC by
1 l.lockwise rotation of loss than 90“ about tho point I’ of incidence.

The quantities Ii nnd (.' which specify the incident my may be assumed to be known.

0

 

  
Fig. 4.37. Notation used in an oblique meridional my trace.

It is then necessary to calculate L’ and U ’. Assuming also for the moment that both
L and 7' are finite, we have, from the triangle PCB:

 

 

L _

sinI= T rsin U. (1)
By the law of refraction n

sinI’=!,sinI. (2)n

Also from the figure
U'=U+I—I'. (3)

Finally, from the triangle PCB',

sin 1'
' — . 4

sin U’ ’ + ' ( l

By successive application of the refraction equations (l)—(4), the quantities L' and U',
which specify the refracted ray PB’, are obtained.

The refracted ray PB’ now becomes the incident ray for the second surface.
Writing L1 in place of L' and U; in place of U’, and denoting by L2, U2 the correspond-
ing values, with L2 referred to the pole of the second surface, we have the transfer
equations

L2 = Li _ d: (5)

U, = 11;, (6)

Where d > O is the distance between the poles of the two surfaces.
Next the ”incident values” given by (5) and (6) are substituted into the refraction

equations (1 )—(4). Solving for the primed quantities, the ray is then traced through the
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192 PRINCIPLES OF OPTICS [4.9

second surface. In this way, by the repeated application of the refraction and the
transfer equations, the values L’ and U ‘, relating to the ray in the image space, are
obtained. The point of intersection of this ray with the image plane may then be
determined. In practice, one would naturally trace not a single ray, but a number of
suitably selected rays through the system; their intersection points With the image
plane then give a rough estimate of the performance of the system.

If one of the surfaces (say the kth) is a mirror, the appropriate formulae to be USed :-

niay be formally deduced from the preceding ones by setting 7b,; = fl nk. Then dk
must be considered to be negative. Moreover all the rcnmining refractive indices and

 
Fig. 4.38 (a). The special case L 2 00. Fig. 4.38 (b). The special case r = 00.

the subsequent d values must also be considered to be negative, unless a second
reflection takes place, when they revert to positive signs.

Next consider the two special cases which were so far excluded. If the incident ray
is parallel to the axis (L = 00) the equation

'IeY 7
SID—r) ()

is used in place of (1), where Y is the distance of the ray from the axis (see
Fig. 4.38(a)).

If the surface is plane (7 = 00) we have, in place of (l)—(4), the following set of
equations (cf. Fig. 4.38(b)):

 
 

I = — U, (8)

sin U’=£,sin U, (9)n

I' = ~ U', (10)

tanU
': 1

L tan U’L' (1 )

On account of (9), equation (11) may also be written in the form

 

 
L’ n' cos U’_ n cosU ’

 

(11a)

which is more convenient for computation than (11) if the angles are small.
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n is useful to determine also the coordinates (Yk, Zk) of the point Pk of incidence
at the kill surface, and the distance Dk = PkPk+1 between two successive points of
incidence (sec Fig. 4.39).

From the figure,

 

Yk : rk sin (Uk + 1k), (12)

Y,”

Z); = r,‘ — rk COS (U1: + 1k) = [I _i_ c6;([ikl—I’J]n€’ (13)

D; = We + Z1,“ -— Zk} sec UL. (14)

In terms of Yk, Zk and UI",
, Y}.

Lk _ Zk + tan U; (15)

This relation may be used as a check on the value computed from (118.) or (11).

 

  
Fig. 4.39. Oblique meridional ray trace through two successive refracting surfaces.

In the special case when L, is infinite, Uk = 0, and (12)—(l5) still holds. If 7,, is
infinite, Y1, may be computed from the relation

Y, = L, tan Uk, (16)
Z, then being zero.

4.9.2 Paraxial rays

If the inclination of a ray to the axis is sufficiently small, the sines of the various
angles may be replaced, in the preceding formulae, by the angles themselves. The
formulae then reduce to the Gaussian approximation for the path of the light. Such
“perennial ray-tracing formulae” are used in practice for computing the Gaussian
magnification and the focal length of the system. A brief summary of these formulae
will therefore be given here.

It is customary to denote quantities which refer to the paraxial region by small
letters. The refraction equations (1)—(4) become

 l—r

i: r u, (17)

"—3‘ 18
“—7217” ( )

u’=u+i—i’, (19)

:_£
l—u,r—l—r. (20)
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The transfer equations (5) and (6) take the form

l2 : l; — d, (21)

u.a = 71;. (22)

In a similar way the paraxial equations for the cases L— co and r 2 00 are obtained
from (7)— (11a)

The paraxial equation for the incidence height, needed later, follows from (12):

91: = rd“): “1" ik)' (23)

Although the relations ( 17)(20) involve the angles which the incident ray and the
refracted ray make With the axis, l' is independent of these quantities. This result,
established in a different manner in § 4.4.1 follows when i, 15’ and u’ are eliminated
from the above relations. It is then found that u also disappears, and we obtain

'1 1 1 1
n (T?) ”(72) (24)

This will be recognized as ABBE’s relation § 4.4 (7).
To determine the lateral Gaussian magnification M, it is only necessary to trace a

paraxial ray from the axial object point. Then according to §4.4 (54),

M = — —, (25)

where the subscripts l and 1 refer to the first and last medium.
The focal length f’ of the system may be obtained by tracing a paraxial ray at any

desired height 3/1 from an infinitely distant object. The equation of the conjugate ray
in the image space, referred to axes at the second focal point, is thenr3/1/21: u),
and it follows from § 4.3 (10) that

I yl

f — — m,- (26)
4.9.3 Skew rays

So far only rays which lie in a meridional plane were considered. We shall now
briefly discuss the tracing of skew rays, ie rays which are not coplanar with the axis.
The tracing of such rays is much more laborious and is usually carried out only in the
design of systems with very high apertures.

A ray Will now be specified by its direction cosines and by the coordinates of the
point at which it meets a particular surface of the system. We take Cartesian rect-
angular axes at the pole A1 of the first surface, with the Z-axis along the axis of the
system. Let L1, Ml, N1, (L12 + Ml2 + le : 1) be the direction cosines of a ray
incident at the point P1(X1,Y1,Z1) (see Fig. 4.40).

The first step is to calculate the cosine of the angle I1 of incidence. If r1 is the radius
of the first surface, the direction cosines of the normal at P1 are

- X1 1? Y1 V 7'1 _ Z1,1:;—
 

I I
7‘1 7‘1 7'1

so that _ _ _
cos 11 : L1L1 + Mllll1 + NIN1

1

: Ni ‘— 1“— (L1X1 + AM1Y1 ‘i‘ N1Z1l- (27)1

a
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The next step is to determine the direction cosines Li, M1, N1 of the refracted ray.

This is done in two stages: One calculates first the cosine of the angle of refraction,
using the law of refraction in the form

 

n'cos I; = \/n.’2 — 11.2 + 7L2 cos2 I]. (28)

Our Ihen uses the incl (hell the. refrnclcd my lies in the plane specified by the incident
rle and the surface normal. Denoting by 81, s; and 3‘1 the unit. vectors along the
inlaidenl- ray, the refracted ray, and the normal, i.L'. the vectors with components

(L1,M1,N1), (LiJHLNQ and (EDEJVI), the coplanarity condition gives
5; = 151+ [15,, (29)

  
Fig. 4.40. Tracing of a skew ray.

where A and ,u are certain scalar functions. To determine 2 and M we first multiply
(29) scalarly by 3,, and use the fact that (see Fig. 4.40) 31.31: cos (I1 —-I{),
51 , E1 : cos 11. This gives

cos (I1 — 11’) = l —l— p cos 11.

Next we multiply (29) scalarly by 51, and use the relations 31.51: cos 1;,
E, . 51 = cos [1. We then obtain

cos I; = 2. cos II + In.
From the last two relations it follows that

Hill I, n‘ 1 r I
’f—'—— fl——— n COS] —ncos1SH] 11 7|,” 7L, ( 1 1),

A:

and (29) then gives the following three equations for the direction cosines of the
refracted ray: 7 I

n L1 = 72L1 — 0X1,

WM; = an — 0Y1, (30)

n’Ni : an — 0(Z1 — r1),
where

6:;(n'coin—ncos11). (31)1

This completes the ray trace through the first surface, by means of the refraction
equations (27), (28), (30) and (31).

The refracted ray now becomes the incident ray for the second surface. Taking
parallel axes at the pole 142 of the second surface, we have the tranSfer equations for
the direction casings

L, = L;, M, : 111;, N2 = N1. (32)  
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Let d be the distance AlA2 between the poles of the two surfaces. Denoting by
X'f, Yf, Zil' the coordinates of the point Pl referred to the axes at A2, we have the
transfer equations for the coordinates

X; = X1, Y1+ : Y1, 21+ : z1 — d. (33)

Next the coordinates (X2,Y2,ZZ) of the point P2 in which the refracted ray meets

the second surface must be determined. If D denotes the distance from P1 and P2,then

X2 = X1+ + LZD,

Y2=Yf+M2D, (34)
Z2 = Z1+ + NzD.

To determine D we use the fact that P2 lies on the second surface. If r2 is the radius
of this surface, then

X22 + Yz2 + Z22 — 2Z2r2 = O. (35)

On substituting into this equation from (34) the following equation for D is obtained;

D2 — 2Fr2D + Grz = O, (36)
Where

1
F = N2 —— —- (LaXil' + 114sz + Nsz),1'2

(37)l

G = r—a [(Xir)2 + (YTV + (Z1021 — 2Z1L-
Equation (36) gives the following expression for D, if we also make use of the fact
that D = d for the axial ray:

D=r2(F—A/F2—la)v (38)7'2

The coordinates of P2 are determined on substituting for D into (34).
Finally, to complete the cycle, the cosine of the angle 12 of incidence at the second

surface must be calculated. It is given by a relation strictly analogous to (27):
1

cos [2 = N2 * —(L2X2 + Maya + N2Z2), (39)7'2

or, using (34) and (38)
1

cos I2 2 F —— —— D7'2

:A/szigl (40)7'2

Hence the last stage consists of the evaluation of the formulae (40), (38) and (34).
Because of the labour involved in the tracing of a general skew ray, the calculations

are sometimes restricted to skew rays which lie in the immediate neighbourhood of a
selected principal ray. Such skew rays may be traced through the system with the
hclp of simplified schemes,* which are similar to those used for paraxial ray trace and
are adequate for determining the position of the sagittal focal surface.

* Cf. H. H. HOPKINS, Proc. Phys 800.. 58 (1946), 663; also his Wave Theory of Aberratiom
(Oxford, Clarendon Press, 1950), pp. 59, 65.
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of the two surfaces. Denoting by
red to the axes at A2, we have the

21+ = z, — d. (33)

P2 in which the refracted ray meets

enotes the distance from P1 and P2,

D,

2D, (34)
D.

e second surface. If ra is the radius

Z2r2 : 0. (35)

'ollowing equation for D is obtained:

2 : 0: (36)

Y1" + szf)!

(37)

2m — 221+-

' D, if we also make use of the fact

1

— — G)~ (38)’2

uting for D into (34).
e angle 12 of incidence at the second
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Maya + N222), (39)

i—G’. (40)2

of the formulae (40), (38) and (34).
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4.10 DESIGN OF ASPHERIC SURFACES

In the great majority of optical systems lenses and mirrors are employed, the surfaces
of which have plane, spherical or paraboloidal form. The restriction to surfaces of
suCll simple form is mainly due to the practical difiicultics encountered in the produc-
tion of surfaces of more complicated shapes with the high degree of precision required
in optics. The restriction to surfaces of simple form naturally imposes limitations on
the ultimate performance which systems of conventional design can attain. For this
reason: in spite of the difliculties of manufacture, surfaces of more complicated form,
called aspheric surfaces, are employed in certain systems. As early as 1905,
K. SCHWARZSCHILD* considered a. class of telescope objectives consisting of two
aspheric mirrors, and showed that such systems can be made aplanatic.

In 1930, BERNHA‘RD SCHMIDT, an Optician of Hamburg, constructed a telescope of
a new type, which consisted of a spherical mirror and a suitably designed aspheric
lens placed at its centre of curvature. The performance of this system (considered
more fully in § 6.4) was found to be quite outstanding. By means of such a telescope
it is possible to photograph on one plate a very large region of the sky, many hundred
times larger than can be obtained with telescopes of conventional design. The Schmidt
camera has since become an important tool in astronomical research. Aspheric systems
which use the principle of the SCHMIDT camera are also employed in certain projection-
type television receivers,‘) in X-ray fluorescent screen photography, and certain fast
10w.d_ispersion spectrographs. Aspheric surfaces find also useful application in
microscopy (cf. §6.6).

By making one surface of any centred system aspherical, it is possible, in general,
to ensure exact axial stigmatism; by means of two aspheric surfaces any centred
system may in general be made aplanatic. In this section formulae will be derived for
the design of such aspheric surfaces.

4.10.1 Attainment of axial stigmatismi

Consider the rays from an axial object point P. In the image space of the system the
rays from different zones of the exit pupil will in general intersect the axis at different

points. Let 8“” be the last surface of the system and 0 its axial point (Fig. 4.41). It
will be shown that it is possible to modify the profile of 3“” in such a way as to com-
pensate exactly for the departure from the homoccntricity of the image-forming
pencil; more precisely wc shall show that it is possible in general to replace SW by a
new surface S which will ensure that all the rays in the image space meet the axis at
any prescribed point Q.

On account of symmetry only meridional rays need be considered. Each ray in the
Space which precedes the last surface will be specified by the following parameters:
the angle U which it makes with the axis and the distance H = 0M at which it
intersects the Y-axis (see Fig. 4.41). It will be convenient to label the rays: Let t be

' K. Scnwnnzscnmh, .4er. Mitt. li'o‘m'gl. Sternu'artc Gottingcu (l905). Reprinted from Ahh.
'iéuiyl. Ues. wm. Hailing/r». dial/I. l’hys, Klusse. 4 (1905-1006), No. 2.
VTWD telescopes of this type wore later constructed, one with aperture of ‘24 in. at the

L‘niversity of Indiana and another, with u Iii-in. aperture, at Brown University.
i Sec. for example, I. U. MALLOFF and D. W. Ersrnm, Electronics, 17 (ID-H), 93.
2 The methods here described um due to E. WOLF and W. S. Pmcnnr, Proc. Phys. Soc” 59

(1947), 70-1; also E. “'OH'. Prov. Phys. Soc, 81 (19-18). 494. Similar formulae were also given by
R- K. LUNEUURO in his .WIarhematiml Theory of Oplirs (mimeogruphod notes of lectures delivered
M Brown University, ILI. (lib-l4); printed version published by University of California Press,
Bf‘rkoley and Les Angoles (1964). § 24.
‘0 am Ea, _ H
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Principles of Optics;
ELECTROMAGNETIC THEORY OF PROPAGATION

INTERFERENCE AND DIEFRACTION OF lIGHT *

MAX BORN & EMII. WOIF Sixth Edition

The latest edition of the authors’ classic work in the field of Physical Optics
incorporating revisions to the text and illustrations as well as references to
recent contributions to the literature.

Contents: Historical Introduction. Basic Properties of the Electromagnetic
Field. Electromagnetic Potentials and Polarization. Foundations of

Geometrical Optics. Geometrical Theory of Optical Imaging. Geometrical

Theory of Aberrations. Image Forming Instruments. Elements of the Theory -
of Aberrations. Interference and Diffraction with Partially Coherent Light.
Rigorous Diffraction Theory. Diffraction of Light by Ultrasonic Waves.
Optics of Metals. Optics of Crystals.

 
   
 

  
  

  
  
  

  
 “Principles ofOptics still stands out as the central source of information for

any serious student or research worker ofoptical science. ” Applied Optics  
  

 

 
 
  

“It can be recommended without reserve as the one that every serious worker

in optics should have on his bookshelf. ” Optics and Laser 

“As a result of the rigor, completeness, and elegance in the presentation of

classical optics by Born and Wolf, the Principles of Optics will very likely ,4
remain for many more years the unsurpassed reference bookfor the mature,
experienced, and serious optical scientist and engineer. ” Circuits and Systems
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63420] The first optical convention (in English): the 1905 Optical Convention in London, England
[6342—05]
K. P. Thompson, Optical Research Associates (USA)

634202 Double Gauss lens design: a review of some classics [6342-06]
R. P. Jonas, M. D. Thorpe, ELCAN Optical Technologies (Canada)

634203 Twenty-first century optical tolerancing: a look at the past and improvements for the future
(Invited Paper) [6342-07]
R. N. Youngworth, Ball Aerospace 8. Technologies Corp. (USA)

634204 Alignment of optical systems (Invited Paper) [6342-08]
R. E. Parks, Optical Perspectives Group, LLC (USA)

634205 Use of an application programming interface (API) to allow non-optical designers to
perform specific optical evaluations [6342—09]
M. C. Sanson, Corning Tropel Corp. (USA)

634206 The current state of the international standard for exchange of optical data in electronic
form [6342—10]
P. M. J. H. Wormell, Imperial College London (United Kingdom)

ABERRATION THEORY 

634207 Wavefront correction using micromirror arrays: comparing the efficacy of tip-tiIt-piston and
piston-only micromirror arrays [6342-] l]
W. C. Sweatt, O. B. Spahn, W. D. Cowan, D. V. Wick, Sandia National Labs. (USA)

634208 Interpretation of pupil aberrations in imaging systems [6342-12]
J. Sasian, College of Optical Sciences, Univ. of Arizona (USA)

634209 General sine condition for plane-symmetric imaging systems and some example aplanaflc
designs [634243]
C. Zhao, College of Optical Sciences, Univ. of Arizona (USA)

 
Apple V. Corephotonics Page 226 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 227 of 550 Apple Ex. 1022

63420A Third-order aberrations of an AGRIN thin lens as a function of the shape and conjugate
variables [6342—14]
J. A. Diaz, Univ. de Granada (Spain); C. Pizarro. J. Arasa, Univ. Politécnica de Catalunya
(Spain)

63420B Description of spherical aberration and coma of a microlens using vector diffraction theory
[6342-15]
G. D. Gillen, Air Force Research Lab. (USA) and Anteon Corp. (USA); S. Guha, Air Force
Research Lab. (USA)

6342OC Subwavelength grating Induced wavefront aberrations: a case study [6342-I6]
K. Crabtree, R. A. Chipman, College of Optical Sciences, Univ. of Arizona (USA)

MEDICAL OPTICS

63420D Human eye modeling using a single equation of gradient index crystalline lens for relaxed
and accommodated states [6342-l 7]
Y. Huang. Univ. of Rochester (USA): D. T. Moore, The Institute of Optics, Univ. of Rochester
(USA)

63420E Ultra-high-pertormance microscope objectives: the state of the art in design,
manufacturing, and testing (Invited Paper) [6342—18]
T. Sure, Leica Microsystems CMS GmbH (Germany); L. Donner, Vistec Semiconductor
Systems GmbH (Germany): P. Euteneuer, Leica Microsystems CMS GmbH (Germany);
G. Hoppen. Vistec Semiconductor Systems GmbH (Germany); A. Pausch, Leica
Microsystems CMS GmbH (Germany): W. Voilrath. Vistec Semiconductor Systems GmbH
(Germany)

63420F 2mm catheter design for endoscopic optical coherence tomography [6342—19]
K.-S. Lee, C. Koehler, E. G. Johnson. CREOL. College of Optics and Photonics, Univ. of
Central Florida (USA): E. V. Teuma. O. Ilegbusi. Univ. of Central Florida (USA); M. Costa, Univ.
of Florida Health Science Ctr., Shands Hospital (USA): H. Xie, Univ. of Florida (USA);
J. P. Rolland. CREOL. College of Optics and Photonics. Univ. of Central Florida (USA)

634206 Apochromatic Immersion objective for in vivo imaging for low-coherence confocal
microscopy [6342—20]
J. L. Bentley, Corning Tropei Corp. (USA) and The Institute of Optics, Univ. of Rochester (USA):

( C. Glazowski, J. M. Zavislan, The Institute of Optics, Univ. of Rochester (USA)
6342OH Dynamic-focusing microscope objective for optical coherence tomography [6342-21]

S. Muraii, J. Rolland. CREOL. College of Optics and Photonics. Univ. of Central Florida (USA)

63420l A miniaturized fluorescence imaging system for detecting disease genes on a micro PCR
biochlp [6342-22]
Y. Tan, H. Gong, N. Ramalingam, Q. Wang, L. Deng, Nanyang Technological Univ.
(Singapore)

RAY TRACING AND OPTIMIZATION

63420J Ray-tracing CAD objects [6342-59]M. Nicholson, K. Moore. ZEMAX Development Corp. (USA): I. Hersch, Sick AG (Germany)
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63420K Forward tracing technique for diffraction analysis of apertures In optical systems [6342-60]
A. Cifuentes, J. Arasa, C. Pizarro, Technical Univ. of Catalonia (Spain)

63420L Designing lithographic objectives by constructing saddle points [6342-61]
0. Marinescu, F. Bociort, Delft Univ. of Technology (Netherlands)

63420M Using global synthesis to find tolerance-insensitive design forms [6342—62]
J. R. Rogers, Optical Research Associates (USA)

63420N Lens design: global optimization ot both performance and tolerance sensitivity [6342-63]
M. Isshiki, Isshiki Optics (Japan); D. C. Sinclair, Sinclair Optics (USA); S. Kaneko, Chart Inc.
(Japan)

634200 Designing easily manufactured lenses using a global method [6342—64]
J. P. McGuire, Jr., Optical Research Associates (USA)

lIGH'I'PIPES

63420P Optimization of parameterized lightpipes [6342-65]
R. J. Koshel, Lambda Research Corp. (USA) and College of Optical Sciences, Univ. of
Arizona (USA)

63420Q Non-rotationally symmetric mixing rods [6342-66]
W. J. Cassarly, T. L. R. Davenport, Optical Research Associates (USA)

63420R Etendue preserving mixing and projection optics for high brightness LEDs applied to
automotive headlamps [6342-67]
A. Cvetkovic, CEDINT, Technical Univ. of Madrid (Spain); 0. Dress, LPI Europe (Spain):
J. Chaves, Light Prescriptions Innovators LLC (USA); P. Benitez, J. C. Mifiano, CEDINT,
Technical Univ. of Madrid (Spain): R. Mohedano, LPI Europe (Spain)

634205 Equiangular-splral non-loss bent lightpipe and Its applications [6342—68]
S.-C. Chu, J.-L. Chem, National Chiao Tung Univ. (Taiwan)

63420T Optimizing density patterns to achieve desired light extraction for displays [6342—69]
T. L. R. Davenport. W. J. Cassarly, Optical Research Associates (USA)

63420U Off the beaten path with total internal reflection (Invited Paper) [6342-70]
L. A. Whitehead, M. A. Mossman, Univ. of British Columbia (Canada)

DISPLAYS 

63420V Stereoscopic vision and the design of stereoscopic displays [6342-71]
J. M. Cobb, Corning Tropel Corp. (USA)

6342OW Dual-element oft-axis eyeglass-based display [6342-72]
0. Cakmakci, CREOL, College of Optics and Photonics, Univ. of Central Florida (USA):
A. Oranchak, Human Artifact R&D (USA); J. Rolland, CREOL, College of Optics and
Photonics, Univ. of Central Florida (USA)
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6342OX Dual-purpose lens for an eye-tracked projection head-mounted display [6342—73]
C. Curatu, CREOL, College of Optics and Photonics. Univ. of Central Florida (USA): H. Hua,
College of Optical Sciences, Univ. of Arizona (USA); J. Rolland, CREOL, College of Optics
and Photonics, Univ. of Central Florida (USA)

63420Y Catadioptric projection optical system for flat panel exposure tool [6342-74]
M. Kohno. K. Fukami, H. Yoshioka, S. Watanabe, A. Suzuki, Canon Inc. (Japan)

63420Z High definition DLP zoom projector lens design with TIR prism for high-definition television
(HDTV) [6342-75]
Y. C. Fang, W. T. Lin, H. L. Tsai, National Kaohsiung First Univ. of Science and Technology
(Taiwan)

634210 Wide angle hybrid magnifier for micro-display source [61342—76]
D. Lingwood, M. Jeffs, Qioptiq (United Kingdom)

ILLUMINATION DESIGN AND SOURCE MODELING 

63421 1 Freetorm optical systems with prescribed irradlance properties in near-field (Invited Paper)
[61342-77]
V. Oliker, Emory Univ. (USA)

634212 Parametric design of non-imaging collimators [6342—78]
S. Kudaev, P. Schreiber, Fraunhofer institute for Applied Optics and Precision Engineering
(Germany)

634213 High-concentration mirror-based Kohler integrating system for tandem solar cells [6342-79]
R. Winston, P. Benitez, A. Cvetkovic, Univ. of California, Merced (USA)

634214 Geodesic lens: new designs for illumination engineering [61342-80]
J. C. Minano, P. Benitez, Univ. Politécnica de Madrid (Spain) and Light Prescriptions
Innovators LLC (USA); B. Parkyn, Light Prescriptions innovators LLC (USA); D. Grabovickic,
F. Garcia, A. Santamaria, J. Bien, Univ. Politécnica de Madrid (Spain); J. Chaves, W. Falicofi.
Light Prescriptions innovators LLC (USA)

634215 A near-field goniospectroradiometer for LED measurements (Invited Paper) [6342—81]
I. Ashdown, M. Salsbury, TiR Systems Ltd. (Canada)

634216 Spatial distribution of LED radiation [6342-82]
1. Moreno, Univ. Autonoma de Zacatecas (Mexico)

634217 Optical modeling for LED in mid-field region [6342—83]
C.—C. Sun, T.—X. Lee, S.-H. Ma, Y.—L. Lee, S.—M. Huang, National Central Univ. (Taiwan)

DIFFRACTIVE OPTICS

634218 Novel lens design for free-space optical interconnects [6342—84]
J. L. Ramsey, Univ. of Ottawa (Canada); W. Piiitrojana, Thammasat Univ. (Thailand): T. J. Hall,
Univ. of Ottawa (Canada)
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6342i 9 Diffractive nano-focusing and nano-imaging [6342-85]
Q. Cao, FernUniv. Hagen (Germany)

6342M Optical spatial filter for two-dimensional speed measurement, position monitoring, and
particle sizing [6342-86]
S. Bergeler, H. Krambeer, H. Ewald, Univ. of Rostock (Germany)

6342] B En-squared power-based optical design tor page-based holographic storage systems
[6342-87]
Y. Takashima, L. Hesselink, Stanford Univ. (USA)

63421C GASIR i: a promising material for dual waveband systems [6342—88]
M. C. de la Fuente, Indra Sistemas SA (Spain)

Part Two

OPTICS FOR DIGITAL SYSTEMS

63421 D Panomorph lenses: a new type of panoramic lens [6342-89]
S. Thibault, ImmerVision (Canada)

63421 E Digital correction ot lens aberrations in light field photography (Invited Paper) [6342-90]
R. Ng, P. Hanrahan. Stanford Univ. (USA)

63421 F The optics of miniature digital camera modules [6342-9I]
J. Baredu, P. P. Clark, Flextronics Optical Technology Ctr. (USA)

6342IG Joint design of lens systems and digital Image processing [6342—92]
M. D. Robinson, D. G. Stork, Ricoh Innovations (USA)

63421 H Impact of the 2D structured noise in the post-processing of hybrid optical-digital imaging
systems [6342—93]
S. Bosch. R. Tudela, Univ. de Barcelona (Spain); M. C. de la Fuente, Indra Sistemas SA (Spain);
J. Ferré-Borrull, Univ. Rovira i Virgili (Spain)

6342“ Two times optical digital zoom lens with short total length and extremely small front aperture
tor two-million pixel CMOS on mobile phones [6342-94]
Y.-C. Fang, H.-L. Tsai, National Kaohsiung First Univ. of Science and Technology (Taiwan);
Y.—H. Chien, W.—Y. Wu. C.-C. Hu, H.-W. Su, OES/lndustrial Technology Research Institute

(Taiwan)

TELESCOPES AND SPACE OPTICS

6342M Four-mirror compact aiocal telescope with dual exit pupil [6342-95]
J. M. Rodgers, Optical Research Associates (USA)

63421 L Diffraction-limited constant-resolution zoom lens across multi-wavelengths for the
Advanced Technology Solar Telescope [6342-97]
H. K. An. S. K. Pitalo, Univ. of Alabama in Huntsville (USA)

vii
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63421 M Design of an infrared integral field spectrograph specialized for direct imaging of
exoplanets [6342-98]
J.—F. Lavigne. Univ. de Montreal (Canada), Institut National d'Optique (Canada), and
Herzberg institute of Astrophysics (Canada); R. Doyon. Univ. de Montréal (Canada):
3. Thibault, Univ. Laval (Canada) and Immervision (Canada): M. Wang. Institut National
d'Optique (Canada)

63421 N Corrected calculation of star trails caused by differential atmospheric retraction [6342—99]
E. H. Richardson, Univ. of Victoria (Canada)

634210 The SCUBA-2 polarimeter [6342-100]

l M. R. Leclerc. INO (Canada); P. Bastien, Univ. de Montreal (Canada); 8. Bernier. lNO
I (Canada); E. Bissonnette, Univ. de Montreal (Canada); P. A. R. Ade. G. Pisano. G. Savini.

Cardiff Univ. [United Kingdom)

INFRARED AND LITHOGRAPHIC DESIGN SYSTEMS

1 63421 P Optical design of a panoramic, wide spectral band, infrared flsheye lens [6342-101]
l H. M. Spencer, DRS Sensors and Targeting Systems (USA); J. M. Rodgers, J. M. Hoffman,

Optical Research Associates (USA)

63421 Q All-reflective zoom systems for infrared optics (Invited Paper) [6342—102]
J. Chang, Y. Wong, T. Zhang, M. M. Talha, Beijing Institute of Technology (China); 2. Weng,
H. Yang. Changchun Institute of Optics, Fine Mechanics and Physics (China)

6342] R Extreme ring fields in microlithography [6342403]
A. Epple. Carl Zeiss SMT AG (Germany)

634215 Use of diffractive lenses in lithographic projection lenses [6342-104]
H.-J. Rostalski, A. Epple. H. Feldmann. Carl Zeiss SMT AG (Germany)

I 6342IT The optical design for microlithographic lenses [6342-105]
Y. Ohmura. Nikon Corp. (Japan)

IODC PRQBLEM SESSION

6342] U 2006 IODC lens design problem: the lens shuttler [6342—107]
R. C. Juergens. Raytheon Missile Systems (USA); P. K. Manhart, Advanced Refractive (USA)

; 63421V 2006 IODC illumination design problem [63424 l0]
: P. Benitez. Univ. of California, Merced (USA)

INTERFEROMETRY AND TESTING

. 6342IW Determlnation of measurement uncertainty in the developed instantaneous phase shifting
interferometer [6342—46]
N. R. Sivakumar, Concordia Univ. (Canada): B. Tan. K. Venkatakrishnan. Ryerson Univ.

3 (Canada)
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63421 X Maximum likelihood estimation as a general method of combining subaperture data for
interferometric testing [6342-47]
P. Su. J. Burge, R. A. Sprawl, J. Sasian, College of Optical Sciences, Univ. of Arizona (USA)

6342IY CGH null test design and fabrication for oft-axis aspherlcal mirror tests [6342—48]
M. Wang, D. Asselin, P. Topart, J. Gauvin, INO (Canada); P. Berlioz, EADS Astrium SAS
(France): B. Harnisch, European Space Agency (Netherlands)

6342i Z High-precision measurements of reflectance [6342—49]
P. Voarino, S. Petitrenaud, H. Piombini, F. Sabary, D. Marteau, CEA Le Ripault (France)

634220 Overview of the line-imaging VISAR diagnostic of the National Ignition Facility (NIF)
[6342-50]
R. M. Malone, G. A. Capelle, Bechtel Nevada (USA); J. R. Celeste, P. M. Celliers, Lawrence
Livermore National Lab. (USA); B. C. Frogget, R. L. Guyton. M. I. Kaufman, Bechtel Nevada
(USA); T. L. Lee, B. J. MacGowan, E. W. Ng, Lawrence Livermore National Lab. (USA):
I. P. Reinbachs, Bechtel Nevada (USA); R. B. Robinson, L. G. Seppala, Lawrence Livermore
National Lab. (USA); T. W. Tunnell, P. W. Watts, Bechtel Nevada (USA)

DESIGN FOR FABRICATION   

634223 Localized slope errors and their impact on image performance requirements [6342—53]
M. C. Sanson, C. T. Tienvieri, S. VanKerkhove, Corning Tropel Corp. (USA)

634224 Numerical Integration of an aspheric surface profile [6342—54]
J. L. Rayces, Consultant (USA); X. Cheng, Tsinghua Univ. (China)

634225 Sensitivity control to surface irregularity [6342—55]
A. Yabe, Consultant (Germany)

634226 Approximation of shrinked aspheres [6342-56]
R. Schoene, D. Hintermann. T. Hanning, Univ. of Passau (Germany)

634227 Improvements in lenticular lens arrays design and fabrication [634257]
R. B. Johnson, Consultant (USA)

634228 Systematic design processes to improve the manufacturablllty of zoom lenses [6342—58]
C.-W. Chang, C.—L. Wang, C.—C. Chang, Y.-L. Wu, C.—C. Cheng, W.—C. Chao, Industrial
Technology Research Institute (Taiwan)

POSTER SESSION   

634229 Fast and low noise adaptive optics system for the correction of micro-aberrations of laser
beam [6342—23]
3. Avino, E. Calloni, R. De Rosa, Univ. Federico II di Napoli (Italy) and INFN (Italy); L. Di Flore,
INFN (Italy); L. Milano, Univ. Federico II di Napoli (Italy) and INFN (Italy); 3. R. Restaino, Naval
Research Lab. (USA); A. Tierno, Univ. Federico II di Napoli (Italy) and INFN (Italy)

63422B Mathematical and computer model for designing a telescope with a segmented mirror
[6342—39]
D. Cheng, Y. Wang, J. Chang, M. M. Talha, Beijing Institute of Technology (China)
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63422C Performance comparison of an anamorphic spatial heterodyne spectrometer with
conventional spectrometer [634240]
|. Powell, P. Cheben, National Research Council Canada (Canada)

63422D Aberration functions for microlithographic lens [6342-41]

T. Matsuyama, T. Ujike. Nikon Corp. (Japan)

63422E Merit function segmentation dependence on the isoplanatic patch criterion [6342-42]
C. Pizarro, Technical Univ. of Catalonia (Spain); J. A. Diaz, Univ. de Granada (Spain)

63422F Design of aspheric lens to collimate and uniform irradlance of a light source with Lambertian
angular distribution [6342-43]
C.—J. Cheng, J.-L. Chem, National Chiao Tung Univ. (Taiwan)

634226 Application of global optimization to design of an aspheric pickup head for multiple
wavelengths [6342—44]
C.-H. Tsao, J.—L. Chern, National Chiao Tung Univ. (Taiwan)

63422H Optical design with aspheric surfaces and exact ray tracing: an analytical method
[6342-45]
0. Garcia-Lievanos, S. Vazquez—Montiel. J. A. Hernandez-Cruz, J. Castro-Ramos, Instituto
Nacional de Astrofisica, Optica y Electronica (Mexico)

63422I A polarization fidelity tracking mount optical geometry and comparison with Az El mount:
polarization and throughput modeling using ZEMAX [6342-24]

1 R. F. Horton, ad hoc Optics (USA)

~ 63422J Analytical and exact method for design diffractive lenses free of spherical aberration
[6342-25]
J. A. Hernandez—Cruz, S. dequez—Montiel, O. Garcia—Liévanos, J. Castro-Ramos, Instituto
Nacional de Astrofisica, Optica y Electronica (Mexico)

63422K Jones calculus tor step polarization states of lightwave [6342-26]
C. Li, Beihang Univ. (China)

63422N Optical design of a compact and anastigmatic telescope with three mirrors [6342—29]
J. Herrera dequez, S. Vazquez y Montiel, Instituto Nacional de Astrofisica, Optica y

t Electronica (Mexico)

634220 Design and implementation of organic LED-based displays for signage application
[6342-30]
P. Sharma, H. Kwok, Univ. of Victoria (Canada)

63422Q Designing pillow optics for signal lighting [6342-106]
R. S. Mulder, Optical Research Associates (USA)

634223 Optical design compensation from engineering to production manufacturing [6342—35]
C. T. Tienvieri, T. Rich, Corning Tropel Corp. (USA)

63422U Infrared Fabry-Perot spectrometer optical design: optimization and simulation [6342-37]
C. B. Chen, S. C. Fry, Raytheon Co. (USA)
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63422V A proposal for a photoelastic stress multiplier [6342-38]
C. Li, Beihang Univ. (China)

63422W Design of a foveated Imaging system using a two-axis MEMS mirror [6342—108]
S. Liu, C. Pansing, H. Hua, College of Optical Sciences, Univ. of Arizona (USA)

    
63422X Tapered gradient index microlenses for compound lens arrays [63424 09]

G. R. Schmidt, D. T. Moore, The Institute of Optics, Univ. of Rochester (USA)

PLENARY PAPER

63422Y The past, present, and future of optical design [6342—] i l]
W. J. Smith, Rockwell Collins Optronics (USA): E. Betensky, Light Capture, Inc. (Canada);
D. Williamson, Nikon Research Corp. of America (USA); J. C. Mifiano, Univ. Politécnica de
Madrid (Spain); R. J. Koshel, Lambda Research Corp. (USA) and College of Optical
Sciences, Univ. of Arizona (USA)

Author Index
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lnhoducfion

Many changes have occurred in the four years since the previous IODC: new

technologies, new fields of application, and new faces in the design community.
Unfortunately, we have also lost some of the people that have made the field

exciting and rich with history, and who have set a standard with which we can

only hope to maintain. These individuals are:

W. Lewis Hyde,

Hilda and Rudolf Kingslake,
Walter Mandler,

James Gilbert Baker, and
Frank Cooke.

These proceedings are dedicated to them.

IODC 2006 took place at the Sheraton Wall Centre in Vancouver, British
Columbia, Canada during the week of 4—8 June. By all indications it was arousing
success. The IODC has a rich history, starting in 1905 in London, England (see

Kevin Thompson's paper about the roots of the IODC conference), and has met
for the past few decades every four years. Past meeting locations have been:

1986: Cherry Hill, New Jersey, USA
1990: Monterey, California, USA
1994: Rochester, New York, USA

1998: Kona, Hawaii, USA

2002: Tucson, Arizona, USA
2006: Vancouver, British Columbia, Canada.

This history shows that the meeting has been held in Western North America for
the last three events, thus it is expected that the meeting will follow a route to the
East for the 2010 conference. Also, note that only this year's conference has

ventured outside the United States, albeit just across the border for the first time in
many years.

IODC 2006 was managed by the Optical Society of America (OSA), and was

sponsored by both OSA and SPIE—The International Society for Optical

Engineering. New this year was the addition of the American Society of Precision
Engineers (ASPE) as a technical cosponsor. Two US. government sponsors

supplied funding support for travel: the Defense Advanced Research Projects

Agency (DARPA) and the Air Force Office of Scientific Research (AFOSR). Three
companies sponsored conferences events during the week: Coastal Optics

(Monday morning coffee break and Session ThB: Design for Fabrication), Optical
Research Associates (registration bags, Tuesday morning coffee break, Session

xvil
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TuA: Ray Tracing and Optimization, and Session TuD: Illumination Design and
Source Modeling), and Lambda Research Corporation (Illumination and Lens
Design Awards Event). Finally, 10 companies exhibited at the conference:
Kreischer Optics, Ltd., Lambda Research Corporation, Optical Perspectives
Group, LLC, Optical Research Associates, Optimax Systems Inc., OPTIS North
America, Photon Engineering LLC, Photonics Spectra, Schott North America —
Optics for Devices, and ZEMAX Development Corporation.

Attendance and participation at IODC is growing. We had 267 registered
attendees and 20 guests, which is a 25% improvement over the 2002 IODC.
Notably, this increase in attendance is quite encouraging since in 2002 IODC was
co-located with the Diffractive Optics and Micro Optics and Optics Fabrication
and Testing meetings. The conference accepted 70 oral, 26 poster, and 2 post-
deadline poster presentations, and there were 13 invited speakers. Like the
attendance, the number of contributed papers presented was also up over 25%
compared to 2002.

Every day was filled with oral presentations, and each evening included a special
event on the three full days of the conference. The plenary session kicked off the
conference, and was entitled, "The past, present, and future of optical design." It
featured four imminent speakers ranging across the many subfields of optical
design:

. Warren Smith: Discussion of lens designs from the past,

- Ellis Betensky: The design of zoom lenses,
- David Williamson: The state of lithographic systems, and

0 Juan Mifiano: Nonimaging and illumination optics designs.

The plenary session was transcribed and is included in these proceedings along
with graphics from the four presentations; please see the last paper of the
volume. The sessions following the plenary on the Monday of the conference
were an overview and history of optical design, aberration theory, and medical

optics. Monday evening was dedicated to the poster session. Tuesday was
geared to the ever—growing illumination design subfield. The sessions for the day
were ray tracing and optimization, lightpipes, displays, and illumination design
and source modeling. The day ended with a relaxing reception held in the hotel‘s
outdoor patio area. Wednesday had sessions devoted to diffractive optics, optics
for digital systems, telescopes and space optics, and infrared and lithographic
design and systems. The Wednesday evening event was a presentation of the
Illumination and Lens Design Awards, which is described in more detail below.
Thursday was the last day of the conference, and it included a half day of oral
sessions dedicated to interferometry and testing and design for fabrication. While
each of the days were very busy, the coffee breaks, special evening events, and
lunch breaks provided enough time to unwind or even continue the discussions of
the previous sessions.
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As in previous IODCs, the design problem presentation proved to be the focal

point of the meeting. This year the event was expanded by offering the first
Illumination Design Problem in conjunction with the traditional Lens Design
Problem. The awards event started with David M. Williamson presenting the 2006

Michael Kidger Memorial Scholarship to Blair L. Unger, a graduate student at The

Institute of Optics, University of Rochester under the supervision of Prof. Duncan

Moore. Additionally, Blair is conducting a portion of his work at NASA under the
supervision of Joseph Howard. His submission entitled, "Optical design of

astronomical spectrographic systems," won him the award, which recognizes "a

person with outstanding talents in optical design during the very early phases of
their career." Next, Pablo Benitez provided the results for the first illumination

design problem, called ”Illuminating the Red Cross." In its first year, William

Cassarly (Optical Research Associates) won the prize. Following this presentation,
Rick Juergens presented the lens design problem, called ”The lens shuffler," which

was won for the first time by Akira Yabe (consultant in Germany). Both of the lens

design problems are presented in papers included in these proceedings.
Additionally, the cover of this Proceedings volume shows the winning solutions

from the two design contests.

We the chairs want to express our thanks to the many people, groups, and

companies that made IODC 2006 a success. First, we thank the authors and
attendees that made the conference such a success. The engaging papers and

questions made for a great week of technical presentations. Second, we thank

the sponsors and companies who committed to IODC, which includes the OSA,
SPIE, ASPE, DARPA, AFOSR, Michael Kidger Memorial Scholarship Committee, and

the companies that exhibited or sponsored events. Finally, IODC 2006 would not

have run smoothly without the assistance of the conference staff and the
Sheraton Wall Centre personnel. We especially want to thank:

Kristin Mirabal (OSA) — Meeting Manager.
Heather Schoch (OSA) — Meeting Coordinator,
Brian Hanrahan (OSA) — Technical Editor,

Cathryn Wanders (OSA) — Exhibit Coordinator,

Lori Paulette (OSA) — Sponsorship Coordinator, and
the SPIE staff.

Without their help ourjobs would have been a lot harder.

Finally, what is planned for IODC 20l0? We anticipate the conference to head
East, and the location expected to be selected by the end of 2006. We

anticipate the conference to take a more International flavor in future years since

a large portion of the attendees do come from non—US. locations, but that has to

be weighed against the majority coming from the US. The continued growth of
illumination design content at IODC will continue, and we anticipate additional

content from potential partnering societies to enrich the future of IODC. If you
have suggestions, would like to assist with the development of IODC 2OIO, or

XIX
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have olher ques’rions, do not hesi’ra’re To use The IODC archival website at
www.iodc.info.

It was a pleasure working on IODC 2006, and we look forward To seeing you in

 

2010!

Sincerely.

/ 92f 6:. WW
G. Groot Gregory Joseph M. Howard R. John Koshel
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The Optics of Miniature Digital Camera Modules

Jane Bareau and Peter P. Clark

Flextronics Optical Technology Center, 1 Upland Road, Norwood, MA, USA 02062

ABSTRACT

Designing lenses for cell phone cameras is different from designing for traditional imaging systems; the format poses
unique challenges. Most of the difficulty stems from the scale of the system, which is based on the size of the sensor.

Keywords: Optical design, lcns dcsign, digital cameras

1. INTRODUCTION

The scale of cell phone camera systems creates particular challenges for the lens designer that are unique to this format.
Both the size and the low-cost requirements have many implications for the design, fabrication and assembly processes.

 
Fig.1: This 3.6um pixel VGA camera module is 6.05 x 6.05 x 4.5 mm.

The most critical dimension is the 4.5 mm axial length.

For those of us who have been involved in the design and manufacturing of consumer and commercial imaging systems
using lens elements with diameters in the 12-40mm range, the switch to much smaller elements with diameters in the 3—
5mm range takes some adjustment. When designing a camera module lens, it is not always helpful to begin with a
traditional larger-scale imaging lens. Scaling down such a lens will result in a system that is unmanufacturable. If the
design includes molded plastic optics, a scaled down system will result in element edge thicknesses shrinking to the
point where the flow of plastic is affected. For glass elements, the edge thicknesses will become too thin to be fabricated
without chipping. To achieve a successful design we have to modify our lens forms and adjust the proportions of the
elements.

Layout drawings can be very misleading. Many times we find ourselves surprised when the mechanical layout of a lens
barrel that looked reasonable on paper turns out to be very difficult or impossible to fabricate. Tabs on a barrel that
appear substantial in a drawing, are found to be too flimsy to function on the actual part, “sharp” edges on molded stops
don’t fill completely because the features are too small. The size of the lenses and mechanical details on the flanges and
barrels affect all aspects of the manufacturing process. Diamond tools have to be redesigned to be able to generate large
changes in angle over small areas. Handling the lenses becomes difficult even with tweezers, all inspection and
screening has to be done with a microscope. Measuring basic dimensions and the surfaces of the lenses becomes very
challenging. Center thickness and surface decenter measurements in particular are difficult at the high levels of accuracy
required for current designs. The ability to fabricate accurate and robust fixtures for measurement of individual elements
has become absolutely critical.

international Optical Design Conference 2006, edited by G. Groot Gregory,
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© 2006 SPIE-OSA - 0277-786X/06/$15 - doi: 10.1117/12.692291

SPlE-OSA/ Vol. 6342 63421 F-1

 
Apple V. Corephotonics Page 253 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 254 of 550 Apple Ex. 1022

Another process that has been affected is assembly. Assembly must be done in clean conditions. with visual aids to
ensure proper lens orientation and seating. Once an assembly is complete it needs to be tested. Testing assemblies with
barrel outer dimensions of 6mm pose similar ftxturing challenges as those in the fixturing of individual elements. withthe additional requirement that they must be aligned with a test target for MTF or resolution testing. This target or series l
of targets must provide adequate sampling over an area representing the sensor, to characterize the lens. which could be H
anywhere from 1/ 10” diagonal to US“ diagonal. Fixturing for both MTF testing and resolution testing must minimize
tilt of the lens barrel with respect to the target.

2. CMOS Focal Planes 1

Development of sensors has been moving steadily towards smaller pixels and higher density formats. The initial cell
phone cameras were based around VGA and QVGA modules with 5.6um pixels. Generally formats were between 1/7”
and V4“ in size. Next, the sensor manufacturers began offering VGA and SXGA sensors with 3.2—3.8um pixels in U6-
U4“ formats. Then the sensors moved to 2.8um pixels offered in VGA, 1.3MP and 2MP, 1/8”, 1A” and 1/3” formats
respectively, a full 50% reduction in pixel size from the original sensors. Today we are designing for 2-3MP sensors in
2.2um pixels, %” and 1/3” formats, and there are plans for 5MP sensors with l.75um(!) pixels coming soon.

Over the past couple of years, pixel areas have been reduced by 75%, then 85%, soon to be 90%. compared with 5.6
micron pixels. Lower pixel count fonrtats (VGA and 1.3mp) have gotten correspondingly smaller, and higher resolution
sensors (2mp and 3mp) have been introduced. The higher resolution formats have made the job of the lens designer
extremely challenging because, while the basic imaging problem has remained the same, each reduction in pixel size
has required an increase in lens performance. and the overall length of the system is often required to be shorter. VGA
systems pose different, but no less daunting problems. VGA sensors have sealed with the pixel size from 'A” with the
original 5.6um pixels to the current 1/ l l” format based on a 2.2um pixel. As the pixels have shrunk, the lenses for VGA
systems have become so small that contamination is now a major issue and the scratch/dig requirements for each lens
surface are very tight making the lenses very difficult to manufacture.

3. The Problem of Scale

m.-- raw-rt:

  
Fig.2: 3-element lens, disassembled. Barrel, three plastic

aspheric lenses, thin sheet aperture stop and baffle.

It is interesting to consider the differences between these miniature camera module lenses and lenses for conventional
photography, such as the 35 mm format. The goal is the same: Produce pleasing images of snapshot quality. However,
the scale of the optical system is reduced by roughly a factor of ten!

SPlE-OSAI Vol. 6342 63421F—2
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35 mm point and shoot 35 mm single use Mt” CMOS
Film format diagonals: 43 mm 43 mm 4.4 mm
Lens EFL: 37.5 mm 37.5 mm 3.8 mm
f/number: 2.8, variable 11, fixed 2.8, fixed

Entrance pupil diam: 13.4 mm 3.4 mm 1.36 mm

Spatial frequencies: 10 — 40 /mm 10 — 20 /mm 50 — 100 /mm
Cost: $10 (est.) $0.50 (est) $1 (est)

If we were able to simply scale the 35 mm lens design by 1/10x, we would encounter a few issues:

1) Smaller entrance pupil: Depth of field will be much greater, but diffraction will limit performance sooner than with
larger formats.
2) Surface figure tolerances: Figure tolerances (fringes of irregularity, for example) will be somewhat tighter, because
spatial frequencies of interest are higher, but because the surfaces are smaller, they will be easier to achieve in practice.
3) Geometric tolerances: Scaling the system’s size requires linear tolerances to scale as well. So center thickness
tolerances and surface and element decenter tolerances will be tighter by a factor of ten. This proves to be the greatest
challenge of producing these lenses.

4) Angular tolerances: Lens tilt tolerances do not scale down, but small defects on flanges or mounting surfaces will
have a larger effect on tilt.

5) Stray light considerations: An aperture or baffle feature that has an acceptably small dimension at the large scale
should be scaled down by 1/10. However, some parts cannot be made thin enough, or they may become translucent, so
they will cause a larger fraction of the light to scatter from their edges, resulting in flare or veiling glare.
6) Scratch/Dig and Contamination: The smaller system is much more sensitive to defects and contamination causing
shadowing on the image. Acceptable defect dimensions scale with the format size, and the situation is often worse in
practice, because the back focal distance is very short and defects close to the image are more visible.

4. Specifications

The following are typical lens specifications for a M1” sensor format:

FOV 60 degrees
Image Circle 4.6 mm diam.
TTL 5.0mm
f/no f/2.8
Distortion <2%

Chief Ray Angle <22 degrees
Relative Illumination >50%

FOV - The field of view for these systems is typically 60 to 66 degrees across the sensor diagonal, but the design must
include a slightly larger angle to allow for correction over the image circle.

Image Circle - This is the diameter of the image over which the lens has to be well corrected to allow for lateral
displacement of the sensor relative to the optical axis. Lens to sensor centration errors are caused mostly by uncertainty
in the placement of the sensor on its circuit board. To allow for those errors, the lens image circle is increased by at least
0.2 mm. As sensors get smaller sensor placement accuracy must improve.

TTL— The total track length is the distance from the front of the barrel to the image plane, this has to be longer than the
optical track length by at least 0.050mm in order to protect the front of the lens. This is extremely important to the cell
phone designers because of the market pressure to produce thinner phones.

SPlE-OSA/ Vol. 6342 63421 F-3
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f/number — Although most camera module customers specify 172.8, it is not uncommon to see lenses at f/3.0 and f/3.3
when the increased fno has a significant effect on performance or manufacturability. However, smaller pixel sensors
have less light gathering capability and will suffer at slower f/numbers.

Distortion — The usual distortion requirement is <2% optical distortion or <1% TV distortion. Although this sounds like
a much more stringent requirement than the 4% typically allowed in traditional 35mm camera lenses, the distortion
curve can vary significantly from assembly to assembly due to build tolerances. In fact the approximate effect of
tolerances is to add positive or negative slope to the nominal distortion curve.
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c) Distortion: Toleranced Build #2 d) Distortion: Toleranced Build #

Fig.3: a) Nominal design distortion curve, b) Distortion curve for a simulated toleranced build,
displaying moderate tilt, c) Another sample of a simulated build with induced tilt in the distortion
curve, d) Distortion curve representing the simulated build with the maximum amount of tilt
generated for this design.

As demonstrated in fig.3, a nominal design with distortion < 0.3% can easily generate distortion >1% when fabricated.
An even more critical factor in ensuring good performance is to limit the slope and rate of change of slope of the
distortion curve. The added tilt due to tolerances applied to a fast changing distortion curve can result in extremely steep
slopes that are objectionable in an image.
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a) Distortion: Nominal Design b) Distortion: Toleranced Build

Fig.4: a) Nominal design distortion is low in magnitude but fast changing over the field, b) Distortion
curve for simulated build displaying unacceptable tilt and variation in slope as a result of build tolerances.

Even though absolute distortion values may be low, large changes in slope over a small area will be noticeable in an
image. For this reason it is important to control both the shape and the magnitude of the distortion curve.

Chief Ray Angle (CRA)— The CRA is the incidence angle of the chief ray at the image plane for any field point. The
CRA is usually specified as a maximum value that cannot be exceeded anywhere in the field. Most camera module lens
CRA curves increase monotonically with field to a maximum value and then drop off at the edge of the image, because
of pupil aberrations. See fig.5.
 

| Chief Ray Angle, 1.3MP 1/4"

 

 
Relative Field
 

Fig.5: Chief Ray Angle and Microlens Optimum Acceptance Angle as a Function of Relative Field

To better illustrate the source of this requirement, let’s first take a closer look at the structure of the focal plane. The
CMOS sensor array is an array of sensors with color filters integrated, to produce the standard Bayer pattern of red,
green and blue detectors:

SPIE-OSA/ Vol. 6342 63421 F—5
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Fig.6: Photomicrograph of a portion of a Bayer pattern sensor. 2.8um pixels.
Note the specular highlights from microlens surfaces.

 

 

 
 
 
 

 

 
 

  
 

  
 

 

  

The surface of the detectors is not uniformly sensitive, though. Circuitry integrated with the sensor reduces the active

area significantly. To improve sensitivity, an array of microlenses is applied to the top of the sensor:
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Fig.7: Microlenses located above active area of sensor, are positioned relative to pixel location
based on expected incident angle and enhance the sensor’s light collecting ability by magnifying
the effective area of each pixel. [Highly schematic drawing, not to scale.]

These lenses act as condensors, relaying the sensor image to the exit pupil of the lens. This increases the apparent size
of the detectors, improving sensitivity, because the diameter of the microlens becomes the apparent size of the detectors.

The plane of microlenses is effectively the image plane of the system. The microlensed detectors now have limited
angular response; if the exit pupil of the taking lens is increased beyond the size of the detector image, system
sensitivity does NOT increase. In practice, the microlenses are not perfectly formed, so their imaging is crude, but they
do improve performance.

The CRA curve illustrated in fig.5 represents a lens designed for a maximum CRA value of 20 degrees. The purpose of
the CRA constraint is to maximize the light collection efficiency of the microlenses. Instead of centering each microlens

on its pixel, the sensor manufacturers have offset the center of each microlens in order to compensate for the incidence
angle of chief rays. Ideally the microlens distribution would exactly match the CRA variation of the lens it was to be
used with, but this is not generally seen in practice. Typically the microlens offsets vary linearly with radial position
from the center of the sensor, and are designed to minimize CRA/microlens mismatch based on expected lens CRA
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curves. The effect of mismatch is a drop in light collection efficiency or decreased relative illumination at the image, or
cross-talk between Inicrolenses and adjacent pixels, resulting in false coloration.

Today, maximum CRA specifications for different sensor formats are readily available in the <12 degree to <26 degree
range, with the larger CRA allowances corresponding to smaller VGA formats (2.2um, 3.6um). The demand for shorter
TTL’s is putting pressure on sensor manufacturers to increase their maximum allowable CRA values. Added constraints
and fewer elements are lessening the lens designer’s ability to deliver good image quality performance and low CRA’s.

Relative Illumination — The relative illumination is the level of light energy incident at the image plane for a given field

point relative to that at the center of the image.
 

Relative Illumination vs Field Angle ‘

RelativeIllumination 
Field Angle tdegrees) l
 

Fig.8: Relative Illumination and CosA4 as a Function of Field Angle

The blue curve in fig.8 is a typical relative illumination plot. Lens specifications usually require a value greater than
50% at the edge of the field. This corresponds roughly to cos"4, so there is rarely enough corner illumination to allow
vignetting for aberration control. If relative illumination meets the requirements, the final image is corrected
electronically. Also, it’s important that the drop in the relative illumination curve is not precipitous towards full field, or
a slight decenter of the sensor relative to the optical axis will cause one corner of an image to appear noticeably dark.

5. Designing

When first beginning a lens design, it is not obvious how many elements to use or which materials. The biggest
challenge in designing these systems is to create a lens that is insensitive to tolerances and will perform well when built.
Each additional element adds tolerances that will degrade the as-built performance. But each element also adds
variables that can be used to increase nominal performance while meeting system and manufacturing constraints. 
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Fig.9: A typical 3—plastic element (3p) imaging system.
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The three-element form is very common (fig.9), and a good place to start. Just about every camera module lens

manufacturer has a lens of this form in their offerings. Designs tend not to be stop-symmetric. The aperture stop is
usually towards the front of the lens, often before the first element, which helps CRA and TTL. The majority of these
lenses are all-plastic although some incorporate one glass element (usually the front element) for the advantages of
high—index refraction and color correction. Plastic elements are almost always bi-aspheric, and frequently the aspheres
are not subtle! The shape of the last lens surface in the design above is typical Four element systems provide high
performance, but are only viable when the TTL is relatively large (>6.0mm), otherwise the performance degradation
due to tolerances cancels out the nominal gain. Four element systems are mostly found in cameras with 'A” sensor
formats or larger, though they are becoming less common. Likewise, the effectiveness of a 3-element approach
decreases to the point that a 2-element system becomes more practical when the TTL is less than 4 mm.

Part of the selection process, when considering materials, is the cost of satisfying the manufacturing constraints. Plastic
injection molded optics have minimum edge thicknesses, minimum center thickness and a range of acceptability for
their center to edge thickness ratio that must be met in order that they can be molded. Additionally, the maximum slope
that can be diamond-turned in mold inserts and measured in either the lens or the mold is around 45 degrees. One big
advantage of plastic is that flanges with mechanical details can be molded that eliminate the need for spacers and allow
for mechanically driven centering of one element to another. One disadvantage is that there are very few plastic
materials that lend themselves to precision optical molding with stability over large ranges of temperature and humidity,
so the choices are limited.

Traditional glass lenses have similar types of requirements but with different values, based on their own manufacturing
processes. The inability of lens manufacturers to accurately center the outer dimension of these elements on the optical
axis, makes precise mounting very difficult. The benefits of traditional glass is reduced as the TTL requirementsbecome shorter.

Another option becoming more readily available is molded glass, allowing the advantages of both high index and
aspheric correction. Some current issues with molded glass are the small number of flint—type glasses available for
molding, surfaces with inflections can only be used under very limited circumstances and flanges can only be formed in
a restricted range of shapes, no sharp comers or abrupt changes in slope are allowed. Cost and manufacturing capacity
also limit the use of molded glass elements today. Nevertheless molded glass can be the lens type of choice when the
goal is stability over extreme ranges of conditions, or great lengths of time.

6. Performance Requirements

Lens performance for digital sensors is commonly expressed in terms ofMTF at spatial frequencies between Nyquist/2
(Ny/2), and Nyquist/4 (Ny/4). The Nyquist frequency is 1/(2*(pixe1 size)), so for 5.6um pixels Ny/2 is 45 lp/mm and
Ny/4 is 22.5 lp/mm; for 1.75 pixels Ny/2 is 143 lp/mm, Ny/4 is 71.4 lp/mm.

Initially, when pixel sizes were relatively large (5.6um), cell phone manufacturers would specify MTF performance for
Ny/2 and even Ny. This was because Ny/2 was still a relatively low frequency, so the requirements were possible to
meet. As pixels became smaller (3.6-2.8um), the specifications gravitated to significant response at Ny/4 and Ny/2.
These requirements were more challenging, but the size was allowed to grow to help satisfy the MTF requirements. At
the same time the tooling capability of manufacturers was increasing so that build tolerances could be decreased,
improving performance. The combination of these factors allowed delivery of high performance camera modules. And
then the drive to reduce TTL began.

As cell phone manufacturers began demanding smaller and smaller camera modules to be able to offer extremely thin
cell phones, image quality became secondary to size. Today most cell phone manufacturers understand that imposing
severe size restrictions will significantly compromise image quality, and they are willing to accept worse performance
based on Ny/Z and Ny/4 MTF response than with previous camera modules. This means that the image quality of 2MP
camera modules are not all alike; as the pixels get smaller the image quality will be worse, and even newer, thinner
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versions of cameras based on the same sensor will have worse performance. The opposing requirements of good image

quality and short TTLs coupled with the shrinking size of pixels are rapidly running into the limitations of physics.

7. Tolerance-limited Design

The lens designer must consider manufacturing tolerances at the optimization stage, compromising nominal

performance to achieve improved as—built performance. Nevertheless, manufacturing processes are not always available
to achieve the necessary tolerances. One ofthe most challenging aspects of designing lenses for camera modules is
desensitizing the system. If sensitivity to manufacturing tolerances is not built into the merit function, then the lens will
not be manufacturable.   
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Fig.10: a) and b) Nominal MTF curves for two lens designs, lens B has been desensitized to the effects

of manufacturing tolerances, lens A has not; c) and d) 50''1 percentile MTF curves representing a typical
manufactured lens, based on simulated builds. The manufacturable MTF performance of lens A is
greatly deteriorated from the nominal, the performance of lens B holds up much better when
manufacturing tolerances are applied.

Fig.10 illustrates the impact of including desensitization in the optimization process. As the MTF curves clearly
illustrate, a desensitized lens generally has slightly lower performance than a lens that has not been desensitized, but the
benefit in the performance stability of manufactured systems more than offsets this difference, improving the overall
performance of the manufactured lens population.

Due to the significant risk that an unfortunate combination of build tolerances will produce a lens with unacceptable
performance, most lenses for miniature camera modules are 100% tested for image quality, usually with commercially
available test systems that measure through-focus MTF. Performance is judged at representative points across the field,
usually at one or two spatial frequencies. Evaluating MTF in two defocused planes can quickly expose field tilt or
curvature problems.

SPlE-OSA/ Vol. 6342 63421F-9

 
Apple V. Corephotonics Page 261 of 550 Apple Ex. 1022



Apple v. Corephotonics Page 262 of 550 Apple Ex. 1022

The vast majority of systems are built in threaded barrels and focused at assembly, with no other alignments performed.
Accurate, tight threads are difficult to produce, and they present measurement and contamination problems. Alternatives
that allow alignments for lens to sensor centration and tilt are being implemented. As pixel counts get higher and sensor
dimensions get smaller, these alignments are becoming more critical.

The problem of communication of quality between lens manufacturers and their customers is important. Manufacturers
usually produce their own designs, and they are unwilling to share design data with customers. Also, actual
manufacturing tolerance capability is not usually available, so it is not possible to verify the manufacturability of a new
design. Standard methods of predicting production quality are needed to avoid unpleasant surprises during volume
manufacturing.

8. TTL and Desensitization

The ability of the designer to desensitize a lens is directly tied to the TTL and, for shorter forms, the BFL constraints.
For instance, the 2MP 2.8um sensor required a lens with good performance over a large format. We were able to
produce a lens that consistently delivers good image quality only because the TTL for this system was allowed to
increase to as large as 7.8mm. The longer the TTL, the more modest the refraction needed at each surface, the weaker
each lens can be and the less sensitive the performance of the system is to build tolerances. The more constrained the
lens system in length, the more refractive power is needed at each surface, and the more sensitive the lens becomes to
tolerance-induced image degradation.
 

’[I “HIE H 2'.thm1; nu. ; -..- .um; Tilly's; an:,i In [F 7  

ut HHHULLT'-M;-'
.)

E .

C~t
U .lm2
g .

g i
1: .

;.
 

 
‘ 5 at

E5 FEE HILLIHETER I  “$3-3m”; gunman w: 
a
E

   sstLSntth znx 52:5c_57,22_ZI znxrnwnnwaarrn u n: i n m: -:2‘.='!’2‘_F=”l": V. 

a) Nominal Design — Lens A (TTL=7.5 mm) b) NEninai Design L’Lens B (TTL:6.5 mm)

  

 
NmmLL‘::r'1M117 I

 ura' ’ ' ' :zea' ' ’ 'vu'u
SPATIAL Freeman in (mes FE: nernarsn l  "lt “mum-i :nwi ‘lvm m. l‘s-szbgcar 529 :3 222;Dam ru: a use: m a 1.5;: 14:$12ch mass

  
 

SUEFFEE mass  earl-i ZMX‘N l g: i 'ST 22 92TH zMx(n\=1_t:u:fl’jr_l\ l o: l

c) 900‘ Percentile73uild - Lens A (TTL=7.5 mm) d) 90‘h Percentile Build - Lens B (TTL=6.5 mm)
  

Fig.11: a) and b) Nominal MTF curves for two 4-element lens designs constrained by different TTLs, the
performance is essentially identical; c) and d) MTF curves representing 90lh percentile performance
based on simulated builds. The longer TTL results in more consistently high performance.
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The MTF curves in fig.ll illustrate the effect of TTL on desensitization. The additional constraint of conforming to a
Shorter TTL increases the difficulty of designing a manufacturable lens with acceptable performance and reasonable

yields. Although this exercise was performed using a relatively long TTL lens (an older design), the same concept
applies to today’s shorter TTL designs for systems with three elements or more.

Two-element systems often naturally adopt forms with short TTL’s, but desensitization to tolerances can require a
relatively short BFL. Positioning the IR filter in such a system can be challenging. It is important for the back surface of
the filter to be as far as possible from the sensor to ensure small surface defects and contamination are adequately out of
focus. The closer to the sensor, the more restrictive the acceptability requirements on defect size. An IR filter positioned
too close to the sensor could require such a tight scratch dig specification as to make it prohibitively costly or
unmanufacturable.

The primary focus in recent camera module development has shifted from image quality to size and lens designers are
being pressured to design lenses with shorter and shorter TTLs. Recent lenses for 'A” formats are being held to
TTLs<5.0mm and there are plans for new lenses for the same format to be even shorter. Of course the pixels are
smaller, so Ny/2 is higher (113.6 lp/mmfor 2.2um pixels, 142.9 lp/mm for 1.75um pixels) making the problem even
more difficult.

9. Future Prospects

We believe that the race for smaller pixels is slowing, because Moore’s law cannot shorten the wavelength of visible
light, or increase the brightness of photographic subjects. Pixels whose dimensions are under 2 um have limited light—
collection ability, and much faster f/number lenses are unlikely to be developed. The continuing pressure to design with
very short TTL’s both for packaging and cost considerations suggests that in the near term the customer can expect
worse image quality from camera modules using sensors with these very small pixels. Perhaps the market will split, to
allow a choice between low cost/very small/modest quality cameras, and more costly/larger cameras that can rival
today’s digital still cameras.

The path to sharpness improvement most likely involves a hybrid solution incorporating a desensitized lens design
combined with improved build tolerances, active alignment at lens and camera assembly, image processing for
improved depth of field, or all three. There are companies currently developing image processing methods to improve
image quality and depth of field in digital images. These methods may allow us to build simplified, desensitized lens
systems whose performance is corrected by digital image processing. There are, of course, tradeoffs to be made between
sharpness, noise levels and electronic complexity. In each case there will be added costs; it will interesting to see what
cost/image quality balance cell phone manufacturers finally select to offer their customers in the next generation of cell
phone cameras products.
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Introduction to the Series

Since its inception in 1989, the Tutorial Texts (TT) series has grown to more than 80

titles covering many diverse fields of science and engineering. The initial idea for the
series was to make material presented in SPIE short courses available to those who
could not attend and to provide a reference text for those who could. Thus, many of

the texts in this series are generated by augmenting course notes with descriptive text

that further illuminates the subject. In this way, the TT becomes an excellent stand-

3. Plastics-Optical alone reference that finds a much wider audience than only short course attendees.
Tutorial Texts have grown in popularity and in the scope of material covered

since 1989. They no longer necessarily stem from short courses; rather, they are

often generated by experts in the field. They are popular because they provide a

ready reference to those wishing to learn about emerging technologies or the latest
information within their field. The topics within the series have grown from the

initial areas of geometrical optics, optical detectors, and image processing to include
the emerging fields of nanotechnology, biomedical optics, fiber optics, and laser
technologies. Authors contributing to the TT series are instructed to provide

introductory material so that those new to the field may use the book as a starting

point to get a basic grasp of the material. It is hoped that some readers may develop
sufficient interest to take a short course by the author or pursue further research in
more advanced books to delve deeper into the subject.

The books in this series are distinguished from other technical monographs and

textbooks in the way in which the material is presented. In keeping with the tutorial
nature of the series, there is an emphasis on the use of graphical and illustrative
material to better elucidate basic and advanced concepts. There is also heavy use of

tabular reference data and numerous examples to further explain the concepts

presented. The publishing time for the books is kept to a minimum so that the books
will be as timely and up-to-date as possible. Furthermore, these introductory books
are competitively priced compared to more traditional books on the same subject.

     

erg When a proposal for a text is received, each proposal is evaluated to determine
the relevance of the proposed topic. This initial reviewing process has been very

r distributed helpful to authors in identifying, early in the writing process, the need for additional
isher. material or other changes in approach that would serve to strengthen the text. Once a

manuscript is completed, it is peer reviewed to ensure that chapters communicate

I cffOH has been made accurately the essential ingredients of the science and technologies under discussion.

.her i_5 n0t YCSPOI‘Slble It is my goal to maintain the style and quality of books in the series and to
mrehance thereon. further expand the topic areas to include new emerging fields as they become of

interest to our reading audience.

James A. Harrington

Rutgers University
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..................... 143 Preface

........................ I43

........................ 151 We routinely come into contact with and utilize plastic optical systems in our

........................ I64 daily lives. As an illustration of this, consider the following events that may
ve Lens ........... 167 occur during a typical weekday. Traveling to work in our car, traffic signals

change color to regulate the flow of vehicles. Arriving at work, as we enter the
..................... 177 building, motion sensors turn on the hallway lights. At our desk, a fingerprint

reader grants us access to our laptop computer. In the lab, we take and send

........................ 177 pictures of the latest prototype, using the camera in our cell phone, enabling

........................ 189 others to see the hardware. After work, stopping at the store, the bar code reader

brings up the prices of our items. Back at home, we enjoy the latest movie
..................... 193 released on DVD.

All of these devicesithe traffic signals, motion sensors, fingerprint readers,

........................ 193 cell phone cameras, bar code scanners, and DVD players—rely upon plastic

........................ 197 optical systems to perform their function. As a result, there is a growing need for

........................ 198 individuals who are knowledgeable in the design, development, and production

of such systems. This tutorial text is written with this need in mind. The book is

..................... 201 an elaboration upon the material covered in the SPIE short course “The Design of

Plastic Optical Systems.” It is meant to provide an overview of the design of

........................ 201 plastic optical systems and is structured along the lines of a typical development

........................ 206 project. Following a brief background discussion, the advantages and
disadvantages of plastic optics are considered. Next, the available materials and

...................... 207 their properties are described, as well as the issues of material selection and
specification. Various manufacturing methods are reviewed, followed by a

...................... 213 chapter on design guidelines, leading into several design examples. Following the

examples, the prototyping and testing of a design is covered. Finally, bringing the

design to production is discussed.

There are several groups that should be able to benefit from the material

presented. The first group is optical engineers, who often have received training

in optical system design, particularly with glass optics, but who are unfamiliar

with the special design characteristics of plastic optics. The second group is

technical management, who need to understand the advantages and limitations of

plastic optical systems. The third, and by far the largest group, is engineers of

other disciplines who find they need to design and develop plastic optical
systems but lack the knowledge or training to do so.

The text is written at an introductory level. No familiarity with plastic optical

parts or their design is assumed. Any background knowledge of optics and

optical design will be useful, but not required, to understand most of the subjects

covered. Discussions of many of the subjects covered in this text can be found

distributed amongst various publicly and/or commercially available sources.
There is a wealth of information on plastic optics available in articles, conference

proceedings, trade journals, books, the Internet, and various patent databases. We

reference many of these throughout the text and encourage the reader to utilize

ix
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them as additional sources of inlormatiou. knowledge. and pt‘issihly. creative

inspiration. ‘
The plastic optics industry tends to be somewhat secrcth e. with the details of

many vendors' processes. techniques. and tooling methods considered
proprietary. In spite ol‘ this. there are many well—established relationships
amongst hoth individuals and companies in the lield. It is a relatively small
community. and it is not unusual l'or individuals to have worked for several
plastic optics companies. repeatedly coming into contact with people throughout
their career. Relci'i‘al to and assistance from competing companies is not
uncommon. While the proprietary aspects ol‘ the lield may be frustrating for
some readers. not knowing all the intimate details ol‘a particular process will not

pi'e\'ent thc sueccssl'ul design ol'a plastic optical system.
Having’ completed this hook. readers should understand the. benefits and

limitations ol‘ plastic optical systems and he able to determine il‘ this technology
is appropriate for their applications. 'l‘hcy will ha\e the basic knowledge to
undertake the design ol'these systems. should they choose to do so themseltes. or
they will be ahlc to have the appropriate com ersations with the individuals or
companies they ask to perform the work.  
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Chapter 1

Introduction

In this chapter, we provide some background information on plastic optics,

including a brief history of their development, as well as recent advances in

materials, machining, and manufacturing processes. We also discuss issues that

may determine if plastic optics should be used for a particular application, as well

as their potential advantages and disadvantages.

1.1 Background
Plastic optics have existed for longer than most currently practicing engineers. In

1936, after several years of development, the Rohm and Haas Company

announced the commercial availability of polymethylmethaerylate (PMMA),

now commonly referred to as acrylic, under the trade name Plexiglas.9 In the
same year, DuPont began commercial production of its acrylic material, known

as Lucite.l0 In Britain, the Imperial Chemical Industries PLC introduced its
version, which was called Perspex.I1 The following year, Dow Chemical
introduced polystyrene in the United States under the name STYRON.12

Plastic lenses appeared around the same time, along with colorful marketing

campaigns and disagreements over their invention. In London, on March 20,

1934, the KGK Syndicate Ltd. was formed between Peter Maurice Koch de

Gooreynd and Arthur Kingston; just under four years later, in February 1938, the

partnership was dissolved. The Wellcome Library, also in London, houses copies

of documents concerning the partnership, as well as a copy of a letter from

Kingston’s lawyer regarding a dispute between the partners over who deserved

credit for inventing the plastic optical lens.13 It seems that a BBC radio broadcast
stated that Koch de Gooreynd was the inventor of the plastic lens, a claim that

Kingston disagreed with.

In 1937, TIME magazine published an article describing competition

between U.S., British, and German firms to substitute glass lenses with plastic

lenses in cameras, eyeglasses, and binoculars. It is noted that shortly before the

article’s printing, Gooreynd (of the KGK Syndicate) appears in New York and
bounces lenses on the table to show their fracture resistance. A few weeks later,

in Los Angeles, a Rohm and Haas customer named E. G. Lloyd goes even

further, putting on a dramatic exhibition for the press by taking a hammer to his

lenses.14 Despite the impressive displays, these early lenses suffered from several
problems, such as low scratch resistance and discoloration. Nevertheless, the

field of plastic optics had begun in earnest.
With materials available, the manufacturers searched for markets to buy

them. For instance, Rohm and Haas produced a few acrylic musical instruments,

including a flute and a Violin. The flute reportedly had good tone, while the violin
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did not." Most early successful uses ot‘optical plastic \\ ere either l‘or eyeglasses
or window applications. There were various attempts to create the equivalent of

modern laminated \\’llltl0\\’S. commonly known as “safety" glass. where a plastic
lilm is sandwiched between glass plates to keep glass shards from flying when
the window is broken.

The use of plastic windows in airplanes provided an initial market for the

acrylic mannl'actiirers and allowed them to continue development ol‘ the material.
Acrylic initially was used lor small windows. and as the material became more

accepted and understood. larger windows; ultimately. even cockpit canopies were
produced. With the beginning ol' World War ll. the use ol' acrylic For military
aircraft skyrocketed. Other war-time uses ol‘ plastic optics included antitank gun
sights and experimental aerial cameras.”

Demand was high throughout the war period but abruptly declined with the
end ol~ the war and cancellation oligovernment contracts. h’lntttllhclltl'cl‘s‘ worked

to replace the lost sales. putting acrylic into everyday items. ('onsumers.
however. were not particularly interested in plastic products. due to the return ol‘

other materials that were not available during the war. In l‘)47. jukeboves were
the largest market for Plexiglas.” Plastic optical elements began to appear in the
auto industry. with acrylic replacing elements previously made ol‘ glass. such as
tail lights. This association with the auto industry turned into a signilieant market

tor plastic optics and remains so today. Another application that developed
shortly alter the war. which remains with us today. is the illuminated sign.

Polycarbonate was introduced in the l‘)5tls. with (it Plastics de\eloping
LEXAN'" and Bayer de\e|oping h’lakrolon.” However. these early versions ot'
polycarbonate were not suitable for most optical uses due to the “golden" lint ot‘
the material. as it was described by Rayer‘s advertising.“ Also in the l‘)5lls.
Kodak began producing cameras with acrylic yiewl'inders and objective lcnses.‘N
('aiiieras continued to be a large market for plastic lenses in the tools. with over

50 million Kodak INST/\MA'I‘IC cameras made during the decade.” Acrylic and
polystyrene lenses were often used together to achieve color correction in these

types of systems. Polycarbonate elements were still being used more often in

iioiiiinaging applications. such as car tail lights and tral‘lic signals. In l9(i5. |('l
developed polymethylpeiitene. ol‘ten known by the trade name 'l'PX. It is used

today in some specialty plastic optical applications. In the l07lts. continued

development ot‘ polycarlmnatc removed most ot‘ its tint. not necessarily enough
for imaging applications. but enough to enable it to be used for automotive
headlamps.

Significant progress in the use ol‘ polycarbonate elements occurred in the

early l‘JXtts with the introduction ol‘ optical-grade polycarbonate. l'he optical
grade material was used for a variety ol'applicalioiis. such as eyeglass lenses and

safety visors. as well as for canopies on lighter jets such as the l-‘-l~l. Fncouragcd
by the demand for optical data storage discs. optical-grade polycarbonate was
used for C'Ds. first introduced in 1082. as well as tor lenscs to read them. This

provided. iii the view ot the chemical companies producing the material. an

optical application with significant plastic material usage. Ha\ ing similar optical
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Introduction 3  

properties to polystyrene, optical—grade polycarbonate could be used as an
alternative in color-correcting optical systems.

The 19905 saw an increase in available optical plastics. Two newly

developed materials to emerge were cyclic olefin copolymers (COCS), commonly

known by the trade name Zeonex,l and cyclic olefin polymers (COPs), known by

the names Apel" and Topas,'“ These materials are probably the first plastics

designed specifically with optical products in mind. They have similar optical

properties to acrylic but have higher thermal capability and lower water
absorption. We will discuss these materials in more detail in the next chapter.

Besides these new polymers, optical grades of polyetherimide (PEI), best

known by the trade name ULTEM,” and polyethersulfone (PES), known by the
trade name RADEL,v also became available. These materials have excellent

temperature capability, beyond the other optical plastics, as well as relatively

high refractive indices. Their potential downside is a deep amber color, which
limits their use for many visible applications.

Another fairly recently introduced material is optical polyester. One example

is OKP4,Vl which is produced by the Osaka Gas Chemicals Co., Ltd. This new
material has a refractive index over 1.6, birefringence properties similar to

acrylic, and a low Abbe number.

In addition to improvements in plastic optical materials, there have also been

significant advances in areas that affect the production of plastic optics. In

particular, there have been improvements in injection molding machines, as well

as in machining technologies, such as single-point diamond turning.

Improvements in molding machines have been driven by both product and

process innovation.20 Product innovation refers to changes such as reducing the
number of components in a system by making the components perform multiple

functions. This often results in more complex parts, pushing the capability of the

molding machines and spurring their advance. Process innovation refers to

optimizing a production process to make it as efficient and capable as possible.

There has been a big push for process control and improvement across many

industries, driven by the acceptance of manufacturing philosophies such as

statistical process control and “lean” and “just-in-time” manufacturing. These

philosophies have created demand for injection molding machines with greater
process control and feedback.

Probably the largest change in injection molding equipment, particularly for

use in the production of plastic optics, has been the switch from hydraulic-

operated machines to hybrid or electric machines. Hybrid machines, as the name

suggests, use a combination of hydraulic and electrical drives. Electric machines,

sometimes referred to as “all electric” machines, completely eliminate the use of
 

l_Zl~_()NEX is a registered trademark of ZEON Corporation.
” Apel is a registered trademark ol'Mitsui Chemicals.
"' 'l‘npus is a registered trademark nt”l‘opns Advanced Polymers.
" llltem is a registered trademark nl‘SABlC Innovative Plastics.
‘ RADl-L is a registered trademark ufSolvny Advanced Polymers, LLC.
" ()KP4 is a product ot‘Osatku (ins Chemicals.
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hydraulics. relying on electrical motors and drives. The transition to electric
machines has occurred l‘oi' several reasons. The primary reason is repeatability.

The repeatability of an electric machine [or its potential l‘or repeatability) is
inherently higher than For a hydraulic machine.” (iiveii the precision required in
optical elements. repeatability ol‘ a manufacturing process is a highly desired
characteristic. In addition to this. ino\ ing from a hydraulic to an electric machine

eliminates the use 01‘ hydraulic oil in the machine clamp mechanism. Hydraulic
oil is associated with several problems. It can cause environmental issues.

particularly ground contamination l'i'om leaking oil. It creates health and sal'ety
concerns such as oil vapors. liills. and tire hazards. There is also a cost associated
with its storage and disposal. This argument can only be pressed so tar though.
for as We shall see. although switching to electric machines eliminates hydraulic
oil in the molding machine. oil is still ol'tcn required tor temperature regulation ol‘
the mold itsell‘. It can l'airly be said that the use ol‘clectric machines does not

completely remove the use ol‘ oil. but it does reduce the total quantity ol‘oil used
on the molding tloor. lu addition. electric machines tend to use less power than
hydraulic machines. resulting in energy cost savings.

‘l‘he general advances in processors and computing. which have also had
great inlluence on the piocess ol‘ optical design. have influenced the developiiienl
and use 01' injection molding machines. Most machines are non fully computer
controlled. \Vlll‘l a llat screen on the side ol‘ the machine displaying the current

process parameters. as well as time-based graphs of pressure and other
parameters for each injection cycle. Multiple sensors provide feedback. [or
display as well as for closed-loop control. The molding machine can be
connected to a personal computer to continuously send process and sensor data
for analysis and tracking. and the data can be stored for later download and
further evaluation.

Besides the injection molding machines themselves. improvements have also
taken place in the ancillary equipment associated with them. This includes
improvements in material dryers. thermal conditioning equipment. and automated
robotic pickers and degating systems. Improx enients in automation have reduced
the need for human intervention during steady—state production. which results iii
reduced cost. as well as less chance ol' human error or safety incidents. It is no

longer necessary to have a person standing by each machine during production.
In addition to the advances in molding machine technology. there have also

been significant advances in machining technologies. This al'l‘ects the precision
and complexity ol‘ molds that can he built and allows the direct machining ol'
plastic optical parts. either as prototypes or for actual prodttetion. Advances in
computing and computer control. as well as in other arm. have pushed
machining capabilities to previously unthinkable levels Nowhere is this more
evident than in the process ol‘single-poiiii diamond turning. ol'ten simply rel'erred
to as diamond turning.

Diamond turning is a machining process combining the use of gem—quality
diamond tools with precision computer numerically controlled (CNC) equipment.
According to Scliiiclei'. adyanees that have been made over the last 30 years
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Introduction 5

include going from air bearing to oil hydrostatic slide ways, changing from belt
drive to direct brushless DC spindle drives, changing from laser positioning to

glass scale positioning systems, using PC DSP instead of tape CNC controllers,
using epoxy granite instead of granite machine bases. and switching from ball
lead screws to linear motor drive axis drives.22

The result of these advances has been a factor of eight improvement in

surface finish and a factor of four improvement in surface form. In addition, the

achievable spindle speeds have increased ten fold and the cost of the diamond-

turning machines has dropped by about half. The machines are commercially
available with a number of options, including machines with multiple axes.

These machining improvements have enabled the creation of high—precision

complex parts. Off axis, nonsymmetric, and microfeatured surfaces can all be

produced using modern diamond—turning equipment. For the optical designer,
this allows additional freedom in selecting surface forms or in the integration of

features such as multizonal surfaces. Proper machine setup, processing, and

fixturing can eliminate the need for postpolishing. This means that plastic optical

prototypes can be directly machined and that optical mold inserts can be built to
high optical surface accuracy and surface roughness requirements. Combining

this precision machining with advances in testing, mold compensation is readily

performed.

Designers can, and should, take advantage of the improvements that have

been made in plastic optical materials, injection molding machines, and

machining technologies such as diamond turning. Conversations with vendors

and/or suppliers, who need to stay current with these technologies, is usually the

best way to be aware of the current state of capability, as well as ongoing
development.

1.2 When Are Plastic Optics Appropriate?
As with all optical technologies, plastic optics are not the solution to every

problem. When deciding whether to use plastic optics, the first question that
needs to be answered is “Are plastic optics appropriate for my application?”

There are a number of considerations in determining the answer to this question.

Finances, project schedule, and supply chain issues can all play a role.

Production volumes, along with cost and weight, are the top reasons that people

decide to use plastic optics, while thermal issues such as storage temperature

limits or temperature-dependant focus shift are the main reason that they are not

chosen. Other considerations, such as the spectral band used, product lifetime, or

even biological compatibility, may contribute to the decision whether or not they

are appropriate. These issues, along with advantages, disadvantages, and

application examples, are briefly discussed in the following paragraphs.

If there is a large anticipated production volume, that is, when many systems

are expected to be manufactured, plastic optics may be appropriate. “What’s the

volume?” is a question typically heard early in discussions with plastic optics
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6 Chapter 7

manufacturers. Certain plastic optics manufacturing methods are suitable for
producing large quantities of parts. In certain consumer applications it is not
unusual for millions of lenses and lens assemblies to be produced each month by

a single manufacturer. As an example, in 2007 worldwide production of cell
phone cameras topped one billion units, most of which contained plastic optics.
Some manufacturing methods, such as injection molding, allow for the
simultaneous production of multiple copies of a part. Molds can also be built
with the ability to later increase the number of parts simultaneously produced to
allow for additional production. Several plastic optics manufacturing methods
will be discussed later in the text.

While large production volumes are often appropriate for plastic optics, low
production volumes can also be appropriate, particularly in the case of highly
complex parts. It is possible to make a wide variety of complex plastic optical
components, some of which may challenge traditional glass fabrication methods,
such as the part shown in Fig. 1.1. Multifacetcd surfaces, multiple zone lenses,
and lens arrays are examples of complex components that are routinely fabricated
in plastic. That being said, the advantage of making complex parts from plastic
rather than glass is diminishing somewhat. The advances in manufacturing
technologies that have improved the quality and performance of plastic optics,
particularly computer-controlled machining, can and are being applied to the
fabrication of glass optics. Glass elements are regularly molded, although
typically at lower rates than comparable plastic elementsu’25

Cost is often a factor in the decision to use plastic optics. In fact, it is

typically the primary reason that they are considered. In general, and especially
for large production volumes, plastic optics cost less than equivalent glass
elements. This is mainly due to the time required to fabricate the element, but
also partly due to material costs. The cost of a plastic optical element will be
determined by a number of factors, including the fabrication method, the number
of parts being made, the complexity of the part, the precision to which it must be
made, its size and volume, and the material it is made of.

 

Figure 1.1 Complex molded plastic optical part. (Photograph courtesy of G-S
Plastic Optics.)
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Weight is another important reason to consider using plastic optics. For this

particular characteristic, plastic optics have a significant advantage over
traditional glass elements. Put simply, plastic is much less dense than glass,

resulting in less weight for an equivalent volume of material. It can be argued

that lenses of a given focal length, one made from glass and one made from

plastic, do not necessarily require the same volume. High-index optical glasses
allow longer radii of curvature, reducing lens volume, but the reduction does not

typically make up the weight differential.
Head-mounted optical systems are an application where the weight

advantage of plastic optics is often utilized. Heads-up displays for pilots, night

vision goggles for soldiers, and microdisplays of technical manuals for

mechanics or technicians are all examples of this. Studies have shown that

wearing head—mounted displays can alter ncck posture, increasing the stress on

the musculoskeletal system of the neck and head?“ Reducing the weight that
must be borne will decrease the amount of stress imposed.

Other situations where weight can be a deciding factor for the use of plastic

optics are those driven by battely lifetime or fuel limits. For instance, in a

camcorder zoom lens, several elements typically move to change the

magnification while maintaining focus. The number of times that these elements

are capable of being driven before the battery must be recharged or replaced will

depend upon the weight of the elements. In this case, replacing a glass element

with a plastic element may increase the usage time the consumer experiences

with a given battery charge. Another example would be an optical system meant
to be carried by an airborne vehicle, such as a micro-UAV (unmanned aerial

vehicle). The amount of time that the unit can remain aloft is in part a function of

its weight, and plastic optics can be used to reduce overall system weight.

Plastic optics possess superior fracture resistance when compared to glass.

Dropping a plastic lens may result in a scratch or dent to the element, but the lens

will most likely remain in one piece. As an example of fracture resistance,

consider that polycarbonate is often used in the production of “bulletproof glass”

for vehicles or buildings. “Safety glasses,” which are used for eye protection, are

typically made from plastic, not glass. In this case, plastic can provide the

fracture resistance necessary to meet the American National Standards Institute

(ANSl) requirement that the lenses withstand the impact of a quarter-inch steel

ball traveling at 150 feet per second.

Another potential advantage of plastic optics is part-to-part repeatability.

Many plastic optics production methods rely upon replication processes. That is,

the plastic part is formed by reproducing the shape of a master tool. An optical

insert in an injection mold is one example of such a master. As mentioned above,

it is possible to simultaneously produce multiple copies of a part. If a set of parts

are simultaneously produced, each of the parts within the set may not be

completely alike, since they may be formed from individually fabricated masters.

However, the subsequent sets of parts will be very similar to the prior set. For a
given part parameter, such as surface decentration, this can lead to a set of

several narrow distributions. In contrast, traditional glass fabrication methods
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typically produce continuous part characteristic distributions. The difference in
distributions can play a role in the parameter probabilities used in tolerancing the

designs, as well as in the final system performance.

Integration of features is yet another characteristic advantage of plastic

optics. In addition to multiple optical surfaces, possibly for transmit and receive

functions, or lens arrays for multiple beams, flanges and spacers can also be

molded into an optical part. Molded-in flanges can allow multiple lenses to be
stacked in a barrel, automatically setting the proper spacing of the elements. This

can reduce overall part count and improve assembly, in both ease and time.
Orientation marks can be added to parts, as can features such as keying or

antirotation tabs. Snaps, bosses, through holes, or tapers can also be added for

part retention or centration. Figure 1.2 shows a part, an automotive interior light
cover, with a snap feature used for retention.

Surface form is an area where plastic optics can offer design advantages, as

they are not limited to planar or spherical surfaces. It is quite common for plastic

optic components to have highly aspherie, anamorphic, or freeform surface

shapes. In addition to these continuous optical surfaces, it is also possible to

create discrete or micro—optical features, such as Fresnel lenses, lens arrays,
kinofonn surfaces, fan—out patterns, diffraction gratings, or microlenses.

Nonoptical features, such as channels for microfluidie or “lab-on-chip”

applications, have also become common.

 

Figure 1.2 Plastic optical part using snap feature for retention. Note the complex,
multizonal optical surface on the part. (Photograph courtesy of Alan Symmons.)
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One particular application that shows the continuing improvements and
intriguing possibilities that plastic optics can offer is the intraocular lens. Modern

intraocular lenses, or IOLs, as they are commonly called, take advantage of many
of the positive characteristics of plastic optics. They are most commonly used to

replace the crystalline lens of the human eye when cataracts (clouding of the
lens) are impairing a patient’s vision. Cataract surgery, with removal of the
natural lens and implantation of an intraocular lens, is now the number one

surgery performed in the United States of America.

Since they are implanted in the human body, the material the IOL is made

from must be biocompatible; that is, it must not be rejected by the body. Sir

Harold Ridley, a Royal Air Force (RAF) ophthalmologist, determined during

World War II that acrylic was suitable for implantation into the eye. He noticed

that airplane pilots who suffered eye injuries due to acrylic shrapnel, which came

from their cockpit canopies, did not show rejection of the acrylic pieces.

Knowing this, he had an IOL fashioned from acrylic and performed the first
intraocular lens implant in 1949.27

These early plastic IOLs were made from rigid material. Given their size,

they required a large incision for implantation with a subsequent hospital stay,

associated costs, and a significant recovery period. This is no longer the case, as
the latest IOLs are implanted through a small, typically 2- to 3-m1n incision, on

an outpatient basis. This is possible because of available plastic material
characteristics, in this case, flexibility. In order to achieve the desired small

incision, flexible materials have been developed that allow the IOL to be folded

or rolled up, then inserted into the eye through the incision using a syringe-like

injector. Once inside the eye, the IOL is unfolded, at which point integrated

features come into play. In order to be stably positioned within the eye, the lens

must somehow be secured. In some cases an attachment structure, called a haptic,
is inserted into the eye separately from the lens. The lens is then attached to the

haptic, using integrated features such as loops or snaps. In other cases, the haptic
is an integral part of the lens, and the entire lens and support structure is inserted.

The haptic is lodged into the physical structure of the eye, securing the lens.

The optical power of standard IOLs are normally selected for far (distant)

vision. The final axial position of the lens, along with correct power choice,

determines the residual focus error. In some cases, the focus error is too large,
and the lens must be replaced or repositioned. This is often done through a
second surgical procedure. An alternative solution is to adjust the shape or

position of the lens without performing invasive surgery. This can be
accomplished by directing a laser onto the haptic to partially melt the structure.28

In this case, we rely on the plastic material’s ability to be melted and reshaped.
An alternate method of adjusting power that can also be used to correct

aberrations has recently been developed. It involves implanting a lens made of a
material that is photosensitive, then illuminating it with a low—power light beam
to adjust its shape.29

Most patients suffering from cataracts are old enough to have presbyopia, the
hardening of the eye lens, resulting in the loss of ability to focus on nearby

Page 289 of 550

 
Apple Ex. 1022



Apple v. Corephotonics Page 290 of 550 Apple Ex. 1022

10 77 Chapter 1 

objects. Standard l(,)l s do not provide the focus adjustment of a nonpresbyopic
eye. In this situation. reading glasses can be used for near—vision tasks such as
reading a computer monitor or book. However. plastic optic characteristics have
enabled the recent development of l( )Ls that pro\ idc both distant and near vision.
This is typically accomplished in one of three ways. The first method relies upon
the ability to create tnulti/one surfaces. In this: method. the l()L optical surface
has multiple annular zones ofdiffercnt powers. the powers being selected for far.
near. and sometimes midvisiou.“I The second method relies on the ability to form
diffractive structures. A diffractivc surface is created on the lens that is designed
to put light into multiple diffractivc orders. The power and diffraction efficiency
of the different orders are selected for the desired obiect distances.” The third
method relies on the same tlesibility that allows the use of a small insertion
incision. In this method. some form of (typically integral) bending structure is
created. ()n insertion. the lens is placed in the correct position for far vision. To
focus on nearby objects. the patient uses their eye muscles to bend the structure.
moving the lens forward in the eyed" Multiple clement systems. where the lenses
move relative to each other to produce a power change. have also been

developed.“
Another advance in l(_)L technology relies upon the ability to easily create

asphcric surfaces on plastic optics. The average eye is not pertbctly corrected. but
it contains rcsidttal spherical aberration. This results from the spherical aberration
contrilmtions ofthe cornea and the natural lens not being perfectly balanced. The
amount of spherical aberration in the eye normally changes with age. due to
changes in the lens. When the natural lens is replaced with an l(‘)L. it is possible
to put in a lens with a desired amount of spherical aberration. The lens could
have the correct atnount of aberration to cancel that ofthe cornea. or it could be a
lens that is itself corrected for spherical aberration."J This latter case allows the
lens to be dccentcred upon insertion without introducing coma.

Since it is possible to correct vision when replacing the natural lens. it is a
logical step to consider correcting vision not just by replacement. but by addition
of an optical elctnent to the eye. This next advance in l()Ls. where an inserted
lens eliminates or reduces the need for contact lenses or glasses. is underway. It
is particularly appropriate for patients suffering from severe myopia. The large
power and resulting eyeglass lens weight and thickness can be uncmnfortablc for
patients with this condition. The inserted elements can theoretically be replaced
throughout the patient's life to maintain optimum vision. or they can be removed
if complications arise.

lntt'aocular lenses. while a relatively simple optical system. have made

significant progress in recent years. It can be seen from this particular application
that the judicious use of plastic optics. based on the uttderstanding of their
properties and capabilities. can enable advances in perlormancc. reduce cost. and
even improve quality of life.

Given all the clun'acteristics discussed so far. plastic optics would appear to
be an excellent choice for many applications. which is indeed the case. However.
lltcrc are also a number of situations where the use of plastic optics may not be
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appropriate. One particular area of concern with plastic optics is thermal

performance. This generally arises either in regard to storage and/or operating
temperature, or focus shift with temperature change.

Optical plastics do not have as high a transition, or melting, temperature as

optical glasses. This may rule out plastic optics, or at least certain types of plastic

optics, for some thermal environments. In the simplest terms, under certain

conditions plastic optics may melt. The various types of plastic optical materials

have different service temperatures, so selection of the appropriate material from

a thermal standpoint is very important. For instance, in several consumer

applications we find that certain plastic optical materials will meet the thermal

requirements, while others will not. This had led to specific plastic optical

material combinations commonly being used for these applications. While the

melting of plastic is often considered a negative characteristic, it is interesting to

note that several plastic optics manufacturing methods specifically rely upon the
melting, then hardening, of plastic materials.

Athennalization refers to maintaining the performance, most often focus, of

an optical system over changes in temperature. Achieving an athermalized design

using plastic optics over a large thermal range may be a challenge. This is due to

the thermal material properties of optical plastics. Plastic optical materials have a

larger coefficient of thermal expansion (CTE) and a much higher thermal change

in refractive index (dn/dt) than optical glasses. Since the power of an optical
element is determined by its radii of curvature and refractive index (and to a

lesser extent its thickness), large changes in these parameters, unless balanced,

will result in a large change in optical power. For a typical plastic optical
element, the change in refractive index with temperature will dominate its

thermal power change. This power change, its performance effect, and its

potential compensation must be considered over the operating temperature range
of the system. Some systems have either a manual or autofocus mechanism,

which may reduce the need for the system to be completely athermalized. In

these cases, the total amount of focus adjustment required must be evaluated and
enough compensation range provided.

One method of athermalizing systems containing plastic elements is to use a

combination of glass and plastic elements. Such designs are often referred to as

“hybrid” systems, although this term is also sometimes used for systems that
combine refractive and diffractive elements. In this athermalization method, the

majority of the optical power is put into the glass elements, while the plastic

elements, often aspherical, are used mainly for aberration correction. Since glass
has a smaller change in optical power with temperature than plastic, and the

majority of the power is in the glass elements, the total change in optical power
with temperature is reduced. It is also possible to design systems using several
plastic elements, some with positive power and some with negative power, so
that their thermal power changes cancel each other.

Application spectral band can be another factor in the decision whether to

use plastic optics. In general, plastic optical materials have high transmission

between about 450 nm and 900 nm. The actual cutoffs will depend on the
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particular material type and grade. Plastics also have absorption bands in the near
infrared (NIR). due to their chemical structure. and do not transmit well in the

midwave and long-wave in frarcd bandsjl'i
In general. optical plastics have less resistance to chemicals than do optical

glasses. In some (typically nonoptical) cases. solvents are used for "solvent
bonding." the joining of plastic pieces by using a solvent to melt them together.
(‘ertain solvents. such as toluene or acetone. as well as other chemicals. can

seriously damage or degrade plastic optics. The selection of a specific optical

plastic. or the decision not to use plastic optics in a particular application. may
depend on the expected chemical environment.

While plastic optical elements are less prone to fracture than optical glass
elements. the same cannot be said with regard to scratching. Plastic is softer than

glass. and as such. is more susceptible to surface damage. be it due to particulates
such as blowing sand or direct contact. Multiple methods are used to prevent

scratching plastic optics. One is to coat the surface with an abrasion-resistant
coating. /\ second method is to design housings such that the surface is
sufficiently recessed to prevent fingers and other objects from being able to
accidentally (or intentionally) touch the lens. This is often seen on camera lenses
in the form of a sunshade or stray—light baflle. Another method is to protect the

plastic surface with a window. or by having the front or any exposed optical
elements made ofglass.

Birefringence is another potential issue with plastic optical elements.
particularly in applications where the optical system is highly polarization
sensitive. Birefringence refers to the separation of an incident light beam into two

beams. usually referred to as the ordinary and extraordinary beams. upon

entering a material. This separation is due to a difference in refractive index of
the material based upon the polarization states of the light. While not a
fundamental property of the plastic material itself. the manufacturing method
used to produce the plastic optical element may introduce birefringence. For
instance. a part that is injection molded may show birefringence. particularly near
the gate. [the region of the part where the plastic is injected). if subjected to
significant injection or packing pressured" In contrast. a part that is produced by
diamond turning a cast piece ofplastic will typically not show birefringence. Part

design. material selection. and processing all play a large role in determining the
birefringence of a plastic optic.

The final potential issue we discuss concerning the use of plastic optics is
their environmental impact. There is a growing “green" movement that seeks to

reduce the consumption of goods and the cnviromnental effects of the goods that
are consumed. Plastic items. such as plastic shopping bags. have received

considerable attention. Optical plastics. like most plastics. biodegradc slowly

(although more rapidly than glass). This can be a positive aspect from a product
lifetime standpoint. but can be a negative if the plastic quickly ends up in a
landfill. where it can remain intact for a very long time. It is possible to create

plastic items that degrade fairly rapidly: for example. garbage bags such as the
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BIOBAG,V" use a com—based polymer. However, currently available optical

plastics do not exhibit this property.
Optical plastics and elements manufactured from them can and are being

recycled and reused. It is a common practice in the (nonoptical) plastic industry
to take excess material generated during injection molding of a part, grind it up,

and reuse it. In optical molding, the excess material is typically not reused for

optical elements, but it is often collected and sold to nonoptical molders or
material distributors.

One example of large-scale recycling is seen in the “single-use” camera

market. Single-use cameras, frequently referred to as “disposable” cameras, are

quite popular at events such as weddings and parties, or on vacation where the
traveler does not wish to bring an expensive personal camera. In the single—use

model, the entire camera is turned into the processor, allowing the camera body

and lens to be collected and reused. KODAK has set up a recycling program for

their single-use cameras, claiming that between 77% and 90% (by weight) of the

camera may be remanufactured, and that virtually no material ends up directly in
a landfill, as the components that are not remanufactured are recycled
elsewhere.37

When considering the use of plastic optics, the issues discussed above, as

well as any other pertinent application characteristics, need to be considered. In

certain situations plastic optics may not be appropriate, but in many cases they
are, and their use should at least be considered. Plastic optics are currently used

in a broad range of fields, from consumer electronics and medical devices to

defense and biosecurity applications. As advances in plastic optical materials,

precision machining, manufacturing, and design techniques continue, the number

of applications where plastic optical systems are used is expected to increase.

 
\’Il

BIOBAG is a registered trademark of BioBag International.
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Diamond-tumed plastic optical elements are by no means inexpensive.

Hourly rates for time on a diamond—tuming machine are typically over $100 an
hour, and it can take several hours, including setup, to produce a part. As a result,

prices for a diamond—turned plastic part often range from a few hundred to
several hundred (or more) dollars. There is normally a price break associated

with larger quantities, as a portion of the cost is associated with setting up the

machine and optimizing the process. When ordering diamond—turned parts, it is

usually best to buy enough at one time, rather than pay for repeated setups.
Diamond-turned parts can be obtained in several weeks, with some vendors

quoting as low as one week (rarely), and more likely four to eight weeks. The
amount of time it takes to procure diamond-turned plastic optics can sometimes

be a source of frustration for the designer. Many an employee at a plastic optics

manufacturer has considered starting their own business, by purchasing a

diamond-turning machine and capitalizing on their knowledge. However, after a
more realistic look at the business model, most decide to stick with their day

jobs. As a result, there are relatively few rapid-tum diamond-turning prototype
options, though several may be found by searching the Internet.

As with other optics purchases, the time to obtain diamond-turned plastic

optics will depend on a number of factors, such as vendor capacity and queue, the

price the customer is willing to pay, the availability of the necessary blank
material and diamond tools, and potentially how badly the vendor wants to win

the customer’s business. Most plastic optic molders also provide diamond—

tuming services, and performing a diamond—turning job may lead to future

molding production for them.

3.4 Injection Molding
Injection molding is the most popular method of manufacturing plastic optical

elements. While casting produces large quantities of eyeglass lenses, windows,

and diffraction gratings, and embossing creates a huge number of holographic

security film pieces, both of these methods tend to supply products for a fairly
limited number of uses. Injection molding, on the other hand, creates parts for a

Widely varying number of fields and applications. These parts range from micro-

optics to fairly large projection lenses, with all manner of part size and

complexity in between.

From a flow-diagram viewpoint, the injection molding of plastic elements is

a very simple process: molten plastic is injected into a mold, the plastic is

allowed to cool, the mold is opened and the part (or parts) removed, the mold is

closed, and the cycle repeated. In reality, the attention to detail required to

successfully injection mold optical elements makes it a much more sophisticated

process. Figure 3.2 shows a schematic View of a typical injection molding
machine, which we refer to in our discussion of the injection-molding process.

Most machines, as shown, are horizontally oriented.
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Figure 3.2 Schematic of an injection-molding machine,

 An injection-molding machine is essentially a large clamping mechanism

with a system for injecting plastic into a mold. Various ancillary pieces of

equipment, such as robotic part pickers, are used to enable and improve the

manufacturing process. The clamp itself consists of two platens (large, flat metal

pieces), one of which moves. The platens, not surprisingly, are referred to as the

“stationary” or “fixed” platen and the “moving” platen. The injection mold,
divided into two halves, is attached to the platens, one half to each of them. The

boundary between the two halves of the mold is known as the “parting line.”

With the clamping mechanism (and mold) open, there is a gap between the two
mold halves, which is used to remove the molded parts. The amount of motion

that the moving platen has is referred to as the machine’s “stroke,” and “setting

the stroke” means to adjust the platen motion such that the proper gap is created

upon opening the mold, and proper closure is achieved upon closing the mold. To
close the mold, the moving platen is driven forward, engaging the two mold

halves and clamping them shut. The clamping mechanism itself can be hydraulic,

although electric clamps have become more popular in recent years, particularly
for plastic optics.

Injection-molding machines come in a wide range of sizes, from small table-

top models to huge machines capable of molding parts as large as (or larger than)
automobile bumpers. The machines are typically rated by their “tonnage,” which

is the amount of clamping capability they have. Typical molding machines have

clamp tonnage from 50 tons to 600 tons.20 The machine size selected for a
particular molding job depends on the pan size and number of parts (which
drives mold size), as well as the machine availability on the factory floor. The

platen size generally increases with clamp capacity. For instance, a 55-ton
ROBOSHOT"'” machine has a SOD-mm >< 470-mm platen, while the llO—ton

ROBOSHOT machine has 660-mm X 610-mm platen.i4 Clamp capacity is 

“" ROBOSHOT is a registered trademark of FANUC.
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important for the molding process because of the large forces that are at work

during the injection—molding cycle, The plastic is injected into the mold at high

pressure, and the clamp must be able to resist this pressure to keep the mold
closed. When the pressure is too high for the clamp and the mold partially opens,

it is known as “blowing the mold.” This is a particularly bad situation to be in, as

it can result in costly damage (both in terms of money and schedule) to the mold,

or at least result in unacceptable parts, shutting down production. Most vendors

have multiple machines, with a variety of sizes to handle the different jobs they

are running. It is not unusual to see a series of 55, 110, 165, and even possibly
275-ton machines out on the production floor, often with decreasing numbers of
the larger tonnage machines.

In plastic optic vendors’ manufacturing areas, the machines are often

arranged side by side according to size, with a suitable gap between them for

personnel and equipment, such as mold carts, and with the injection side of the

machine near the wall of the area. On the other side of the wall from the injection
machines are the containers of plastic material that will be used in each machine,

various equipment associated with the production process, room for fork lifts or

other machinery used to distribute the plastic to the appropriate machines, and

potential storage for additional or alternate material. This arrangement allows a

separation between the somewhat “dirty” side of the operation and the “clean”

side. Modern, high-end molding facilities often place their molding machines

within an actual “clean room,” a work area in which the air quality, humidity,

and temperature are regulated and monitored. Air quality is maintained through

the use of filters, proper air flow, and the control of materials and people entering

the room. Clean rooms are more likely to be used for medical or micro-optic

molding, where small amounts of contamination can ruin the product. In the

manufacture of plastic optics, cleanliness is a definite plus. It is a characteristic to

look for when evaluating an optics vendor. Contamination of the plastic material

and/or the molding machine can result in optical parts with visible particles in

them, while contamination of the optics afier molding can ruin the coating
process (if the parts are subjected to one) or result in products with undesirable
cosmetic defects.

The optical plastic material typically comes in pellet form, in large cardboard

boxes called Gaylords. Figure 3.3 shows a photo of some plastic pellets; the
material shown is Zeonex. In special cases, such as in new material development,

smaller material samples (e.g., 20-kg bags) may be used. Inside the Gaylord is

typically a large plastic bag that was filled with plastic pellets by the material
manufacturer. Clear plastic covers with access ports (for hoses) can be used over

the top of the boxes to protect the material and allow for visual inspection of the

amount of material remaining. The pellets are normally drawn from the Gaylord

using a vacuum hose system. The pellets are first sent to a dryer, where they are
dried to a specific dew point. It is important that the pellets do not contain too
much moisture, which can result in cloudy optics. One of the first

troubleshooting activities when cloudy optics are seen is to check that the dryer is
working, or set, properly.
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Figure 3.3 Plastic pellets used for injection molding of optical elements.
(Photograph courtesy of Alan Symmons.)

After drying, the pellets are sent to a hopper on the molding machine where

they drop into the barrel containing the injection screw. The injection screw is

just that: a large screw that injects material into the mold. The screw actually
serves two functions: first, it rotates to melt and move the plastic near the mold;

second, it is used as a piston to inject the plastic. The amount of material that is

injected is known as the “shot” or “shot size." Injection screws are made from
various materials, such as carbon or stainless steel, and are sized appropriately

for the mold and/or molding machine. Normally, the threads on the screw are

specifically designed to be used with one or several plastic materials. Some

screw and plastic material combinations do not work well together, and as a

result, an injection molder will typically have several types of screws available.

The selection of the appropriate screw size is an important consideration. The
screw must be able to hold a large enough shot to fill out the mold, but not hold

so much material that the molten material stays in the barrel too long. The time

that the plastic is in the barrel is known as the “residence time.” If the residence

time is too long, the plastic is exposed to too much heat, which can burn,

discolor, or alter the properties of the material. Small black specks in otherwise

clear optics can be a result of exceeding the desired residence time. Normally, if
the residence time is exceeded due to ancillary equipment issues or other delays,

the screw and barrel will be pulled back from the mold, and the resident material
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purged. New material then enters the barrel, which is returned to the mold to
continue production. Purge art, abstract sculptures formed by the cooling of the

purged material on the ledge below the retracted barrel, can often be seen on
mold processers’ desks. Depending upon the vendor’s machine capacity, queue

of jobs, and delivery dates, the screw may need to be changed out when a
different mold is hung in the machine. In this case the screw will be removed

(and Cleaned), and the barrel with be purged and cleaned to prevent cross—
contamination of materials. It is not uncommon for vendors to have certain

machines dedicated to specific materials, at least to the point that optical and

nonoptical plastics do not run in the same machine.
As the injection screw rotates, the plastic pellets from the hopper move down

the length of the barrel. By the time the plastic reaches the end of the barrel, it is
meant to be molten. The friction from the screw turning provides some heat to

the plastic as it moves the length of the barrel. In addition, the barrel is
surrounded by a series of heater bands that provide controlled heat to the barrel.

The heater bands are independently adjustable, so that a suitable temperature

ramp or profile can be put into the barrel. Different types (or even grades) of

optical materials require different temperatures and temperature profiles, and the

independent control of the heater bands provides this adjustment. As a general

rule, optical plastics are run at hotter temperatures than nonoptical plastics.

Once the plastic is molten and has traveled the length of the barrel, it is ready

to be injected into the mold. To inject the material, the mold is closed, and the

injection screw moves backward to allow molten plastic to accumulate in front of

it. The screw is then driven forward, pushing a controlled amount of material

through the nozzle on the end of the barrel into the mold. The movement of the

injection screw is controlled such that the desired injection speed and pressure

are achieved. Upon injection, the molten material flows into the mold, filling the

spaces known as “cavities,” where the parts are formed. During this “filling”

stage, there is a sharp increase in the cavity pressure. Once the cavity is full of

molten plastic, the pressure stabilizes and the material begins to cool. During this

time the screw is typically held in position or pushed forward so that the material

(or more material) is packed into the mold. This is called the “packing” stage of

the injection cycle. Packing is necessary to achieve optical-quality surfaces,

because material shrinks during cooling. At some point during the packing stage,

the “gate,” which is the area where the plastic enters the cavity, cools below the

plastic transition temperature and hardens, or “freezes off.” At this point, no
more material can enter the part.

With the cavity full and the gate frozen off, the mold remains closed until the

remaining material hardens enough to enable the mold to be opened and the part

to be removed. This waiting period, from the time the cavity is filled until the

time the mold can be opened, is known as the “cooling time.” The amount of
cooling time depends in part upon the size and thickness of the element. The

situation is fundamentally a heat transfer problem. The molten plastic carried a
certain amount of heat with it into the mold, and enough of that heat needs to be

removed so that the temperature of the plastic material goes below its transition
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temperature. Because the part has some finite thickness, there will be a

temperature gradient through the material, and it will not harden all at once. The

thicker the part, the longer that it will take for the heat to work its way from the

center out, resulting in a longer cooling time.

The quality required of the optic plays into the cooling time as well. If the

part is removed from the mold before it is fully hardened, the material may sag as

it finishes cooling. This can result in surface irregularity being introduced. For

lower-quality nonimaging lenses—for example, those used on the beam—break

safety device receivers on garage door opener systems—the parts may be

removed from the mold after a short cooling time, or they may even be quickly

ejected and dropped into a container of water to finish cooling. Other low to

midquality level parts, such as automotive turn signal lenses (which can be

extremely thick), may be removed from the mold and placed on a “cooling

tower” to finish their cooling. A cooling tower is a fairly simple belt-driven

device that consists of a series of small shelves onto which the parts are placed.

As the belt is turned, the shelves move up the tower at a prescribed speed. By the

time the shelf reaches the top of the tower, the part has been properly cooled and

can be removed from the shelf. Conveyor belts and other systems are also used to

provide out—of-mold cooling time before handling. Parts requiring higher

quality/tighter tolerances typically remain in the mold until they are cool enough

(usually fully hardened) not to be affected by handling upon removal from the

mold. This is the ease for many imaging applications.

When the appropriate cooling time has passed, the mold is opened by pulling

the moving platen back. As the mold opens, the parts typically remain with the

half that is moving, which is referred to as “pulling” the parts. With the mold

now open, the parts are removed from the “moving” mold through the use of an

ejection system. There are a number of different ejection methods, which we will

describe later during our discussion of molds. With the parts now removed, the

mold can be closed again, more plastic is injected, and the cycle is repeated.

The mold itself is an important part of the injection—molding production
process. The mold, and how it is built, will influence or determine several

parameters of the production, such as how many parts can be made at a single

time, the tolerances that they can be held to, the repeatability of the parts shot to

shot, as well as over the production lifetime, and even the time required to make

a part. Understanding the basics of a mold and the molding process is important

for a designer of plastic optical systems. This knowledge enables the designer to

appreciate how different optic parameters, such as center thickness, are adjusted

or achieved, which in turn detennine the tolerances that are easily held, held with

difficulty, or not consistently achievable.

Molds, often referred to as tools, are typically divided into halves. In keeping

with the platen naming convention, the mold halves may also be referred to as

the “fixed” and “moving” halves. Alternate names that are used for the two

halves are the “A” and “B,” the “hot” and “cold,” or the “cavity” and “core”

halves. Regardless of the naming convention used, one half is attached to the

fixed platen on the injection side of the machine and remains stationary
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throughout the molding process, while the other half is attached to the moving

platen and moves back and forth with the platen as the mold is opened and
closed. Figure 3.4 shows a photograph ofa perspective View ofa lens mold with

the mold halves separated, while Fig 3.5 shows a photograph of a face-on view of
a mold half.

 
 

Figure 3.5 Face-on View of a four-cavity lens mold half.
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