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An Improved System for X'abric Packet Control

To: The Commissioner of Patents and Trademarks
Washington, D.C. 20231

Dear Sir;

Amendment A

All of the claims standing for examination are presented below in their last-

amended form. Those claims herein amended in the present response are

marked (Amended). Those claims left unchanged are marked (Unchanged).
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1. (Once ) A method for managing data traffrc at switching

element nodes in a f\ic network, each switching element node having a

plurality of input and outlqt ports, comprising the steps of:

(a) establishing at

equal to the number of each virtual output queue at each

individual input port dedicated'to * ilUiuiAual output port, itoring only

packets destined for the associated outprt\] for managing incoming data

traffrc; and

(b) accepting or discarding data at each gutput queue directed

to a queue according to the quantity of data in the queue\lative to queue

capacity.
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2. (Unchanged) \e method of claim I wherein, in step (b), all data is

discarded for a full\ueue.

3. (Unchanged) The of claim 1 wherein the queue manager monitors

quantity of queued data in ion to a preset threshold, and begins to

discard data at a predetermined

reaches the threshold.

when the quantity of queued data

4. (Unchanged) The method of claim 3 the queue manager

increases the rate of discarding as queued data increases above

a number of i'x1ual output queues at each input port equal to the

number of output ports, virtual output queue at each individual input

port dedicated to an individ port, storing only packets destined for

the associated output port , for ipg incoming data traffic;

characterized in that the queue accepts or discards data
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{:ected 
to a.queue according to the quantity oNqn the queue relative to

qubr{ capacrty. \

6.(u The switching element of claim 5 wherein all data is

discarded for a queue.

element of claim 5 wherein the queue

manager monitors quantity of data against a preset tbreshold, and

the quantity of queued data exceedsbegins to randomly discard data w
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the threshold.

8. (Unchanged) The switching of claim 7 wherein the queue

manager increases the rate of di g as the quantity of queued data

increases above the preset threshold.

ry
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x(Once Amended) A data router having al connections to other data

route\.comprising:

an\ternal fabric network; and

a plurali.ry of switching element nodes in the internal fabric network,

each switching ele\ent node having a plurality of input and output ports,

and at each input port,\umber of virtual output queues equal to the

number of output ports, virtual output queue at each individual input

port dedicated tq an indiv t port, storing only packets destined for

the associated output port, for incomine data traffic:

characteized in that the accepts or discards data

directed to a queue according to the

queue capacity.

of data in the queue relative to

10. (Unchanged) The data router of claim 9 whereiri ll data is discarded for

a full oueue.
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REMARKS

The present amendment is responsive to the Office Action mailed in

the above-referenced case on May 9, 2002. Claims l-12 are presented for

examination. The Examiner objects to the drawings, and rejects claim I

under 35 U.S.C. 112, second paragraph, due to informalities. Claims l-8

are rejected under 35 U.S.C. 102(b) has been anticipated by Kline

(5,7 93,7 47), hereinafter Kline.

Regarding the Examiner's objection to drawings, applicant herein

submits redlined drawings clearly labeling the numbers of reference with

descriptive legends in accordance with the Examiner's requirements.

Regarding the Examiner's 112 rejection of claim 1, and the

Examiner's merit rejection of claims 1-8, applicant has carefully studied the

prior art cited and by the Examiner, and the Examiner's statements and

rejections, and in response herein amends the claims to more particularly

point out and distinctly claim the subject matter regarded as the invention.

Applicant amends the language of the base claims to recite a method for

managing data traffic at switching element nodes in a fabric network, each

switching element node having a plurality of input and output ports,

comprising the steps of (a) establishing, at each input port, a nlmber of

virnral output queues equal to the number of output ports, each individual

output queue at each individual input port dedicated to an individual output

port, storing only packets destined for the associated output port, and (b)

accepting or discarding data at each virnral output queue according to the

quantity of data in the queue relative to queu.e capacity.

In applicant's specification, with reference to the description for Fig.

2, a crossbar switch 203 in fabric card 201 is disclosed, crossbar 203 having

multiple input and output ports. Crossbar 203 connects each port to every
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other port, so that any incoming data packet can be output to any output

port. In applicant's invention the nature of the queues at the input ports is

that they are also virtual output queues, each input port having multiple

input queues, one input queue for each output port. The output port in

applicant's invention is a function of the headers in the incoming data

packet, so the data is managed at the input port for the virtual output load.

For example, for a data packet arriving at crossbar 203, which is to be

crossed to a particular output port, there is, at each input port, a virhral

queue for that particular output port. Every input port has an equal number

ofqueues as there are output ports, and only those data packets are queued

that are destined for that particular output port.

The system of applicant's invention as described in the specification

manages, at the input port, the potential congestion at the output port.

Applicant has thoroughly reviewed the prior art of Kline and is confident

that Kline does not teach or suggest the subject matter of applicant's

invention as discussed above and as recited in applicant's base claims as

amended. Applicant argues that if there is a single queue at each output

port, as in the prior art, there is congestion at the switch because every

packet aniving must be passed through the switch before aniving at the

destination queue, where it may be discarded. The distinct advantage of

applicant's invention as recited in the claims as amended is that upon

establishing a virhral output queue at each input port associated with each

output port, data packets may be discarded prior to being transferred

through the switch, thereby alleviating much of the data traffrc load on the

switch.

Applicant believes claims 1, 5 and 9 are patentable as amended and

argued above, claims 2-4,6-8 and 10-12 are then patentable on their own

merits, or at least as depended from a patentable claim.

In view of the above arguments and amendments to the claims, it is

clear that the reference provided by the Examiner does not anticipate or

f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


Real-Time Litigation Alerts
  Keep your litigation team up-to-date with real-time  

alerts and advanced team management tools built for  
the enterprise, all while greatly reducing PACER spend.

  Our comprehensive service means we can handle Federal, 
State, and Administrative courts across the country.

Advanced Docket Research
  With over 230 million records, Docket Alarm’s cloud-native 

docket research platform finds what other services can’t. 
Coverage includes Federal, State, plus PTAB, TTAB, ITC  
and NLRB decisions, all in one place.

  Identify arguments that have been successful in the past 
with full text, pinpoint searching. Link to case law cited  
within any court document via Fastcase.

Analytics At Your Fingertips
  Learn what happened the last time a particular judge,  

opposing counsel or company faced cases similar to yours.

  Advanced out-of-the-box PTAB and TTAB analytics are  
always at your fingertips.

Docket Alarm provides insights to develop a more  

informed litigation strategy and the peace of mind of 

knowing you’re on top of things.

Explore Litigation 
Insights

®

WHAT WILL YOU BUILD?  |  sales@docketalarm.com  |  1-866-77-FASTCASE

API
Docket Alarm offers a powerful API 
(application programming inter-
face) to developers that want to 
integrate case filings into their apps.

LAW FIRMS
Build custom dashboards for your 
attorneys and clients with live data 
direct from the court.

Automate many repetitive legal  
tasks like conflict checks, document 
management, and marketing.

FINANCIAL INSTITUTIONS
Litigation and bankruptcy checks 
for companies and debtors.

E-DISCOVERY AND  
LEGAL VENDORS
Sync your system to PACER to  
automate legal marketing.


