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Data-Driven Multicomputers in Digital

Signal Processing
 

JEAN-LUC GAUDIOT, MEMBER, lEEE

New technologies of integration allow the design of powerful
systems which may include several thousands of elementary pro—
cessors. These multiprocesSors may be used (or a range of appli-
cations in signal and data processing. However, assuring the proper
interaction of a large number of processors and the ultimate safe
execution of the user programs presents a crucial scheduling prob-
lem. The scheduling of operations upon the availability of their
operands has been termed the data-driven mode of execution and
offers an elegant solution to the issue. This approach is described
in this paper and several architectures which have been proposed
or implemented (systolic arrays, data-flow machines, etc.) are
examined in detail. The problems associated with data-driven exev
cation are also studied. A multi-level approach to high-speed dig-
ital signal processing is then evaluated.

l. lNTRODUCTION

if we are to approach the computational throughputs
equivalent to billions of instructions per second which will

be required from the processing systems of the future,
improvements on all levels of computer design must be
made. Fastertechnologv and better packaging methods can
be applied to raise clock rates. However, a one billion

instructions per second machine would require a clock
period as low as a nanosecond. This approach is inevitably
bounded by physical limits such as the speed of light.
Therefore, instead of considering the technological

approach to performance improvement, we emphasize
here the architectural method. indeed, instead of merely
increasing the clock frequency for a corresponding increase

in overall throughput, performance can also be improved
by allowing multiple processing elements to collaborate on
the same program. This inevitably introduces synchroniz—

ation problems, and issues of resource allocation and shar-
ing must be solved. Programmability is indeed the central
problem. In one solution, a conventional language such as

Fortran is used to program the application. A' sophisticated
compiler is relied upon to partition a sequential program

for execution on a multiprocessor. This approach has the

Manuscript received September rt, 1986,- revised JanuaryI 23, 1987.
This work was supported in part bvthe Department olEnergy under
Grant DE-FGO3-HFER 25043. The views expressed in this paper are
not necessarily endorsed by the U.S. Department of Energy.

The author is with the Computer Research Institute, Department
of Electrical Engineering—Systems, University of Southern Cali-
iornia, Los Angeles, CA 90059, USA.

iEEE Log Number 8716208.

advantage of imposing no “software retooling.” However,
complex numerical applications will not be easily parti-
tioned and much potential parallelism may remain unde~
tected by the compiler.

Ada, CSP [26}, extended Fortran le.g., HEP, Sequent], on
the other hand, allow the programmer to deal with parallel

processes by the use of primitives for parallel task spawn—
ing, synchronization, and message passing. However, while
the'programmer can express some of the parallelism char-
acteristic of the application, much potential concurrency
may never be uncovered because of the inherent sequen-

tial concepts of the language which must be countered
through the use of Special ”parallelism spawning" instruc-
tions.Also,developmenttimebecomesimportantsincethe

programmer must ”juggle“ with many parallel tasks to svn~
chronize. in addition, debugging becomes correspond—
ingly more difficult clue to the sometimes undeterministic
appearance of errors.

For these reasons, an implicitapproach must be devised.
In the above two methods, instruction scheduling is based

upon a central program counter. We propose to demon—
strate here the data-driven approach to programming mul-
tiprocessors: instructions can be scheduled by the avail:

ability oftheiroperands. This model of execution is a subset
of the functional model of execution [91. it provides a sig—

nificant improvement to the programmabilitv of multipro-

cessors by excluding the notion of global state and intro-

ducing the notion of values applied to functions instead of
instructions fetching the contents of memory cells as they
are in the conventional ”control-flow” model.

The overall objective of this paper is to demonstrate the

applicability of data-driven principles of execution to the
design of high-performance signal and data processing
architectures. Several approaches will be demonstrated and

their particular domain of application will be contrasted.
The description of low—level processing systems is beyond
the scope ofthis paper and the interested reader is referred

to an excellent survey by Allen {3]. instead, we will con-
centrate here on the i55ues related to building l1igl1~per—

formance multiprocessors for signal processing applica—
tions. in Section ll, we show the type of problems

considered in signal processing. The data-flow principles
of execution as they relate to digital signal processing prob-
lems are described in detail in Section ill while several exist-

lill|B-9219l3?l09Dfl-122l15lli.DD '1' 19B? lEEE
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int: data-driven architectures are described in Section N.
In Section V, we analyze a multi~level data~driven archi-

nit-lure and examine its programming environment. Con~
t'lusions are drawn in Section VI.

ll. Tut. Risoumrxttms or SIGNAL Pnocsssrno

Digital signal processing techniques are applied to many
different technical problems. These include radar and sonar

systems, image processing, speech recognition. etc. The
elementary building blocks of these were originally con—
wrnrated on such tasks as convolution, correlation, and

Fourier transform. More complex algorithms (matrix open
ations, linear systems solvers, etc.) are now considered.

Higher order operations include not only simple problems
such as elementary filtering (llR, FlR, etc.], but also more

complex functions such as adaptive and Kalman filtering
[45]. Also, such complex problems as Computer—Aided
Tomography or Synthetic Aperture Radar can be consid-

ered (391, [16]. Signal processing algorithms are very approv
priale for description by functional languages. Indeed, a

signal processing algorithm is often represented in a graph
form [36] and can be decomposed in two levels:

1 a regular level which can be implemented by a vector
operation tie, a loop in which all iterations present no
dependencies among themselves);

- a level which contains conditional operations and heu-
ristic decision making.

this description shows that the lower operational levels
can easily deliver parallelism (by compiler analysis or pro-

grammer inspection}. This layer usually consists of simple
constructs [arithmetic instructions, FFT butterfly networks,

simple filters, etc}. However, the higher levels will require
more complex problem insight and even runtime depen—
dency detection in orderto allow maximum parallelism. We
will now describe principles of execution which will allow

us to deliver this concurrency.

III. DATA-FLOW PRINCIPLES

The data-flow solution to the programmability problems
of large-scale multipmcessors [5] has been pioneered by
Adams [2], Chamberlin [l1], and Rodriguez [43}. {t is now
described in detail in this section.

A, Basic Principles of Execution

in the conventional von Neumann model of execution,

an instruction is declared executable when a Program
Counter of the machine points to it. This event is usually
underdirectprogrammercontrol.Whileacontrol—flowpro-
gram is a sequential listing of instructions, a data-flow pro—
gram can be represented as a graph where the nodes are
the instructions (actors) which communicate with other

nodes over arcs (Fig. 1). An instruction is declared execut~
able when it has all its operands. In the graph represen—
tation chosen above, this means that all the input arcs to
an actor must carry data values (referred to as tokens) before

this actor can be executed. Execution proceeds by first
absorbing the input tokens, processing the input values
according to the 0p. code ofthe actor, and accordingly pro-
ducing result tokens on the output arcs. in summary, it can

C-AUUlfJT: oATA-DRNEN .x-tutricompurtas'in ose,

 
Fig. l. A simple data—flow graph.

be said that the data-flow model of execution obeys two
fundamental principles:

' Asynchrony of operations: The executability of an

instruction is decided by a local criterion only. The pres-
ence of the operands can be sensed ”locally” by each
instruction. This is an attractive property for an implemen»
tation in a distributed environment where no central con—

troller should be used for global scheduling.
- Functionality of the operations: The effect of each

operation is limited to the production of results to be con-
sumed byaspecific number ofother actors. This precludes

the existence of ”side-effects." These side-effects may be
long—ranging in that the execution of an instruction may
effect the state of a cell of memory which will be used only
much later by another unrelated operation.

B. Data-Flow interpreters

When iterations are executed, the underlying principle
of data-flow (single assignmen l ofvariables) must invariably
be violated. Indeed, for an actor to be repeatedly evaluated
as in an iteration, its input arcs must carry several tokens

(from different iterations). Several solutions have been pro—
posed to allow the controlled violation of these rules with—

out compromising the safe execution of the program.
Among these, the Acknowledgment scheme and the
U—interpreter have been given the most consideration.

1‘) Acknowledgment Scheme I'M].- Proper matching of the

tokens can be observed by ordering the token production.
Thiswould be done byacareful design ofthe program graph
so as to insure that tokens of two different iterations can

never overtake each other. In addition, it must be guar-
anteed that no token pileup is encountered on any one arc.
This condition can be verified by allowing the firing of an
actor when tokens are on all input arcs and there are no
tokens on any output arcs. In order to enforce this last conv

dition, an acknowledgment must be sent by the succes-
sortsl to the predecessor when the token has been conv
sumed (Fig. 2). Note that an actor is executable when it has

received its input arguments as well as all acknOwIedg—
ments. The parallelism which can be exploited from this
scheme is mostly pipeli ning between the actors of different
iterations. Thus when the number of instructions in the

body of an iteration is the same as the number of available

processors, the speedup observed by this mechanism of
execution is maximal. However, for small iterations (com-

pared to the size of the machine), the exploited parallelism
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