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more compute-intensive phase in which the
CPI asymptotes down to the theoretical sus-

tainable performance, the single-digit values
that architecture research typically reports.

e By the end of execution, the total energy
consumed in the FB-DIMM DRAM system
(a half a kilojoule) almost equals that of
the energy consumed by the disk, and
it is twice that of the L1 data cache, L1
instruction cache, and unified L2 cache
combined.

Currently, there is substantial work happening
in both industry and academia to address the lat-
ter issue, with much of the work focusing on access
scheduling, architecture improvements, and data
migration. To complement this work, we look at
a wide range of organizational approaches, i.e.,
attacking the problem from a parameter point of
view rather than a system-redesign, component-
redesign, or new-proposed-mechanism point of
view, and find significant synergy between the disk
cache and the memory system. Choices in the disk-
side cache affect both system-level performance and
system-level (in particular, DRAM-subsystem-level)
energy consumption. Though disk-side caches have
been proposed and studied, their effect upon the total
system behavior, namely execution time or CPI or
total memory-system power including the effects of
the operating system, is as yet unreported. For exam-
ple, Zhu and Hu [2002] evaluate disk built-in cache
using both real and synthetic workloads and report
the results in terms of average response time. Smith
[1985a and b] evaluates a disk cache mechanism
with real traces collected in real IBM mainframes
on a disk cache simulator and reports the results in
terms of miss rate. Huh and Chang [2003] evaluate
their RAID controller cache organization with a syn-
thetic trace. Varma and Jacobson [1998] and Solworth
and Orji [1990] evaluate destaging algorithms and
write caches, respectively, with synthetic workloads.
This study represents the first time that the effects of
the disk-side cache can be viewed at a system level
(considering both application and operating-system
effects) and compared directly to all the other com-
ponents of the memory system.
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We use a full-system, execution-based simulator
combining Bochs [Bochs 2006], Wattch [Brooks et al.
2000], CACTI [Wilton & Jouppi 1994], DRAMsim [Wang
et al. 2005, September], and DiskSim [Ganger et al.
2006]. It boots the RedHat Linux 6.0 kernel and there-
fore can capture all application behavior, and all operat-
ing-system behavior, including I/O activity, disk-block
buffering, system-call overhead, and virtual memory
overhead such as translation, table walking, and page
swapping. We investigate the disk-side cache in both
single-disk and RAID-5 organizations. Cache parame-
ters include size, organization, whether the cache sup-
ports write caching or not, and whether it prefetches
read blocks or not. Additional parameters include disk
rotational speed and DRAM-system capacity.

We find a complex trade-off between the disk
cache, the DRAM system, and disk parameters like
rotational speed. The disk cache, particularly its
write-buffering feature, represents a very powerful
tool enabling significant savings in both energy and
execution time. This is important because, though the
cache’s support for write buffering is often enabled in
desktop operating systems (e.g., Windows and some
but not all flavors of Unix/Linux [Ng 2006]), it is typi-
cally disabled in enterprise computing applications
[Ng 2006], and these are the applications most likely
to use FB-DIMMs [Haas & Vogt 2005]. We find sub-
stantial improvement between existing implemen-
tations and an ideal write buffer (i.e., this is a limit
study). In particular, the disk cache’s write-buffering
ability can offset the total energy consumption of
the memory system (including caches, DRAMs, and
disks) by nearly a factor of two, while sacrificing a
small amount of performance.

Ov.4.2 Fully Buffered DIMM: Basics

The relation between a traditional organiza-
tion and a FB-DIMM organization is shown in Fig-
ure Ov.28, which motivates the design in terms of a
graphics-card organization. The first two drawings
show a multi-drop DRAM bus next to a DRAM bus
organization typical of graphics cards, which use
point-to-point soldered connections between the
DRAM and memory controller to achieve higher
speeds. This arrangement is used in FB-DIMM.
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