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Microsoft Cloud Services
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More flexible... Dedicated HW

More efficient...
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Increase Efficiency with Hardware Specialization
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Datacenter Environment

« Software services change monthly

« Machines last 3 years, purchased on a rolling basis
« Machines repurposed ~%2 way into lifecycle

« Little/no HW maintenance, no accessibility

Homogeneity is highly desirable

The paradox: Specialization and homogeneity
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Efficiency via Specialization
y”

More flexible... Dedicated HW

More efficient..
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One Application’s Accelerator

Flexibility Efficiency
Xeon CPU ) NIC
~

Accelerator Opportunities
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One Application’s Accelerator

Flexibility Efficiency

Xeon CPU Search Acc. Search Acc. NIC
lAppIication Changes (FPGA) (ASIC)

Xeon CPU Search Acc.v2 ~ Wasted Power, NIC
"Re—assigned Server (FPGA) Holds back SW

HPC
Cluster xecon cpu Math Wasted Power, NIC
Accelerat One more thing that
ccelerator can break
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PGAS into the Datacenter
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Prototype #1: BFB Boaro
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Prototype #1: BFB board

Prototyped a 6-FPGA board

3x2 GPIO mesh

PCle connecting all FPGAs, CPU
Plugs into Supermicro GPU server
Serves L2 scoring for 48-server pod

1U, 2U, or 4U rack-mounted
1/2/4 x 10Ge ports

Up to 4 PCle x16 slots

2 sockets, 6-core Intel Westmere

PATENT OWNER DIRECTSTREAM, LLC
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Centralized Model Unsuitable for Datacenter

» Single point of failure
« Complicates rack design, thermals, maintainability
« Network communication for any use of FPGA

« Definition of the Network In-cast problem
 Precludes many latency-sensitive workloads

» Limited elasticity
« What if you need more than six FPGAs?

PATENT OWNER DIRECTSTREAM, LLC
EX. 2097, p. 11



Our Design Requirements

Don’t Burn Too Much

Don’t Cost Too Much
Power

1. Specialize HW with

o,
<30% Cost of Current an EPGA Fabric

S <10% Power Draw
ervers

2. Keep Servers (25W mayx, all from PCle)
Homogeneous

Don’t Break Anything

Work in existing servers
No Network Modifications
Do not increase hardware failure rate

PATENT OWNER DIRECTSTREAM, LLC
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Datacenter Servers

« Microsoft Open Compute Server
 1U, ¥2 wide servers

« Enough space &
power for ¥2 height,
Y2 length PCle card

 Squeeze in a single FPGA
- Won't fit (or power) GPU

http://www.globalfoundationservices.com/posts/2014/januar y/27/microsoft-contributes-cloud-server-specification-to-open-compute-project.aspx
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Microsoft Open Compute Server

EATRYS

» Two 8-core Xeon 2.1 GHz CPUs

- 64 GB DRAM Alr flow
- 4HDDs @ 2 TB, 2 SSDs @ 512 GB 200 LFM
.1 Eth

0 Gb Ethernet 68 °C Inlet

« No cable attachments to server

PATENT OWNER DIRECTSTREAM, LLC
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Catapult FPGA Accelerator Card

o Altera Stratix V GS D5 « PCle Gen 3 x8
« 172k ALMs, 2,014 M20Ks, 1,590 DSPs o 8 lanes to Mini-SAS
« 8GB DDR3-1333 SFF-8088 connectors

« 32 MB Conﬂgurahon Flash « Powered by PCle slot

4x 20 Gbps Torus Network

8GB DDR3

PATENT OWNER DIRECTSTREAM, LLC
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Board Details

16 Layer, FR408

« 9.5cm x 8.8cm x 115.8 mil
« 35mm x 35mm FPGA

« 14.2mm high heatsink

— g

SO-DIMM

(Y

Mezz Conn.
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Catapult Network Cables

BOard / Ser\/er Integ rat|Oﬂ (Mini-SAS / SFF-8088)
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ox3 Torus in a 2x24 Server Layout
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Scalable Reconfigurable Fabric

« 1 FPGA board per Server o B
« 48 Servers per ¥2 Rack

«  6x8 Torus Network among FPGAS
» 20 Gb over SAS SFF-8088 cables i

SEEPEIILILLLOLLLLTY

Data Center Server (1U,

i ] y '.—- hj

L2 width)
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An Elastic Reconfigurable Fabric

PCle (8.0 GB/s)

Top-of-Rack Switch (TOR)

PATENT OWNER DIRECTSTREAM, LLC
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An Elastic Reconfigurable Fabric

Math Acceleration
Service ___ Physics

PCle (8.0 GB/s)

SLIII (2.0 GB/s)
400 ns latency/hop
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; ‘ I < ‘ ‘ & | 3 O ‘ ( 4 GB DDR3-1333 4 GB DDR3-1333
ECC SO-DIMM ECC SO-DIMM

72 72

« Shel/handles all /O & ST — W

management tasks .
Config . 256Mb

« Roleis only application Role T e

(RSU) Flash
JTAG

LEDs

Temp
Sensors

logic | .
» Shell exposes simple & b blng
FIFOs

» Flight data recorder for
scale-out debug

» Role is Partial Reconfig
boundary o -

12C

Xcvr
reconfig

SEU
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Bing Document Ranking Flow

Query —
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SaaS1 | || I Raas 1 | | I
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I [
Saas 2 Seledted RaaS 2 |
Docunlents , [
Saas 3 : > | RaaS 3 — 10 blue links :
. I . I
: I : I
SaaS : Raas :
48 I 48 i
")) \ =) /
A\ Ported to Catapult,/

Selection-as-a-Service (SaaS)

- Find all docs that contain query terms,
- Filter and select candidate documents for

ranking

L T rrrrrrrr r r F 4

Ranking-as-a-Service (RaaS)

- Compute scores for how relevant each selected
document is for the search query
- Sort the scores and return the results
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FE: Feature Extraction

Document Features:

FE: Feature
Extraction

Score

Query: “FPGA Configuration”

NumberOfOccurrences_0 =7 | NumberOfOccurrences_1=4 = NumberOfTuples_ 0 1=1

T
W

3

& Q

N

WIKIPEDIA
The Free Encyclopedia

Main page
Contents

Featured content
Current events
Random article
Donate to Wikipedia

~ Interaction
Help
About Wikipedia
Community portal
Recent changes
Contact Wikipedia

» Toolbox

-

Print/exxport

w Languages
el
FRAT
EBArapekn
Boarisch
Catald

°®|\V hite:/en wikipedia.org/wik /FPGA £ ~ B € X || W Field gate ... % | ok

& Log in / create account

Article  Talk Read Edit View history |Searct Q

Field-programmable gate array

From Wikipedia, cyclopedia
Redirected fro

A field-programmable gate array fFPGA)|is an integrated circuit desianed to be configured by the customer or
designer after manufacturing—hence "lield-programmable”. The FPGA |:0nﬁguration is generally specified using a
hardware description language (HDL), similar to that used for an application-specific integrated circuit (ASIC) (circuit

were previously used to specify the configuration, as they were for ASICs, but this is increasingly rare).

GAs|can be used to implement any logical function that an ASIC could perform. The ability to update the
unctionality after shipping, partial re-configuratior of a portion of the designl!l and the low non-recurring engineering
costs relative to an ASIC design (notwithstanaing the generally higher unit cost), offer advantages for many
applications.2!

contain programmable logic components called "logic blocks", and a hierarchy of reconfigurable
interconnects that allow the blnrks tn he "wired together"—somewhat like many (changeable) logic gates that can be
inter-wired in {(many) different configurations . Logic blocks can be ganfigured to perform complex combinational
functions, or merely simple logic gates like AND and XOR. In mosthe lagic blocks also include memory
elements, which may be simple flip-flops or more complete blocks of memory 121

In addition to digital functions, some|FPGAsihave analog features. The most common analog feature is
programmable slew rate and drive strength on each output pin, allowing the engineer to set slow rates on lightly
loaded pins that would otherwise ring unacceptably, and to set stronger, faster rates on heavily loaded pins on high-
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FFE: Free Form Expressions

DOCl;ment Features: NumberOfOccurrences_0 =7 | NumberOfOccurrences_1=4 = NumberOfTuples_ 0 1=1

FE: Feature
Extraction \ \

FFE #1 =(2*NumberOfOccurrences 0+ NumberOfOccurrences 1)
(2 * NumberOfTuples 0 1

- Metafeature #1 =9

'

Score
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Feature Extraction Accelerator
Compressed Control/Data Distribution latches
T
\! \! ! ! \! \!

Free Form
Expression
(FFE)

- 196 feature families I J J J J J ! \

« 54 state machines
» 2.6K dynamic features extracted in
less than 4us (~600us in SW)
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FFE Soft Cores

« Soft processor for multi- Vi
threaded throughput

4 HW threads per core
6 cores share a complex ALU
log, divide, exp, float/int conv.

« 10 clusters (240 HW threads) e
per FPGA il
Scheduler I-Mem ngél:ée
Rank FFE v
I\/?(r)]d:Ir CMOdﬁl Backend mﬁ%
File (INI) omptier Compiler FHDHEMH W
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Putting it all together

Document
Y

FE: Feature Extraction J

Score Compute
Score

Compute
Score

L
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FPGA 7

8-Stage Pipeline

RaaS Servers
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Document
Scoring
Request

Return
Score

Document
Scoring
Request

Server

Server

Server

Server

Server

Server
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Accelerating Large-Scale Services — Bing Search
1,632 Servers with FPGAs Running Bing Page Ranking Service (~30,000 lines of C++)

95% Query Latency vs. Throughput

SW + FPGA
2x Increase in '

Throughput
S ’ Reduced #—

29% Latency grservers

Reduction. ' 7 . < 309% Cost

25 W Power
) HW Failures
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Production in Early 2015

===SW Only e=e=S\W +FPGA
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FPGAS tor Application Acceleration

» Hardware is the “easy” part
» Software changes fast
» Services last across hardware generations

Software & Compiler & RTL &
Language Tools Hardware

PATENT OWNER DIRECTSTREAM, LLC
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Compiler & Software &

RTL &

Ensuring Maintainability & Sustainability

% « Structure software for explicit data
£ communication i
« Pass-by-value vs. Pass-by-reference
» + Create programmable substrates
2 « "Programming” FFE is just writing C++ code
« Wide spectrum between CPU and full custom RTL
o« Shell & Role, Common APIs =l
é « Abstract away board interfaces & FPGA details from L  Inter-PGA Router e
z the application B B
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A

(D
~

—

eeds tor FPGA Computing

uge need for high-productivity languages
« C-to-gates tools did not do well on FE state machines
« Domain-specific languages, OpenCL, BlueSpec both show promise

[
_I_

Software &
Language

» Faster compilation times
- Fewer warnings... NO warnings on IP libraries
» Better debugging integration

Compiler &
Tools

« Hardened PCle, DDR, JTAG debugging
» Faster, more efficient DDR
Improved floating-point performance

RTL &
Hardware
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Conclusions
» Hardware specialization is a (the?) way to gain
efficiency and performance

« The Catapult recontfigurable fabric offers a flexible,
elastic pool of resources to accelerate services

» Results for Bing: ¥2 the number of ranking servers,
ower latency, reduced variance, proven scalability,
oroven resilience

» Bing going to production in early 2015
» Biggest future problem is programmability
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