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Summary of Argument
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Institution Grounds

RaPiD

Case Number(s) | Reference(s) | Basis Claim(s)
Challenged

IPR2018-01601, | Splash2 35 US.C. 1,15, 18, 21,

IPR2018-01602, §§ 102(a) and and 22

IPR2018-01603 102(b)?

IPR2018-01601, | Splash2 35US.C. § 103(a) |1,15, 18,21,

IPR2018-01602, and 22

IPR2018-01603

I[PR2018-01601, | Splash2 and 35US.C.§ 103(a) |1,15, 18,21,

IPR2018-01602, | Gaudiot and 22

IPR2018-01603

I[PR2018-01601 | Splash2 and 35US.C.§ 103(a) |8 and9

Source: Institution Decision, 10-11
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Institution Grounds

and Gaudiot

Case Number(s) | Reference(s) | Basis Claim(s)
Challenged
IPR2018-01601 | Splash2, 35U.S.C.§ 103(a) |8 and 9
RaPi1D, and
Gaudiot®
[PR2018-01601 | Splash2 and 35 U.S.C.§ 103(a) |20
Jeong
IPR2018-01601 | Splash2, 35 US.C. § 103(a) |20
Jeong, and
Gaudiot
IPR2018-01602 | Splash2 and 35U.S.C.§ 103(a) |7,17, and 24
Chunky SLD
IPR2018-01602 | Splash2, 35 US.C.§ 103(a) | 7,17, and 24
Chunky SLD,
and Gaudiot
[PR2018-01603 | Splash2 and 35 US.C. § 103(a) |2-5,22, and
Roccatano 23
IPR2018-01603 | Splash2, 35 US.C. § 103(a) |2-5, 22, and
Roccatano, 23

Source: Institution Decision, 8-9, 16-42
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1601 vs 1605 Cross-Reference

1601 and 1605 Petitions pertain to related patents
« The asserted prior art is the same across both consolidated proceedings

PO Exhibit List Description 1601 Ex. No. | 1605 Ex. No.
Deposition Transcript of Harold Stone dated 5/30/19 2066 2065
Stone 1987 - HPC Architecture 2070 2069
Deposition Transcript of Stephen Trimberger dated 6/7/19 2076 2075
U.S. Patent 6,339,819 B1 2085 2084
Declaration of Jon Huppenthal dated 7/11/19 2100 2101
SRC Carte TMC Programming Environment v3.0 Guide (Pre-Release) 2107 2108
Declaration of Dr. Houman Homayoun dated 7/25/19 2111 2112
[28] DirectHit SEC Filings, located at 2139 2140
https://www.sec.gov/Archives/edgar/data/1092756/0000912057-99-010346.txt
[44] U.S. Patent No. 8,589,666 2155 2156
Declaration of Tarek EI-Ghazawi dated 7/23/19 2164 2166
[EL-GHO8] Tarek El-Ghazawi, Esam El-Araby, Miaoqing Huang, Kris Gaj, Volodymyr Kindratenko, and
Duncan Buell, "The Promise of High-Performance Reconfigurable Computing," IEEE Computer, vol. 2165 2167
41, no. 2, pp. 69-76, February 2008
[BUELQO7] Buell, EI-Ghazawi, Gaj, and Kindratenko, “High-Performance Reconfigurable Computing” 2166 2168
IEEE Computer (Guest Editors Intro), March 2007 (Vol. 40, No. 3).
[1005] Halverson, “The Functional Memory Approach to the Design of Custom Computing 2167 2169
Machines,” Dissertation University of Hawaii, August 1994
U.S. Patent No. 5,748,613 2169 2171
European Patent EP 1 820 309 B1 2170 2172
U.S. Patent No. 8,543,746 2171 2173
U.S. Patent No. 8,352,456 2172 2174
U.S. Patent Pub. No. 2010/0070730 Al 2173 2175
Deposition Transcript of Dr. Harold S. Stone dated December 13, 2019 2176 2178
Supplemental Declaration of Dr. Houman Homayoun Under 37 CFR §42.64(B)(2) 2177 2179

Source: Institution Decision, 8-9, 16-42 PODX -6



Burden of Proof for Invalidity




Legal Authority - Burden of Proof in IPRs

» Petitioner bears the burden of proving by a
preponderance of the evidence, with substantial
evidence, that the Patent is invalid under 35 U.S.C.
§§102 and 103

« See Corning Inc. v. DSM LP Assets B.V, IPR2013-
00048, Paper 96 at 4 (P.T.A.B. July 11, 2014) (emphasis
in original) (“Showing a reasonable likelihood of
prevailing [for institution] is less stringent a standard than
prevailing by a preponderance of the evidence.”).

Source: Response, 74 PODX - 8



Requirements for Anticipation

« Under 35 U.S.C. §102, a claim is “anticipated only if
each and every element as set forth in the claim is
found, either expressly or inherently described, in a
single prior art reference.” Verdegaal Bros. v. Union Oil
Co. of Cal., 814 F.2d 628, 631, 2 USPQ2d 1051, 1053
(Fed. Cir. 1987).

Source: Response, 74 PODX-9



No ambiguity

« Claim elements must be described in a single reference

with “sufficient precision and detail to establish that the
subject matter existed in the prior art.” Verve, LLC v.
Crane Cams, Inc., 311 F.3d 1116, 1120 (Fed. Cir. 2002);
Richardson v. Suzuki Motor Co., 868 F.2d 1226, 1236, 9
USPQ2d 1913, 1920 (Fed. Cir. 1989).

Ambiguous references do not anticipate claims. Wasica
Fin. GmbH v. Cont’l Auto. Sys., Inc., 853 F.3d 1272,
1284 (Fed. Cir. 2017) (finding claim not invalidated
because prior art was ambiguous on whether requisite
disclosure would be present to a POSITA and therefore
did not anticipate the claim).

Source: Response, 75 PODX-10



Requirements for Obviousness

* Obviousness requires:
— (1) “all the claimed elements were known in the prior art,”

— (2) “one skilled in the art could have combined the elements as
claimed by known methods with no change in their respective
functions,” and

— (3) “the combination yielded nothing more than predictable
results to one of ordinary skill in the art.”

« MPEP §2143(A) (emphasis added) (citing KSR, 550 U.S.
at 416; Sakraida v. AG Pro, Inc., 425 U.S. 273, 282
(1976); Anderson’s-Black Rock, Inc. v. Pavement
Salvage Co., 396 U.S. 57, 62-63 (1969); Great Atl. & P.
Tea Co. v. Supermarket Equip. Corp., 340 U.S. 147, 152
(1950)).

Source: Response, 110 PODX - 11



Requirements for Obviousness

« “An invention is not obvious simply because all of the
claimed limitations were known in the prior art at the time
of the invention. Instead, we ask ‘whether there is a
reason, suggestion, or motivation in the prior art that
would lead one of ordinary skill in the art to combine the
references, and that would also suggest a reasonable
likelihood of success.”” Caterpillar Inc., IPR2017-02188,
Paper 71 at 17 (Final Written Decision) (quoting Forest
Labs, LLC v. Sigmapharm Labs., LLC, 918 F.3d 928, 934
(Fed. Cir. 2019); Smiths Indus. Med. Sys., Inc. v. Vital
Signs, Inc., 183 F.3d 1347, 1356 (Fed. Cir. 1999)).

Source: Response, 76 PODX-12



Requirements for Obviousness

 In evaluating combinations of the prior art, it is not
sufficient to say that a result may occur from a given set
of conditions, but rather, it must occur. PersonallWeb
Techs., LLC. v. Apple, Inc., 917 F.3d 1376, 1382 (Fed.
Cir. 2019). If an equally plausible or more plausible
interpretation of the prior art can be supported by
evidence, then obviousness cannot be found through an
application of inherency. /d.

Source: Response, 77 PODX-13



Requirements for Obviousness

« Additionally, “it can be important to identify a reason that
would have prompted a person of ordinary skill in the
relevant field to combine the elements in the way the
claimed new invention does.” KSR, 550 U.S. at 418; see
also MPEP §2143(A).

 And, the burden remains on Petitioner to demonstrate
“what [skilled artisans] would have been motivated to
do.” ZTE, 685 Fed. App’'x 939-40.

« “If any of these findings cannot be made, then this
rationale cannot be used to support a conclusion that the

claim would have been obvious to one of ordinary skill in
the art.” MPEP §2143(A).

Source: Response, 76-77, 110-111; Sur-Reply, 4-6 PODX - 14



Rational underpinning

(11

* "“[R]ejections on obviousness cannot be sustained by
mere conclusory statements; instead, there must be
some articulated reasoning with some rational
underpinning to support the legal conclusion of
obviousness.” KSR, 550 U.S. at 418.

« Additionally, objective evidence relevant to
nonobviousness (“secondary considerations”) may
include evidence of commercial success, long-felt but
unsolved needs, failure of others, and unexpected
results. See Graham, 383 U.S. at 17-18.

Source: Response, 76-77

PODX - 15



All PO evidence must be considered

 All PO evidence must be considered:

Petitioner’s objections are without merit and of the type the Board frowns
upon as no analytical attempt was made to actually form a proper evidentiary
objection.* It will be reversible error if the Board does choose to ignore or strike all
these exhibits. See, e.g., Knauf Insulation, Inc. v. Rockwool Int’l A/S, No. 2018-
1810, et al., 2019 WL 5152356, at *4 (Fed. Cir. Oct. 15, 2019) (vacating Board
mvalidity ruling based on improper interpretation of prior art reference at the time
of mmvention); Personal Web Techs., LLC v. Apple, Inc., 917 F.3d 1376, 1382-83
(Fed. Cir. 2019) (same); Align Tech., Inc. v. ClearCorrect Operating, LLC, 745 Fed.

App’x 361, 364-65 (Fed. Cir. 2018) (same).

Source: Resp. to Pet. Motion to Exclude, 12 PODX - 16



Claim Construction Standard




Claim Construction

» Claim construction and determination of claim scope
must be proper to evaluate validity

Source: Response, 29-33

Phillips standard — claims given ordinary and customary
meaning

Phillips standard — intrinsic evidence first

Phillips standard — extrinsic evidence if the intrinsic evidence is
unclear, but it must still be consistent with intrinsic record

Cannot exclude preferred embodiment

Claim differentiation, preserve meaning and scope of different
claims

Separate claim terms should be given separate meaning

PODX - 18



Claim Construction

 Phillips standard — claims given ordinary and customary
meaning

« The words of a claim should be given their “ordinary and
customary meaning,” which is “the meaning that the
term[s] would have to a [POSITA]...at the time of the
invention.” Phillips v. AWH Corp., 415 F.3d 1303, 1312-
13 (Fed. Cir. 2006) (en banc).

 The Board should also consider the context in which the
term is used in an asserted claim or in related claims in
the patent or specification. /d. at 1313

Source: Response, 29-33 PODX-19



Claim Construction

 Broadest Reasonable Interpretation — construction must
still be reasonable

* “The broadest reasonable interpretation does not mean
the broadest possible interpretation.” See MPEP §2111.
“Rather, the meaning given to a claim term must be
consistent with the ordinary and customary meaning of
the term (unless the term has been given a special
definition in the specification), and must be consistent
with the use of the claim term in the specification and
drawings.” /d.

Source: Response, 32 PODX - 20
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Purpose of the patent

 The ‘324 patent claims techniques for enhancing parallelism and
performance in reconfigurable computing systems. EX1001,1:37-41.

« At the time of the invention, “most large software applications
achieveld] high performance operation through the use of parallel
processing” that required “multiple processors to work
simultaneously on the same problem.” EX1001, 1:42-50.

(10 AV 104, 104, O A0, 04, 10eg
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Prior Art

Source: Response, 15 PODX - 23



Purpose of the patent

« The specification discusses the problem of passing data
over numerous boundaries (or seams) between
processing elements in typical multi-processor systems.

— "In a multi-processor, microprocessor-based system, each

processor is allocated but a relatively small portion of the total
problem called a cell. However, to solve the total problem,
results of one processor are often required by many adjacent
cells because their cells interact at the boundary and upwards of
six or more cells, all having to interact to compute results, would
not be uncommon. Consequently, intermediate results must be
passed around the system in order to complete the computation
of the total problem. This, of necessity, involves numerous other
chips and busses that run at much slower speeds than the
microprocessor thus resulting in system performance often many
orders of magnitude lower than the raw computation time.”

EX1005 at 2:26-38.

Source: Response, 35

PODX - 24



Purpose of the patent

« The problem was that “as more and more performance is
required, so is more parallelism, resulting in ever larger
systems” to the point that “[c]lusters exist ... that have
tens of thousands of processors and can occupy football
fields of space.” EX1001, 1:50-56. “Systems of such a
large physical size present many obvious downsides,
including, among other factors, facility requirements,
power, heat generation and reliability.” EX1001, 1:56-59.

Source: Response, 15 PODX - 25



Purpose of the patent

* |n a multi-processor, microprocessor-based system, each
processor is allocated but a relatively small portion of the total
problem called a cell. However, to solve the total problem,
results of one processor are often required by many adjacent
cells because their cells interact at the boundary and upwards
of six or more cells, all having to interact to compute results,
would not be uncommon. Consequently, intermediate results
must be passed around the system in order to complete the
computation of the total problem. This, of necessity, involves
numerous other chips and busses that run at much slower
speeds than the microprocessor thus resulting in system
performance often many orders of magnitude lower than the
raw computation time.

EX1001, 2:25-37 (emphasis added).

Source: Response, 16 PODX - 26



Purpose of the patent

The inventors of the 324 patent realized that this problem could be
solved by “a processor technology ... that offers orders of magnitude
more parallelism per processor.” EX1001, 1:63-65.

And that this type of processor technology is “possible through the
use of a reconfigurable processor” because reconfigurable
processors can “instantiate as many functional units as may be
required to solve the problem up to the total capacity of the
integrated circuit chips they employ.” EX1001, 1:65-2:5.

The inventors of the 324 patent also realized that additional, and
less obvious, performance gains could “also be realized by
reconfigurable processors due to the much tighter coupling of the
parallel functional units within each chip than can be accomplished
in @ microprocessor-based computing system.” EX1001, 2:17-24.

Source: Response, 15-16 PODX - 27



Purpose of the patent

 In a reconfigurable computing system, “since ten to one
thousand times more computations can be performed
within a single chip, any boundary data that is shared
between these functional units need never leave a single
integrated circuit chip.” EX1001, 2:38-42 (emphasis
added).

« “Therefore, data moving around the system, and its
impact on reducing overall system performance, can
also be reduced by two or three orders of magnitude.”
EX1001, 2:42-45.

Source: Response, 16-17 PODX - 28



Purpose of the patent

_ YL
a2 United States Patent 206 " " "

Huppenthal et al. @ e @ @'@

Seresese

CHNIQUES FOR ENHANCING
PARALLELISM AND PERFURMANCE OF
COMPUTATIONAL FUNCT ' ' ' '
(75)  lnventors: Jon M. Huppenthal. Colorada Springs, ‘ .‘ " *‘ .‘
ce E. Cali *
5

I Sote
- R
rui{Fu) @. H
XTHCT T

pa astcd
US.E. 154(b) by 550 days.

ADDITIONAL
ADARTIVE
PROCESS0OR
CHIPS

(21) Appl. No: 10285318

({22) Filed: Oct. 31, 2002

MEMORY

(65) Prior Publication Data
US 20040088527 Al May &, 2004

(51) Int. C1
GG 1700 (2006011

(52) US.C] "

(58] Field o

ADAPTIVE PROCESSOR CHIF

INTERCOMMECT

Source: EX1001, Fig. 2; Response, 44-45 PODX - 29



Purpose of the patent

PHASE 1
- LOOP A "ACTIVE"

- LOOP B "INACTIVE'

PHASE 2

- LOOP A"INACTIVE"

- LOOP B"ACTIVE'

FHASE 1

- LOOP AWORKS ON
DIMENSION 1

- LOOP B WORKS ON
DIMENSION O
{may be dummy data)

PHASE 2

- LOOP AWORKS ON
DIMENSION 2

- LOOP B WORKS ON
DIMENSION 1

Source: EX1001, Figs. 4A, 4B; Response, 46
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Purpose of the patent
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Purpose of the ‘324 Patent — Independent claim 1

N
an

60

65

UIS007225324B2

a2 United States Patent (o) Patent No: US 7,225,324 B2
T'he invention claimed is:

1. A method for data processing in a reconfigurable
computing system, the reconfigurable computing system
comprising at least one reconfigurable processor, the recon-
figurable processor comprising a plurality of functional
units, said method comprising:

transforming an algorithm into a calculation that is sys-

tolically implemented by said reconfigurable comput-
ing system at the at least one reconfigurable processor:
instantiating at least two of said functional units at the at
least one reconfigurable processor to perform said
calculation wherein only functional units needed to
solve the calculation are instantiated and wherein each
instantiated functional unit at the at least one reconfig-

CSATTITAT TS Chang erar SIS, 20 PraWIng Sneers -

Petitioner Microsoft Corporation - Ex. 1001, p. 1

urable processor interconnects with each other instan-
tiated functional unit at the at least one reconfigurable
processor based on reconfigurable routing resources
within the at least one reconfigurable processor as
established at instantiation, and wherein systolically 5
linked lines of code of said calculation are instantiated
as clusters of functional units within the at least one
reconfigurable processor;

utilizing a first of said instantiated functional units to
operate upon a subsequent data dimension of said 10
calculation forming a first computational loop: and

substantially concurrently utilizing a second of said
instantiated functional units to operate upon a previous
data dimension of said calculation forming a second
computational loop wherein said systolic implementa- 15
tion of said calculation enables said first computational
loop and said second computational loop execute con-
currently and pass computed data seamlessly between
said computational loops.

Source: EX1001; Response, 53
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Disputed Claim Terms

« “pass computed data seamlessly between said
computational loops”

Source: Response, TOC PODX - 36



“pass computed data seamlessly between said computational

loops”

1. “pass computed data seamlessly between said computational loops”

DirectStream’s Construction Petitioner’s Construction

communicating the computed to communicate computed data directly
data over the reconfigurable

routing resources

Source: Response, 34-35 PODX - 37



“pass computed data seamlessly between said computational
loops”

« Petitioner’s construction of this term improperly
introduces the limitation of “directly” that is not
supportable by the intrinsic or extrinsic evidence

« DirectStream’s proposed construction comes directly
from the intrinsic record and captures the plain and
customary understanding that “seamless” should be
without seams or boundaries between processing
elements. EX21119[{][159-168, 220-223..

Source: Response, 35 PODX - 38



“pass computed data seamlessly between said computational
loops”

« Dr. Stone testified that the word “directly” means “the
data goes from the first to the second without going to
something intervening.” EX2064 at 85:14- 24;
EX21119[171.

« But when questioned what constitutes “intervening
structures” Dr. Stone was unable to specifically identify
anything because “l think you’re opening a whole
universe.” EX2064 at 86:13-18; EX21119172.

13 Q. Okay. Are there any other examples
__ of mtervening structures or circuits that
1= would violate this direct connection?

__ A I-1think vou're opemng a
B umiverse. I'm not going to answer that because
I'd like to -- let's get specific things.

Source: Response, 41 PODX - 39



“pass computed data seamlessly between said computational

loops”

His answers depended on where its expert draws the
boundaries of the processing element. EX2064 at 85:25-

87:24; EX21114[173.

[EE

i

Page 85

STONE, Ph.D.
O, there it is. Okay.
So this concept of systolic, what's
your opinion of what that means?

A. My opinion of what it means is in
the report. It means it's the characteristic
of thythmically computing and passing data
directly between processing elements. And then
I quote: "Without a program counter or clock
that drives a movement of data.” and also
operating in a manner that is, "transport
triggered. i.e., by the arrival of a data
object."

Q. Okay. And you mention the word
"directly," it was passing data directly
between processing elements. What does that
phrase mean to you or what's the context?

What are you frying to describe
there?

A. That the data goes from first to the
second without going fo something intervening.
It directly go -- is connected immediately.
Indirectly we -- you go through one or more
intervening places to get there.

Q. Okay. So would memory, if the data

L S T

Page 86

STONE. Ph.D.

was going from one processing element fo memory
and then back to a processing element. is that
something you would consider as an intervening
thing?

A, Well. that would not be a direct
connection of the output of the cell to the
next cell. It says, "Between processing
elements you're directly connected.” If you're
saying you have a processing element outputting
to memory and then coming back to another
processing element, that would not be direct.

Q. Okay. Are there any other examples
of intervening structures or circuits that
would violate this direct connection?

A, TI--TIthink you're opening a
universe. I'm not going to answer that because
I'd like to -- let's get specific things.

Q. Well, how about a -- a register?
Would that be an intervening structure?

A. T--Tm puzzled because that --
that register would be within -- within the
processing element in my mind.

Q. Okay.

A, Ifit's within the processing

L Y B O R

o

STONE. Ph.D.
element as a register. yeal. I would put it
there, then the output of that register, if
it's connected directly to the input of the
next processing element, would be direct.

Q. Okay. So your view of the register
would be that it's part of the processing
element and. therefore, is not intervening is
your opinion?

MR. MICALLEF: Objection. QOutside
the scope.

THE WITNESS: When you rephrased it,
I'm not sure I got all the words, all the
ifs, ands and buts.

BY MR. HSU:

Q. Letme try again. So your view of
the register would be it's part of the
processing element and. therefore, is not
intervening?

MR. MICALLEF: Same objection.
Excuse me.

THE WITNESS: I'm -- see, I didn't
say that. If the register is part of the
processing element, then the connection
would be direct. And I don't know exactly

Source: Response, 41

PODX - 40




“pass computed data seamlessly between said computational

loops”

Petitioner’s construction depends on where its expert
draws the boundaries of the processing element.
EX2064 at 88:12-91:24; EX21119[Y[174-175.

[EV I S

S

o

Page 88

STONE, Ph.D.

the motivation for leaving it out of the

processing element, so I'm confused there

as to what it would be doing there.

I--T'd have to look at the -- at
the cells, the processing elements, and T
would be able to look and see, is the
output directly connected to the next
input. That's how T would make my
judgment.

BY MR. HSU:

Q. What about a buffer? Is that
something that you would consider an
intervening structure?

MR. MICALLEF: Objection. Outside
the scope.

THE WITNESS: Well, the buffer 1s
more complex. Is it itself a processing
element? Then it's directly connected from
a processing element to the processing
element buffer, and from there, directly
connected to the next processing element.

I'd have to see the context of this
to see if it -- if the connections are
direct, because as you describe it, it's

Q. Yeah. let me try that again because
I know I stumbled all over stuff too.
So in this hypothetical that you
kind of outlined. there was a Processing
Element 1 and then a Processing Element 3. and
we're frying to send data from 1 to 3. If
there's a Processing Element 2 in between.
would that constitute an intervening structure?
MR. MICALLEF: Objection. Qutside
the scope. Lack of foundation.

Source: Response, 41

TS T S P B O I
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Page 90

STONE. Ph.D.

THE WITNESS: Again, I would have to
look at the whole thing. but the way you
described it, we have direct connections 1
to 2. 2 to 3, and if it's thythmically
computing and passing data directly between
processing elements. it would still be
systolic. So I don't know why it wouldn't
be systolic.

Q. And if Processing Element 2 had a
buffer in there, does it change the analysis at
all?

MR. MICALLEF: Objection. Outside
the scope. Lack of foundation.
THE WITNESS: So within Processing

Element 2. there's a buffer and there's

s W)

[EERE e

STONE, Ph.D.
boundaries of Processing Element 2, and at
the boundaries of Processing Element 2 it
is directly connected from the output of 1
mto the mput of 3. So it's still -- all
the connections that you describe are still
direct connections.
BY MR. HSU:
Q. Well, I'm wondering, earlier you
said that you have a direct connection from 1
to 2 and then from 2 to 3, but not a direct
connection from 1 directly to 3, and I'm
wondering if you introduce a buffer in
Processing Element 2, which T think was your
original hypothetical, I was asking does that
change that direct connection between 1 and 3
or the lack thereof?
MR. MICALLEF: Same objections.
THE WITNESS: The inclusion of the
buffer doesn't change anything because the
direct connections only are with respect to
the boundaries of the processing element,
so whatever 1s inside 2 doesn't change my
opinion on what's direct.
BY MR. HSU:

PODX - 41



“pass computed data seamlessly between said computational
loops”

« Petitioner argues in reply:

— DirectStream also erroneously asserts Dr. Stone testified that if a
register were between processing elements there could still be a
direct connection between those processing elements.
Response, 41, citing EX2064 at 86:19-88:10, 88:12-91:24. That's
not what he said. In the cited testimony, Dr. Stone stated he
was talking about a register that was “within” a processing
element, not one that was between processing elements.
See EX2064, 86:21-87:5 (“A. | -- I'm puzzled because that -- that
register would be within -- within the processing element in my
mind. Q. Okay. A. If it's within the processing element as a
register, yeah, | would put it there, then the output of that
register, if it's connected directly to the input of the next
processing element, would be direct.”)

* Reply, 24-25 (emphasis added). .

Source: Reply, 24-25 PODX - 42



“pass computed data seamlessly between said computational
loops”

* This is the precise problem. See Response, 41. If Dr.
Stone deems the register to be “within,” then it must be
direct; otherwise if he deems the register to be without,
then it is not direct.

« The same circuit would be both direct and indirect,
depending on where the boundaries of the “processing
element” are arbitrarily drawn with respect to intervening
structures, which Dr. Stone concedes he could not clarify
because it “open[s] a whole universe.”

* This is not a reasonable claim construction position for
Petitioner to take under either Phillips or BRI

Source: Response, 41; Sur-Reply, 20 PODX - 43



“pass computed data seamlessly between said computational
loops”

« Petitioner’s inclusion of this extraneous word into the
construction does nothing but improperly introduce
ambiguity and confusion. EX21119[{[169-176.

« The ambiguity arising from Petitioner’s insertion of the
word “directly” would be avoided by simply specifying
that the computed data is communicated over the
reconfigurable routing resources on the chip, which all of
the experts and the named inventor concur is what the
patent teaches.

— Response, 36 (Dr. Stone EX2064 at 85:14-86:12, 90:19-91:24)

— Response, 39 (Dr. Homayoun'’s report EX21119[[161-167, 220-
223);

— Reply, 21 (Mr. Huppenthal’s report, EX2100, 55).

Source: Response, 41; Sur-Reply, 20-21 PODX - 44



“pass computed data seamlessly between said computational
loops”

« The specification discusses the problem of passing data
over numerous boundaries (or seams) between
processing elements in typical multi-processor systems.
EX1005 at 2:26-38.

— "In a multi-processor, microprocessor-based system, each
processor is allocated but a relatively small portion of the total
problem called a cell. However, to solve the total problem,
results of one processor are often required by many adjacent
cells because their cells interact at the boundary and upwards of
six or more cells, all having to interact to compute results, would
not be uncommon. Consequently, intermediate results must be
passed around the system in order to complete the computation
of the total problem. This, of necessity, involves numerous other
chips and busses that run at much slower speeds than the
microprocessor thus resulting in system performance often many
orders of magnitude lower than the raw computation time."

Source: Response, 35 PODX - 45



“pass computed data seamlessly between said computational
loops”

« The specification then discusses how the patent solves
this problem by ensuring that “any boundary data” that is
shared between processing units “need never leave a
single integrated circuit chip.” EX1005 at 2:38-48.

— On the other hand, in the use of an adaptive processor- based
system, since ten to one thousand times more computations can
be performed within a single chip, any boundary data that is
shared between these functional units need never leave a single
integrated circuit chip. Therefore, data moving around the
system, and its impact on reducing overall system performance,
can also be reduced by two or three orders of magnitude. This
will allow both significant improvements in performance in certain
applications as well as enabling certain applications to be
performed in a practical timeframe that could not previously be
accomplished.

Source: Response, 36 PODX - 46



“pass computed data seamlessly between said computational
loops”

« The specification supports this understanding. The '324
patent describes one of the problems with conventional
multi-processor computing systems is that they require
iIntermediate results be passed through numerous chips
and busses “that run at much slower speeds than the
microprocessors thus resulting in system performance
often many orders of magnitude lower than the raw
computation time.” EX1001 at 2:25-37, 4:64-5:30.

Source: Response, 39 PODX - 47



“pass computed data seamlessly between said computational
loops”

« By contrast, the adaptive processor-based system

described by the ‘324 patent can perform “ten to one
thousand more computations

... within a single chip” so that “data that is shared
between functional need never leave a single integrated
circuit chip.” EX1001 at 2:38-48.

The functional units are interconnected by reconfigurable
routing resources. EX1001, Fig. 2, 5:31-51.

S0, any “seamless” on chip communications use the
reconfigurable routing resources as opposed to the
busses and numerous chips used by conventional multi-
processor computing systems

Source: Response, 39 PODX - 48



“pass computed data seamlessly between said computational
loops”

* File History is consistent with this construction

— “...more computations can be performed within a single chip and
any boundary data that is shared between these functional units
need never leave a single integrated circuit chip, eliminating the
need for external communication protocols and simplifying
internal communications. For example, a compiler associated
with the reconfigurable computing system can establish stream
connections between functional units that rely on general
communication protocols.”

« EX1002 at 117-118.

Source: Response, 36-38 PODX - 49



“pass computed data seamlessly between said computational
loops”

* File History is consistent with this construction

— “Khan and Gupta do not teach performing these calculations in a
single processor. Rather multiple processors are disclosed which
would require consideration for both internal and external
communication protocols.... The invention as claimed states that
communication between functional units, and not the processors,
is communication protocol independent.... Applicants’ invention
utilizes available resources to have an application evaluate a
problem in a concurrent data flow sense and not in a pipeline
sense. That is, it will “pass” a subsequent dimension of a given
problem through a first loop of logic concurrently with the
previous dimension of data being processed through a second
loop. This type of concurrent operation cannot occur in the
pipeline operation described in Khan.”

« EX1002 at 148-150.

Source: Response, 36-38 PODX - 50



“pass computed data seamlessly between said computational
loops”

* File History is consistent with this construction

— Additionally, during prosecution, the applicant argued that the
use of the words “protocol independent” in the claims was
intended to “impart the ability of the functional units to

seamlessly pass computed data between computational loops
comprised of functional units.”

« EX1002 at 224.

Source: Response, 36-38

PODX - 51



“pass computed data seamlessly between said computational
loops”

* File History is consistent with this construction

— The applicant explained that “communication between other
reconfigurable processors within the system would require
communication protocol but communication between functional
units within an individual reconfigurable processor is free of such
a requirement.”

« EX1002 at 174-75; 224-25.

Source: Response, 36-38 PODX - 52



“pass computed data seamlessly between said computational
loops”

* Thus, the prosecution history makes clear that
“seamlessly” is achieved by utilizing the reconfigurable
routing resources to provide a protocol independent
communication without the “seams” typically
experienced at the boundary of processors.
EX21119f[161-167, 220-223.

Source: Response, 36 PODX - 53



“pass computed data seamlessly between said computational

loops”

» Petitioner’s construction would also exclude standard
FPGAs (including the type described in the embodiments
of the '324 Patent and the specific FPGA chips used in
Petitioner’s prior art references) since standard FPGAs
contain reconfigurable routing resources (comprising
buffers and switches) between the configurable logic
blocks.

* For example, the literature on Xilinx FPGA chips shows
buffer switch boxes and three-state buffers to connect
two or more configurable logic blocks. EX1035 at 31;
EX2078 at 19-29, 32-34, 37-41, 46-51, 59-65

Source: Response, 40 PODX - 54



“pass computed data seamlessly between said computationa

loops’

Product Obsolete or Under Obsolescence

X XILINX® XC4000E and XC4000X Series Field

Programmable Gate Arrays

May 14, 1999 (Version 1.6) Product Specification
b
XC4000E and XC4000X Series
Features Product Obsolete or Under Obsolescence .
Note: Information in this data Sheet Covers the XCAOO0E, XC4000E and XC4000X Series Field Programmable Gate Arrays 0 XILNX

XC4000EX, and XC4000XL families. A separate data sheet
covers the XC4000XLA and XC4000XV families. Electrical

ifications and i are covered in
separate sections for each family to make the information

easier to access, review, and print. For access to these sec- b
FIELD-PROGRAMMABLE GATE tions, see the Xilinx web site at
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SINGLE
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Flexible Array Architecture
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Dennis McCarty - IEEE 1149.1-compatible boundary scan logic
Telle Whitney support oNG
actel - Individually programmable output slew rate
- Programmable input pull-up o pull-down resistors
- 12 mA sink current per XC4000E output
and « Configured by Loading Binary File
The Technical Staff of Altera Corporation - Unlimited re-programmability
edited by + Read Back Capability e :ﬁ:nlﬁﬁc'r
Robert Hartmann - Program verification
- Internal node observability .-
« Backward Compatible with XC4000 Devices }FEEDEW
+ Development System runs on most common computer
platforms o
a - Interfaces to popular design environments b2 T
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‘m - Interactive design editor for design optimization ™ {
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Petitioner Microsoft Corporation - Ex. 1033, p. 30

Source: Response, 40, 102 PODX - 55



“pass computed data seamlessly between said computational
loops”

« Claim differentiation with dependent claims

* Inclusion of “directly” removes instantiation of anything in
the reconfigurable routing resources, contrary to plain
claim language and dependent claim 15

Source: Response, 42, 51 PODX - 56



“pass computed data seamlessly between said computational
loops”

« EX1007 Splash2 prior art

0A 76
8
568 568

Splasll 4 | « Passing computed data
I — seamlessly is not taught in
Splash2; at best it is ambiguous

Duncan A. Buell
Jeffrey M. Arnold
Wailter J. Kleinfelder

Petitioner Microsoft Corporation - Ex. 1007, Cover 1

Source: EX1005; Response, 96-106 PODX - 57



“pass computed data seamlessly between said computational
loops”

« Splash2’'s pseudocode only discloses subroutines that
execute once for the current datum to select an
execution path for the processor. Thus, they simply are
not computational loops.

« Additionally, Splash2 relies on the external Sun
workstation to handle any looping, so any computational
loop is not even instantiated on the reconfigurable
processor. EX21119]209; EX2167 at 14-15;
EX21649[7[42-43.

Source: Response, 96

PODX - 58



“pass computed data seamlessly between said computational
loops”

« The workstation is separate from the array boards
containing the FPGAs, EX1007 at 13:

Opuonal
External
Input

Array Board 1

SIMD

Sparc SBus
Station ﬂ us Interface SBus
Host ' o

Armay Board 2

Array Board n

External
Output

FIGURE 2.3 Splash 2 System Architecture

Source: Response, 96 PODX - 59



“pass computed data seamlessly between said computational

loops”

e ...the FPGAs must communicate with the Sun
workstation (which is handling any looping) through the
Sbus. EX1007 at 13; EX211191209; EX2167 at 14-15;
EX216499[42-43.

* This boundary between the FPGAs and the workstation
(through the interface boards) clearly constitutes a

“seam” within the context of the ’324 Patent and its file
history.

Source: Response, 97 PODX - 60



“pass computed data seamlessly between said computational

loops”

« Petitioner and its expert agree with DirectStream that the claims of
the ‘324 Patent cannot be invalidated by any references that use
memory or other structures to provide storage between two
processing elements—such an implementation would fail to meet
“seamless” limitation of the independent claims.

EX2064 at 85:14-86:12: EX2064, 91:9-24.

Page 85 Page 86 Page 91
- STONE. Ph.D. : STONE. PL.D. L STONE, Ph.D.
: O, there it is. Okay. B was going from one processing element to memory = boundaries of Processing Element 2, and at
E So this concept of systolic. what's 8 and then back to a processing element, is that 3 the boundaries of Processing Element 2 it
‘ your opinion of what that means? ¢ something you would consider as an intervening : is directly connected from the output of 1
: A. My opinion of what it means is in s thing? 2 into the input of 3. So it's still -- all
the report. Tt means it's the characteristic e A, Well, that would not be a direct ° the connections that you describe are still
7 of rhythmically computing and passing data 7 connection of the output of the cell to the 7 direct connections.
directly between processing elements. And then next cell. It says. "Between processing BY MR. HSU:
I quote: "Without a program counter or clock 9 elements you're directly connected." If you're E Q. Well, I'm wondering, earlier you
19 that drives a movement of data." and also 10 saying you have a processing element outputting 0 said that you have a direct connection from 1
,; operating in a manner that is, "transport 11 to memory and then coming back to another L to 2 and then from 2 to 3, but not a direct
iz triggered, i.e., by the arrival of a data 1z processing element, that would not be direct. 12 connection from 1 directly to 3, and I'm
13 object.” Q. Okay. Are there any other examples 12 wondering if you introduce a buffer in
i Q. Okay. And you mention the word 14 of intervening structures or circuits that 14 Processing Element 2, which I think was your
15 "directly." it was passing data directly 13 would violate this direct connection? 13 original hypothetical, I was asking does that
16 between processing elements. What does that 16 A, I--1think you're opening a L change that direct connection between 1 and 3
17 phrase mean to you or what's the context? 17 universe. I'm not goine to answer that because 17 or the lack thereof?
18 What are you trying to describe 1t I'd like to -- let's gLeI 5p}ciﬁc things. L MR. MICALLEF: Same objections.
o there? 18 Q. Well, how about a -- a register? L THE WITNESS: The inclusion of the
20 A, That the data goes from first to the 20 Would that be an intervening structure? el buffer doesn't change anything because the
e second without going to something intervening. 21 A, I--I'mpuzzled because that - e direct connections only are with respect to
- It directly go -- is connected immediately. 2z that register would be within -- within the ff the boundaries of the processing element,
= _Indn'ect]y we -- you go through one or more 23 processing element in my mind. - 50 _w_hatever 13 mmd_e 2 doesn't change my
=4 intervening places to get there. 24 Q. Okay. e opinion on what's direct.
B Q. Okay. So would memory, if the data 25 A, Ifit's within the processing =3 BY MR. HSU:
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“pass computed data seamlessly between said computational

loops”

 In accordance with the specification and the file history
for the ‘324 Patent, this would certainly include any
structures that require data to leave the reconfigurable
resources on a single chip for storage and then be read
back into the chip by the next processing element.
EX1002 at 117-118, 147-148, 174-175, 224-225.

Source: Response, 97-98 PODX - 62



“pass computed data seamlessly between said computational
loops”

Splash?2 is, at best, ambiguous on whether memory is used
to store the results from each processing element after each
time step to preserve it for output and later use.
EX21119[1210-219. The Splash2 algorithms disclosed
iIndicate storage is likely necessary to preserve the values
calculated at each timestep and to store them for some
number of additional timesteps. EX21119[{]210-219.

Based on the disclosed algorithms, Splash2’s pseudocode
will overwrite the computed data at each timestep.
EX211191214. Without storage to preserve the computed data
at each timestep, intermediate computed data will be lost and
the only preserved “computed data” would be the one
resulting from the final time step. EX211191214.

Source: Response, 98 PODX - 63



“pass computed data seamlessly between said computational
loops”

» Infact, Splash2 clearly discloses providing local memory at each
FPGA for storage purposes. EX1007 at 95 ("Many Splash 2
applications use the off-chip memory... which are often used as
lookup tables or as storage for results to the host.”),

3In an actual implementation, these two unidirectional distance streams can be combined into one
bidirectional stream, using one storage register instead of two. Here we keep the distance streams distinct
for clarity. '

« EX1007 at 102 (describing the use of one or two storage registers)

« System featured Field-Programmable Gate Arrays
-  SelectRAM™ memory: on-chip ultra-fast RAM with
- synchronous write option
- dual-port RAM option

« EX1035 at 1; EX21119[91210-219.

Source: Response, 98 PODX - 64



“pass computed data seamlessly between said computational

loops”

» Other literature about Splash2 confirms this local memory can be used
for storage of results. EX2156 at 205-206; EX21119[11215-219.

through all the PEs. The PEs can read data either
from their respective memory or from any other PE.
A broadcast path also exists by suitably programming
Xg. '

Splash 2 system supports several models of com-
putation, including PEs executing the same instruc-
tion on multiple data (SIMD mode) and PEs executing
multiple instructions on multiple data (MIMD mode).
It can also execute the same or different instructions
on single data by receiving data through the global
broadcast bus. The most common mode of operation

is systolic in which the SIMD Bus is used for data
transfer. Also individual memory available with each

PE makes it convenient to store temporary results and
tables.

Source: Response, 98-99 PODX - 65



“pass computed data seamlessly between said computational

loops”

« Splash2 also discloses using a register for communicating data
between processing elements.

7.4.1 Nearest-Neighbor Communication

Left-to-right communication is accomplished with structural connections between
virtual processors. Each PE has a left and right port. The width of the communication
ports are defined at compile time. These ports are hard-wired together so that the
right port of processor i and the left port of processor i + 1 share a register. An
exception to this is on the Xilinx chip boundaries. The Splash 2 linear interconnect
is used for chip-to-chip communication. On each chip, the left port of the first virtual
processor on the chip and the right port of the last virtual processor on the chip are
connected to XP_LEFT and XP_RIGHT, respectively.

- EX1007 at 88

* The well-known solution at the time of the invention was to use
memory storage to smooth out those timing problems, and Splash2
touts its local memory attached to each FPGA as a major benefit for
programmers. EX1007 at 13, 40; EX1035 at 1.

Source: Response, 98-99 PODX - 66



“pass computed data seamlessly between said computational

loops”

« At best, Splash2 is still ambiguous whether or not it uses
the available local memory to store results.

« Here, it is equally (if not more) plausible for a POSITA to
interpret Splash2 to use the local memory due to the
known timing problems in systolic systems prior to the
invention of the '324 Patent. EX21119[91210-219.

Source: PODX - 67



“pass computed data seamlessly between said computational

loops”

» Petitioner’s expert even admits that local memory must
be used to store temporary
results. EX2064 at 176:13-177:25; EX21119[1]215.

Source: Response, 99

Page 176 Page 177
1 STONE, Ph.D. 1 STONE. Ph.D.
z where do those end up going in ferms of the B stream associated with each character stream."”
3 bidirectional array? 2 and then the Footnote 3. And the -- the gist
4 A.  They go left and night. . of Footnote 3 is we don't really need two
5 Q. Isita - astream of output? 8 distance streams. We can get by with one.
A. No, they're used -- look to the B Then it makes the additional statement that if
7 upper code again. 1 you combine the two into one distance stream,
Do you see that calculation when £ we can do that: "...using one storage register
? both of the characters are non null? It's a B instead of two."
1 minimum of three things, one of which is 40 Now. what happens is when you output
11 PEDist. That's where it's used. That's how 11 something such as TDout or SDout, which appear
1z vou make the calculation. e on Page 101, you have to store them in a
13 . Okay. I'm going to show you Page L register to hold them. This is a matter of how
14 102 of Exhibit 1007 and calling vour attention 1s you'd build logic. They're in a register.
13 to the Footnote 3 at the bottom of the page. S They hold their value. That value propagates
: Do you have that? L to the next cell. and when the propagation is
17 A. TIsee that. il done. the next cell samples it and then you can
g Q. What's the one storage register that L clear your register.
L that footnote is referring to? 19 But there's a hold time and a
20 A_  Thave to look at the context of e propagation time that's associated with
=L this. The two storage registers are the e delivery of information from cell to cell. and
2z storage registers related to the distance in e that's why you need a storage register. So
B each character stream. I'm going to read from es we've re- -- by reducing two streams -- two
s the text just beneath Figure 8.8. e distance streams to one. they get by with one
25 "In addition, there is one distance 23 storage register.
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“pass computed data seamlessly between said computational
loops”

« Even under Petitioner’'s own proposed construction,
Splash?2 still does not disclose “seamless” because it
cannot show Splash2 discloses passing data “directly.”
Petitioner’s own expert testified that “directly” meant
nothing can reside in between the boundaries of the two
processing elements, including memory, buffers,
registers or additional processing elements. EX2064 at
85:14-91:24. Otherwise, it would no longer be direct or
seamless.

Source: Response, 100 PODX - 69



“pass computed data seamlessly between said computational
loops”

* Moreover, Petitioner’s expert did not investigate Splash2
further or either the Xilinx chips or materials on
configuring them to better understand the disclosures,
even though he admitted he did not have any personal
knowledge of them. See EX2064 at 209:2-213:13.

« The Xilinx FPGAs contained in Splash2 clearly contain
structure (such as the buffered switch matrix) within the
iInternal routing resources to connect processing
elements, which would exclude the Splash2 FPGAs
from the definition of Petitioner and its expert.

Source: Response, 100 PODX-70



“pass computed data seamlessly between said computational
loops”

Source: Response, 101

Three-State Buffers

A pair of 3-state buffers is associated with each CLB in the array. (See
Figure 27 on page 30.) These 3-state buffers can be used to drive
signals onto the nearest horizontal longlines above and below the
CLB. They can therefore be used to implement multiplexed or
bidirectional buses on the horizontal longlines, saving logic resources.
Programmable pullup resistors attached to these longlines help to
implement a wide wired-AND function. The buffer enable is an active-
High 3-state (i.e. an active-Low enable), as shown in Table 13.

Programmable Interconnect

All internal connections are composed of metal segments with
programmable switching points and switching matrices to implement
the desired routing. A structured, hierarchical matrix of routing
resources is provided to achieve efficient automated routing.

EX1035 at 28-31.
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“pass computed data seamlessly between said computational

loops”

« Additionally, chapter 2 of the book Field-Programmable
Gate Array Technology by Dr. Trimberger describes the
Xilinx FPGAs in Splash2, and Dr. Trimberger similarly
describes the structures in the routing resources that
each add delay to any signals traveling through them,
altering the timing of that part of the system.

« EX2078 at 19-29, 32-34, 37-41, 46-51, 59-65, 70.

Source: Response, 102-103 PODX - 72



“pass computed data seamlessly between said computationa

loops’

Product Obsolete or Under Obsolescence

X XILINX® XC4000E and XC4000X Series Field

Programmable Gate Arrays

May 14, 1999 (Version 1.6) Product Specification
b
XC4000E and XC4000X Series
Features Product Obsolete or Under Obsolescence .
Note: Information in this data Sheet Covers the XCAOO0E, XC4000E and XC4000X Series Field Programmable Gate Arrays 0 XILNX

XC4000EX, and XC4000XL families. A separate data sheet
covers the XC4000XLA and XC4000XV families. Electrical

ifications and i are covered in
separate sections for each family to make the information

easier to access, review, and print. For access to these sec- b
FIELD-PROGRAMMABLE GATE tions, see the Xilinx web site at
- hitp-//www xilinx com/xinx/xweb/xil_publications_index jsj
ARRAY TECHNOLOGY ) =
+ System featured Field-Programmable Gate Arrays ———
- SelectRAM™ memory: on-chip ultra-fast RAM with .
- synchronous write option ==
- dual-port RAM option —t— jauap
edited by - Fully PCI compliant (speed grades -2 and faster)
- Abundant flip-flops %
Stephen M. Trimberger - Flexible function generators
Filinx - Dedicated high-speed carry logic
- Wide edge decoders on each edge
- Hierarchy of interconnect lines
- Internal 3-state bus capability —X— DOUBLE
with contributions by - Eight global low-skew clock or signal distribution
networks

SINGLE

System Performance beyond 80 MHz
Flexible Array Architecture

Stephen M. Trimberger

Xiline - Low Power Segmented Routing Architecture i
- Systems-Oriented Features f—<— DOUBLE
Dennis McCarty - IEEE 1149.1-compatible boundary scan logic
Telle Whitney support oNG
actel - Individually programmable output slew rate
- Programmable input pull-up o pull-down resistors
- 12 mA sink current per XC4000E output
and « Configured by Loading Binary File
The Technical Staff of Altera Corporation - Unlimited re-programmability
edited by + Read Back Capability e :ﬁ:nlﬁﬁc'r
Robert Hartmann - Program verification
- Internal node observability .-
« Backward Compatible with XC4000 Devices }FEEDEW
+ Development System runs on most common computer
platforms o
a - Interfaces to popular design environments b2 T
- Fully automatic mapping, placement and routing
‘m - Interactive design editor for design optimization ™ {
9% LONG
SPRINGER SCIENCE+BUSINESS MEDIA, LLC 1T
N—— @ s S Gy g @ el
%, %%%%qﬂ% m%%%@%ﬁ
G
May 14, 1999 (Version 1.6)
[ Comman to XC4O00E and XCADO0X
sharbou . o ‘
[ XC4D00X celly
O Frogrammais Swiich Mati
PATENT OWNER DIRECTSTREAM, LLC Figure 27: Detail of iated with XCA000 Series CLB
EX. 2078, p. 2
630 May 14, 1998 (Version 1.6)

Petitioner Microsoft Corporation - Ex. 1033, p. 30

Source: Response, 40, 101-104 PODX-73



“pass computed data seamlessly between said computational

loops”

« Petitioner and Dr. Stone concede in reply that the only
basis for claiming Splash2 discloses looping is relying
on the infinite “loop-endloop” in Figs. 8.7 and 8.12 to
allegedly compare each of the genetic sequences of
datum.

2. Splash2 Discloses The Claimed Computational Loops

DirectStream next repeats its argument, rejected in the Institution Decision,
that Splash2 does not disclose computational loops, and it makes a sinular
argument with respect to other prior art cited in the Petition. Response, 91-93, 95.
Once again, however, DirectStream bases its arguments solely on its legally
improper interpretation. see id., so they should be rejected.!?

Further, DirectStream’s characterization of the computational loops
disclosed in Splash2 simply ignores what the reference says. EX10769915-19.
Figures 8.7 and 8.12 expressly label the listed instructions, respectively as a
“loop,” EX1007. 101, 105, and the text of Splash2 explains that those instructions
are executed repeatedly as source and target sequences are shifted through the two

systolic arrays, EX1007, 102-04; see also EX2064, 225:9-17.

Source: Sur-Reply, 17-18; Reply, 38 PODX - 74



“pass computed data seamlessly between said computational
loops”

» Petitioner does not explain how these sequences arrive in Splash2,
even though Petitioner and its expert acknowledge the sequences
must be “streamed through the array.”

Chapter 8 of Splash2 further discloses the interconnection of the Processing
Elements instantiated to carry out the Edit Distance Algorithm. For example, in
the Bidirectional Systolic Array source and target sequences are streamed through
each Processing Element, as shown 1n Figure 8.5. EX1007, 101; EX10039227.
Similarly, in the Unidirectional Systolic Array target sequences are streamed

through each Processing Element, as shown i Figure 8.9. EX1007, 103;

* Petition, 33

« EX100391134 (“More specifically, for this implementation... two
genetic sequences are shifted in opposite directions through
multiple processing elements of the Splash 2 system.... The source
and target sequences enter the array on opposite ends...").

Source: Sur-Reply, 17-18; Petition, 33; EX1003, 134 PODX- 75



“pass computed data seamlessly between said computational
loops”

» Petitioner does not dispute that Splash2 requires a host
Sparc computer. Petition, 30.

* This workstation controls the sequences of data sent
into Splash2 is also consistent with the disclosures in
Halverson. See EX2167 at 14-15; EX21649[9[42-43.

Source: Sur-Reply, 17-18
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“pass computed data seamlessly between said computational
loops”

« Gokhale is unavailing.

« Despite Dr. Stone professing without any support or
analysis that Splash2 is not a SIMD structure, Splash2
clearly states it does operate as a SIMD structure, which
stands for single instruction, multiple data. EX1007, 125
(“The Splash 2 system supports several models of
computation, including PEs executing a single
instruction on multiple data (SIMD mode) and PEs
executing multiple instructions on multiple data (MIMD
mode).”)

Source: Sur-Reply, 18 PODX - 77



Disputed Claim Terms

« ‘“systolic” and “data driven”

Source: Response, TOC PODX-78



“systolic” and “data driven”

2. Systolic and Data Driven

DirectStream’s Construction Petitioner’s Construction

This term has its plain and The characteristic of rhythmically
ordinary meaning and need not | computing and passing data directly
be construed. between processing elements “without a

program counter or clock that drives the
In the alternative, this term may | movement of data” and operating in a

be construed as: manner that 1s “transport triggered, i.e., by
the arrival of a data object”

An array of many interconnected
functional units that operates in
a data flow sense and allows
different data to flow in different
directions

Source: Response, 42 PODX-79



Source:

“systolic” and “data driven”

Petitioner’s construction of this term improperly introduces the
limitation of “passing data directly” that is not supportable by
the intrinsic or extrinsic evidence, and the Board'’s institution
decision adopted this incorrect construction.

Similar flaw to Petitioner’s construction for “seamless’

In contrast, Petitioner does not insert “directly” into is
construction for data driven

— Petition, p. 11 (“... the ordinary meaning to a Skilled Artisan of
“data driven” is the scheduling of operations upon the availability
of their operands”™).
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“systolic” and “data driven”

Petitioner and its expert conflate the concepts of systolic and

seamless, removing any functional difference between the two

terms.
EX2064 at 85:3-22: EX2064, 93:3-94:22:

Page 85 Page 93 Page 94
- STONE. Ph.D. - STONE, Ph.D. STONE, Ph.D.
- Oh. there it is. Okay. z question. Sorry. wouldn't be related. but in the terms of
B So this concept of systolic, what's : Q. Sure. yes. SoI'm wondering about "directly” here, they are related.
4 your opinion of what that means? ‘ the inclusion of the word "directly" in your Q. Okay. And apologies. we may have to
B A. My opinion of what it means is in 5 definition for seamlessly like it was in flip back and forth between these two.
£ the report. It means it's the characteristic é systolic, and I'm wondering, is it your opinion So in systolic, your definition
1 of rhythmically computing and passing data 7 that they're related concepts? 7 included: "Passing data directly between
B directly between processing elements. And then & A. That seamlessly and systolically are 3 processing elements.”
: I quote: "Without a program counter or clock 2 related? ¢ Do you recall that?
1c that drives a movement of data." and also 10 Q. Yes. 10 A. Ido.
12 operating in a manner that is, "transport L A.  In my declaration, I use the word 1 Q. And then for "seamlessly." the
1z triggered. i.e.. by the arrival of a data L "directly” to construe systolic. I use the 1z phrase is: "Communicate computed data directly
12 object.” 13 word "directly" to construe the word 13 between functional units."
14 Q. Okay. And you mention the word 14 "seamlessly"” or the whole phrase contains 14 Do you see that?
15 "directly." it was passing data directly L "seamlessly." So the relation is through the 15 A. Iseethat
16 between processing elements. What does that 1o word "directly." e Q. Okay. Ts it the same data that
5 phrase mean to you or what's the context? 7 Q. Well, tell me if I'm 17 you're referring to in those two contexts?
18 ‘What are you trying to describe 15 misunderstanding then. So because of the 18 A. Tt -- there may be some relation,
19 there? L inclusion of the word "directly" in both, it is 19 but the -- specifically the limitation that I'm
20 A. That the data goes from first to the 2o your opinion that they are related? 20 referring to for seamlessly talks about
21 second without going to something intervening. L A.  This is -- this is -- in this 21 computed data, output data. Systolically is
2z It directly go -- is connected immediately. ea context, this is how they're related. If you 22 not limited to output data or computed data.
23 Indirectly we -- you go through one or more =3 went to different contexts and you said 23 Q. Okay. Then do you see there's -- T
24 intervening places to get there. =4 "seamlessly” and you said something else about 24 guess what's being communicated to - or sorry.
25 Q. Okay. So would memory. if the data =3 "systolic," perhaps in that context they 25 Let me try that again.

Source: Response, 41 PODX - 81



“systolic” and “data driven”

* "Dr. Kung described a systolic system as follows:

— A systolic system consists of a set of interconnected cells, each capable of
performing some simple operation. Because simple, reqgular communication and
control structure have substantial advantages over complicated ones in design
and implementation, cells in a systolic system are typically interconnected to
form a systolic array or a systolic tree. Information in a systolic system flows
between cells in a pipelined fashion, and communication with the outside world
occurs only at the “boundary cells.” For example, in a systolic array, only those
cells on the array boundaries may be 1/0 ports for the system. ... The basic
principle of a systolic architecture, a systolic array in particular, is illustrated in
Figure 1. By replacing a single processing element with an array of
PEs[processing elements], or cells in the terminology of this article, a higher
computation throughput can be achieved without increasing memory bandwidth.
The function of the memory in the diagram is analogous to that of the heart; it
“pulses” data (instead of blood) through the array of cells. The crux of this
approach is to ensure that once a data item is brought out from the memory it
can be used effectively at each cell it passes while being “pumped” from cell to
cell along the array. This is possible for a wide class of compute-bound
computations where multiple operations are performed on each data item in a
repetitive manner.

« EX1016 at 39."

Source: Response, 43 PODX - 82



“systolic” and “data driven”

« Systolic means an array of interconnected processing
elements that only interact with memory at the array
boundaries so that the data is processed by multiple
processing elements before returning to memory.

— See also EX2040 at 1("The term systolic arrays was coined by
Kung ... to describe application specific VLSI architectures that
were regular, locally connected and massively parallel with
simple processing elements (PEs).”).

 Memory acts like the heart in systolic system by “pulsing”
data into the array where it is pumped from processing
element to processing element before returning to
memory. EX2046916.

Source: Response, 44 PODX - 83



“systolic” and “data driven”

« Figure 2 shows a systolic array of interconnected function
units (which as explained above are each “a set of logic
that performs a specific operation™) that interact only with

memory at the boundaries of the array:
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« EX1001, Figs. 2, 7B

Source: Response, 44
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“systolic” and “data driven”

 The ‘324 patent also talks
about how this improves

performance because the | 412 *__1| 5
“boundary data that is shared | R
between these functional units | | LOOP A " LOOP A WORKS ON
need never leave a single | . COOE BaRDRKS G
integrated circuit chip.” I s g B9
EX1 001 y 238'42, : 414"_“. +_"_ PHASE 2
EX21119[91125-131. LR A WORKS ON
; LOOP B - LOOP B WORKS ON
E DIMEMNSION 1
« And in the '324 patent, the :
“[s]ystolic implementation will é - 410
. |

connect computational loops B ST 5
such that data from one loop

will be passed as input data to

a concurrently executing

compute loop.” EX1002 at 226.

Source: Response, 45-46 PODX - 85



“systolic” and “data driven”

« EX1001 at 6:21-30.

— In contrast to the sequential processing operation 400 (FIG. 4A)

Source: Response, 46

the solution to the problem of most effectively utilizing available
resources is to have an application evaluate a problem in a data
flow sense. That is, it will “pass” a subsequent dimension of a
given problem through the first loop 412 of logic concurrently
with the previous dimension of data being processed through the
second loop 414. In practice, a “dimension” of data can be:
multiple vectors of a problem, multiple planes of a problem,
multiple time steps in a problem and so forth.

PODX - 86



“systolic” and “data driven”

« During prosecution, the applicant confirmed that it was using
the plain meaning of “systolic™:

— Instantiation is a term well known to one of ordinary sKkill in the
art of reconfigurable processing...Similarly the term systolic
computation is derived from continual and pulsating pumping of
the human heart. In computer architecture a systolic array is an
arrangement of data processing units similar to a central
processing unit but without a program counter or clock that
drives the movement of data. That is because the operation of
the systolic array is transport triggered, i.e. by the arrival of a
data object. Data flows across the array between functional
units, usually with different data flowing in different directions.
David J. Evans in his work, Systolic algorithms... defing[s] a
Systolic system as a “network of processors which rhythmically
compute an[d] pass data through the system.”

« EX1002 at 225-26

Source: Response, 46 PODX - 87



“systolic” and “data driven”

* In contrast, Petitioner’s construction ignores this plain and
customary understanding of the term “systolic” within the context of
the 324 Patent.

« Just as with Petitioner’s error with respect to “seamless,” Petitioner
once again improperly inserts the limitation of “directly” without any
support from the intrinsic or extrinsic evidence.

 However, this is nonsensical because it would exclude standard
FPGAs (including the type described in the embodiments of the 324
Patent and the specific FPGA chips used in Petitioner’s prior art
references) since standard FPGAs contain reconfigurable routing
resources(comprising buffers and switches) between the
configurable logic blocks. For example, the literature on Xilinx FPGA
chips shows buffer switch boxes and three state buffers to connect
two or more configurable logic blocks. EX1035 at 31;EX2078 at 19-
29, 32-34, 37-41, 46-51, 59-65.

Source: Response, 47 PODX - 88



“systolic” and “data driven”

« Petitioner’s construction is based on arguing that SRC
acted as its own lexicographer. 601 Petition at 14-15.

« But the standard for “finding lexicography” is exacting
and requires the patentee to “clearly set forth a definition
of the disputed claim term” and “clearly express an intent
to define the term.”

— Pacing Techs., LLC v. Garmin Int’l, Inc., 778 F.3d 1021, 1024
(Fed. Cir. 2015) (“Disavowal, or disclaimer of claim scope, is only
considered when it is clear and unmistakable.”).

— Ancora Techs., Inc. v. Apple, Inc., 744 F.3d 732, 734 (Fed. Cir.
2014) (“A claim term should be given its ordinary meaning in the
pertinent context, unless the patentee has made clear its
adoption of a different definition or otherwise disclaimed that
meaning.”).

Source: Response, 48 PODX - 89



“systolic” and “data driven”

« The only time the applicant describes what it meant
when it used the term “systolic” comes from the following
passage on the next page:

— Thus in Applicant’s invention Systolic implementation will
connect computational loops such that data from one compute
loop will be passed as input data to a concurrently executing
compute loop. In the Applicant’s invention data computed by
computation units or groups of functional units flows seamlessly
and concurrently with data being computed by other groups of
functional units. EX1002 at 226.

 If anything were to be construed as an explicit definition
of the term “systolic” it should be that sentence. But this
description is in accordance with the term’s plain and
customary meaning.

Source: Response, 48-49 PODX-90



“systolic” and “data driven”

« The limitation “passing data directly between processing
elements is simply not a requirement of systolic systems.
EX21119[177.

* And the limitations of (i) “without a program counter or
clock that drives the movement of data™ and (ii)
“operating in a manner that is ‘transport triggered, i.e., by
the arrival of a data object™ are redundant at best.

« Transport triggered operations do not utilize program
counters or a clock to drive the movement of data
because they are triggered by the availability of inputs.
EX20469[114, 16; EX2047 at 1 (“[l]n data-driven (e.g.,
data-flow) computers the availability of operands triggers
the execution of the operation to be performed on
them...”).

Source: Response, 49-50 PODX - 91



“systolic” and “data driven”

« This contrasts with traditional Von Neumann computers that
must use program counters and/or clocks to drive data
movement because of their sequential, centralized control
scheme. EX20469[]9-10;

« EX2048 at 2 (“In a data flow computer, an instruction is ready
for execution when its operands have arrived. There is no
concept of control flow, and data flow computers do not have
program location counters.”) (emphasis added).

« S0 even if the Board were inclined to construe this term, there
IS NoO reason to require both “transport triggered” and “without
a program counter or clock that drives the movement of data.”

Source: Response, 49-50 PODX - 92



Disputed Claim Terms

« “computational loop”

Source: Response, TOC PODX-93



“computational loop”

C. “computational loop” ... [wherein only functional units needed to solve the

calculation are instantiated]

DirectStream’s Construction

Petitioner’s Construction

a set of computations that 1s executed
repeatedly per datum, either a fixed

Petitioner has not proposed any
construction for this term

number of times or until some
condition 1s true or false

« At Institution, the Board construed the term to mean “a
set of computations that is executed repeatedly, either a
fixed number of times or until some condition is true or

false.” Paper 21.

Source: Response, 69-70
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“computational loop”

Source: Response, 70-71

... the word “computational” simply means an act, process, or method
of computing. EX2038 at 3 (definition of “computation”). However, the
plain language of the independent claims and the specification further
clarify that the computations are part of the calculations for which the

functional units are being instantiated. See EX21119[{]125-131.

Loop: ... A set of statements in a program executed repeatedly, either
a fixed number of times or until some condition is true or false. EX
2026 at 8 (Microsoft Press Computer Dictionary Third Edition 1997).

Loop: in a computer, a series of instruction being carried out
repeatedly until a terminal condition prevails. EX2025 at 5 (Modern
Dictionary of Electronics Sixth Edition 1997).

Loop: a sequence of instructions that is repeated until a prescribed
condition, such as agreement with a data element or completion of a
count, is satisfied. EX2024 at 4 (Oxford Dictionary of Computing
Fourth Edition 1997).

PODX - 95



“computational loop”

« This definition is consistent
with how the 324 patent’s
specification utilizes the
term “loop.” For example,
the specification depicts
numerous “loops” that are
repeated until some
condition is met.

« EX1001 at Fig. 4A, 4B

Source: Response, 71

--------------------------------------

FHASE 1

- LOOP AWORKS ON
DIMENSION 1

- LOOP B WORKS ON

DIMEMNSIOM 0
{rmay be dummy data)

| PHASE 2
| . LOOP A WORKS ON

DIMENSION 2
- LOOP B WORKS OM
DIMENSION 1

Fig. 4B
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“computational loop”

« DirectStream’s definition is also consistent with how “loop”
Is used in “Delivering Acceleration: The Potential for
Increased HPC Application Performance Using
Reconfigurable Logic, which was incorporated by
reference into the '324 patent. EX1001 at 4:59-63;
EX2037 at4,5,7,12,13, 16, 17, 18, 19.

— Discussing how SRC converted algorithms written in a high-level
language (such as FORTRAN or C) by using a compiler to
generate a “data flow graph” that was further optimized manually
into “an algorithm data flow that will be put into hardware logic for
the FPGAs.” EX2037 at 7, 10-11.

Source: Response, 71-72 PODX - 97



“computational loop”

« Additionally, the ‘666 patent further illustrates the concept of a
computational loop as would be known to a POSITA in the
context of describing the use of stream communications:

— Consumer loops are simple iterative processes that operate to provide a

particular result. As a simple example, an addition operation may
necessitate an iterative loop until a certain value is obtained. Consumer
loops receive or fetch data values from a buffer and begin the looping
process. Once launched, the computations continue until completed.
Thus, using our simple addition example, the loop computation may
comprise fetching a value, adding the value to the existing total, and
then comparing the value to a predetermined number to determine if a
termination criteria has been reached. This process may take two or
three clock ticks of the processor. Thus even though there is additional
data in the buffer available to the consumer, there is a lag between
when a value has been fetched and when the loop has determined that
it should terminate.

EX2027 at 2:64-3:23, 6:6-28.

Source: Response, 72-73
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‘computational loop’

EX2027 at 2:64-3:23

= : : : .
specialized logic configurations. The dataflow graphs are values 1o be available,
analyzed and optimized to provide an optimal set of logic When loops, ina high level language sech as C or Fortran,
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body of an inner loop is converted to a dataflow graph with and the Loop Valid node 250 latches into a false state, telling
many individoal functional units that are derived from the the Terminate mode 260 1o emit a “done™ pulse telling the
operators m the loop body. The FPGA implementations of Synchronization node 215 that the loop has reached its ter-
these functional units may have latencies of one ormoreclock.  mination condition.
ticks, and the interconnection of many functional units will = Because of pipelining, it can take multiple clock ticks for
result in @ loop hody that can have new data fed in on every the effects of a value 1o move through the loop body 230, but
clock tick, even though it may take many elock ticks for the when there are values available in the FIFO bufTer 110, the
results of an iteration’s data 1o reach the bottom of the data- .“':-1\'||[;1|n1ni?a1[icu| node 215 lwi]l l_uku a value from the ]'[_]'T)
flow graph. Thus many iterations are active at any point in hufTer '.l1|:1d slart a new loop fleration 235 on every u.]ﬂ."'k tick.
fise, 1 Agsuming that the ¢ ompare nade 240 and Loop '\-ﬂll-fj ncfdu

Part of the loop body’s dataflow graph consists of the 250 each h.'n.'r: a one-clock tick 1:|_1enc’_\', the ?'syn:_'hn_ml?:;_tmn
expression that computes a loop termination criteria, Ifa new 11041.' 2_15 will spawn at ]u'az.i[ u_l couple of extra flerations
Ioop iterstion is activated on every clock fick, then extra loop before it sees l])al|[ ll!(lr!llL'l'IIll[LEll]uIl has ui:uurrud__ e_lw;] lll.l:l"HL'
EYR: o : L . extra loop iterations will have taken from the FIFO buffer
My lEr (13 activated desp_]le a termination value being values that should not have been taken.
uchlw' Furﬂ?ﬂmp.]c' when it takes three clocks rur']_“"d_ﬂ'a I'his effect hecomes even more propounced when the ter-
of'a given loop llem_tlou to pmdupctt_w I.rucu‘l'n]sc_ lermination minaticn expression is more complex. A rather extreme case
value, then by .".'e luu_.e [he. a1 S gL becomes arises from the following: for (i=0; i<w/v; i++) The “divide
h:;:trsldhr'?e'h“ddm:m#: '[e‘;’m'-"ﬂs '-"I];']H ]]U'C'p w;" é‘mﬂ}' have aperation” is typically a many-clock latency operation; thirty
5 . ese exlira leralions are harmless as lomg as they are -,

or moere clock ticks is net unusual, 0 the Synchroni zation

not allowed to affect tl:'l.t,‘ state of the U.\m” computation. node 215 of this loop 230 could spawn more than thirty extra
However, the data acquired by the loop from the data stream iterations before it leams that the loop has reached termina-
UL b'e_m[' < : tien.

Consider the following producer-consumer loops: The effect of these extra iterations on the consumer loop

[

nest is twofold. First, when the inner loop 15 entered for the

Source: Response, 72-73
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‘computational loop’

EX2027 at 6:6-28.
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configured to associate a restore buffe with each incoming
dota stream The buffer s configured tn be of sufficient sizeta
mai
walues fetched and lost due 1o Joop overshoots. The resiors
buffer stores the values that were recently fetched from thes
buffee 1o the loop. T determine how mony data values should)
be restored, the foop couns the number of the &w values i
takes o each dia sieam aad the e of vilid
inerations thet ke place, Onee a Joop tening
1 loop balsthe K of vl v e restore bullr
and compares, for each stream, the number of loop iterations
with the number of values fetched. The difference is thes
number of extra values that were taken from the restore bufler
and are restored,

22 Claims, 6 Drawing Sheets

LS 8,589,606 B2

3

invokes data stream pipelining during iterative computations.
an FPGA or other reconfigured processor is configured to
place two bufTers between the producer of a daia stream and
the data consumer. In addition 1o a typically found FIFC
builer, a restore buller is interpesad between ihe producer and
the consumer of the data values, The restore buller is config-
ured 1o be ol sufficient size (o maintaina FIL'l":]blL'[]l metnory of
encugh data values dispatched 10 the iterative loop struciure
50 a4 to restore data values fetched and lost due to pipelined
consumer loop overshoots.

In one aspect of the present invention. a restore bulfer is
placed between each incoming stream and its consunser loop,
The restore buffer stores the data values that were recently
fetched from the buffer to the consumer so that later they can
ke restored. To determine how many data values should he
restared, the erative loop structure counts the number of the
data values it takes from each data stream, The iterative loop
structure also counts the number of valid loop iterations that
fake place. Onee a loop termination 15 detected, the iierative
loop structure halts fetching data valves from the restore
buffer and compares, for each stream, the number of loop
iterations with the mumber of values fetched from each data
stream. The difference is the number of extra data values that
were taken from the restore buffer and must be restored. The
iterative loop structure then directs the restore buflers to
restore those values,

The foregoing and other features, utilities and advantages
of the imvention will be apparent from the following more
particular description of an embodiment of the nvention as

)

(2]

6

tion of pipelined data streams ane discussed indetail herein. In
a pipelined data stream environment comprising a producer
of data and a consumer of that data, the effects of consumer
loop overshoots are eliminated by interposing, n one
etnbodiment of the present invention, two butfers between the
proeducer and consumer. As previously described, a twpical
configuration of a pipelined data siream structure places a
single buffer between the producer and the consumer. Such a
single bufTer is typically configured 1o absorb differences in
the production and consumption rate of the data streams, hut
does little to prevent the lost of data due to consumer koop
overshools,

Consumer loops are simple iterative processes that operate
o provide a particular result. As a simple example, an addi-
Tion Operalion may necessilate an ilerative lnop until a certain
value is obtained. Consumer loops receive or fetch data values
from a buffer and begin the looping process. Once lamched,
the computations continue until completed. Thus, using our
simple addition example, the loop computation may comprise
fetching a value, adding the value to the existing total, and
then comparing the value (o a predetermined mumber to deter-
mine if a termination criteria has heen reached. This precess
may take two or three clock ficks of the processor. Ths even
though there is additional data in the bufTer available o the
consumer, there s a lag between when a valoe has been
fetched and when the loop has determined that it should

terminate.

Patent Qwner Saint Regis Mohawk Ta ,_llh.bt.cm:d_m_th.n_nccnuwmmdm s
Ex.2027-p.1

Source: Response, 72-73
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“computational loop’

* |n contrast, Petitioner and
its expert do not even
provide a construction for
this term. Instead,
Petitioner’s expert merely
assumes that a
computational loop is
present because multiple

data are being processed.

EX2064 at 178:17-180:11

Source: Response, 73

Fage 1758 Fage 175
1 STONE, FhD. L STONE. FoD.
z Q. Okay. Okay. I appreciate the — z Q. Isityour opinion that that loop,
2 you walking through that. That is helpful 2 ﬁmthelocptoihemdlnop that code isa
4 So looking at this bidirectional — 4 computational loop’
5 actually it may be better to look at the 5 A E\'u'yﬂ]mglm‘lween]onpandmd
€ Figure 8 7 that contain the - the code. T 8 loop. including the words "loop” and "end
7 think in your report, it was on Page 121 7 loop,” comprise a computational loop.
8 A Solshould go back to the report, B Q. Andso the clamms in, I believe,
B but I'll keep this handy. ¢ both the '324 and the ‘300 patent refer to a
10 Q. Okay. Yeah. It should be the same 10 first and second computational loop.
11 exoerpt so it should be Figure 8.7. 1 Do you recall that?
1z A Okay. And the page number again? — A Ido
13 Q. Page 121 12 Q. Seis it your opinion that both of
1 A Okay. I'm there. 14 those computational loops are the same loop
15 Q. Do you see that figure? = code that's in Figure 8.77
. A Tdo. 5 MR MICALLEF: Objection. Form.
17 Q. Is that a computational loop, — THE WITNESS: Ihave already
- Figure 8 77 i) testified that when you build these cells.
- A, Well, it is, and I'm informed =) you don't build them the way the software
en because it says "loop” and "end loop.” Thisis | 22 would read that. You would use VHDL and
5 aloop. = convert this mfo implementation.
22 Q. Well, in terms of the claims, 2z So the cells that would be in the Splash 2
= though, referencing a computational loop, do €3 array would be the VHDL instantiation of
24 you recall that -- that claim term? = this loop, and each of those instantiations
&5 A Yes 25 would be the same loop, but they're

Page 180 Page 181
1 STONE, PLD. 1 STONE, Ph.D.
: distnct, distinet hardware. z really quick. This one should be Exhibit 1011
*  BY MR HSU: 2 Didit come up? Yes.
4 Q. Right And soletme adk it this 4 So do you recognize Exhibit 10117
s way: So your opinion for this bidirectional S A Yes
& amay, both of those distinct mstantiations 8 Q. Andlsltuka}lfwemfcrtuﬂns
1 wunldbepm‘ﬁnmmglhsamelnapsuﬁwaxe:udz 7 one as Chunky SLDY
e 1ated, but same i @ A Sure.
2 A After the instantiation, the @ Q. Ibelieve that's the shorthand you

hardware would be the same  The hardware would
be the same.
Q. Right, right. Okay.
ME_ MICALLEF: Counsel, how long
have we been going?
ME_HSU: Oh, yeah Lefs takes
brezk. I think it's been about an hour
since our last one.
THE VIDEOGRAPHER: We're gomg off
the record The time iz 3:18pm.
(Recess 3:18-3:29)
THE VIDEOGRAPHER: We're zomg back
on the record The time 15 3:29 p.m.
EXAMINATION (Contimring)
BY ME_ HSU:
Q. 5o let me introduce another exhibit

used in your declaration, so we'll try to keep
it consistent.
A Yes.
Q. Soisitcomect that Chunky SLD is
being implemented on a Splash 2 system?
A Yes.
Q. And can you describe what the
algorithm is that they're trying to perform in
y SLD?
A They're looking for a pattern in an
SAR - that's "synthetic aperfure radar”
- and they're trying to find out where
and 1.f1tm.15ht exist within that image_
Q. Okay. And if you could tum with me
to actually hang on I think this is Page 194
Do you see there's a ShapeSum

e
a

PATENT OWNER DIRECTSTREAM, LLC
EX. 2064, p. 46



“computational loop”

« Petitioner incorrectly claims “DirectStream’s expert, Dr.
Homayoun, never offers an interpretation of
‘computational loop’... [and] DirectStream could not
convince him to support its position.” Reply, 36-37.

« EX2111, 91207 (Dr. Homayoun opining that “A
computational loop evaluates each piece of data multiple
times, ‘a fixed number of times or until some condition is
true or false,” and more importantly, opining throughout
this section how Petitioner’s flawed view of the claim
term results in a flawed invalidity analysis).

Source: Sur-Reply, 15 PODX - 102



“computational loop”

Specifically, Fig.4B of the patent
(which patentee used to distinguish
from the prior art depicted in Fig.4A)
depicts two sets of loops: the red
loops that form Loop A and Loop B,
and the blue program loop that
repeats the execution of both in
each “phase.” Specifically, the
patent states that in “Phase 1,” both
loops are active with Loop A working
on dimension 1 of the data, and
Loop B working on dimension 0 of
the data. Then in the next phase
(“Phase 2"), both loops are again
active with Loop A working on
dimension 2 of the data, and Loop B
working on dimension 1 of the data.

Source: Sur-Reply, 15-16

| PHASE 1
LOOP A i - LOOP A WORKS ON
; DIMENSION 1

i -LOOP B WORKS ON
] i DIMENSION 0
{may be dummy data)
wls R | PHASE 2

i - LOOP A WORKS ON
: DIMENSION 2
LOOP B ! - LOOP B WORKS ON
: DIMENSION 1
Fig. 4B
PODX - 103



“computational loop”

« Petitioner’'s Reply reiterates its flawed interpretation that
the red computational loops need only “execute]]
instructions on one piece of data, and then executel]
those very same instructions on a next piece of data.”

Reply, 35.

Source: Sur-Reply, 16-17 PODX - 104



“computational loop”

« This argument effectively
deletes the red loops as
follows:

* Only the blue program loop
would be needed to cycle
through all of the datum and
execute the code once per
datum. "

Source: Sur-Reply, 16-17

FromltoN

412‘-‘\1

! PHASE 2

| 41—
i !
e —

PHASE 1

WORKS ON
DIMENSION 1
WORKS ON

DIMENSION D
(may be dummy data)

WORKS ON
DIMENSION 2
VWORKS ON
DIMENSION 1

Fig. 4B

PODX - 105



“computational loop”

« Ambiguous at best on disclosure of pseudocode in
Splash2 system and how the looping is handled

« Equally plausible interpretation

Source: PODX - 106



“computational loop”

0A 76
8
568

.568
N splash 2

FPGAs in a Custom Computing Machine

Duncan A. Buell
Jeffrey M. Arnold
Wailter J. Kleinfelder

Petitioner Microsoft Corporation - Ex. 1007, Cover 1

Source: EX1005; Response, 80-90

EX1007 Splash2 prior art

Splash2 does not disclose
computational loops as properly
construed

PODX - 107



“computational loop”

* A “computational loop” is an iterative sequence of
computations that repeats until a prescribed condition is
satisfied. EX2024 at 4 (definition of “loop™), EX2025 at 5
(same), EX2026 at 8 (same), EX2038 at 3 (definition of
“‘computation”). There is no disclosure of looping or
repeating of a computation multiple times for each data
until a condition is met or a number of repetitions has
been satisfied, as required by the Board's claim
construction and the 324 Patent. EX21119]{]194-209

» Petitioner’s expert merely assumes that a computational
loop is present because multiple data are being
processed. EX2064 at 178:17-180:11.

Source: Response, 73, 80-81 PODX - 108



“computational loop”

« Specifically, Fig. 4B from the ‘324 Patent represents the
concept of a nested loop, with a larger loop repeating
across the number of data to be processed, and a
nested inner loop repeating a number of times for each
datum to be processed. EX21119[9[125-130; EX1001 at
3:35-39, 6:1-30, Fig. 4B.

* In other words, the sequence of computations in any of
the computational loops is performed on each datum
until a prescribed condition is satisfied for that
computational loop. EX21119[127; EX1001 at 3:35-39,
6:1-30

Source: Response, 81 PODX-109



“computational loop”

* Then, the computed data is sent from that computational

loop, and a second datum is received for the
computational loop to run the same sequence of
computations until the prescribed condition is once again
met for this second datum. EX21119[127; EX1001 at
3:35-39, 6:1-30

This is not a trivial problem for reconfigurable
processors, especially FPGAs. See EX21649[[39, 43
(discussing the complications with nested looping and
inability of Splash2 and other prior art to handle such
operations, as was known to a POSITA at the time of the
invention).

Source: Response, 81 PODX-110



“computational loop”

» Figures 8.7 and 8.12 each depict an 'Wl;f(TAGin _ SR) then
“else if’ conditional statement within

if (SRCch = () then
“ " SRCch « CHRIi
the framework of a “loop-endloop. v

CHRout «— @ .
This conditional statement merely elseDSTout <« PDSTin
selects an execution path for the dzi:fHRom < CHRin
en

processor, not a loop that the PDSTout < PDSTin

processor repeats.

Source: Response, 82

loop
if (SCin # ) and (TCin # @) then
PEDist+yr(SCin, TCin),
TDin+y (SCin,?),
SDin+y (¥, TCin)
else-if (SCin # () then
PEDist < SDin
else-if (TCin # ) then
PEDist <« TDin
endif
SCout < SCin
TCout < TCin
SDout < PEDist
TDout < PEDist
endloop

PEDist <~ min

else-if (TAGin = PR) then
if (SRCch = (#) then
DSTout < PDSTin
endif
PDSTout < DSTin
CHRout < CHRin
else-if (TAGin = TG) then
if (SRCch # #) and (CHRin # @) then
PDSTout+y (SRCch,CHRin),
DSTin+y (SRCch,?),
DSTout+y (,CHRin)
else-if (SRCch = @) then
DSTout < DSTin
endif
PDSTout <« DSTin
CHRout < CHRin
endif
TAGout < TAGin
endloop

DSTout < min

PODX - 111



“computational loop”

« A conditional statement is defined as “a programming-language
statement that selects an execution path based on whether some
condition is true or false (for example, the IF statement).” EX2026 at
7 (Microsoft Dictionary definition of “conditional statement);
EX21119198.

conditional statement \kan-dish“s-nal  star-
mant\ 7. A programming-language statement that
selects an execution path based on whether some
condition is true or false (for example, the IF state-
ment). See also case statement, c¢onditional
IF statement, statement, | |

« Thatis exactly what the code in Figures 8.7 and 8.12 executes
through the if-else-if statements. EX21119[{]198-201.

Source: Response, 82 PODX - 112



“computational loop”

« More problematically, the code clearly only runs once per datum.
EX21119[]204-208. There are no conditions for the “loop-endloop,”
which appears to run ad infinitum. EX21119[]200-203.

« But this pseudocode in Splash2 cannot be read to run infinitely per
datum because the system would then be stuck in an infinite loop
on the very first data value.

« The only possible way to interpret this pseudocode in Splash2 (and
the only way a POSITA would understand this pseudocode to
possibly work) would be to assume that additional code would be
created to replace the “loop-endloop” syntax in order to govern the
transport of data such that the rest of the pseudocode repeats once
for each datum to be transported. EX21119[1]204-206.

Source: Response, 83 PODX-113



“computational loop”

A POSITA would recognize this as a program subroutine that is
executed once per datum, not a computational loop executing
repeatedly per datum until a condition is met. EX21119[1]196-208."

* This is confirmed by Petitioner and its expert that the “loop-endloop”
repeats until the amount of data concludes. 601 Petition at 39-41
(identifying the string target characters to be processed by each
processing element); EX 2066 at 225:9- 226:5.

Q. Can you explain in what way the
statements in Figure 8.7 when implemented would
loop?

MR. HSU: Objection. Form.
THE WITNESS: Well, they would loop

I e R ¥

12 because they do one iteration of a loop.
- and as you pass data through that in
Le subsequent cycles. they do the next

iteration. the next iteration.

Source: Response, 83-84 PODX - 114



“computational loop”

 Even assuming arguendo that the
amount of data itself could constitute the
condition for exiting any of the “loop-

endloops,” the pseudocode in Splash2 | emliioND
would not make sense when mapped to “2n yifem Lol
Fig. 4B of the '324 Patent: oop A

« Each of the loops cannot be processing 414~ m
from 1 to N, otherwise the Splash2 ’:
algorithms would not work as intended, LOOP 8
as described even by Petitioner's own | |
expert. EX21119[11203-204; EX2064 at |

147:6-154:23 (describing intended
operation where each datum proceeds
through the if-else-if statement of a
processing element only once).

Source: Response, 84 PODX - 115



“computational loop”

« Looping must be performed by the reconfigurable
processor

— As even Petitioner and its expert admit, instantiate means to
“create, such as by configuring a particular structure.” Petition
at 16-17; EX10039[1[85-87.

— Petitioner further referenced the file history that patentee stated
“[a] reconfigurable processor is essentially a blank processor
that must be configured (instantiated) to conduct a particular
task... defining one particular variation of the processor’s
structure.” 601 Petition at 17; EX10034[1[85-87.

— Thus, the parties agree that this instantiation requires
configuring/instantiating the resources on the reconfigurable
processor.

Source: Response, 87-88 PODX - 116



“computational loop”

« 324 Patent Teaching « Splash2 Interpretation

geeesscessesccsscncennseasanancacaean FromltoN """""""""""':

412 5 - | an2- |
N B |

i PHASE 1 PHASE 1
i - LOOP A WORKS ON WORKS ON
HEDPA = DIMENSION 1 DIMENSION 1

i - LOOP B WORKS ON
I z DIMENSION 0

{may be dummy data)

WORKS ON
DIMENSION O
{may be dummy data)

i -LOOP A WORKS ON ' WORKS ON
LOOP B ' - LOOP B WORKS ON VWORKS ON

DIMENSION 1 DIMENSION 1

§
414~ |
] -
DIMENSION 2 5 - : DIMENSION 2

Fig. 4B Fig. 4B
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“computational loop”

« Even Petitioner’s expert admitted that the pseudocode shown
in Splash2 with the loop-endloop syntax would not be how the
algorithm is built on an FPGA. Instead, the software would
have to be converted using VHDL to instantiate distinct
hardware, and “you don’t build them the way the software
would read that.” EX2064 at 179:13-180:2.

17 THE WITNESS: I have already

18 testified that when you build these cells.

19 you don't build them the way the software
=0 would read that. You would use VHDL and
21 convert this into parallel implementation.

]

= So the cells that would be in the Splash 2
_ array would be the VHDL instantiation of
-4 this loop. and each of those instantiations

- would be the same loop. but they're
distinct. distinct hardware.

A
)

Source: Response, 89 PODX - 118



“computational loop”

* This is consistent with the looping to be handled by the Sun

workstation rather than on the FPGAs of Splash2, which Petitioner’s

expert admitted he has no personal knowledge about. EX2064 at

212:25-213:12.

Page 212

1 STONE, Ph.D.
- Q. Okay. Are you familiar with what a
hard macro is on an X -- or on a Xilinx FPGA?
A It's -- that's not exactly a term of
art, but if you show me the document I would
tell you if T recognize it or not. I mean. it
might be a --
Q. Idon't know if I have one handy.
A. Itmight be a Xilinx term. Ican
10 conjecture what it means, but I -- I need the
11 document to -- to be certain.
1z Q. Butyou don't recall reviewing any
13 documentation or information about hard macros
14 for the Xilinx FPGA for this declaration?
13 A, Well. it comes to mind. Ididn't
e rely on it. and I think it might even be in the
1 Xilinx documents that T have cited, but I -- if
13 you show it to me. I will tell you whether I
18 recognize it or not.
2d Q. Idon't remember if I've asked you
o= this before.
2z Do you have any experience
=3 programming on the Splash 2 system?
A. Tdonot.
Q. Okay. And do you have any personal

U e

[ [ ST 0 T S T R B

[55]

(]

o
;l‘:
L]
]

STONE, Ph.D.
knowledge as to the design of the system? Were
you personally involved in the Splash 2 project
in any way?

A. No.Iwas not.

Q. How about any design of the
place-and-route tools from Xilinx? Were you
involved in the development of that?

A. Say again what the tools were?

Q. The place-and-route tools from
Xilinx. Did you have any personal involvement?

A. No. I was not involved in that.

Q. Now, on the Splash 2 system. would
you agree that the crossbar enables only a
limited amount of general communication across
the board?

A. Thave no way to say yes or no to
that question. I have not studied it and not
prepared to answer it.

Q. Okay. In terms of the -- I guess
the general routing network that's on the
Splash 2 board. does the -- does the Splash 2
board -- actually. let me ask it this way:

Does it provide some sort of a general routing
network on the board itself?

Source: Response, 89
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“computational loop”

Dr. Stone also had no idea that Patent Owner did not rely upon or use certain
“evidence™ mn its Response that was in fact first introduced by Petitioner in its Reply.
See EX1074, and citations thereto in Reply. Instead. Petitioner launders this new
exhibit and theories in its Reply via Dr. Stone by mischaracterizing Patent Owner’s
evidence while falsely claiming Patent Owner relied on this exhibit to make opinions
and arguments outside the scope of the Response. See EX2176 10:4-13:9 (discussing
EX1074 and contents, first introduced by Petitioner in Reply, and outside the scope of
the Patent Owner Response or evidence).

Fimally. Dr. Stone did not attempt (nor was allowed to by Petitioner) to review
the totality of Patent Owner’s evidence for his reply testimony. see EX2176 16:25-
17:18, which is evidence contradicting his other opinions. Compare EX10769]15-17,
with EX1078 63:13-66:22 (Dr. El-Ghazawi explaining the irrelevance of the Gokhale
article cited in the Halverson reference and how Halverson teaches how the Sun

workstation in Splash2 shows no anticipation).

Source: Sur-Reply, 7: EX2111, 9194-209 PODX - 120



“computational loop”

[[PR.01601: EXC2064 at 176:13-177:25; IPRO1605: EX2063 at 176:13-177:177:25].

192, A data regrster, imbike a FIFO), is an addressable storage location that would
not allow data to “seamlessly™ pass between PEs. Rather, a data register would requuire
one PE to winte data into it and the next PE to then read the data out. This 15 antithetical
to the mvention disclosed m the *324 and "800 patents.

193, A data repyster 15 not a “stream conmmmcahion connection™ and 15 not a
“seamless” connection because one of the key mnovations of the "324 and "800 patents
15 avording storing data to memory between computational loop (Le., processing
elements).

1. Splash? does not teach computational loops.

194, The pseudo code shown in Figures 8.7 and 8.12 of Splash? book, [EX1007
at 101 and 105], does not conform with a standard definition of a loop M computer
Progammng.

|93, The Board construed “computational loop™ to mean “a set of computations
that 1= executed repeatedly, erther a fixed mmmber of times or unfil some condition =
true or false.”

1%, The code shown in Figares 8.7 and 8.12 of Splash? are not “computationzl

loops.”

B4

PATENT CAWMER DIRECTSTREAM, LLC
EX 2111, p. 57

Inip
IF(5CIn # @) and (TCin # &) then

PEDRst+yr (S Cm, TCia),

PEINsL +— raan { TDine i SCin, ),
S H, T R
wlse-il (500 = #) then
PEDist +— SDim
elsell (TCin o @) dhen
FEDIsr = Thin
endil
SCoul +— 500
TCeu += Tin
Slkoed «— PEDm1
Tihnil +— FEINE
ol by

FICLIRE £.7 Cusde Execals] by Each
PE in the Bidirectionsl Amray

lsp
W TAGD = SE) then

= {1 then

+— CHiRin
& -
DETeal + PDSTI0
wha
CHHSE = CHER
el

PCETawt - PDSTIn
ehie-il (AL = FRI then
il RO = d) hen
D5Tout + FLGTm
ENIT
PSTan — DETE
(MR + CHRin
sl (TAGEn = Tl
IF 4SRCCh # @) amld [CHRIn # 8 then
POSTm+¢ (3RO, CHRn),

HTou + min
I8 Towd s il CHR
wer-il (SRCch = B then
D Toal « DETIn
el
FDEToa + DSTIn
CHEow — CHER
eradif
TaGout = TALIn
errlag

FIGLME BT Uil cminind 15 oo i i 130 snklimciionad sy

197, Figures 8 7 and B 12 each depict an “else if” condifional staternent within

the framework of a “loop-endloop.”™

|55, These conditional staternants simply choose an execution path based on

whether certain conditions are true or false [EX2026 at 7 (Microsoft Dhctionary

defimton of “conditional staternent]].

194, For example, m Figure 8.7 the conditional statement first evaluates whether

5Cm and TCm are both not zero. Then based on whether that condrhon 15 true or false i

salects an execution path

PATENT CAWMER DIRECTSTREAM, LLC
EX 2111, p. 88

Source: Sur-Reply, 7: EX2111, 9194-209
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“‘computational

2001, To be defined as a loop, a loop exit condrhon must be specified. This 1=
generally specified either m the first Ime of the code (begin loop and then condifion) or
the last line of loop (loop end and then condition)).

2011, The psendocode mn Figures 8.7 and 8.12 does not specify an exit condrhon
at the beginning or end.

202, So1f these figures truly were loops, 2s Microsoft argues, then they would
nm forever since they lack an ext condition.

203, This means nothing would be calculated by the code because the first piece
of data would enter each PE and then nmn forever. MNothmg would be passed fo the next
PE. This is not how this code operates an Splash?.

2014, The only reasonable interpretation of this psendocode 15 to assume that
something replaces the “loop-endloop™ syntax so that the pseudocode executes once
then passes the data fo the next PE.

2005, That is exactly what 15 depicted i Figure 8.6, which shows each FE
executing the psendocode once on the mputs and then sending the outputied data onfo
the next PE.

Ba

PATENT CAWMER DIRECTSTREAM, LLC
EX 2111, p. 89

[ET e F - EDwim
Bidirewtionl |

T —— IE in

]— TEn  §IGURE B&  Procesdap Element for
I — Bidlirsodonal Ay

204, Mone of the PEs in Splash? evaluate any piece of data more than once

207, A computztionzl loop evaluates each plece of data mmltiple fimes, “a fixed
mumber of times or unfil some condition is true or false.”

208, Figures 8.7 and 8.12 would never evaliate the same data more than once so

2009, Splkeshi? i mok copuable o Tundling: Ioogs indegedently: This i cleady
e e e e e — o —

the Sun, wioch tr ats SIMD) mstractions to the Splash 2 board(s).” [[FRO1601-

EX2167, page 14-15; IPRO1605: EX2169, page 14-15]. S1n is the workstation that
comnects to Splash? reconfizurable FPGAs and control them Rather than Splash?
handles loops itself, the high performance workstation that controls the FPGAs
compiles the loops, generates SIMD instructions and necessary signals (i forms of
unralled loops, for instance) for the FPGAs.

3. Splash? requires memory between the FEs.

87

PATENT CAWMER DIRECTSTREAM, LLC
EX 2111, p. 90

Source: Sur-Reply, 7: EX2111, 9194-209
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counsel, I want to respond to also; is that co

B That's correct. I beliewve everything here
is relevant to computational loop.

Q Okay. ZAnother little housekeeping matter.
In paragraph 2, I don't necessarily want to talk
about the sentence, but you see where it says
"EX2111"?

I I do.

Q It's exhibit number.

You hawve an understanding that's a piece of
evidence in this case and it's Exhibit 2111; do you
understand that?

A I do.

Q Okay. And then if we go to paragraph,
let's say, 4, where, again, you're talking about some
more verbiage and then you say "EX1001," that's,
again, some statement that you're supporting wour
proposition by citing to Exhibit 1001; do you
understand that?

i I do.

Q At any time during these proceedings, it's
been going on for a while, did anyone ever explain to
vou why some of them start with a 1 and some of the
exhibits start with a 2?7

B Well, the ls are exhibits that I produced

Page 10

TG Reporting - Worldwide - ET7-702-2580

PATENT OWNER DIRECTSTREAM. LLC

EX. 2176, p. 10

1

1

1z

1z

11

15

16

17

18

13

20

21

2z

2

24

=t

Page
with my declaration or there may be additional ones
produced by Microsoft's counsel. The 2Zs are those
that were produced by the Patent Owners. That's my
understanding.

Q Okay. I just want to make sure. That's
correct. I want to make sure you understood that. A
lot of time it's not that I —— a lot of times people
are more interested in the citations and the EX
numbers usually the lawyers come back and write over
for claricy, okay. I just wanted to make sure you
understood that.

R QOkay.

] Can you turn ©o paragraph 15.

n I'm there.

Q Okay. This is starting section 2 of your
reply declaration called "Looping on SplashZ™. And
the paragraph reads "Patent Owner and its expert also
assert that the Splashl system implemented loops on
an attached CPU rather than in the FPGAs of the
system relying scolely on a paper by Gokhale™ —— and I
think it's Minnich —-

B It"'s ——

Q —-— entitled FPGA -- say again?

B I have the correct pronunciation. Gokhale

and Minnich.

TG Reporting - Worldwide - ET7-702-2580

PATENT OWNER DIRECTSTREAM. LLC
EX.2176.p. 11

Source: Sur-Reply, 7
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“computational loop”

Page 13
Page 12 1 ] Okay. D&And we just mentioned a second ago
: Q@ -- "Gokhale and Minnich entitled FEGR 2 that if it has a 1, that's a Microsoft exhibit, not a
2 Computing In A Data Parallel C"; do you see that 3 TTiEThie hemiTiz TrLGUTTURE AT CHETER mrfEETimEr
H 2

2 sentence?

4 A That's correct.
4 kS I s== thasz.

5 Q So I'm curiocous, how could Patent Owner hawve
B Q You use the word "solely™ in there; do you

£ solely relied on an exhikit that was actually
g see that?

7 introduced by Microsoft im your reply?
7 - I do.
a 2 Why? g B I can explain what happened from my end. I
] B The support by Patent Owner and expert came g don't have an answer to your gquestion.

B from Gokhale and Minnich in describing what happens
11 in that particular embodiment based on the data
iz parallel T. Other references have cited Gokhale and

12 Minnich, cited them for the support. So this is

1z where it came from.
15 Qo Znd your support for that assertion is from
18 Patent Owner's response on page B8 and Patent Owner's

17 Exhibit 2111, paragraph 209; is that correct?

18 A That's correct.

13 Q Let"s turn to paragraph 1l6. I'm not going
20 to read the whole paragraph, but I think you're

2L introducing the Gokhale reference at paragraph 1é.

zz And when you flip the page from page B to page 9, wvou
22 introduce the Gokhale referesnce as Exhibitc 1074; is
24 that correct?

25 B That"s correct.

TG Reporting - Worldwide - ET7-702-2580

PATENT OWNER DIRECTSTREAM. LLC
EX.2176. p. 12
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Disputed Claim Terms

e “stream communication”
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“stream communication” connection

B. “stream communication”

DirectStream’s Construction Petitioner’s Construction

a data path that acts like a queue Communication of a data sequence
connecting via the reconfigurable
routing resources a producer and a
consumer of data that operate
concurrently

Source: Response, 50 PODX - 126



“stream communication” connection

» The dependent claims for stream communication clearly state that the
dependent claim narrows the “instantiation” limitation from the independent
claims:

1. Amethod for data processing in a reconfigurable computing system, the
reconfigurable computing system comprising at least one reconfigurable
processor, the reconfigurable processor comprising a plurality of functional
units, said method comprising:

instantiating at least two of said functional units at the at least one
reconfigurable processor to perform said calculation wherein only functional
units needed to solve the calculation are instantiated and wherein each
instantiated functional unit at the at least one reconfigurable processor
interconnects with each other instantiated functional unit at the at least
one reconfigurable processor based on reconfigurable routing
resources within the at least one reconfigurable processor as
established at instantiation, ...

* 15. The method of claim 1 wherein instantiating includes establishing a
stream communication connection between functional units.”

Source: Response, 50-51 PODX - 127



“stream communication” connection

« ...stream communication” defines what type of connection is being
instantiated in dependent Claim 15

« The plain language of the claims requires

— (1) instantiation of some structure to create a stream
communication, and

— (2) specific to the '324 Patent, this instantiation must utilize the
reconfigurable resources within the reconfigurable processor.
EX1001 at 12:63-13:8, 13:53-55.

« Stream communication must be instantiated to comply with a
seamless, systolic implementation, per claim 1. EX1001 at
13:12-19.

Source: Response, 52; Sur-Reply, 10 PODX - 128



“stream communication” connection

» Configured during instantiation to connect processing elements via the
reconfigurable routing resources.

206

»

e
ks
e

3
50
%
ole

o
o

‘c
(2)

ADDITIONAL
ADAPTIVE
pRocEssan | b

With reference additionally now to FIG. 2, a functional
block diagram of an adaptive processor 200 communications
path for implementing the technique of the present invention
- 1s shown. The adaptive processor 200 includes an adaptive

\_ | | processor chip 202 incorporates a large number of functional
units (“FU™) 204 interconnected by reconfigurable routing
203_; resources. ['he adaptive processor chip 202 1s coupled to a
memory element 206 as well as an interconnect 208 and a
number of additional adaptive processor chips 210.

20 Fig.2 |

MEMORY

s
98

_ .f
1
5

ADAPTIVE PROCESSOR CHIP

INTERCONNECT

« EX1001 at 12:63-13:8, 5:31-53, Fig. 2; EX21119{[150-151.
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“stream communication” connection

As Petitioner and its expert admit, the specification does not provide a
specialized definition of “stream communication” or otherwise offer any
disclaimer of scope to alter the term from its plain and ordinary
meaning. 601 Petition at 20; EX10039[117.

The intrinsic record does not unambiguously define “stream
communication.” In fact, Petitioner’s own Petition conceded this: “The
term ‘stream communication’ is not used in the ‘324 Patent except in
its claims, nor is it used in the incorporated references.” Petition, 20.

The only allegedly supporting phrase referenced by Petitioner is
different (stream of operands), which at best clarifies what is in the
stream (operands), not the communication connection that must be
instantiated (structure). It is also from a different patent referring to a
different invention pertaining to internet communications.

Source: Response, 52; Sur-Reply, 12 PODX-130



“stream communication” connection

The file history is equally unavailing.
— The statement by the examiner regarding a “stream between

processors” does not mention a queue. It also refers to the
contents (“data is transferred systolically in at least one stream”),
not to the structure of the stream communication connection that
must be instantiated. Reply, 34.

Even Petitioner’s own brief concedes “the examiner noted...the
claimed ‘stream communication connection’ [is] established as the
interconnections are made,” but the examiner provides no
statements on what specific structure is established. Reply, 34.

The examiner’s silence cannot “contradict” the extrinsic evidence;
it is by definition silent one way or the other. If anything, there is
consistency with the extrinsic evidence.

Source: Response, 13; Sur-Reply, 13-14 PODX - 131



“stream communication” connection

« Because of the intrinsic record’s silence in defining a stream
communication connection, Patent Owner provided numerous
citations to references around the time of the invention that all
consistently provide support for a POSITA's understanding of
the associated structure, consistent with Patent Owner’s
proposed construction. Response, 53-62.

— U.S. Patent No. 8,589,666 (assigned to Patent Owner and describing the
prior art understanding of stream as a data path as shown in fig.1)

— Patent Owner’s own product documentation3 and supporting declaration
of the inventor of the '324 Patent

— Argonne National Laboratory article, defining stream as a data structure
— U.S. Patent No. 5,748,613

— European Patent No. 1820309

— U.S. Patent No. 8,543,746

— U.S. Patent No. 8,352,4564

— U.S. Appl. No. 2010/0070730

Source: Response, 12; Sur-Reply, 12 PODX - 132



“stream communication” connection

AN AR MO ° EX2027 US Patent NO.
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“stream communication” connection

« EX2027 at Fig. 1, 2:39-54:

Source: Response, 53

“A stream is a data path between a producer and consumer of
data, where the producer and consumer run concurrently. The path
between the producer and consumer is made up of a data
connection, a “valid” signal, and a reverse direction “stall” signal.
FIG. 1 shows typical signals used in a stream connection as is well
known and will be recognized by one skilled in the relevant art.”

5
RODUCER STREAM CONSUMER

125 185
- ______ FFFFFF S ryery Sl

135 135
(o) (- — (e -
—fa e (e} e

Fig. 1
PrlogrArt
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“stream communication” connection

Source: Response, 53

EX2027 at 2:45-63.

“The use of a First-In-First-Out buffer 110, or “FIFO” buffer, removes the need
for tight synchronization between the producer 120 and consumer 130. The
producer 120 will generate data values 125 at its own rate, allowing them to
accumulate in the FIFO buffer 110. As the FIFO buffer 110 approaches
becoming full, it will issue a stall signal 140 to the producer 120 so that it will
suspend the generation of data values 125 until the stall signal is released.
The consumer 130 will take 150 values 145 from the FIFO buffer at its own
rate and as the values 145 are available.

The use of the FIFO buffer, with the valid 135, stall 140 and take 150 signals,
allows flexible coupling of stream producers and consumers. A stream'’s
producer 120 and its consumers 130 may run at different speeds. For
example, when the producer 120 runs faster than the consumer 130, then it
will stall 140 from time to time as values fill the FIFO buffer. When the
producer runs slower than the consumer, the FIFO will sometimes be empty
and the consumer will wait for new values to be available.”

PODX - 135



“stream communication” connection

o EX2027 at 6:6-13:

“As previously described, a typical configuration of a pipelined data
stream structure places a single buffer between the producer and the
consumer. Such a single buffer is typically configured to absorb
differences in the production and consumption rate of the data
streams, but does little to prevent the lost of data due to consumer
loop overshoots.”

Source: Response, 53 PODX - 136



“stream communication” connection

» DirectStream’s '666 Patent describes as part of the technical
background the use of a FIFO buffer to communicate between two
processing elements, in particular where the producer processor can
add data to the FIFO buffer at its rate and the consumer processor can
remove data from the FIFO buffer at its separate rate. EX21119[]152-
154, 179-187. The disclosed use of a FIFO buffer structure for stream
communication allows the producer and consumer to run concurrently,
while the buffer absorbs differences in the production and
consumption rate of the data streams. EX21119[{[152-157, 179-187.

« This disclosure is entirely consistent with the ‘324 Patent’s teachings
for instantiating reconfigurable resources to seamlessly communicate
computed data between processing elements in independent claim 1,
and more particularly to provide stream communication between those
processing elements in the dependent claim 15. EX21119[4]152-157,
179-187; EX1001 at 12:63- 13:8, 13:53-55.

Source: Response, 55 PODX - 137



“stream communication” connection

e EX2107 Patent Owner’s
0 Gt (o R e et product documentation

PATENT OWNER DIRECTSTREAM, LLC

Source: Sur-Reply, 12 PODX - 138



“stream communication” connection

« DirectStream’s own product documentation describes a stream
as a data structure that allows flexible communication between
concurrent producer and consumer loops, which is consistent
with how a POSITA would understand this term in the context of
the claims, particularly as part of instantiating structure on a
reconfigurable processor. EX21009[79; EX2107 at 94-98;
EX21119[[150-154, 182- 187.

Source: Response, 56 PODX - 139



“stream communication” connection

« EX2107, Fig. 6-1 at p. 94,

data » data »
Producer walid Buffer walid Consumer
Loop Loop
o stall " take

Figure 6-1: Internal buffer and signals used by a stream

« EX2107, Fig. 6-2 at 96

Loop 1
= 1] s1
Y ¥ ;
Loop 2 Loop 3
sz s3
) J Y
Loop 4 Loop 5

Figure 6-2: Example of multiple loops that interact with streams.

Source: Response, 57 PODX - 140



“stream communication” connection

« POSITA would recognize that a queue is a well-known
data structure with first-in-first-out properties in which only
two actions are permitted, (i) the addition of entities to the
rear position, known as enqueuing, and (ii) the removal of
entities from the front position, known as dequeuing. This
ensures that data entering a queue remains in the same
order that it arrived.

queuel n. A multi-element data structure from which (by
strict definition) elements can be removed only in the
same order in which they were inserted; that is, it follows
a first in, first out (FIFO) constraint. There are also several
types of queues in which removal is based on factors other
than order of insertion—for example, some priority value
assigned to each element. See also deque, element (defini-
tion 1). Compare stack.

« EX2065 at 433; EX21119]1]152-154, 182-185.

Source: Response, 57 PODX - 141



“stream communication” connection

« EX2028 Argonne National
Laboratory article

ARGONNE NATIONAL LABORATORY - defines Stream aS a data
it structure

Parallel Programming with PCN

Patent Owner Saint Regis Mohawk Tribe

Source: Sur-Reply, 12-13 PODX - 142



“stream communication” connection

« A paper from Argonne National Laboratory from 1993 defines
“stream” as follows:

4,9 Stream Communication

We have seen how two or more concurrent computations that share a definitional
variable can use that variable to exchange data. The producer of the data simply
defines the shared variable to he the data to be communicated (e.g., x = "hello").
The consumer(s) of the data can then use the data in computation.

A shared definitional variable would not be very useful if it could be used only to
exchange a single value. Fortunately, there are simple techniques that allow a single
definitional variable to be used to communicate many values. The most important
of these is the stream. A stream is a data structure that permits communication of
a sequence of messages from a producer to one or more consumers. A stream acts
like a queune: the producer places elements on one end, and the consumer(s) take
them off the other.

By convention, stream communication is implemented in PCN in terms of list
structures. Imagine a producer and a consumer sharing a variable x. The producer
defines x = [msg|xt] and the consumer matches x 7= [msg|xt]. The effect of these
operations is to both communicate msg to the consumer and create a new shared
variable xt that can be used for further communication. This process can he re-
peated arbitrarily often to communicate a stream of messages from the producer to
the consumer. Hence, a stream is a list structure, incrementally constructed by a
producer and deconstructed by a consumer. The empty list ([]) is used to represent
the end of a stream.

« EX2028 at 31.

Source: Response, 59
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This is consistent with the '324
patent’s use of a “stream
communication” to connect the
functional units that form the
two computational loops.
EX1001 at 13:53-55;
EX21119[91150-154, 179-187.

Those two loops act as
producers and consumers with
the stream communication
enabling the data to pass from
the producer (loop 1) to
consumer (loop 2).

Source: Response, 59

| 412 'E
5 Ny |
i i PHASE 1
: LOOP A i - LOOP A WORKS ON
: DIMENSION 1
! i - LOOP B WORKS ON
| H DIMENSION 0
i H {may be dummy data)
| 414- i
: ™ § | | PHASE2
: - | - LOOP A WORKS ON
| ! DIMENSION 2
: LOOP B | - LOOP B WORKS ON
| , DIMENSION 1
| | 410

Fig. 4B
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« This same concept is also consistently demonstrated by
other third party patents that both pre- and post-date the
'324 Patent

— EX2169 - U.S. Patent No. 5,748,613

— EX2170 - European Patent No. 1820309
— EX2171 - U.S. Patent No. 8,543,746

— EX2172 - U.S. Patent No. 8,352,456

— EX2173 - U.S. Appl. No. 2010/0070730

Source: Response, 59-62 PODX - 145
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« EX2169 - U.S. Patent No. 5,748,613

O O
am T v sy - -
o S— «  EX2169 at Abstract: The present invention
= ——— provides a method of pacing a stream of

[73] Assignee: Hewlett-Packard Company, Palo Alto,
Calif.

data transmitted from a data source to a
buffered data destination with a determined
number of available storage units, the data
destinations being configured to consume
data and thereby to free storage units for
receipt of additional data.

[21]  Appl Ne. 626,224
[22] Filked:  Mar 29, 1996

511 Mot CL® oo GOGF 11L/00; HIML 12756 i
[52) US.CL ... WZ36; ITWATI: linj

« EX2169 at 3:31-35: Referring still to FIG. 1,
it will be understood that data producer 12
typically includes a memory and a
processor capable of providing an image
buffer 16, a command protocol buffer 18, an

PATENT OWMNER DIRECTSTREAM, LLC
E

auto-status buffer 20, a device ID buffer 22,
and a pacing buffer 24.

Source: Response, 59-60 PODX - 146
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(1) EF 1820 309 B1

(12) EURCPEAN PATENT SPECIFICATION

(45) Date of publication and mention
of the grant of the patent:
27082008 Bulletin 2008735

(21) Apglication number: 058500711

(22) Date of filing- 30.11.2005

(51}

(88)

(87}

Int Cl.2
HO4L 12/56 a0y

International application number:
PCT/IB2005/053970

International publication number:
WO 2006/059283 (08.06 2006 Gazette 2008/23)

(54) STREAMING MEMORY CONTROLLER
STREAMING-SPEICHERSTEUERUNG
CONTROLEUR DE MEMOIRE EN CONTINU

(84) Designated Contracting States:
AT BE BG CH CY CZ DE DK EE ES FI FR 68 6R
HU IE IS IT LI LT LU LV MC NL PL PT RO SE 5
SKTR
esignated Extension States:
AL BA HR MK YU

(30) Prionty: 03.12.2004 EP 04106274

(43) Date of publication of apphication
22082007 Bulletin 2007734

(73) Propnetor: Koninklijke Philips Electronics NV
5621 BA Eindhoven (NL)

(72} Inventors:
+ BURCHARD. Artur
NL-5656 AA Eindhoven (NL)

* HEKSTRA-NOWACKA. Ewa

NL-5656 AR Emdhe\ren NL)

+ HARMSZE, Francoise, J
NL-5656 AA Emdho\rzn [

+ VAN DEN HAMER, Peter
NL-5656 AA Eindhoven (NL}

(74} Representats n der Veer, Johannis Leendert

etal
NXP Semiconductors B.V.

(56)

IP&L Department
High Tech Campus 32
5656 AE Eindhoven {NL}

References cited:
US-A-5751951
US-B1-6 405 256

US-A1-2002 0234 162

EP 1820309B1

paid. {Art. 20(1) European Patent Convention).

MNote: Within nine months of the publication of he mention of the grant of the European patent in the European Patent
Bulletin_ any persan may give notice to the European Patent Office of oppasition to that patent. in accordancs with the

Implementing Regulations. Notice of epposiion shall not be Geemed to have been fied until the opposition fee has been

Fririn ey Jeuave, TSO31 PARIS (FF)

Source: Response, 60

PATENT OWMER DIRECTSTREAM, LLC
EX.2170,p. 1

EX2170 — EP No. 1820309

EX2170 at 0003-0004.

[0003] Buffering is essential in a proper support of
data streaming between the involved processes.
Typically, FIFO buffers are used for streaming,
which is in accordance to (bounded) Kahn process
network models of streaming application. With
increased number of multimedia applications that
can run simultaneously the number of processes,
realtime streams, as well as the number of
associated FIFOs, substantially increases.

[0004] There exist two extreme implementations of
streaming with respect to memory usage and FIFOs
allocation. The first uses physically distributed
memory, where FIFO buffers are allocated in a local
memory of a subsystem. The second uses
physically and logically unified memory where all
FIFO buffers are allocated in a shared, often off-
chip, memory. A combination thereof is also
possible.
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« EX2171 - U.S. Patent No. 8,543,746

USIHE543746B2

nz United States Patent (o Patent o US 8,543,746 B2
Roever (4) Date of Patent: Sep. 24,2013

. EX2171 at Abstract.

« Adcircuit arrangement and method facilitate the direct
streaming of data between producer and consumer circuits
(12P.12C) that are otherwise configured to communicate
over an address-based network (18). Sync signals (46,56)
are generated for each of producer and consumer circuits
(12P, 12C) from the address information encoded into
requests that communicate the data streams output by the
producer circuit (12P) and expected by the consumer
circuit (12C). The sync signals (46,56) for the producer and
consumer circuits (12C) are then used to selectively
modify the data stream output by the producer circuit (12P)
to a format expected by the consumer circuit (12C).
Typically, such modification takes the form of inserting data
into the data stream when the consumer circuit (12C)
expects more data than output by the producer circuit
(12P), and discarding data communicated by the producer
circuit (12P) when the consumer expects less data than

PATENT OWNERDRECTSTREAN Lic that output by the producer circuit (12P).

EX. 2171, p.1

(54 MING 55 Field of Clusilic
USPC

See applic

Appl. No. HENA
(220 PCTFiked:  Jun, 23,2006
PCTAB20MNS2065

Jul. 7, 2009

Related U5, Application Datn
(60) Provisional applicetion No. 50/694,113, ik Jus
24, 2005,
) Ime CL
GGE [0 (2006.00y
GOGE 300
GRGE 500
Gl 13736

GG L
CGOGF 1112
CUOGF IS/16
Gk 1342
Had. S0
Hadl, 70

(521 US.C1,
S

THVEL, 716

Source: Response, 60-61 PODX - 148
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5681

US(083524:

un United States Patent (i Patent No.:  US 8,352,456 B2
Dully et al. (451 Date of Patent: Jan. 8, 2013

(31 PRODUCERCONSUMER OPTIMIZATION
(75 Ivenaes 1S

210 Appl. No: 117743,
() Filed My

PATENT OWNER DIRECTSTREAM, LLC
EX.2172,p.1

Source: Response, 61

EX2172 - U.S. Patent No. 8,352,456

EX2172 at 1:29-50.

One basic design pattern is producer/consumer. A
producer/consumer relationship is one in which a
producer generates data and the consumer uses the
data. This pattern is utilized in a myriad of different
environments for a number of processes including, at
a higher level, data warehousing for cleansing and
transforming data and image processing for iterative
refinement. In fact, the pattern can apply to any
situation in which data is produced and consumed.
One particularly prevalent use case pertains to
queries. Query execution can be seen as a traditional
client/server or consumer/producer model where an
entity A requests a service from another entity B, in
this case the retrieval of some data that satisfies
criteria and is in the shape requested. Some bi-
directional communication mechanism is required
Such that A can instruct B about its desire and so
that B may respond to A with the results. The entire
result set is returned in Some form and thereafter
consumed for Some purpose. ...
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US 20100070730A
n United States

nz Patent Application Publication o) Pub. No.: US 2010/0070730 A1
Pop et al. (43, Pub. Dare: Mar. 18, 2010

(54) MINIMIZING MEMORY ACCESS Publicativn Classification
CONFLICTS OF PROCESS 5 I
COMMUNICATION CHANNELS. N prres)

00D, KIVLIN, KOWERT &

PO BOX 395
AUSTIN, TX 797676388 (US)

ApplNo: 12212370

(22) Filed: Sep. 17, 2008

PATENT OWNER DIRECTSTREAM, LLC
EX.2173,p.1

Source: Response, 61-62

EX2173 - U.S. Appl. No.
2010/0070730

EX2173 at 0012. In one embodiment, a method
comprises dividing a stream into windows, wherein a
stream is a circular first-in, first-out (FIFO) shared
storage queue. In one window, a producer task is
able to modify memory locations within a producer
sliding window without checking for concurrent
accesses to the corresponding elements.

EX2173 at 0044. The transfer of data between tasks
as shown in FIG. 3A-3C may occur via a
communication channel called a stream. A stream
may be a circular buffer managed as a FIFO
concurrent lock free queue. Concurrent FIFO queues
are widely used in parallel applications and operating
systems. A stream may be implemented in the
memory hierarchy 400 such as in stream copies 440
and 460. The most updated contents of a stream
may be in Stream copies located closest to a
processor core, such as stream copy 440.
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“stream communication” connection

« The foregoing extrinsic references are still consistent with the intrinsic
record.

« Within the context of the 324 Patent, a POSITA would recognize that
this inter-chip communication concept can be adapted to intra-chip
communications between functional units on the same chip—e.g., a
FIFO within the chip:

As shown, each adaptive processor chip 202 can contain
thousands of functional units 204 dedicated to the particular
problem at hand. Interconnect between these functional
units is created by reconfligurable routing resources inside
cach chup 202. As a result, the tunctional umts 204 can share
or exchange data at much higher data rates and lower
latencies than a standard microprocessor 104 (FI1G. 1). In
addition, the adaptive processor chips 202 can connect
directly to the inter-processor interconnect 208 and do not
require the data to be passed through multiple chips n a
chipset in order to conununicate. This 1s because the adap-
tive processor can implemem whatever kind of interface is
needed to accomplish this connection.

« EX1001 at 5:41-53.

45

3

Source: Response, 63, Sur-Reply, 11 PODX - 151



“stream communication” connection

* The specification discloses neighboring cell communications and the
use of scheduling to eliminate the need for data storage, as well as the
concept of using chain ports and a FIFO buffer for chip to chip
communications, borrowing concepts from the ‘819 Patent owned by
the same applicant.

As shown, the computation of fluid How properties are
communicated to neighboring cells 710 and. importantly. 0
this computation can be scheduled to eliminate the need for
dala storage. In accordance with the technique of the present
invention, a set of cells can reside in an adaptive processor
and the pipeline of computation can extend across multiple
adaptive processors. Communication overhead between 3
multiple adaptive processors may be advantageously mini-
mized through the use of MAP™ adaptive processor chain
ports as disclosed in U.S. Pat. No. 6,339,819 issued on Jan.

15, 2002 for: “Multiprocessor With Each Processor Element
Accessing Operands in [oaded Input Bufler and Forwarding
Results to FIFO Output Buffer”, assigned to SRC Comput-
5 ers, Inc., assignee of the present invention, the disclosure of
which is herein specifically incorporated by this reference.

« EX1001 at 7:59-8:6.

Source: Response, 62-63 PODX - 152



“stream communication” connection

« The '687 Patent is related to the ‘819 Patent, which the '324 Patent
incorporated by reference, and it further describes the chain port:

With reference additionally now to FIG. 7, an additional
functional block diagram of an individual MAP c¢lement 112
is shown particularly illustrating the memory 40 of the
preceding figure functioning as an input buffer 40 and output
FIFO 74 portions thercof. In this figure, an alternative view
of the MAP ¢lement 112 of FIG. 6 is shown in which
memory input data on line 50 (or the write trunk 26) is
supplied to an input buffer (memory 40) as well as to a
reconfigurable user array 42 coupled to the chain port 24.
The output of the reconfigurable array 42 is supplied to an
output FIFO 74 to provide memory output data on line 94 (or
the read trunk 28) as well as to the chain port 24. The input
buffer 40, reconfigurable array 42 and output FIFO 74
operate under the control of the control block 46.

20 With respect to the foregoing figures, each MAP element
112 may consist of a printed circuit board containing input
operand storage (i.c. the memory/input buffer 40), user array
42, intelligent address generator control block 46, output
result storage FIFO 74 and I/O ports to allow connections to

25 other MAP elements 112 through the chain port 24 as well
as the host system memory array.

« EX1014 at 8:7-26.

Source: Response, 65 PODX - 153
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« Additionally, alongside the chain port, the ‘687 Patent discloses input
and output FIFO buffers as part of chip to chip communication, which

relates to the ‘324 Patent claim for stream communication between

functional units on the same chip to solve the technical problem. See

EX2111991125-131, 150-152.

With reference additionally now to FIG. 7, an additional
functional block diagram of an individual MAP element 112
is shown particularly illustrating the memory 40 of the
preceding figure functioning as an input buffer 40 and output
FIFO 74 portions thereof. In this figure, an alternative view
of the MAP element 112 of FIG. 6 is shown in which
memory input data on line 50 (or the write trunk 26) is
supplied to an input buffer (memory 40) as well as to a
reconfigurable user array 42 coupled to the chain port 24.
The output of the reconfigurable array 42 is supplied to an
output FIFO 74 to provide memory output data on line 94 (or
the read trunk 28) as well as to the chain port 24. The input
buffer 40, reconfigurable array 42 and output FIFO 74
operate under the control of the control block 46.

* EX1014 at 8:7-26.

10

Source: Response, 65
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* And continuing:

The array 42 performs the actual computational functions
of the MAP element 112. It may comprise one or more high
performance field programmable gate arrays (“FPGASs™)
interconnected to the other elements of the MAP element
112. A particular implementation of the present invention
disclosed in more detail hereinafter, may use four such
devices yielding in excess of 500,000 usable gates. These
components are configured by user commands that load the
contents of selected configuration ROMs into the FPGAs.
After configuration, the user array 42 can perform whatever
function it was programmed to do. In order to maximize its
performance for vector processing, the array 42 should be
able to access two streams of operands simultaneously. This
is accomplished by connecting one 72 bit wide input port to
the input operand storage and a second 72 bit wide port to
the chain input connector port 24. This connector allows the
MAP clement 112 to use data provided to it by a previous
MAP element 112. The chain port 24 allows functions to be
implemented that would far exceed the capability of a single
MAP element 112 assembly. In addition, since in the par-
ticular implementation shown, only operands are transferred
over the chain port 24, the bandwidth may exceed the main
memory bandwidth resulting in superior performance to that
of the fixed instruction microprocessor-based processors 12.

« EX1014 at 9:2-67.

Source: Response, 65

10

20

25

When the user array 42 produces a result, it may be sent
over a 72 bit wide path to an output result storage element
(for example, output FIFO 74) which can then pass the data
to either a 72 bit wide read port or a 72 bit wide chain port
24 to the next MAP element 112. This storage device can
made from a number of different memory types. The use of
a FIFO 74 storage device will temporarily hold results that
cannot be immediately read by a host microprocessor or
passed over the output chain port 24 to the next stage. This
feature allows for MAP elements 112 in a chain to run at
different frequencies. In this case the output FIFO 74 func-
tions like a speed matching buffer. In non-chained operation,
the microprocessor that is reading the results may be
delayed. In this case the FIFO 74 prevents the MAP element
112 from “stalling™ while waiting for results to be read. In
a particular embodiment of the present invention, a FIFO 74
that is 72 bits wide and 512K eniries deep may be utilized.
As disclosed in the aforementioned patent applications, the
output storage may also be a true memory device such as
those found in common memory. In this case, write
addresses must be provided by the user array 42 or address
generator and read addresses provided by the entity reading
the results from the memory. While this may be somewhat
more electrically complicated, it has the advantage that
results may be accessed in any order.

PODX - 155
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“stream communication” connection

» Petitioner’'s own expert concurs the patent excludes storing values in
memory—e.d., sending data off the chip.

a8}
[w]
[
o
o)

Page 85 Pau
STONE. Ph.D.
was going from one processing element to memory

and then back to a processing element, is that
something you would consider as an intervening

STONE, Ph.D.

Oh, there itis. Okay.

So this concept of systolic, what's
4 your opinion of what that means?

A. My opinion of what it means is in thing?

the report. It means it's the characteristic A, Well. that would not be a direct
of thythmically computing and passing data ! connection of the output of the cell to the
: directly between processing elements. And then next cell. It says, "Between processing
: I quote: "Without a program counter or clock elements you're directly connected." If you're

[ I

on

o

e R S PSR B B )

W

1 that drives a movement of data." and also L saying you have a processing element outputting
-t operating in a manner that is, "transport L to memory and then coming back to another

1z triggered. i.e.. by the airival of a data e processing element, that would not be direct.
13 object.” 13 Q. Okay. Are there any other examples
L Q. Okay. And you mention the word 1< of intervening structures or circuits that

L "directly." it was passing data directly 13 would violate this direct connection?

e between processing elements. What does that 18 A. T--Ithink you're opening a

L phrase mean to you or what's the context? 17 universe. I'm not going to answer that because
13 ‘What are you trying to describe 12 I'd like to -- let's get specific things.

L= there? e Q. Well. how about a -- a register?

=0 A. That the data goes from first to the =C Would that be an intervening structure?

e second without going to something intervening. e A, I--T'm puzzled because that --

e It directly go -- is connected immediately. == that register would be within -- within the

23 Indirectly we -- you go through one or more 23 processing element in my mind.

e intervening places to get there. 4 Q. Okay.

- Q. Okay. So would memory, if the data 23 A. Ifit's within the processing

« EX2064 at 85:14-86:12. See also EX10039[117

Source: Response, 69 PODX - 156
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« Petitioner’s construction is flawed under any claim construction
standards because it

1) results in an illogical definition that destroys the independent-
dependent relationship of the claims,

2) improperly broadens the term so as to strip it of all meaning
relative to the rest of the claim language, and

3) is inconsistent with POSITA's understanding of the plain and
ordinary meaning.

Source: Response, 50 PODX - 157



“stream communication” connection

» Petitioner ignores the canon of claim construction that a dependent
claim scope should be differentiated from its independent claim.

» Petitioner’s proposed definition of a “communication of data
sequence’” is already present in any data processing systems to begin
with—including in a systolic data processing system—adding no
limitations that are not already in the independent claims.

» As such, Petitioner’s proposed definition would violate claim
differentiation by rendering the dependent claims meaningless and of
the same exact scope as the independent claim. Am. Piledriving
Equip., Inc. v. Geoquip, Inc., 637 F.3d 1324, 1335 (Fed. Cir. 2011).

Source: Response, 69, Sur-Reply, 11 PODX - 158
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Plain claim language of dependent claim 15 pertains to “instantiation”
term in the independent claim

Petitioner and its expert even argued “instantiation” means to “create,
such as by configuring, a particular structure.”

4. “instantiate”

In the context of the 324 Patent, the ordinary meaning to a Skilled Artisan of
“instantiate” 1s create, such as by configuring, a particular structure. EX1003, 9

85

Petition at 16.

Petitioner ignores the plain claim language that states the “stream
communication” type of connection in Claim 15 further specifies the
structure that is instantiated in Claim 1.

Source: Response, 51 PODX - 159



“stream communication” connection

» Petitioner’s proposed construction for stream communication is
inconsistent with the foregoing.

» |Instead, Petitioner’s construction abandons any structure or
configuration thereof. This would render the dependent claim
nonsensical and illogical by divorcing it from any of the requirements of
the “instantiating” limitation.

— Petitioner’s construction offers nothing clarifying about what an
instantiation comprising stream communication would constitute.

— Petitioner’s construction does nothing more than recite a
requirement of sending data to any systolic (or even data
processing) system generally—namely that it receives a sequence
of data via some communication.

Source: Response, 51-52 PODX - 160
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A 76
8
568 568

N spIaSH 2

FPGAs in a Custom Computing Machine

Duncan A. Buell
Jeffrey M. Arnold
Wailter J. Kleinfelder

Petitioner Microsoft Corporation - Ex. 1007, Cover 1

Source: Response, 80; Sur-Reply, 14

Neither Splash2 nor any of the
other prior art disclose stream
communication as properly
construed, and Microsoft does
not dispute this. See Reply,
37-38.

The Petition asserts only that,
based on Petitioner’s incorrect
construction of stream
communication as a sequence
of data, this limitation is met by
Splash2.
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“stream communication” connection

« Splash2 does not contain any disclosure of

— a queue between processing elements. EX21119[]188-193.
Petitioner does not identify any in the Petition and Petitioner’s
expert likewise is silent on any such disclosure in Splash2.

— the signaling for the processing elements to interact with the queue
so as to store/fetch, which a POSITA would know is necessary to
do any sort of data communication involving a queue in a stream
communication. EX21119[9[180-193.

— a busy/ready signal between processing elements to regulate the
flow of data into and out of the queue. EX21119[{]180-193.

» Instead, Petitioner and its expert argue Splash2 shows a “direct”
connection between processing elements with nothing in between.
601 Petition at 12, 37, 46; EX 2064 at 85:14-86:12.

Source: Response, 78-79 PODX - 162
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« No structure is identified for Splash2 or any of the other prior art
references, in accordance with a POSITA's understanding that claim15
requires instantiating reconfigurable resources for “stream
communication.” See EX211199[150-154, 180-193.

* Nor is there any argument or evidence to show a combination of
teachings from Splash2 and any of the other prior art to render
obvious the limitation of instantiating some structure using the
reconfigurable resources for “stream communication.”

Source: Response, 80 PODX - 163



“stream communication” connection

» Petitioner’s entire interpretation of Splash2 is that there is nothing in
between the processing elements in order to be “seamless,” which
Petitioner’s expert confirmed in deposition. Petition at 12, 37, 46;
EX2064 at 85:14-88:10.

Page 85 Page 8¢
1 STONE. Ph.D. . STONE, Ph.D.
z Ol. there it is. Okay. - was going from one processing element to memory
3 So this concept of systolic, what's B and then back to a processing element, is that
‘ your opinion of what that means? - something you would consider as an intervening
s A. My opinion of what it means is in °  thing?
é the report. It means it's the characteristic B A, Well. that would not be a direct
7 of rhythmically computing and passing data 7 connection of the output of the cell to the
directly between processing elements. And then : next cell. It says, "Between processing
T quote: "Without a program counter or clock B elements you're directly connected." If you're
i that drives a movement of data." and also Al saying you have a processing element outputting
L operating in a manner that is, "transport L to memory and then coming back to another
Lz triggered. i.e.. by the arrival of a data p processing element. that would not be direct.
L2 object.” -3 Q. Okay. Are there any other examples
L Q. Okay. And you mention the word -4 of intervening structures or circuits that
- "directly." it was passing data directly -3 would violate this direct connection?
g between processing elements. What does that -6 A, I--Ithink you're opening a
L7 phrase mean to you or what's the context? <7 universe. I'm not going to answer that because
13 ‘What are you trying to describe 1 I'd like to -- let's get specific things.
Lo there? o Q. Well, how about a -- a register?
20 A. That the data goes from first to the = Would that be an intervening structure?
- second without going to something intervening. =1 A, I--T'm puzzled because that --
2z It directly go -- is connected immediately. == that register would be within -- within the
23 Indirectly we -- you go through one or more 23 processing element in my mind.
B intervening places to get there. 24 Q. Okay.
B Q. Okay. So would memory. if the data =3 A. Ifit's within the processing

Source: Response, 79-80 PODX - 164



No Motivation to Combine

 “The presence or absence of a motivation to combine references in an
obviousness determination is a pure question of fact.” Intelligent Bio-
Sys., 821 F.3d at 1366 (quoting Par Pharm., 773 F.3d at 1196). Where
a combination of prior art references changes the basic principles of
operation of the prior art or renders the prior art inoperable for its
intended purpose, there is no motivation to combine.

« MPEP 2143.01 (“If [the] proposed modification would render the prior
art invention being modified unsatisfactory for its intended purpose,

then there is no suggestion or motivation to make the proposed
modification.”) (citing In re Gordon, 733 F.2d 900 (Fed. Cir. 1984));

* Plas-Pak Indus. v. Sulzer Mixpac AG, 600 Fed.Appx. 755, 759-60
(Fed. Cir. 2015) ("How well a combination is expected to work is
certainly a legitimate consideration in an obviousness inquiry.”).

Source: Response, 17-29, 111-115, 119-120; Sur-Reply, 5-6 PODX - 165



Dr. Stone is Not Reliable

Source: Response, 20-21

Indeed, Dr. Stone dedicates an entire chapter in a textbook he authored in
1987, and subsequent editions in 1990 and 1993, about minimizing overhead in the
design of such high-performance systems. EX2137, 281-330; EX2118. And, he
notes if the overhead is not kept below a certain percentage of execution time, such
parallel execution is not beneficial. EX2137, 289,329. Dr. Stone also readily admits

that in evaluating the use of “exotic technology,” considerations of more reasonable

technologies should be considered rather than arbitrarily committing to a specific

| .
use of technology, such as his targeted focus solely on FPGAs here. EX2137,301.

And, Dr. Stone fully appreciates that a computer architect (and, in this case, his
own POSITA) would take into consideration bottlenecks and efficiency in design.
EX2137, 281-282, 288-289, 291, 299. Yet, in evaluating the prior art, the patent
teachings, or the rationale underpinning to combine, Dr. Stone is silent about his

own prior methodology.
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Dr. Stone is Not Reliable

DirectStream’s patents. Its expert’s opinions now are not credible in light of his
own prior published works, where such exotic and successful use of reconfigurable
parts at the time of the invention were unknown; his selective discussion of the then
state of the art; and his selective evaluation of the factual record (albeit by
Petitioner’s cherry-picking decision to show “facts” or “opinions’ it only deemed
relevant). EX2048 38:23-39:5, 52:2-55:3, 89:5-23, 142:22-144:10, 145:9-146:25,
161:13-162:25, 168:9-169:4, 179:6-13, 187:9-188:11, 203:14-207:13, 210:19-25;
EX2058 20:4-21:14, 33:5-13, 35:17-36:20, 39:11-21, 66:17-67:2, 80:10-20, 207:8-

209:21.

Source: Response, 21; EX21119{145-146
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Dr. Stone is Not Reliable

 For example, in deposition, Dr. Stone testified he assumed his use
of prior art in various combinations would be enabling without
explaining how a POSITA would actually make that combination:

EX2066 at 54:2-55:3 (emphasis added)

Source: Response, 23-24

Page 54 Page 55
L HAROLD S. STONE, Ph.D. L HAROLD S. STONE. Ph.D.
2 combinations. I'm more thinking and asking 2 could do and that a person of ordinary skill in
3 generally across your declaration, this issue 3 the art would -- was enabled to combine them.
4 of whether a person of ordinary skill in the 4 Q. Okay. So looking at the phrase that
5 art at the time of the invention could practice 5 you just used, "the person of ordinary skill in
6 whatever the disclosure is in the prior art e the art," and I want to zero in on this idea of
7 reference, how did you go about making that ! a person of ordinary skill in the art at the
8 assessment? B time of invention.
s A, Let's have an example of prior art ¢ Do you understand what that phrase
Lo reference 1 and 2, and I would argue -- look at o means?
11 it carefully, and I would decide whether one of t A. Ido.
12 skill in the art would understand that they e Q. Andwould you agree with me that
13 could be combined technically. that there's B that person of ordinary skill in the art --
14 motivation to combine them. If you combined Le sorry. Letme -- let me rephrase that.
15 them, that you would get the results and the Lo Would you agree with me that looking
18 results are relevant to the analysis of Le at a prior art reference from the perspective
17 invalidity. L of a person of ordinary skill in the art at the
18 As far as enabling, my argument 18 time of the invention precludes using what we
19 would be that you're enabled to put them Lo would call hindsight bias?
=0 together. The individual prior art I would 3_0 A. Tunderstand that.
=L assume are enabled because they're patents. - Q. Soyou understand what hindsight
22 I--1don't -- I did not specifically :_: bias 1s? _ _
23 investigate each of the patents to see if they > A. TIbelieve I do, but again, I'm not
24 were enabled to do what they've claimed to do. - a --a legal expert. T'm not -- it's just from
25 So my assumption is they could do what they 2 experience and testimony.
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Dr. Stone is Not Reliable

« Petitioner’s expert also testified he merely assumed all
the benefits and ignored any of the drawbacks. EX2066:

— 65:17-68:22 (state of the art would include what you cannot do also but
Stone doesn’t consider the disadvantages in his opinion, only
advantages)

— 142:22-144:10 (Stone did not rely on his own book and didn’t consider
disadvantages identified in his book for multiprocessor systems)

— 145:9-146:25 (didn’t consider disadvantages when considering prior art
combinations)

— 161:13-162:25 (Stone believes legal standard does not teach him to take
into consideration whether a particular combination is even a good
combination in terms of the system that results)

— 187:9-188:11 (Stone didn’t investigate potential drawbacks of FGPAs in
2001)

— 203:14-207:13 (Stone only used perceived advantages to piece together
combinations without considering whether the combinations were
workable)

Source: Response, 26 PODX - 169



Dr. Stone is Not Reliable

. [N
High-Perforz Moreover, 1n considering any proposed computer architecture

Computer Archity
implementation, a POSITA would have known of the need to analyze the costs and

\ Harold s. sto Denefits associated with the various overhead from introducing “exotic designs,”

IBM Watson Research &
and
Courant Institute

i\ Newerktniversiv - ywhich even Petitioner’s own expert admitted in writings around the time of the
\— /

mvention. EX209599238, 244. This includes benchmarking and bottleneck analysis
to measure the power, performance, cost, etc. associated with a system architecture
and available solutions for each of them, and may even involve trial and error.

H Addison-Wesley Publisl > ()9 544241242 see e.g., EX2138 (an example of such an analysis that would be

Reading, Massachusetts
Menlo Park, California =
Wokingham, England =}
Sydney * Singapore + T

st sndzo -S4 known to a POSITA). Petitioner’s expert agreed in deposition such an analysis is
proper, but he failed to perform one m any of his analysis in this matter.

EX209599239, 243-247.

PATENT OWNER DIRECTSTREAM, LLC
EX. 2052, p. 3

Source: Response, 120-121 PODX-170



Dr. Stone is Not Reliable

As discussed by Dr. Homayoun, a proper POSITA would have considered all
of the state of the art in the design of computer architecture, including for example,
the issues of reconfigurable programming, processor speed, FPGA speed,
benchmarking, bottlenecking, and cost/benefit analysis of overhead introduction as
applied to HPC applications. EX20959999-106, 134-148; EX2136, 41, 45, 67-74,
363-387. As shown above, even Dr. Stone’s own prior written admissions concur
that POSITA would consider these issues. See EX2052; EX2137; EX2118. But
Petitioner ignored this basic analysis any POSITA should have undertaken. The
fundamental flaw of Petitioner’s arguments 1s the hindsight bias, as discussed above,
to focus on FPGAs as the solution to problems in high performance computing.

EX209599143-148.

Source: Response, 29 PODX - 171



Dr. Stone is Not Reliable

« Even assuming an algorithm could be moved from a
multiprocessor to an FPGA environment, there are
additional design considerations that must be evaluated
to determine if any FPGA implementation will be
successful. EX21119[{]242-252.

* For example, chapter 2 of the book Field-Programmable
Gate Array Technology by Dr. Trimberger also provides
additional design considerations that must be taken into
account when evaluating whether it is possible to
implement an algorithm on an FPGA or array of FPGAs:

Source: Response, 115-116 PODX-172



Dr. Stone is Not Reliable

« EX2078 at 29.

— Capacity Estimation

— FPGAs have three kinds of resources: logic, I/O and routing. To
determine if a design fits into a particular FPGA, the design must fit
within all three resource limits. The difficulty of this estimation is a
function of the architecture and of the software used for mapping
the logic into the FPGA. FPGA logic and interconnect capacity are
difficult to estimate. Traditional measures of gate count and
product terms are not accurate estimates of lookup-table capacity.
Two designs that appear to be of equal size in terms of MPGA gate
count or number of PLD product terms may use CLBs with
different efficiency, requiring very different numbers of CLBs. Logic
optimization algorithms may also significantly change the size and
performance of the design. Complex blocks implement complex
functions efficiently, but when the function to be implemented does
not fit into the block efficiently, some fraction of the block is
unusable, and is wasted.

Source: Response, 115 PODX-173



Dr. Stone is Not Reliable

« EX2078 at 29.

— The wasted fractions of blocks cause a gap between the peak
capacity of the FPGA and the capacity in a given application. An
accurate capacity and performance estimate requires that the
design be mapped into the FPGA. Fortunately, fast mapping
heuristics can give a good estimate of logic capacity. Routing
requirements are more difficult to estimate. The problem of
statistical wirability estimation has been addressed by Heller
[1978], Donath [1979] and EIGamal [1981], but the techniques
and results are not accurate enough for capacity estimation.
MPGA designs address this problem by providing significantly
more interconnect than is needed by most designs. This solution
in impractical in FPGAs because unused FPGA interconnect
degrades performance and density too severely. FPGA design
systems include high-speed placement and routing for routability
estimation and timing- driven routing to meet delay requirements.

Source: Response, 115 PODX - 174



Dr. Stone is Not Reliable

« EX2078 at 66-67.

Source: Response, 116

FPGA interconnect is comparatively expensive, both in terms of
delay and area. An architecture that includes more long-distance
connections would have faster interconnect. but the resulting chips
might require more area for interconnect. reducing their logic
capacity. Architectures with minimal interconnect resources will
appear denser, but might be difficult to route. Architectures must
address both integrated circuit and software goals. The true
capacity and speed of an FPGA is measured by the ability of design
automation software to exploit the architecture. FPGA architectures
and software must be developed simultaneously.
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Dr. Stone is Not Reliable

« EX2078 at 66-67.

Source: Response, 116

Software

The CAE industry has focused on the MPGA problem and has adopted a
gate- like implementation model based on MPGA features. Many of the
current software issues with FPGAs are a result of their non-gate-like
implementation structure. This disagreement is most evident in the
schematic entry library, which is a collection of gate-level primitives. The
netlist generated from a schematic preserves the gate-like structure. The
non-gate-like FPGA structure requires a partitioning step before the
placement and routing process. Related problems in design automation
have been addressed either as placement. considering only the physical
constraints; or as technology mapping, considering only the logical
constraints. Both sets of constraints must be solved simultaneously in
order to produce implementations that are simultaneously dense and fast.
The partitioning problem is aggravated by the use of logic optimization
algorithms originally designed for gate-like implementations.
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Dr. Stone is Not Reliable

« EX2078 at 66-67.

— They often produce results that reduce speed and density rather than
improve them. The reasons are varied, but traditional algorithms tend to
factor logic aggressively, making more small gates; they ignore the
ability of lookup tables to subsume larger amounts of logic. They also
ignore routability considerations, which are of vital importance to
FPGAs. New optimization algorithms are needed for lookup-table based
FPGA architectures.

— High-level synthesis and logic synthesis systems must target the high-
level architectural features of FPGAs to gain the performance and
density advantages they provide. The Library of Parameterized Macros
(LPM) [Holley 1991] is an industry sponsored standardization effort to
develop an intermediate form that includes these high-level constructs.
It may provide the appropriate interface between high level synthesis
systems and systems-oriented FPGAs. Placement and routing of
FPGAs provides new challenges.

Source: Response, 117 PODX - 177



Dr. Stone is Not Reliable

« EX2078 at 66-67.

Source: Response, 118

The relatively slow FPGA interconnect structure demands true timing-
driven placement and routing algorithms. Although these algorithms have
been proposed for MPGA design automation, their usefulness for MPGA
designs has not been great, and their adoption for FPGAs seems to be
happening more quickly.

Partitioning in Space and Time

Because of the limited capacity of FPGAs, and their applicability to
prototyping, FPGAs have re-kindled interest in multi-chip partitioning.
There are several important problems that must be addressed, including
FPGA resource estimation (logic, I1/0 and routing), timing and partitioning
into dissimilar parts. A farther-reaching problem is the issue of partitioning
a design in time: identifying parts of a design that can be time-shared onto
the FPGA, and generating separate FPGA configurations for them. At
present, not only are there no algorithms, but the current design
representations appear to be lacking in essential timing information. An
elegant solution to this problem will allow true time-shared hardware and
usher in a new era in hardware implementation.
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Other prior art - RaPiD

Proceedings

IEEE Symposium on

tPGAs foR
CUSTOM
COMPUTING
MACHINES

April 16-18, 1997
Napa Valley, California

Edited by Kenneth L. Pocek and Jeffrey Amold
Sponsored by the IEEE Computer Society Technical Committee on Computer Architecture

IEEE
COMPUTER P
SOGIETY .. =

Source: EX1005; Response, 80, 93-85, 105-106

« EX1009 - RaPiD prior art
* Not taught in RaPiD

PODX - 179



Other prior art - RaPiD

* The Petition contains only a conclusory allegation that RaPiD
discloses a “computational loop” based on an annotated Figure 10.
601 Petition at 63.

 The only evidence that Petitioner and its expert point to is the below
annotated (but it is unclear who annotated it) Figure 10 from RaPiD.

e BAM stowes the

Colvimm of matmis W J cumest -0 DCT :.-.|.1|.
b read froen RAM RAM n
As Bais we aher shores ihe
RAM _T‘\ all  previous 1-D DCT o
J o h o ‘ performm i Iranspose
Camputational R Tl y—‘\hf N
Loogp s cacd)

R vl mestrin A alresitss g

TN 1 -
Prrev I et
e 2 E S

- — - -+ [ =

Codimman ool -1 DCT pesaadrs Mevss o b

|'ignrt- 10: Netlist for one cell of 2-D DCT. The lop
pipelined bus streams n the A matrie while the bol-
ftom bus streams oul resulting -1 DCT, transposed.
lhe top bus also streams the W columns inlo the lo-
cal memories prior to the computation,

1
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Other prior art - RaPiD

« Aforwarding path is used to “support back to back execution of
operations without stall, by forwarding (or bypassing) the output of
an ALU to an input of the same or other ALU ... for back to back
operation without adding any stall.” EX211191236; EX20299[45;

really exist when doing laundry). For example, suppose we have an add instruction
followed immediately by a subtract instruction that uses the sum ($s0):

add $s0, $t0, $t1
sub $tZ2, $s0, $t3

Without intervention, a data hazard could severely stall the pipeline. The add

instruction doesn’t write its result until the fifth stage, meaning that we would have
forwarding Also called  to waste three clock cycles in the pipeline.
bypassing. A method of Although we could try to rely on compilers to remove all such hazards, the
resolving a data hazard results would not be satisfactory. These dependences happen just too often and the
by retrieving the missing .. ) . g

delay is just too long to expect the compiler to rescue us from this dilemma.
data element from . o . \ .
internal buffers rather The primary solution is based on the observation that we don’t need to wait for
than waiting for it to the instruction to complete before trying to resolve the data hazard. For the code
arrive from programmer-  sequence above, as soon as the ALU creates the sum for the add, we can supply it as
visible registers or an input for the subtract. Adding extra hardware to retrieve the missing item early

memory. from the internal resources is called forwarding or bypassing.

« EX2043 at 301; EX2044 at 6. And it is one of the basic structures in
computer microarchitecture. EX21119[{]237; EX2044 at 2, 6-7;
EX20299/46.

Source: Response, 94 PODX - 181



Other prior art - RaPiD

« Petitioner does not explain why it believes the yellow path in Figure
10 is a “computational loop.”

» Petitioner’s expert concludes that it is because “the output [of] the
ALU is looped back to the ALU input.” EX10039357.

— That is the same as the definition of a forwarding path

« Petitioner’s expert even conceded Fig. 10 depicts only a forwarding
path or a bypass path. EX21119]238

« EX2064 at 201:21-202:1:
24 Q. Does the Figure 10 show a bypass
25 path or a forwarding path?
2 A. Yes.

Source: Response, 95 PODX - 182



Other prior art - RaPiD

« The Petition asserts only a conclusory statement that “DCT data is
passed ‘seamlessly’ in that such data is communicated directly from
one Processing Element to the next.” Petition at 64. Petitioner’s

expert that repeats the Petition’s conclusory statements verbatim.
EX10039360.

« Figure 10 in RaPiD clearly shows storage of results in memory
(RAM) before being passed onto the next cell:

. 1 One RAM sioges the
ﬁ':?ﬂ“;;[,,':‘ﬁ*ﬂ;f RAM | cwrent 1-D DCT results.
s Dt The ethie 1 i the
RAM ia r:uu |-|:E:;‘in1'11;' lﬁ~5h1:11‘1'}+Lt41
i RAM| [/
[ g ALU 1 : R |
Row nf matrix A streams in, —-'D
Ceilumn ol -0 DCT resulin flivws oul -DQ

« EX1009 at 111; 601 Petition at 63.
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Other prior art - RaPiD

« RaPiD clearly discloses the exact structure that Petitioner’s expert
testified would not be seamless.

Page 85 Page 8¢
1 STONE. Ph.D. . STONE, Ph.D.
z Ol. there it is. Okay. - was going from one processing element to memory
3 So this concept of systolic, what's B and then back to a processing element, is that
‘ your opinion of what that means? - something you would consider as an intervening
s A. My opinion of what it means is in °  thing?
é the report. It means it's the characteristic B A, Well. that would not be a direct
7 of rhythmically computing and passing data 7 connection of the output of the cell to the
directly between processing elements. And then : next cell. It says, "Between processing
T quote: "Without a program counter or clock B elements you're directly connected." If you're
i that drives a movement of data." and also Al saying you have a processing element outputting
L operating in a manner that is, "transport L to memory and then coming back to another
Lz triggered. i.e.. by the arrival of a data p processing element. that would not be direct.
L2 object.” -3 Q. Okay. Are there any other examples
L Q. Okay. And you mention the word -4 of intervening structures or circuits that
- "directly." it was passing data directly -3 would violate this direct connection?
g between processing elements. What does that -6 A, I--Ithink you're opening a
L7 phrase mean to you or what's the context? <7 universe. I'm not going to answer that because
13 ‘What are you trying to describe 12 I'd like to -- let's get specific things.
Lo there? o Q. Well, how about a -- a register?
20 A. That the data goes from first to the = Would that be an intervening structure?
- second without going to something intervening. =1 A, I--T'm puzzled because that --
2z It directly go -- is connected immediately. == that register would be within -- within the
23 Indirectly we -- you go through one or more - processing element in my mind.
B intervening places to get there. 24 Q. Okay.
B Q. Okay. So would memory. if the data =3 A. Ifit's within the processing

« EX2064 at 85:14-86:18.
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Other prior art - Roccatano

| " « EX1012 Roccatano prior art
Omputal;lonal ' * Not taught in Roccatano

Chemistry

Petitioner Microsoft Corporation - Ex. 1012, Cover 1~

Source: EX1005; Response, 80, 91-92, 106-107 PODX - 185



Other prior art - Roccatano

Petitioner again argues that computational loops are disclosed in
Roccatano, which “accumulates the interactions of a resident atom
and a transient atom for a collection of resident-transient atom pairs
[and t]he accumulation occurs for a number of steps equal to P/2,
where P is the number of processors... operating on a different
resident atomic data...” 603 Petition at 76; EX10039[305.

This is the same argument Petitioner advances for Splash2, where
the “looping” is just to execute the code once for each piece of data.
EX21119[7[231-233.

There is no disclosure of looping or repeating of a computation
multiple times for each data until a condition is met or a number of
repetitions has been satisfied, as required by the Board’s claim
construction and the ‘324 Patent. EX21119[1231-233.

Source: Response, 91-92 PODX - 186



Other prior art - Roccatano

* Roccatano does not disclose “seamless” because its teachings require
multiple processors with the exact inherent boundaries from chip-to-
chip communication that the '324 Patent sought to address. See supra
§§I1.C and V.A.1. Roccatano clearly discloses “8 to 2048 processors...
arranged in a three-dimensional (3D) cubic mesh.” EX1012 at 686.

» This is no different than the prior art the applicant distinguished during
prosecution and therefore cannot disclose seamlessly passing data
between computational loops. See EX1002 at 117-118, 147-148, 174-
175, 224-225.

« Roccatano also discloses each processor having local memory of up
to 4 megabytes, similar to the local memory in Splash2. Even if
Roccatano did not require multiple processors, it still would be
ambiguous whether the processors stored intermediate results in this
available local memory, which would have been expected in the prior
art at the time of the invention to smooth over at least the timing
problems inherent in systolic systems. See EX21119[9]210-220.

Source: Response, 106-107 PODX - 187



Other prior art - Gaudiot

EEE « EX1010 Gaudiot prior art
Ce b * Not taught in Gaudiot

PECIAL ISSUE ON

Petitioner Microsoft Corporation - Ex. 1010, Cover 1

Source: EX1005; Response, 80, 90-91, 107-108 PODX - 188



Other prior art - Gaudiot

* Neither the Petition nor the report of Petitioner’s expert contain any
argument or evidence that Gaudiot discloses two computational
loops. 601 Petition at 52-53; EX100391[195-201.

* Neither the Petition nor the report of Petitioner’s expert contain any
argument or evidence that Gaudiot discloses passing computed data
seamlessly between two computational loops. 601 Petition at 52-53;
EX10039[9[195-201.

« Gaudiot discusses the broad data processing concepts with
respect to systems with multiple processors, not systems
having multiple processing elements on a single chip as claimed in
the ‘324 Patent. 601 Petition at 52-53 (Petitioner admits “Gaudiot
discloses a multiprocessor technique...”); see also EX10034[195.

Source: Response, 90-91, 107-108 PODX - 189



Other prior art - Gaudiot

Petitioner admits “Gaudiot discloses a multiprocessor
technique...,” not systems having multiple processing
elements on a single chip as claimed in the '324 Patent. 601
Petition at 52-53; see also EX10039[195.

Petitioner and its expert try to combine the teachings of
Gaudiot with Splash2 but do not discuss any of the above
considerations that would be relevant to a POSITA. In fact,
Petitioner’s expert even failed to follow his own rubric for
analyzing whether a POSITA would be motivated (or even
consider it feasible) to modify any of the prior art as he
proposes in his report to meet the claim limitations of the 324
Patent.

Source: Response, 115 PODX-190



Other prior art - ChunkySLD

« EX1011 ChunkySLD prior art

Proceedings

IEEE Symposiuﬁn—oﬁ‘“\!

FPGAs fon « Not taught in ChunkySLD
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COMPUTING
+ I"IHBHJNES

|
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" April 16-18, 1997
|  Napa Valley, California

| Edited by Kenneth L. Pocek and Jeffray Amold
,l. Sponsored by the IEEE Computer Society Technical Commitiee on Computer Architecture
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Other prior art - ChunkySLD

« Petitioner argues that computational loops are disclosed in
ChunkySLD, which “accumulates the partial products into a dot
product of two column vectors [and t]he accumulation occurs
for a number of time slots equal to the length of a template
column.” 602 Petition at 72; EX10039[405.

« This is the same argument Petitioner advances for Splash2,
where the “looping” is just to execute the code once for each
piece of data. EX21119[{]244-226.

« There is no disclosure of looping or repeating of a computation
multiple times for each data until a condition is met or a number
of repetitions has been satisfied, as required by the Board'’s
claim construction and the 324 Patent. EX21119[]224-226.

Source: Response, 91 PODX - 192



Other prior art - ChunkySLD

« ChunkySLD discloses that
the summation result from a
processing element must be
held in storage for at least
one extra time step before
being passed to the next
processing element.
EX1011 at Fig. 5;
EX21119[11210-219.

Source: Response, 108
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Other prior art - ChunkySLD

« Petitioner’s expert also admits ChunkySLD requires this delay in
transferring between processing elements. EX10034[]389-390;

389 In the first three time slots, cell P1 calculates the dot product of the
column P1 of the template with the first column of the image. This 15 the dot
product of (0,0.1) with (1.0,0).

390. At time 4 the saved partial product from time 3 1s passed from cell P1
to cell P2. In the meantime. cell P2 operates similarly to cell P1, but 1s delayed by
one cycle and uses column P2 of the template instead of column P1. Thus, at times

2 through 4, cell P2 calculates the dot product of column 1 of the image (1.0.0)

« EX2064 at 194:24-195:4

Source: Response, 108

24 Q. Okay. Okay. Okay. So that | -- |

25 am reading that right, that the

2 time step to -- to | guess move across that
3 break between the columns?

4 A. Right.
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Other prior art - ChunkySLD

* ChunkySLD is simply an algorithm deployed on Splash2, and
therefore the same ambiguity present in Splash2 is also
present for other deployments of the same platform. EX1011
at 195; see EX21119[9]210-219.

« At best, ChunkySLD is ambiguous where this result is stored
while waiting multiple time steps to be passed to the next
processing element.

« Thus, similarly with Splash2, it is equally, if not more,
plausible to interpret ChunkySLD as disclosing the need to
store results in memory, for example in the local memory
attached to the FPGA, to account for the timing issues above.
See EX21119[1]210-220.

Source: Response, 108-109 PODX - 195



Other prior art - Jeong

« EX1061 Jeong prior art

{VERY LARGE SCALE
JINTEGRATION (VLSI) SYSTEMS

:

* Not taught in Jeong
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Other prior art - Jeong

Petitioner argues that
computational loops are
disclosed in Jeong to perform
“modular multiplication.” 601
Petition at 72-73;
EX100391[451-452.

Jeong describes this modular
multiplication algorithm as an
iterative procedure which
performs a single summation
from i=0 to n-1 (the equivalent
number of iterations as going
from 1 to n). EX1061 at 212;
EX21119[9[227-230.

Source: Response, 92

Now we describe the general modular multiplication algo
rithm using the modulo during multiplication approach. Given
any two n-bit integers, A and B, and the n-bit modulus
G, where (O > A, ), the modular multiplication can be
described by an iterative procedure using Horner's rule

n -1
1 BmodC =A. Z b;2 ' mod C
-

=((++ (b1 A)2+ b, 34)2
+ o 00 A)2 4 by A)mod C (2)
We can describe (2) in a recursive form as follows:

r;,‘ =0

P-—-(.'P;_| +b”,]."m(1d( (3

and P, is the final result, Using (1) and (3), we will derive
two different bit-level array structures.
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Other prior art - Jeong

« Jeong even teaches to “precalculate the Kh's instead of adding
K multiple times” due to limitations on the number of allowable
operands. EX1061 at 213; EX21119[9]227-230.

« This is the same argument Petitioner advances for Splash2,
where the “looping” is just to execute the code once for
each piece of data. EX21119[{]227-230.

« There is no disclosure of looping or repeating of a computation
multiple times for each data until a condition is met or a number
of repetitions has been satisfied, as required by the Board'’s
claim construction and the ‘324 Patent. EX21119[1195, 230.

Source: Response, 93 PODX - 198



Other prior art - Jeong

« Jeong discloses algorithms that require multiple inputs from
neighboring nodes and also sends outputs to multiple
neighboring nodes. EX1061 at Fig. 2(a), Fig. 3. Thus, the
timing considerations for the algorithms in Jeong are escalated
in comparison to Splash2.

« EX1061 at 214.

Source: Response, 109 PODX - 199



Other prior art - Jeong

« Splash2 is a linear system, requiring any implementations to
be carefully planned to fit within the limited construction of
Splash2. EX1011 at 194-197.

« Jeong discloses a non-linear system that cannot be deployed
linearly, as shown below:

« EX1061 at 214.

Source: Response, 118-119 PODX - 200



Secondary Considerations




Obviousness

D. The Objective Indicia in this Case Indicate Nonobviousness

Evidence of “objective mndicia of non-obviousness™ 1s relevant to whether an
invention is obvious over the prior art. Graham, 383 U.S. at 17-18: see also, e.g.,
World Bottiing Cap, LLC v. Crown Packaging Technology, Inc., IPR2015-01651,
Paper 34 (P.T AB._Jan 19, 2017). In fact, “[slecondary considerations can be the

most probative evidence of non- obviousness in the record, and enables the court to

121 C.  The Objective Indicia in this Case Indicate Nonobviousness

Finally, DirectStream asserts that its alleged inventions are supported by

objective indicia of nonobviousness. Response, 120-25, but nowhere does it tie

these supposed objective considerations to the claims, let alone to the putatively

avert the trap of hindsight”” Crocs, Inc. v. International Trade Conmmission, 598
F.3d 1294, 1310 (Fed. Cir. 2010) (emphasis added. intemal quotes omitted): see aiso
Nike Inc. v. Adidas AG. 812 F.2d 1326, 1339 (Fed. Cir. 2016) (objective indicia 52
“may often be the most probative and cogent evidence in the record.”). Evidence of
secondary considerations “is not just a cumulative or confirmatory part of the
obviousness calculus but constitutes independent evidence of non-obviousness.™
Ortho-McNiel Pharm., Inc. v. Mylan Labs., Inc.. 520 F 3d 1358. 1365 (Fed. Cir.
IPR2018-01601, -01602, -01603
2008). Evidence of secondary considerations “must always when present be (US Patent No. 7.2253 24)
considered en route to a determination of obviousness...[and i]t is to be considered
e novel elements of the claims, as required by the law. See Polaris Indus., Inc. v.
reviewing the art.” Jrr 7e Cyclobenzaprine, 676 F.3d 1063, 1075-76 (Fed. Cir. 2012) Aretic Cat, Inc., 882 F.3d 1056, 1072-73 (Fed. Cir. 2018).
(quoting Strataflex, Inc. v. Aeroquip Corp.. T15F 2d 1530. 1538-39 (Fed. Cir. 1983).
Various objective indicia of nonobviousness are supported and corroborated
by evidence submitted by DirectStream. Once DirectStream is able to show a
sufficient nexus between the indicia and the patented invention, the burden shifts

back to Petitioner to prove that the indicia was due to other factors extraneous to the

patented mvention. J.T. Eaton & Co., Inc. v. Atlantic Paste & Glue Co.. 106 F.3d

1563, 1571 (Fed. Cir. 1997); Apple Inc. v. Sightsound Techs., LLC, CMB2013-

00023 Paper 101 at 43 (P.T.AB. Oct. 7. 2014).

Source: Response, 121-122; Reply, 52-55; EX2111, §123-131; EX2100, 80-83 PODX - 202
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UNITED STATES PATENT AND TRADEMARK OFFICE
|

BEFORE THE PATENT TRIAL AND AP} i} . . .
- 000 25. The amount of data movement required for single image processing was too
MICROSOFT CORPORATION

Petitioner,

large for use in an FPGA architecture that interfaced the FPGA through the PCT bus,

V.

DIRECTSTREAM, LLC,
Patent Owner.

especially for applications that do not require data reuse to amortize the cost of the

IPR2018-01594 (Patent 6.434.687
IPR2018-01599 (Patent 6,076,152]
IPR2018-01600 (Patent 6,247,110

IPR2018-01601 (Patent 7,225,324 traﬂ'SferS -

IPR2018-01602 (Patent 7.225.324__, r
IPR2018-01603 (Patent 7.225.324 B2)

IPR2018-01604 (Patent 7.421.524 B2)

IPR2018-01605 (Patent 7,620.800 B2)

IPR2018-01606 (Patent 7.620.800 B2)

IPR2018-01607 (Patent 7,620,800 B2)

|

DECLARATION OF DR TAREK EL-G 26. One of the breakthroughs that made supporting applications on FPGAs more
feasible was SRC Computers’ (SRC) development of interfacing the FPGA with the

memory bus in the SRC 6E and later the Crossbar switch in the SRC 6. This allowed

for faster data movement between the FPGA and the microprocessor.

r

PATENT OWNER DIRECTSTREAM, LLC
EX. 2164, p. 1

Source: EX2164, {25-26; Response, 123 PODX - 204
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UNITED STATES PATENT AND TRADEN

BEFORE THE PATENT TRIAL AND APP

MICROSOFT CORPORATION
Petitioner,
v.

DIRECTSTREAM, LLC,
Patent Owner.

IPR2018-01594 (Patent 6.434.687
IPR2018-01599 (Patent 6,076,152
IPR2018-01600 (Patent 6,247,110
IPR2018-01601 (Patent 7,225,324
IPR2018-01602 (Patent 7,225,324
IPR2018-01603 (Patent 7.225.324
IPR2018-01604 (Patent 7.421.524
IPR2018-01605 (Patent 7,620.800
IPR2018-01606 (Patent 7.620.800
IPR2018-01607 (Patent 7,620,800

DECLARATION OF DR. TAREK EL-G

PATEN

Source: EX2164, §28; Response, 12, 123

28. By the early to oud-2000s, a few parallel computing systems with FPGAs
supported by HPC vendors started to emerge, with the first ones being SRC and
Starbridge. In 2002, and under a contract from the NSA LUCITE program I led a
team of nmitiple universities to study this emerging High-Performance Computing
Technology (HPRC) with focus on SRC and Starbridge. The team included GW
(Myself), GMU (Dr. Gaj) and USC (Dr. Buell). While the team had difficulties with
the Starbridge product, the team was very satisfied with the matial tested machine
from SRC, the SRC 6E. Eventually, Starbridge went out of business while SRC
introduced its SRC 6 follow up. With the good experience from the SRC 6F in total

productivity (performance plus user expenience), the NSA and the team made the

decision to purchase and continue further research mvestigations with the SRC 6. The

PATENT OWMER DIRECTSTREAM, LLC
Ex. 2164, p. 10
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1 STEFHEN M. TRIMEERGER, FPh.D.

= UNITED STATES PATENT AND TRADEMARF CFFICE

4 BEFCRE THE PATENT TRIAL AND APPEAT. BOARD

MICROSOFT CCRPORATION,
3 Petitioner,
vs.
10 DIRECTSTREAM, LLC,
i Patent Ownsx.

1z Cases (Patent €,076,152)

1 Cases (Patent €,247,110)

1z Washington, D.C.

1z Friday, Jun= 7, 201%, 2:00 a.m.

24 Job Mumber 1€1500

s Reported by: Laurie Donovan, RFR, CRR, CSR

B VIDEC DEFOSITION OF STEPHEN M. TRIMBERGER, Fh.D.

Page 1

TSGReporting - Worldwide  877-702-9380

Source: EX2076, 129:24-130:20; Response, 123

10

11

13

14

15

1lé

17

18

19

A Could be. I don't recall any specific
cases, but talking to customers, reading
publications, this is, this is all part of that
activity.

Q Okay. So then what was your

understanding back at the time, pre-December '97,

rayge
STEPHEN M. TRIMBERGER, Ph.D.

of the ways in which folks in the high performance

computing world viewed the advantages and

disadvantages of FPGAs?

B So again T think we need to make a
distinction here, and it's, and it's very relevant
to, to the time frame we're talking about. In
the, in the 1990s, people in high performance
computing, people who were doing, seriously doing
high performance computing did not use FPGAs.

So if you're s=aying, well, you know, how
would the people building the fastest computers
have wviewed FPGAs, they would have viewed them --
I would -- my, my understanding is they viewed
them largely irrelevant, and there's evidence for
that, that there just are not FPGAs in the high
performance computers of the day except in among
the academic community, and that's the, the
community we're, we're seeing exposure to, and a

few, a few targeted research sites.

1IoU
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Pages 1&8 Page lgb
1 HAROLD S. STOME, Ph.D. 1 HAROLD S5 STONE. PFhD.
z I want to have you do is kind of walk through z FPGA would include disadvantages, night?
Page 1 2 with me: Imagine this is a person of ordinary 2 A Ifit's n the Literature, 1f
* £ skill in the art at the time of the invention b it's - 1f it's part of the art, yes.
2 UNITED STATES PATENT AND TRADEMARR OFFICE 3 who's working at Google, let's say, so they 3 ME. HSU: Okay. Allright Letme
3 BEFORE THE PATENT TRIAZL AND APPEAL BOLRD g have famliarity with Google's web server farm, g iniroduce another exhibit here.
4 ? comrect? ? (Exhibit No. 2033 marked
MICROSOFT COREORATION, ) s A, Yes 8 for identification )
< ) E Q. That person would also be aware of E HY}RIEU ] .
Petitiones ) 10 other I guess computer architectures, correct? 1o Q. So this is marked Exhibit 2053 And
. ’ o 1 A Yes L do you see that on your screen?
) TER 2018701594 12 Q. Andis it your testimony that one of 1z A TIseethat
) 13 those would be an FPGA system? 1z Q. Okay. Sothis is an arficle titled:
7 vs. ) Patent €,434,687 12 A Yes, because I have art that shows 12 "Improving Usability of FPGA-Based
) 15 that was there. 1= Reconfigurable Computers Through Operating
§  3AINT REGIS MOHAWR TRIBE, ) 16 Q. And that — would that person of 16 System Support,” and has two authers, So and
) 17 ordinary skill in the art at the time of the 17 Brodersen.
] Patent Owner. ) 18 mvention also be aware of the imitations with 1B Do you see that?
_____________________________ . 15 FPGAs? 19 A TIseethat
10 20 A All hmitations, or some or — I = Q. And this is from, it looks like the
= mean, I — ke would be aware of FPGAs, bhe'dbe | Z1 University of Califomia at Berkeley.
_; 22 aware of the literature. That - that's what 2z So I the abstract, that first
B 22 he's — that's what that person skilled in the 23 paragraph, in the last sentence, do you see
) =1 art would know. 2 where it says: "The lack of common, mhutrve
14  VIDEOTAPED DEPOSITION OF HAROLD S. STONE, Ph.D. 25 Q. And that — that knowledge of the 25 operating system support, however, hinders
15 Bellevue, Washington
le Thursday, May 30, 2019 .‘
1 Page 17% Page 157
. 1 HAROLD §. STONE, PhD. 1 HAROLD S_ STONE, PhD.
;. 3 THE WITHESS: The question is — z THE WITHESS: I—Ibelieve thatis
. 3 what, what 1= your question now? E the case, and the -- let me just say ves on
2 s BYMR HSU: s it
= : Q Okay. Soletme try again. 5 BYMR HSU:
23 Reported by: L Would apu'sunc\fmﬂmmy zkill in I ’ -
24 Connie Recob, CCR 2631, BMR, CRR L the art have known that FPGAs come with - mﬂhmgﬂ_?dﬂinvnu agres that in 2001, at
2 oom Ho. 1e0990 g architectural fradeoffs? o mvention, the FPGA s that were
—Tm-—-Tm— . g railable did not have the capability of
? A Tm-T'm--TI'm-I'mcertain davalla
TG Reporting - Worldwide 877-702-9580 | 10 that there's some tradeoffs that they would e pﬂ'ftlr.l'.‘l:l.lﬂg ﬂ.ﬂaﬁ.‘l:l.g—pﬂiﬂl apuaﬁm:ls?
1 know about. I doo't know if specifically Lo A Idon't know ves or no on that. T'd
PATENT OWNER DIRECTSTREAM, LLC - these, but the answer 1z, yes, they would know = have fo lock.
EX_ 2066, p. 1 13 there were tradeoffs. " - - - : : T

Source: EX2066, 168:9-169:4, 179:6-13, 197:8-11 ; Response, 124 PODX - 208
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A

UNITED STATES PATENT AND TRADEMARK OFFICE

24 1 co-authored various papers on the topic and I am attaching to this declaration

BEFORE THE PATENT TRIAL AND APPEAL BOARD . .
two that I co-authored with Dr. Buell (USC, and Project Manager of the Splash 2), Dr.

MICROSOFT CORPORATION,

Pe“‘:‘”“ Gaj (GMU) and Dr. Kindratenko (UIUC). The first of those two papers [BUEL2007] is
DIRECTSTREAM. LLC,
Patent Owner. an mtroduction to the guest editors where the IEEE Computer Magazine. This simply
IPR2018-01594 (Patent 6,434,687 B1)

IPR2018-01599 (Pateat 6,076.152) establishes that even in 2007 this was a very hot topic and all contributions were valued.

IPR2018-01600 (Patent 6,247.110 B1)

IPR2018-01601 (Patent 7,225,324 B2)

IPR2018-01602 (Patent 7,225,324 B2) . ) } ) o ;
IPR2018-01603 (Patent 7.225.324 B2) The article highlights the scalable SRC crossbar switch and indicates that when 1t comes
IPR2018-01604 (Patent 7.421.524 B2)

IPR2018-01605 (Patent 7,620.800 B2)

IPR2018-01606 (Patent 7.620.800 B2)

IPR2018 01607 (Patent 7,620,800 B2) to application development using the available commercial systems at the time, SRC

DECLARATION OF DR TAREK EL-GHAZAWI provided a semi-integrated microprocessor-FPGA solution and where the hardware was
side was developed still in C or FORTRAN dialect . while the rest of the vendors did
not have an integrated system level solution and only addressed the FPGA side using
third party FPGA only tools. The second paper. mtroduced a vear later also by the four

co-authors [EI-GH2008] attempts to survey state of the art and assess where the

mdustry and research stood at that time.

PATENT OWNER DIRECTSTREAM, LLC r
EX. 2164,p. 1

Source: EX2164, §24; Response, 123 PODX - 210
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momentum in the High-Performance Reconfigurable Computing has risen then and

traditional HPC companies like Silicon Graphics and Cray decided to join in the

UNITED STATES PATENT AND TRADEMARK OFFICE movement. The Cray solution was to buy an existing FPGA company and leverage
BEFORE THE PATENT TRIAL AND APPEAL BOARD their prodm:ts, while the SGI Statcgy was to build an FPGA board and ]J]ff!gl'ﬂtﬁd 1']
MICROSOET CORPORATION. their Altix product line. SRC commercial systems were ahead of the crowd for two
etitioner,
v. reasons. First, for SRC, this was a core strategic product and nearly defining all what
Dmﬂgﬁmr LLC,

the company was focused on, and SRC as a commercial product for a high-

IPR2018-01594 (Patent 6,434,687 B1) -

IPR2018-01599 (Patent 6.076.152) performance reconfigurable computer was the first well integrated such system.
IPR2018-01600 (Patent 6,247.110 B1)

IPR2018-01601 (Patent 7,225,324 B2)

IPR2018 01602 (Patent 7.225.324 B2) Secondly, having come from a Vector Processing background (namely the Cray

IPR2018-01603 (Patent 7.225.324 B2)

IPR2018-01604 (Patent 7.421.524 B2) S o : H :

IPR2018.01605 (Pztzi 7620800 B2) culture), SRC was very well positioned to bring to the table many ideas inspired by

IPR2018-01606 (Patent 7.620.800 B2)

TPR2018-01607 (Patent 7,620,800 B2) wector processing both on the side of code and architecture optimization Fxamples of
DECLARATION OF DR. TAREK EL-GHAZAWI these are the development of the crossbar switch. The crossbar switch did not only

comnect the FPGA boards in a peer-to-peer fashion, but also provided connections to
the modules of an mterleaved shared memory subsystem much like a Cray vector
architecture, and also added the microprocessor boards providing a great deal of
flexibility. The support of such a large interleaved shared memory enables tackling
much larger problems that go beyond embarrassingly parallel ones where all data can
be kept local to the processor most of the time. The other high-performance

B DT 8. b 1 computing companies on the other hand shortly abandoned their FPGA accelerated

products and SRC continued down this path.

Source: EX2164, 128; Response, 12, 123 PODX - 211
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RESELRGE FEATURE

The Promise of
igh-Performance
configurable Compu

Tarek El-Ghazawi, Esam El-Araby, and Miaoging Huang, George Washington
Kris Gaj, George Mason University

Volodymyr Kindratenko, Univessity of lllinois at Urhana- Champaign

Duncan Buell, university of South Carolina

Several high-performance p now usa field-progs gate arra)
coprocessors. The authors describe the two major contemporary HPRC architd
the pros and cons of each using representative applications from remote sens
dynamics, bicinformatics, and cryptanalysis.

nthe past few years, high-performance computing  cessor can configure or reconfig
wendors have introduced many systems contain-  fly,” while the system’s other pn
ing both microprocessors and field-programmable  putations. This feature is usuall
gate arrays. Three such systems—the Cray XD1, reconfiguration.!

the SRC-6, and the SG1 Akix/RASC—arc paral-  From an application developm

lel computers that resemble modern HPC architectures,  opers can create the hardware
with added FPGA chips. Two of these machines, the  description languages such as VE
Cray XD1 and SGI Altix, also function as traditional  systems allow the use of high-k
HPCs without the reconfigurable chips. In addition, sev-  SRC Computers” Carte C and
eral Beowulf cluster installations contain one or more  Accelerated Technologies” Impu
FPGA cards per node, such as HPTV’s reconfigurable  Mitrionics, and Celoxica’s Hal
cluster from the Air Force Rescarch Laboratory. high-lcvel graphical programm
In all of these architectures, the FPGAs scrve as  such as Annapolis Micro System
coprocessors to the microprocessors. The main applica-  Systems” Viva, Xilinx System Ge
tion executes on the microprocessors, while the FPGAs  Reconfigurable Compating Toal
handle kernels that have a long execution time but lend Readers should consult Cos
to hardware Such kernels  special issue on high-performan

are typically data-parallel overlapped computations that  puting for a good overview of i
can be efficiently impl i as fi ined architec- lication development to0lS s
turcs, such as single-instruction, multiple-data (SIMD}  applications.

lel computers that resemble modern HPC architectures,
with added FPGA chips. Two of these machines, the
Crar}r XD1 and SGI Altix, also function as traditional

n the past few years, high-performance computing
vendors have introduced many systems contain-
ing both microprocessors and field-programmable
gate arrays. | hree such systems—the Cray XD1,
the SRC-6, and the SGI Altix/RASC—are paral-

engines, pipelines, or systolic arrays, o name a fow.
Figure 1 shows that a transfer of control can occur
during execution of the applicarion on the microproces-
sor, in which case the system invokes an appropriate
architecture in a reconfigurable processor to execute
the target operation. To do so, the reconfigurable pro-

DO18-3962/04/523.00 & 2008 IEEE

Pubishod by the IEEE Computor Socicty

HPRC ARCHITECTURAL TAXONOMY

Many early HFRC systems, such as the SRC-6E and
the Starbridge Hy percomputer, can be seen as attached
processors. These systems were designed around one
node of microprocessors and another of FPGAs. The

PATENT OWNER DIRECTSTREAM, LLC
EX. 2185, p. 2

reruary 2005 [

Source: EX2165; Response, 124-125
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The Promise of

h-Performance
sonfigurable Computing

Tarek El-Ghazawi, Esam El-Araby, and Miaoging Huang, George Washington University

Kris Gaj, George Mason University

Volodymyr Kindratenko, Univessity of lllinois at Urhana- Champaign

Duncan Buell, university of South Carolina

Several high-performance p now usa field-progs

gate arrays as reconfigurable

coprocessors. The authors describe the two major contemporary HPRC architectures and explore
the pros and cons of each using representative applications from remote sensing, molecular

dynamics, bicinformatics, and cryptanalysis.

wendors have introduced many systems contain-

ing both microprocessors and field-programmable

gate arrays. Three such systems—the Cray XD1,

the SRC-6, and the 5G1 Alix/RASC—arc paral-
lel computers that resemble modern HPC architectures,
with added FPGA chips. Two of these machines, the
Cray XD and 5GI Altix, also function as traditional
HPCs without the reconfigurable chips. In addition, sev-
eral Beowulf cluster installations contain one or more
FPGA cards per node, such as HPTV’s reconfigurable
cluster from the Air Foree Rescarch Laboratory.

In all of these architectures, the FPGAs scrve as
coprocessors to the microprocessors. The main applica-
tion executes on the microprocessors, while the FPGAs
handle kernels that have a long execution time but lend

to hardware Such kernels

I nthe past few years, high-performance computing

are typically data-parallel overlapped computations that

cessor can configure or reconfigure the FPGA “on the
fly,” while the system’s ather processors perform com-
putations. This feature is usually referred to as runtime
reconfiguration.!

From an apgplication development perspective, devel-
opers can create the hardware kernel using hardware
description languages such as VHDL and Verilog. Other
systems allow the use of high-level languages such as
SRC Computers’ Carte C and Carte Fortran, Impulse
Accelerated Technologies' Impulse C, Mitrion C from
Mitrionics, and Celoxica’s Handel-C. There are also
high-level graphical programming development tools
such as Annapolis Micro Systems’ CorcFire, Starbridge
Systems’ Viva, Xilinx System Generator, and DSPlogics
Reconfigurable Computing Toolbox.

Readers should consult Computers March 2007
special issue on high-performance reconfigurable com-
puting for a good overview of modern HPRC systems,

can be efficiently impl d as fi d architec-
turcs, such as single-instruction, multiple-data (SIMD}
engines, pipelines, or systolic arrays, o name a fow.
Figure 1 shows that a transfer of control can occur
during execution of the applicarion on the microproces-
sor, in which case the system invokes an appropriate
architecture in a reconfigurable processor to execute
the target operation. To do so, the reconfigurable pro-

DO18-3962/04/523.00 & 2008 IEEE

Pubishod by the IEEE Computor Socicty

jon-development tools and frameworks, and
applications.

HPRC ARCHITECTURAL TAXONOMY

Many early HFRC systems, such as the SRC-6E and
the Starbridge Hy percomputer, can be seen as attached
processors. These systems were designed around one
node of microprocessors and another of FPGAs. The

PATENT OWNER DIRECTSTREAM, LLC
EX. 2185, p. 2

reruary 2005 [

Source: EX2165; Response, 124-125

RPy || RPM nodes.

A representative example of the

RP node UNNS is the SRC-6/SRC-7, which con-

1 sists of one or more general-purpose

| microprocessor subsystems, one or

more MAP reconfigurable subsystems,
and global common memory (GCM)
nodes of shared memory space. These
subsystems are interconnected through
a Hi-Bar switch communication layer.
The microprocessor boards each include
two 2.8-GHz Intel Xeon microproces-
sors and are connected to the Hi-Bar
switch through a SNAP interface. The

ses: (a) uniformnode  SNAP card plugs into the dual in-line

wrm systems (NNUSs).

ble

sor
nch
vell
ires
= 1n
ous
1ins
'TO-
ern
yrm
rm

memory module slot on the micropro-
cessor motherboard to provide higher
data transfer rates between the boards than the less effi-
cient but common peripheral component interconnect
(PCI) solution. The sustained transfer rate between a
microprocessor board and the MAP processors is 1,400
Mbytes per second.

The MAP Series C processor consists of one control
FPGA and two user FPGAs, all Xilinx Virtex I1-6000-
4s. Additionally, each M AP unit contains six interleaved
banks of onboard memory (OBM) with a total capacity
of 24 Mbytes. The maximum aggregate data transfer rate
among all FPGAs and OBM is 4,800 MBps. The user
FPGAs are configured such that one is in master mode
and the other is in slave mode. A bridge port directly con-
nects a MAP’s two FPGAs. Further, MAP processors can
be connected via a chain port to create an FPGA array.
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Several high-performance p

now usa field-progs

coprocessors. The authors describe the two major contemporary|
the pros and cons of each using representative applications from)|

dynamics, bicinformatics, and cryptanalysis.

wendors have introduced many systems contain-

ing both microprocessors and field-programmable

gate arrays. Three such systems—the Cray XD1,

the SRC-6, and the 5G1 Alix/RASC—arc paral-
lel computers that resemble modern HPC architectures,
with added FPGA chips. Two of these machines, the
Cray XD and 5GI Altix, also function as traditional
HPCs without the reconfigurable chips. In addition, sev-
eral Beowulf cluster installations contain one or more
FPGA cards per node, such as HPTV’s reconfigurable
cluster from the Air Foree Rescarch Laboratory.

In all of these architectures, the FPGAs serve as
coprocessors to the microprocessors. The main applica-
tion executes on the microprocessors, while the FPGAs
handle kernels that have a long execution time but lend

I nthe past few years, high-performance computing

cessor can configl
fly,” while the spsl
putations. This fed
reconfiguration.t
From an applics
opers can createld
description langua
systems allow the
SRC Computers’|
Accelerated Techy
Mitrionics, and €
high-level graphig
such as Annapolig
Systems’ Viva, Xill
Reconfigurable G
Readers should
special issue on B

to hardware Such kernels
are typically data-parallel overlapped computations that  puting for a good
can be efficiently impl  as fi ined architec- lication-develf

tures, such as single-instruction, multiple-data (SIMD}
engines, pipelines, or systolic arrays, o name a fow.
Figure 1 shows that a transfer of control can occur
during execution of the applicarion on the microproces-
sor, in which case the system invokes an appropriate
architecture in a reconfigurable processor to execute
the target operation. To do so, the reconfigurable pro-

DO18-3962/04/523.00 & 2008 IEEE

Source: EX2165; Response, 124-125

applications,

HPRC ARCHITEC
Many early HE]

ke
Expected Measured
Throughput Throughput
(GCUPS) | Seedup (GCUPS) Speedup
FASTA | Opteron DNA NA NA 0.065 L
(ssearch34) | 2.4 GHz Protein NA NA 0.130 1

- 319122 49 188

1 Engine/chip 3.2 49.2x 1 — 4 chips 1 — 4 chips

. . 12.4 — 42.7 191 —+ 656

SRCE DNA 4 Engines/chip 12.8 197x 1-» 4 chips 1> 4 chips
100 MHz (32x1) . . 24174 37 —+ 1,138
8 Engines/chip 25.6 394x 1> 4 chips 1- 4 chips

. 312117 24 —+ 90

Protein iz 24.6x 1 - 4 chips 1 -+ 4 chips

; : 59-—+32 91—+ 492

1 Engine/chip 6.4 98x 1 - 6 chips 16 chips
. . 2331207 359 —+ 1,857

XD1 DNA 4 Engines/chip 256 394x 1 — 6 chips 1 6 chips
200 MHz (32x1) 452 >1816 695 —+ 2,794
8 Engines/chip 512 788x 16 chips 16 chips

, 5934 45 > 262

Protein 6.4 48 1> 6 chips 1-» 6 chips

the Hy
processors. Thesg
node of micropra

Pubiishod by the IEEE Computor Sooi

' &

PATENT OWNER DIRECTSTREAM, LLC

EX. 2185, p. 2

Figure 4. DNA and protein sequencing on the SRC-6 and Cray XD1 versus the open source FASTA program. An FPGA with one engine
produced a 91x speedup, while eight cores on the same chip collectively achieved a 695x speedup.
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High-performance reconfigurable
computers have the potential to exploit and ficld-programmable gate arrays (FPGAs)*

GUEST EDITOES" INTEODUCGTION

High-
Performance
Reconfigurable
Computing

Duincan Buell, University of South Carolina
Tarek El-Ghazawi, George Washingtan University
Kris Gaj, Gearge Mason University

Vb b oy P "

Urban-Champaign

igh-performance reconfigurable computers
{HPRCs}'? based on conventional processors

have been gaining the attention of the high-per-

coarse-grained functional p
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as formance computing community in the past

few years.! These synergistic systems have the potential
to exploit coarse-grained functional parallelism as well
as fine-grained instruction-level parallelism through
direct hardware execution on FPGAs.

HPR.Cs, also known as reconfigurable supercom-
putcrs, have shown orders-of-magninede improvement
in performance, power, size, and cost over conventional
high-performance computers {HPCs) in some compute-
intensive integer applications. However, they still have
not achieved high performance gains in most general
scientific applications. Programming HPR.Cs is still not

i ward and, ing on the p i
tool, can range from designing hardware to software
programming that requires substantial hardware
knowledge.

The development of HPFRCs has made substantial
progress in the past several years, and nearly all major
high-performance computing vendors now have HPRC
product lines. This reflects a clear belief that HPRCs
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have tremendous potential and that resolving all remain-
ing issues is just 3 matter of time.

This special issue will shed some light on the state
of the field of high-performance reconfigurable
computing.

'WHAT ARE HIGH-PERFORMANCE
RECONFIGURABLE COMPUTERS?

HPRCs arc parallel computing sysicms that contain
multiple microprocessors and multiple FPGAs. In cur-
rent settings, the design uses FPGAs as coprocessors that
are deployed to execute the small

portion of the application that takes application.

mast of the time—under the 10-90 HPRCs are Other hardware vendors use a
rule, the 10 percent of code that parallel computing third-party software tool, such as
takes 90 percent of the exccution that El Impulse C, Handel-C, Mitrion C, or
time. FPGAs can certainly accom- systoms — D5Plogic’s RC Toolbox. However,
plish this when computations lend multiple these tools handle only the FPGA side

themselves to implementation in T Tr— of the application, and each machine
and multiple FPGAs.

hardware, subject to the limitations
of the current FPGA chip architec-
tures and the overall system data
transfer constraints.

In theory, any hardware reconfigurable devices that
change their configurations under the control of a pro-
gram can replace the FPGASs to satisfy the same key con-
cepts behind this class of architoctures. FPGAS, however,
are the currently available technology that provides the
mast desirable level of hardware reconfigurability, Xilinx,
followed by Altera, dominates the FPGA market, but
new startups are also beginning to enter this market.

FPGAs are based on SRAM, but they vary in struc-
ture. Figure A in the *“FPGA Architecture™ sidebar
shows an FPGAs internal structure based on the Xilinx
architecture style. The configurable logic block (CLB) is
the basic building block for creating logic. It includes
RAM used as a lookup table and flip-flops for buffer-
ing, as well as multiplexers and carry logic. A side-by-
side 2D array of switching matrices for programmable
routing connects the 2D array of CLBs.

PROGRESS IN SYSTEM HARDWARE AND
PROGRAMMING SOFTWARE

During the past few years, many hardware systems
have begun to rescmble parallel computers. When such
systems originally appeared, they were not designed to
be scalable—sthey were merely 2 single board of one or
more FPGA devices connected to a single board of one
Of more microprocessors via the microprocessor bus or
the memory interface.

The recent SRC-6 and SRC-7 parallel architectures
from SR.C Computers use a crossbar switch that can be
stacked for further scalability. In addition, traditional
high-perf ” PP
silicon Graphics Inc. (SGI), Cray, and Linux Networs—
have incorporated FPGAs into their parallel architec-

] oot

tures. In addition to the SRC-7, modcls of such HPC
systems include the SGI RASC RC100 and the Cray
XK1 and XT4. The Linux Networx work focuses on
the design of the acceleration boards and on coupling

them with PC nodes for constructing clusters.
Om the software side, SRC Computers provides a

i solution that the

(FPGA) and software (microprocessor) sides of the
application Iy hardware side is 1
using Carte C or Carte Fortran as a separate function,
compiled separately and linked to the compiled C (or
Fortran) software side to form one

has its own application interface to
call those functions. At present,
Mitrion C and Handel-C suppart the
SG1 RASC, while Mitrion C, Impulse
C, and RC Toolbox support the Cray XD1. Only a
library-based parallel tool such as the message-passing
interface can handle scaling an application beyond one
node in a parallel sysicm.

RESEARCH CHALLENGES AND
THE EVOLVING HPRC COMMUNITY

FPGAs were first introduced as glue logic and even-
tually became popular in embedded systems. When
FPGiAs were applied to computing, they were introduced
as a back-end processing engine that plugs into a CPU
bus. The CPU in this case did not participate in the com-
putation, but only served as the front cnd (hest) to facil-
itate working with the FPGA.

The limitations of cach of these scenarios left many
issues that have not been explored, yet they are of great
importance to HPRC and the scientific applications it
targets. These issues include the need for programming
tools that address the overall parallel architecture. Such
tools must be able to exploit the synergism between
hardware and software execution and should be able ro
understand and cxploit the multiple granularitics and
localities in such architectures.

The need for parallel and reconfigurable performance
profiling and debugging tools also must be addressed.
With the multiplicity of resources, operating system sup-
port and middleware layers are needed to shield users
from having to deal with the hardware's intricate details.
Further, application-portability issues should be thor-
oughly investigared. In addition, new chip architecrures
that can address the floating-point requircments of sci-
entific applications should be explored. Portable
libraries that can support scientific applications must be
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