
Declaration of Steve Wasserman 

I, Steve Wasserman, declare that: 

1. I have personal knowledge of the facts set forth in this declaration,

which are know by me to be true and correct, and if called as a witness, I could and 

would testify competently. 

2. I am the owner of Retriev-it, located at 324 South Beverly Drive Suite

200, Beverly Hills, CA 90212 (“Retriev-it”).  Retriev-it is an information retrieval 

company.  I have owned and worked for Retriev-it since approximately 2000. 

3. As part of my duties, I retrieve information related to publications

from various libraries in California.  For example, if a customer needs to find out 

when a publication was added to a certain library’s catalog, but there is no online 

record, I will go the library, search for the book through a library’s catalog, retrieve 

the book from the shelf, and inspect the book to determine if there is a date stamp. 

4. On August 10, 2018, I went to the library of the University of

California, Los Angeles (“UCLA”). While at UCLA, I reviewed the article entitled 

“Modified Generalized Concatenated Codes and Their Application To The 

Construction And Decoding of LUEP Codes,” included as part of the IEEE 

Transaction on Information Theory, Vol. 41, Issue 5, September 1995 (the 

“Information Theory”).  I copied the cover page and introductory pages of the 

Information Theory.  The cover page and page 1217 contain stamps showing that 

the Information Theory was entered into UCLA’s collection on September 20, 

1995.  Attached hereto as Exhibit A are true and correct copies of the cover page 

and page 1217 of the Information Theory. 

5. On August 13, 2018, I returned to UCLA, where I reviewed the article

entitled “Some Constructions of Optimal Binary Linear Unequal Error Protection 

Codes,” included as part of the Philips Journal of Research, Vol. 39, no. 6, 1984 
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(the “Philips Journal”). I copied the coverpagethat contains a stamp showingthat
the Philips Journal was entered into UCLA’s collection on March 21, 1985.

Attached hereto as Exhibit B is a true and correct copy of the cover page of the
Philips Journal.

6. On August 15, 2018, I once again returned to UCLA,whereI
reviewedthearticle entitled “Future Trends in Optical Recording,” included 7 om
of the Philips Technical Review, Vol. 44, no. 2, April 1988 (the “Philips Review ).
I copied the cover pagethat contains a stamp showingthat the Philips Review _
entered into UCLA’s collection on June 8, 1988. Attached hereto as Exhibit C 1s a
true and correct copy ofthe cover page ofthe Philips Review.

ited States ofI declare underthe penalty of perjury under the laws of the United
America that the foregoing is true and correct.
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Modified Generalized Concatenated

Codes and their Application to the
Construction and Decoding of LUEP Codes

Uwe Dettmar, Yan Gao, and Ulrich K. Sorger

Abstract—Wepropose a modification of generalized concatenated codes,
which allows us to construct some of the best known binary codes in
a simple way. Furthermore, a large class of optimal linear unequal
error protection codes (LUEP codes) can easily be generated. All con-
structed codes can be efficiently decoded by the Blokh—Zyablov—Zinov’ cy
algorithm if an appropriate metric is used.

Index Terms—Linear unequalerror protection codes, generalized con-
catenated codes, multistage decoding.

I. INTRODUCTION

Manyof the best known codes can be constructed as Generalized
Concatenated (GC) codes [2], [3]. Generally, the constructions of
GC codes use different outer codes A; of constant length 1, but
only one inner code B‘") together with its partition. However, this
restriction is not necessary. In this correspondence we construct GC
codes consisting of outer codes A; with different lengths na. ;, and
inner codes BY in the columns of the code matrix with different
lengths np, ; and distances dy together with their partitions.

In Section II, modified GC codes are defined and a lower bound
on their minimum distance, a designed minimum distance,is derived.
Two examples of the construction of good binary codes as modified
GC codes are given. In Section IH, the modification is used to
construct binary optimal linear unequal error protection (LUEP)
codes. In Section IV, a decoding algorithm for the modified GC
codes is presented, which allows decoding up to half their designed
minimum distance. Moreover, decoding of the constructed LUEP
codes up to half the separation vector is discussed.

Forthe sake of simplicity only binary codes are considered in this
correspondence. An extension to the nonbinary case is straightfor-
ward. ;

Il. DEFINITION OF MopiFiED GC CopEs

GC codes are a generalization of concatenated codes defined
‘by Forney [4]. The inner code is multiply partitioned, and this
partitioning into subcodes is protected by different outer codes.
Denote the m outer codes by A; = Aj(qi: Ma, ka, i, da,i), where
qi = 2”: is the alphabet size, nq is the code length, ka,; is the
number of information symbols, and da,; is the Hamming distance
of the code. Further, denote by B®) = B‘(2; ny, ksi, ds,i), for
i = 1, 2,--++, m, the binary inner codes, where

BOTY c BO xe) — RtDand = log, (qi).

By concatenating inner and outer codes we get a GC code with the

Manuscript received February 11, 1994; revised March 5, 1995. The
material in this correspondence was presented in part at the IEEE International
Symposium on Information Theory, San Antonio, TX, 1993..

The authors are with the Institut fiir Netzwerk- und Signaltheorie, Techni-
sche Hochschule Darmstadt, D-64283 Darmstadt, Germany.

IEEE Log Number 9413060.
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TABLE I
EXAMPLE |

Inner codes fs Outer codes |_GC code |
j=24s =o 0 |

Bl (8, 4,4) (4,1,4) (7,3,4) (23:10, 7bit,8) Jy = {1,--.10}|(75, 11, 32)
Be (8,1,8)  (4,0,c0) (7,0,00)| A> (2;8,4,4) Ja = {1-8} 5:
BU (8.4.4) (43,2) (73,4)|Ar (2510,3,8) A ={1,---,10} Ceuta}
Be) (81,8) (4,0,00) _(7,0,00)|Ao (2384.4) Ja = {1-8}

arameters [3 TABLE II: a CONSTRUCTION: 1
eo ea [ Inner codes [ Outer codes

- j=1,--.™ |

ic Daeva, i log, (qi) BY” (ng, kn + k22,da1)|Ar (2*:ny,ki1.81) A = {1,....m}7 BO?) (mg, kraedaa)|A2_(2":m1,kiz,82) Ja = {1,.--.m1}

d > min {da,1db,1, da,2ds,2, ---, da, mdb, m}-

The lower bound on the minimum distance is derived as follows

[3]: since the codes are linear, the minimum weight and distance are
equal. If a; # 0, with a; € Ax, then notless than da, ; codewords of
the inner code B“? are different from the zero word. However, this
inner code has a minimum weight d;,; which leads to a minimum
weight of da.id»,1 for the appropriate codeword of the GC code.
Similar considerations hold for the other stages.

In the above definition the outer codes all have equal length na.
However, this restriction is not necessary: denote the outer codes by

Aj = Ai( qi; Nak iia =)

where the n,,; now can be different. Define a set of indices 7; with

|%| = ma,i and jmax so that

a,t>

l<j<jma, VIER

holds. The inner codes are given by

Be = BY(2; Nb, 7 Keue dy*)7
fori = 1, 2,---, m and 7 = 1,--+, jmax, With

(i+1) (2) @) G4) _ flog, (qi), fg EKB; C Bj" and ky; — fy; ={0 2 7 @ I.
We assume that U;.7; = 7, with 7 € J for 7 = 1, 2, ---, jmax,
because in this case all inner codes are concatenated with someouter
codes.

The GC code has the parameters

k= Ss ka, i 1085 (qi).
i=1

Jmax

n= De Nb,
s=1

The minimum distance of the GC code is given by

d> min min oe ant
ps j€8;

(1)

where 5; C J; with |S;| = da,;.
The lower bound for the minimum distance is derived similarly

to that for conventional GC codes: the minimum weightin stage 7
is attained if the positions where a; # 0 coincide with codewords
of the inner codes BY with the smallest minimum distances. This
leads to (1).

To simplify this expression, we define by II(j) the permutation of
the indices 7 = 1, ---, ™a,i so that

dyna) < dem) S++: < de,m(ng,,)-

This results in

a

da, a

Gams »X ding):
HTC EX1052, Page 11

 

Example 1: The (75, 11,32) and the (75, 13,30) code from [5]
can be constructed as given in Table I.

Ill. OptiMAL LUEP Copges CONSTRUCTED AS GC CODES

Linear unequal error protection (LUEP) codes can be useful if
different information symbols have different importance. In [1] and
[6], van Gils proposedconstructions for somespecial classes of LUEP
codes (some of them based on product or concatenated codes). In [7],
Zinovev investigated the application of GC codesonthe construction
of LUEP codes, but these constructions only work for composite code
length, i.e., 2 = many. The modified construction yields a large class
of binary LUEP codes which contains most of van Gils constructions
and which can be easily decoded.

The LUEPcodeis characterized by its separation vector [6].
Definition I; For a linear (n, k) code C over the alphabet GF(q),

the separation vector s = (s), so, ---, s,) with respect to a generator
matrix G of C, is defined as

k}

where m is an information vector and wt {-} denotes the Hamming
weight function.

We assume, without loss of generality that s is nonincreasing,i.e.,
8; > 8s; ift < j Vi,j € {1,---,k}. Note that this definition is
different from that in [8] as it deals with information symbolsinstead
of code symbols. The separation vector guarantees the correct inter-
pretation of the ith information symbol whenever nearest neighbor
decoding [9] is applied and not more than |(s(G); — 1)/2] errors
have occurred in the transmitted codeword [10].

An (n,k, 8) codeis called optimal if an (n, k, £) code witht > s,
ie., t > 8; Vi € {1,--+,k} and 3y € {1,---,k}:t; > sj, does
not exist. Denote by n(s) the length of the shortest linear binary
code of dimension & with separation vector at least s and denote
n°*(s) the length ofthe shortest linear binary code of dimension *
with separation vector (exactly) s. Van Gils [1], [11], has derived the
following lower bounds on n(s):

Theorem 1: For any k € NV,and nonincreasing s € N*

5; := min{wt{mG|m € GF(q)*, m: 4 0}, i=1,---,

m(Fy ep aie sh) > si tn(hi,---, Syl. ate Sx) (2)

holds for any 7 € {1,---, k}, where
Si uae

s;-|—|, for j<iIPR2018-1556;, := 2” Lz : 3)
LOK o> 4.rah

[a] denotes the smallest integer larger than or equal to 2.
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TABLE III
CONSTRUCTION 2 

| Inner codes | Outer codes |
   

BYPi(M2,ka, daa) (na—k2, 0,00)

j=1,...m j =m 4t1,-....m+n'

BY (m2,m2,1) —(ma—ha,m2—k2,1)|Ay (27> nyt+n',ki,81) A= {l,....mtn'}
 

TABLE IV

CONSTRUCTION 3 

Inner codes A Outer codes
L—=T om j=mti| |

Bo) (make + 1,dz) (1,11)|Ai (2: ny, kyr, 81) Tua fi, .;m}
go (na,1, nz) (1, Le 1) Az (23m, + 1, k12,2[5/2]) = Ae m+ 1}

  

 

 
 

 
 

  
 

 
 

 

  

Theorem 2: For any k € NV, and nonincreasing s € NVKF n(s)
satisfies the inequalities }

naradznea’on[Do

n(siy =02) [scr|- (5)
Brnicdon J; First we construct a two-level GC code as shown

in Table I]. Ay and A» are LUEP codes with ponincreasing separation
vectors

8; = (811, $12, °°", $1ky,) 52 = (S21, 522, °°", $2ki2)-

As a special case, both A; and A», or one of them, may be chosen
as equal error protection codes. If d211x%,, > d22821, then the GC
code is a binary (nine, kiiko1 + ki2k22, s) LUEP code, where

s=(daiS111k5,,° ane d2181ky,1k, ’ d225211 ko) os d2282ky,1k2) :

where s1,,, denotes the k2; vector with all components equal to s.
Obviously, [6, Construction 5] is a special case of the above

construction. t

If A; is an (n, 1, n) pees code, A» is anoptimal(n, k, s)
__LUEP code, Be and Be are Reed—Muller codes with parame-

ters (2", m + 1, iey ‘and (2™, 1, 2”) an optimal LUEP code
- equivalent to the code of [6, Construction 1] is obtained. Choosing
Bl”as the (2, 2, 1) code and B®)as the (2, 1, 2) code, theabove

construction is equivalent to [6, Construction 3A].
nes2:The GC Codegivenin TableIII hasthe param-

 
 
 

 

a(2, 2, 1) code and B® is a
, we obtain all the LUEP codes
from van Gils in [1] and a class
thecodes of [6, Construction 2]

+n’, 1, ni +n’) repetition code

_LUEPcode, we : with the inner

 

(2"; ny, ki2, $2) Ja = {1,..-,m}

TABLE V
EXAMPLE 2

[ Inner codes | Outer codes = ==
   

 

 
 

j=l. j=20 f=4
BOS (45352) (3, 2,2) (22,1) Ar (273452,3) A= {1,...,4}
pe) (4,1,4) (3,0,00) (1,0,00)|Ao (251,11) A ={1}

TABLE VI
EXAMPLE 3

li Inner codes Outer codes al
fale gas jas peraIa

ae (453)2)°9(3,2,2): (2,2)1)|Ar (2774,2,3) A= {1-14}B® (4,1,4) (3,0,00) (1,0,00)|Ao (2;2,2,1) Fa = {11,2}

Proof: For the proof we use Theorem 1. First we show that the
GC code is optimal in length

n(n, +n’, 2s) > ni tn+n(s) > 2ni + n'.

  

 
 
  

Wenow have to show thatall codes with a greater separation vector

also have greater length

n(n +n’ +1, 2s) >mi +n’ +1+4+n(s)
>2ni+n' +1
>2nj +n’

and

‘n(n, +n',2stu)>nitn +n

EEE]tobe
>2n. +n' +1.

Construction 3: The construction is guet in Table IV, where
[82/2] denotes [s2:/2] for all i = 1, 2,---, hia.We suppose here that the outer code A is the code A‘
(2;m1, ki2, 5)) with an added overall parity bit. With six,d) > no
we obtain a new

{nino +1, kirk + hie, mis: -++, 8x,d21z,, (n2 — 1)s9
+2[s2/2]]}

LUEPcode. Using the (2, 2, 1) and the (2, 1, 2) code as inner codes
for j = 1, +++, m1, we obtain the LUEP codes [6, Construction 3B]
of van Gils. If at the same time A; is a repetition code and A} is
uncoded, the LUEP codes are the same as in [1, Construction B],

ie., they are optimal.
Choosing A; as a repetition code and Az as uncoded andthe

(4, 3, 2) and (4, 1, 4) codes as inner codes for j = 1,---, m1,
results in [1, Construction H] of van Gils.

In the following examples we show the construction of some codes
from [1] as GC codes,

Example 2: The GC code given by Table V has the parameters
n= 120 (k= os — (555544).

Example 3: The GC code given by Table VI has the parameters
i lo hea bens — (905044),

Example 4: The GC code given by Table VII has the parameters
n=14, k=7) s = (5550444).

For these three codes, see [1, Construction MJ]. IPR2018-1556
HTC EX1052, Page 12
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TABLE VII
EXAMPLE 4

L Outer codes| Inner codes  
 

 

j=1,2,3 j=4BOT (4,3,2) (2,241)|At (0%4,2,3) i= (lr-nddBO) (4,1,4)_(1,0,00)|42 (2;3,3,1) Ja = (1,233

TABLE VIII
EXAMPLE 5

Inner codes [__Outer codes   
j=1,2,3

[
| j=i4BO (4,3,2)  (3,3,1)|An (27,4, 2,3) Hy = {1,4}
Bt) (41,4) (3,1,3) Ay (2;4,4,1) Ty = {ld}

Example 5: The GC code given by Table VIII has the parameters
ne beee (55554443) (See [1, Construction R)).

 

IV. A DECODING ALGORITHM
GC codes can be decoded by the well-known Blokh—Zyablov—

Zinov’ev (BZZ) algorithm up to half their designed minimum dis-
tance.For decoding GC codes with different inner codes we use the BZZ
algorithm together with an appropriate metric.

‘As shown in Section I, the designed minimum
constructed codes is given by

distance of the

da,i
: (7)

d>min )/ 4m)"
a

to be the transmitted codeword, with ¢; € BO for
Denote by 4: the transmitted codeword of the outer

and by 4; the estimate for di calculated by
the result to symbols

of the outer code
# a;. Define w

the da,i—W

Define ¢

gols-tty Jmax-
code A; with respect to ¢,
decoding the inner codes of stage t and mapping
of the outer code alphabet. Let 4: be a codeword
A; and E(ai, ai) be the set of indices J suchthat a:to be the cardinality of E(ai, 4:)- Denote by &* (ai, 4)
components in

Pale na, if /E(ais ai)

with the smallest a’.
An appropriate reliabilit

definition:
Definition 2; Let

Bo, and dy (1); B) be the distance between the receivedand the estimated codeword yi E Be Thenthereliability a’) for
the jth position in a; is given by

y function is given by the following

di, be the minimum distance of the inner code
word 7;

rat i 1a) = max (0, di. — 2du(r), o)].
This definition takes into account the different distances of the innercodes. It may be interpreted as the minimum number of additionalerrors that occurred in case of a wrong decision in the inner code.During the decoding process the following condition has to be
checked:

(1)
ye a; >

jEE* (aj, 4i)
(Condition 1) jEE(ais Gi)

THEORY, VOL. 41, NU. 9) 98r omen 195INFORMATION

1=1, Dears IT | 1o:rithm: For each stage i, withDecoding Algo r in the inner codes to gei anDecode the received word1) estimated codeword O° of code Be for j € Ji.
2) Map these estimates BS, eo to the outer code

symbolsto get a; and use a) as reliability for position j of4;
3) For} = 1. -+-, da,i Set the | positions with smallest relia-bilities as) to erasures and use an Error-and-Erasure Deceder

(EED) to find a: {l}-4) Check if any 4: {i} satisfies Condition 1. If yes, ai = ai {I} is
the final decision. If no, signal decoding failure.

5) Continue with the next stage.
we prove the following theorem.
algorithm will find the transmitted codeword as

long as less than d/2 errors have occurred during transmission.For an LUEP code constructed as a (modified) GC code, it is
desirable to be able to guarantee a correct decoding as long as at most|(s(@)i- 1)/2| errors have occurred in the transmitted codeword.Ifthe outer codes in the above constructions have an equal protectionof their information symbols, the described decoding algorithm canbe applied directly and guarantees a decoding upto [( s(G)i—1)/2]errors. This is due to the properties of the multistage decoding. Similarto the BZZ algorithm, many error patterns of higher weight are
decoded too.

The authors are not aware of a genera
codes that corrects errors and erasures, and issues comwords. Such a decoder would be necessary for the general case.However, if we again assume that the outer codes Ai in the con-structions are also GC LUEP codes with inner codesthat are not UEPcodes, the decoding up to [(s(G)i — 1)/2] errors can be achievedby the algorithm for modified GC codes as described above. Thisis demonstrated for the first information symbol 7m with separation
s(G)i: first the inner codes By efor = iso are BMDdecoded and an estimation for the outer code symbols 41, 7+ together
with the estimation of the reliability for these symbols a, . aretransmitted to the outer code Ai. Since this codeis again a GC LUEPcode with inner codes that are not UEPcodes, the aw represent the
reliabilities for the code symbols of the inner codes Bo of the GC
code A:. Proceeding in this way until the outer code is no longeran UEP code (this occurs in the worst case after ka.1 steps) finally
allowsthe application of the above algorithm and a decoding of ™1-

In the Appendix,
Theorem 3: The

1 BMD decoder for LUEP
plete code-
 

Tha, 1s

V. SUMMARY

In this correspondence we use modified GC codes for the con-
struction of binary codes of noncomposite length and of LUEPcodes.
Usingthis construction,it is not only possible to construct good codesbut also to decode them efficiently. Especially, this holds true for the
constructed LUEP codes. A decoding algorithm which guaranteesdecoding up to half the designed minimumdistance, similar to the
BZZ algorithm, is derived.

APPENDIX

PROOF OF THEOREM 3
Theorem 3 by using the following two theorems

We will prove

from [12]:Theorem 4; There is only one codeword a; in a code with mini-
mum distance da,: that satisfies Condition visTheorem 5: If any codeword a; satisfies Condition 1, it will be
found by an Error-and-Erasure Decoder.Notice that for the proofof these two theorems,the reliability al”)
does not have to be specified.It only has to be greater or equal to
zero. Using Condition 1 we prove Theorem 3:

IPR2018-1556
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 proof: Denote by T the total numberoferrors and considerthe
lowing inequalities:G

2T <| > dyN(j)
et

den)

dai a
= 2>0 dalrny, en) < Yo dng)

aEj=1

Sue

|

@)
= renkSpi

j€8*(8;, 44)

|

Nai

2 2 SE dy[r;, cj] <=]

JEE(4;, 4;)

The last step follows from the following considerations:
1) if b\? = c; then a> dy, ; — 2dzx(c;, 7;).
2) If b;) 4c; then a) < 2dy(c;, rj) — ds, ;, because

dy, ; Sdu(c;, rj) + dx[b™, v5]
e dus = 2dy[b", rj] <2du(c;, rj) — ds,j.

Safina?
jEE*(4;,4;) 3€&(4;, aj)

> dp poldoys = 2du0$?,.75)]
JEE*(4i, aj)

Alp
jEE(4;,a;)

So

[2diz(cj, 73) — de, 5]

= aie dy ; — 2du(c;, r;)
jJEE*(4;, A, )UE(a;, a;)

das ;

=) ds nG7= 2ariruG): encs)]j=l

ie.aslongas less than d/2 errors have occurred,only the transmitted
codewordsatisfies Condition I and the EED will findit. o

ForLUEP codesthe following theorem holds:
Corollary1: All codewords a; in an LUEP codewith separation

(s1, ooeS 5k) that satisfy Condition 1 with d = s,, have
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A New Approach to the Design of
Codes for Synchronous-CDMA Systems

Gurgen H. Khachatrian and Samvel S. Martirossian

Abstract— In this correspondence a new approach to increase the
sum rate for conventional synchronous code-division multiple-access (S-
CDMA) systems is presented. It is shown that it can be done by joint
processing of the outputs of matched filters, when one considers the
system of codes for S-CDMA to be the codes for the usual adder channel.
An example of construction and decoding of such a systemis also given.

Index Terms—Multiuser spread-spectrum system, code-division multi-
ple access, adder channel, matched filter.

I. INTRODUCTION

Recent developments in multiuser spread-spectrum communication
systems show the need to increase their sum rate. In cellular systems
this meansincreasing the numberofusers, that can be simultaneously
active inside each cell. In code-division multiple-access (CDMA)
systemseach ofthe users is assigned a binary +1-valued spreading
sequence of the same length.

In a synchronous CDMA (S-CDMA)system,all users are in exact
synchronism in the sensethat not only are their carrier frequencies
and phases the same,but also their expanded data symbols are aligned
in time.It is also assumed that all the sequences have equal energy.

In a conventional CDMAreceiver, the demodulator output for each
symbolinterval is further processed separately by each user. This pro-
cedure is called matchedfiltering. Mathematically, this corresponds

to computing the scalar product between the spreading sequence
of the ith user and the vector which represents the demodulator
output of the CDMA system. Interuser interference then is defined
by the crosscorrelation function between the spreading sequences of

Manuscript received March 1, 1993; revised February 10, 1995, The
research reported has been performed during a visit at the Institut fiir
Netzwerk- und Signaltheorie, Technische Hochschule Darmstadt, Darmstadt,
Germany, and supported by DFG in cooperation with DFG and the Academy
of Sciences of the Republic of Armenia.

The authors are with the Institute for Problems of Informatics and Automa-
tion, the Academy of Sciences of Armenia, 375044 Yerevan, Armenia.
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SOME CONSTRUCTIONS OF OPTIMAL BINARY
LINEAR UNEQUAL ERROR PROTECTION CODES

by W. J. VAN GILS

Philips Research Laboratories, 5600 JA Eindhoven, The Netherlands

Abstract ,

This paper describes a number of constructions of binary Linear Une
Error Protection (LUEP) codes. The separation vectorsofthe constructed
codes include thoseof all optimal binary LUEP codesof length less than or
equal to 15.
AMS: 94B05, 94B60.

qual

1. Introduction

Consider a binary linear code C of length n and dimension k with generator
matrix G to be used on a binary symmetric channel. In many applications it is
necessary to provide different protection levels for different components ™; of
the input message word m. For example in transmitting numerical (binary)
data, errors in the moresignificant bits are more serious than are errors in the
less significant bits, and therefore more significant bits should have more pro-
tection than less significantbits.

A suitable measure for these protection levels for separate positions in input
message wordsis the separation vector ye

Definition

For a binary linear [”,k] code C the separation vector s(G) = (s(G)i, S(G)2,
_..,5(G)x) with respect to a generator matrix G of C is defined by

s(G);:= min {wt(m G)| me {0, 1}*, mi = 1},

where wt(.) denotes the Hamming weight function.

This separation vector s(G) guarantees the correct interpretation of the PR
message bit whenever Nearest Neighbour Decoding(ref. 2 p. 11) is applied
and no morethan (s(G); — 1)/2 errors have occurred in the transmitted code-
word’),

A linear code that has a generator matrix G suchthat the componentsofthe
corresponding separation vector s(G) are not mutually equalis called a Linear
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W. J. van Gils

Unequal Error Protection (LUEP) code‘). By permuting the rows of-a gen-
nerator matrix G we may obtain a generator matrix G’ for the code such that
s(G’) is nonincreasing, i.e. s(G’);>s(G)is1 for i=1,2,...,k —1. In this
paper we always assumethat the rows in generator matrices are so ordered
that the corresponding separation vectors are nonincreasing.

Any LUEP code C hasa so-called optimal generator matrix G*. This means
that the separation vector s(G*) is componentwise larger than or equal to
the separation vector s(G) of any generator matrix G of C'), denoted by
s(G*) > s(G) (x > y means x; > y; for all /). The vector s = s(G*)is called the
separation vector of the linear code C. Weusethe notation [n,k,s] for C.

For any keIN and se IN* wedefine n(s) to be the length of the shortest
binary linear code of dimension & with a separation vector of at least s, and
n**(s) to be the length of the shortest binary linear code of dimension k with
separation vector (exactly) s**). An [n(s),k,s] codeis called length-optimal ’).
It is called optimal if an [n(s),k,t] code with t>s, ¢ # s does not exist **).
In refs 3 and 4 a number of bounds for the functions n(s) and n(s) are
derived. In ref. 5 methods for constructing LUEP codes from shorther codes
are described.

In refs 3 and 4 an incomplete list of the separation vectors of the optimal
binary LUEP codesoflength less than or equal to 15 is given. In this paper we
provide the completelist of the separation vectorsof all optimal binary LUEP
codes of length less than or equal to 15, together with examples of generator
matrices having these separation vectors. Furthermore, we give a number of

constructionsofinfinite series optimal binary LUEP codes.

i

|
|

 
 

 
 
 
 
 
 

 
 
 

2. Constructions
Table I provides the separation vectors ofall optimal binary LUEPcodes of

length less than or equal to 15. In this table, n denotes the length of the code, k de-

notes the dimension, and d(n,k) denotes the maximal minimum distance of a

binary code of length n and dimension k. The brackets and commas commonly
appearing in separation vectors have been deleted. Only in the cases where a com-

ponentof a separation vectoris larger than9,it is followed by a point (.). Exam-
ples of codes having the parameters given in table I are constructed below. The
boundsin ref. 4 can be used to showthat certain LUEP codesare optimal. They

are also useful in showingthat table I is complete. In cases where these boundsdid
not work, methodsof exhaustive search were used to showthat codeswith certain

_ parameters do not exist. Table I is the sametable as table I in ref. 4, extended
by the parameters [14,10,(4333322222)], [15,3,(994)], [15,8,(73333333)],

[15,8,(55554443)], [15,8,(55544444)] and [15,11,(43333222222)]. In (ref. 4 table I)
no references to constructions were given, which has been doneinthis paper.

Philips Journal of Research Vol, 39 Neidiosone
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less than or equal to 15.

\

{
}

3 TABLE I
t

{

| separation vector

Se

A 42222, J 33332
A 322222

A 82,174
A 722, C 644, G 554
A 6222, C 5444
A 52222, J 44442, B 43333
A 422222, J 333322
A 3222222

A 92, 1 84, 176
A 822, C 744, L 664
A 7222, C 6444, G 5544
A 62222, C 54444
A 522222, J 444422, J 433332
A 4222222, J 3333222
A 32222222

A 10.2, 194, I 86
A 922, C 844, K; 764
A 8222, C 7444, E 6644
A 72222, C 64444, G 55444
A 622222, J 544442, B 533333
A 5222222, J 4444222, J 4333322
A 42222222, J 33332222
A 322222222

A 11.2, 710.4, 796
A 10.22, C 944, E 864, Ky 774, K, 766
A 9222, C 8444, K, 7644
A 82222, C 74444, E 66444, M 55554
A 722222, C 644444, G 554444
A 6222222, J 5444422, J 5333332

4

5

5

6

6

6

7

a

7

7

8

8

8

8

8

9

9

9

9

9

9
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The separation vectorofall binary optimal LUEP codes of length

Some constructions of optimal binary linear unequal error protection codes
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TABLEI (cont.) In th

separation vector sce
A 52222222, J 44442222, J 43333222 ‘ Theo

12 2|A 422222222, J 333322222 : { "
12 Bete A: 3222222929 :
13 eet A 12.2.0 11.4, F-16056. 7.9813 7 |A 11.22, C 10.44, K, 964, EF 884, L 866 |
13 6|A 10.222, C 9444, L 8644, F 7744, K, 7666 : hold
13 5|A 92222, C 84444, K, 76444, L 66664, H 66555 {
13 4|A 822222, C 744444, D 664444, M 555544 |
13 4|A 7222222, J 6444442, B 6333333, J 5544442, K, 5444444 ,
13 4|A 62222222, J 54444222, J 53333322 | :13 3 A 522222222, J 444422222, J 433332222 we
13 Pan) A 4222222222. J-3333222222, Boe
13 2|A 32222222222
14 Gerard 13.2, 112.45 7116, 10.8 i The
14 8|A 12.22, C 11.44, L 10.64, K; 984, Ki 966 } Fc
14 7 |A 11.222, C 10.444, K, 9644, L 8844, L 8666 i follc
14 6|A 10.2222, C 94444, L 86444, F 77444, N 76666 f
14 5 A 922222, C 844444, E 764444, L 666644, J 665552 an
14 4|A 8222222, C 7444444, J 6644442, O 6544444,

! M 5555444 b. 7
) 14 4|A 72222222, J 64444422, J 63333332, J 55444422, {
. K, 54444444 [ ae
. 14 4|A 622222222, J 544442222, J 533333222 4

14 3 A 5222222222, J 4444222222, J 4333322222 f F
14 2|A 42222222222, J 33332222222 |14 Pein) 322222222222 (

15 0 A 14.2, 7 13.4, 7 12.6, 7 11.8 |
h 15 8|A 13.22, C 12.44, K, 11.64, Ki 10.84, L 10.66, y‘ Kz 994, K, 988 {

I, 15 A 12.222, C 11.444, L 10.644, K, 9844, K, 9666 f
! 15 A 11.2222, C 10.4444, K, 96444, L 88444, L 86666 ‘\: 15 A 10.22222, C 944444, L 864444, Ke 774444, J 766662, i co

+ K; 766644, O 765554 i Ue
| 15 A 9222222, C 8444444, P 7644444, L 6666444, J 6655522 /j :
i 15 A 82222222, J 74444442, B 73333333, J 66444422, , y
| J 65444442, L 64444444, R 55554443, S 55544444 %
if 15 A 722222222, J 644444222, J 633333322, J 554444222, Pre
| K, 544444444 | I

15 A 6222222222, J 5444422222, J 5333332222 by’
15 A 52222222222, J 44442222222, J 43333222222 { tor
15 A 422222222222, J 333322222222 { (n:
15 A 3222222222222 f ee
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Someconstructions of optimal binary linear unequal error protection codes
__Someconstructionsojoptimatvinarynearunequal

In this paper we frequently use tworesults of ref. 4. Hence werepeat these
results in the following two theorems.

Theorem1 (ref. 4, theorem 12)

For any ke IN and nonincreasing s€ IN“ we have that

epUS1), « «> Sk) = Si + Sis ; saSiaty Stel Whe et SE)

holds for any i€{1,...,k}, where

‘A =a |iSh/2el LOL <b
y= ; :

[s)/2] for j >i,

(where |x| denotes the largest integer smaller than or equal to x, and [x] de-
notes the smallest integer larger than or equal to x).

Theorem 2 (ref. 4, corollary 14)

For any Ke IN and any nonincreasing sé IN‘, the function n(s) satisfies the
following inequalities,

a. A(Stsareesisk) = Si + n({S2/2], . [s4/2]),
k

bi. n(sieamemeetion) = >, [si/2'-*).
i=1

Construction A

For n,keIN, n>k +1, the k by n matrix

Piller: 111

 
if >| Ox-1,n-k-1 | (1)

is a generator matrix of an optimal binary [n,k,(n —k + 1, 2.20604, 2)),code
(J, denotes the identity matrix of order k, Ox-1,n-«-1 denotes the all-zero k — 1
by n—k-—1 matrix).

Proof
It is easy to check that the parameters ofthe code are correct. Furthermore

by theorem26 the length of a k-dimensional binary code with separationvec-
tor (n—k +1,2,2,...,2) is at least”, and with separation vectorlarger than
(n—k+1,2,2,...,2) is at least n+1 (by s>t (s larger than f¢) we mean
2ts#t).

X.Y
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For ke IN, k > 4, the & by 2k — 1 matrix Si

OOOM nemen t1Os1-. 5 Cor

(2) 

4

Construction B . | Prot
i

{

|is a generator matrix of an optimal binary [2k — 1,k,(k — 1, 3,3,...,3)] code.

 

1

Proof
It is easy to verify that the parameters of the code are correct. By theorem

2b, we have that the length of a k-dimensional binary code with separation

vector (k — 1,3,3,...,3) is at least 2k — 1. Application of theorem 25 to a (k-vector s with s:> k and s; > 3 fori = 2,...,k showsthat n(s) > 2k. Appli-
cation of the theorems | and 2 to a k—vector s such that 5; =k — 1, s2>4, i
Si: 3 fori=3,...,k —1, and s = 3 showsthat

As) 9 1 ns—1,...,Sea — 1) is ¢
| ee1 + n([(sa— 1/2], « .«,[sea — DZD {
. >3+4—2+2(2,1,1,...,)) cor

SSESSE

a ko 2 Pr

| S>3+k—-—2+k-1=2k. CFurthermoreitis notdifficult to check that a binary [2k — 1,k,(kK — 1,4, 4,...,4)] ‘
code does notexist. Finally, by theorem 24 the length of a k-dimensional mit’ binary code with a separation vectorofat least (k — 1,5,4,4,..., 4) is at least |

f 2k. These observations show that the code in construction B is optimal. ’

Construction C |
For 1,kelIN, n> Betek, k + 4}, the k by n matrix |

Reese:0)11 aeTile. 1 (10 {
A

(3)

cS
; | | im  «(\
is a generator matrix of an optimal binary [n,k,(m — k, 4, 4,...,4)] code.

298 Philips Journal of Research YVol.39 No.6 1984 Ph
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Some constructions of optimal binary linear unequal error protection codes

Proof
Similar to the proof of construction A.

Construction D

For p,geIN, p>q>2, the p+ q + 2 by 2p + 3q + 3 matrix

(4) 
is a generator matrix of an optimal binary

[2p + 3¢g+3,pt+qt+2(p+q+ 2,2¢ + 2,4,4,...,4]
code.

Proof

Similar to the proof of construction A.

Construction E

For p,g,reIN, p>3, r>2, gq=>r—p+2, the p by Q2p+q + 2r— 4)
matrix

 (5)

is a generator matrix of an optimal binary
2p+¢q+2r—4,p(p+qt+r-—2,2r,4,4,...,4]

code.

Philips Journal of Research Vol, 39 No.6 1984 135018-1556
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Proof
Similar to the proof of construction A.

Construction F :
For p,gelN, p> 3, 9>2, g>p — 2, the p by p + 3q matrix

(One vlt.?...1ee. LH EA

ot ] Lie
 

 
  
  

  

(6)

q+1llq+liq—-—(p-2)

is a generator matrix of an optimal binary
[p + 3q,p,(2q + 1,2¢ +.1,4,4,.. +, 4]

code.

Proof

Similar to the proof of construction A.

Construction G

For peélN, the 2p by 4p matrix
GOES...O11 11 OREIe1.|, 00..0

OO i)..0/1101) 00..0

(7) 
is a generator matrix of a binary [4p,2p,(p + 2,p + 2,4,4, --+ 4)] code. For
p = 2,3 the codesare optimal, but in general they are not.

In ref. 6 the codes from construction G are treated extensively, the weight
enumerators and automorphism groups are determined completely and a
majority logic decoding method for these codes is given. For p = 3 we obtain a
[12,6,(5,5,4,4,4,4)] optimal LUEPcode. Bydeleting the row and column pairs
(6,4), (5,3) and (4,2) successively we obtain [11,5,(5,5,4,4,4)], [10,4,6,5,4,4)]
and [9,3,(5,5,4)] optimal LUEP codesrespectively.
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Someconstructions of optimal binary linear unequal error protection codes—2eineconstrucuionsQfOptimalbinarylinearunequalerrorprotectioncodes

Construction H

For pe IN, p> 3, the (p + 2) by (4p + 1) matrix

(8) 
is a generator matrix of a length-optimal binary

[ep el p+ 2,(2p;2p3539,5'-.; 5)]
LUEPcode.

Proof

It is easy to check that the code has the given parameters. By theorem 2b
the length of a (p+ 2)-dimensional binary code with separation vector
(2p,2p,5,5,...,5) is at least 4p + 1.

For p = 3 this construction gives a [13,5,(6,6,5,5,5)] optimal LUEP code.
Furthermore table I refers to the following trivial constructions.

Construction I

For p,gelN, p> q, the 2 by (p + 2q) matrix

1 ese L007 2,0 EER.)

OOF) 5. Ouse bleed

p q q |

is a generator matrix of an optimal binary [p + 2q,2,(p + g,2q)] LUEP code.

Construction J

If the matrix G, has separation vector s(G:) such that s(Gi)x > 2, then the
matrix

0

(10) 
has separation vector s(G2) = (s(G;),2).

Philips Journal of Research Vol. 39 No.6 1984 301 IPR2018-155 3
HTC EX1052, Page 2

   



IPR2018-1556 
HTC EX1052, Page 29

 
W. J. van Gils 

Construction K;

If the matrix G; has separation vector s(G,) then the matrix

G2:=[Gile], (11)

where e; is the vector with a 1 on the i™ position andzeros elsewhere, has
separation vector (Gz) = S(G;) + e;.

The following theorem can be used to determine whether construction K;
gives an optimal code.

Theorem 3

If s is such that for all t>s, t+, it holds that n(t) > n(s) and if Gis a
generator matrix of a binary optimal [7 + n(s),k,(r,2s)] code, then the code
generated by [G|e:|e:]...|e:] is a binary optimal [r+ ¢+ n(s),&,(7 + 4,2s)]
|——>

code for f in IN arbitrary.

Proof
Let s and G fulfill the conditions mentioned above. By theorem 2a we have

that

a) n(r + t,2s)>r+t+ n(s).

b) n(r+¢4+1,2s)>r+t+1+4+an(s)>rt+tingts).

c) art+tastular+tt+n(lsi + ui/2I,. we [Se-1 + Ue/2) S>r+t+1+n(s)
foru>0,u#0.

Combination ofa), b) and c) showsthat the code generated by [G| e1] e1|...| e:]
——fe

is optimal.

Construction L
Adding an overall parity-check bit to a binary [7,k,s = (S1,...,5x)] code

gives a binary [n + 1,k,s' = (2[(s: + 1)/2],...,2|(se + 1)/2|)] code.

Sporadic constructionsreferred to in table I are the following.

Construction M

The 7 by 14 matrix

0011111000000

0011000111000

0010100100101

0001010010011 (12)
00110001 100000

1001010001000

100000000001 11

302 Philips Journal of Research Vol,39 No.6 1984
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Some constructions of optimal binary linear unequal error protection codes

is a generator matrix of an optimal binary [14,7,(5,5,5,5,4,4,4)] LUEPcode.
Deletingthe first column and the last row from the matrix in (12) gives an op- |
timal binary [13,6,(5,5,5,5,4,4)] code. Deleting the first two columnsand the Ry,
last two rows from the matrix in (12) gives an optimal binary [12,5,(5,5,5,5,4)]
LUEPcode.

Construction N

Application of [5,construction 1] with m=1, g = 2 and Gi; a genera-
tor matrix of the [7,4,(3,3,3,3)] Hamming code gives an optimal binary
[14,5,(7,6,6,6,6)] LUEP code.

Construction O

The 6 by 15 matrix

000011111000111

000000000111111

10001 1000100100

010010100010010

001010010001001

000100001001001

(13)

is a generator matrix of an optimal binary [15,6,(7,6,5,5,5,4)] LUEP code.

Construction P

The 7 by 15 matrix

000001 111111000 |
000001110000111 | |
100001001000100 | |
010001001000010 (14) |
001000100100001 |

000100100010001 IS
000010100001001 |

is a generator matrix of an optimal binary [15,7,(7,6,4,4,4,4,4)] LUEP code.

Construction O |
By deleting the 8" column from the matrix in (14) we obtain a generator |

matrix of an optimal binary [14,7,(6,5,4,4,4,4,4)] code. |

 
Construction R

The 8 by 15 matrix «=

Philips Journalof Research YVol.39 No.6 1984 - 303 1IPR2018-155
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i

(15)
}

3

~ 1100000100010000 |

where G is the matrix in (12), is a generator matrix of an optimal binary |
[15,8,(5,5,5,5,4,4,4,3)] LUEP code. !

Construction S

The 8 by 15 matrix |

100000001 100110 {
010000001010101

001000001001111 .

000100000110100 (16) rr)
000010001 110000 S
000001001101000 4 ie
000000101011000 4 5
000000010111000 ‘ rae

is a generator matrix of an optimalbinary [15,8,(5,5,5,4,4,4,4,4)] LUEP code. | J
} ob)
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Future trends in optical recording

G. E. Thomas

 

Thetext of the article below is largely taken from the invited paper that the author presented
at the International Symposium on Optical Memory 1987, held in Tokyo from the 16th to the
18th of September 1987. In this article he describes the most importanttrends that can be rec-
ognized today in the field of optical recording. Besides the well-known audio Compact Disc
(‘CD’), the LaserVision disc and the Digital Optical Recording (‘DOR’) discfor data storage,
there will be new applicationsin the future, especially if erasable optical recording becomes a
practical reality, 

Introduction

It is undoubtedly only a coincidence that the sym-
posium for which this material wasoriginally put to-
gether coincided with the fifteenth anniversary of the
first public demonstration of optical recording, in
September 1972 at Philips Research Laboratories in
Eindhoven. Toresurrect a cliché,it will be clearto all
who have been involved in optical recording ™! that
the field has been characterized duringits brief history
by turbulent and, at times, explosive growth. Indus-
trially, the field of optical recording is a curious mix-
ture of extremely successful consumer applications,
such as the video disc and — in particular — the Com-
pact Disc, and professional data-storage applications
in which the major breakthrough in the market is
avidly predicted butstill awaited. The word ‘curious’
has been deliberately chosen here, since the two out-
standing advantages of optical disc recording — the
high storage capacity per unit area and the random-
access capabilities — which could be expected to en-
sure its breakthrough in the professional area, have
not yet led to that goal. On the other hand, these ad-
vantages have been quite successfully exploited in the

Products for consumer ‘entertainment. Against this _
background, it is clear that it is very difficult to pre-
 

Dr G. E. Thomasis with Philips Research Laboratories, Eindhoven.

 
Fig. 1. An optical recording system consists of three main compo-
nents: the optical disc, the arm and the motor. The information on
the optical disc is contained in microscopically small optical details
arranged on the disc in a spiral path, rather as in a conventional
audio disc. These details are ‘scanned’ by a beam of light, from a
semiconductorlaser, whichis reflected from the surface of the disc
on to a detector. The arm containsall the facilities necessary for the
light beam to follow the information track in the radial direction
and for focusing the beam onto exactly the right position. The mo-
tor must always rotate the disc at the correct speed; in mostoptical
recording systems this speed depends onthe radial position of the
arm. The unit containing the optical componentsis usually referred
to as the ‘light pen’ of the system.

 

{1 G, Bouwhuis, J. Braat, A. Huijser, J. Pasman, G. van Ros-
malen and K. Schouhamer Immink,Principles of Optical Disc
Systems, Adam Hilger, Bristol 1985.
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cameeet,lh
technology and modulation methods adapted to these

media. The current widespreadefforts in the technol-

ogy of erasable recording (based on both magneto-

optics and amorphous/crystalline phase-changestrat-
egies) represent the third major developmentphasein
optical recording !7! {8!,

It is safe to predict that future developments will
mainly centre on improvement of the existing sys-
tems, both in terms of a significantly higher storage
density and of higher data rates. An improvementin
the total performance assumes an improvementin the
individual optical recording subsystems, from the
laser to the disc itself; see figs 7 and 2.

nenea
eneeee
1

f

Coding |
Fig. 3 summarizes the current state of affairs with

 
oo respect to storage density on optical media. In this

7: i figure, the bit density (in Mbit/cm?) for a number of
{ [ current systemsis plotted as a function ofthe spatialoptical cut-off frequency (fc = 2NA/A) for the optics

and wavelengths used. As can be seen from the cluster
Fig. 2. Schematic drawing showing the most important components
of the ‘light pen’ in an optical recording system. / semiconductor

fou laser. 2 half-silvered mirror. 3 collimator lens, which makes the
beam parallel. 4 objective lens for focusing the beam. 5 actuator,
which determines the position of the objective lens. 6 optical disc.
7 beam-splitter. 8 detector for the beam reflected from the disc. The
detectoris in fact a multiple sensing device, and information about
focusing and positioning of the beam with respect to the optical
track on the disc is also obtained during the read-out. The varia-
tions in the light beam reflected from the disc can depend on various
physical principles: differences in level (‘pits’) in a reflecting layer
can give differences in intensity on reflection, differences in direc-
tion of magnetization of a recording film can affect the polarization

of points in the lowerleft-hand corner, only one area
of this diagram has been exploited to any degree.It is
clear that the current situation is determined by the

availability of semiconductor lasers in the wavelength
range from 720 to 820 nm and bytherelative ease of
mass-producing diffraction-limited optics with a nu-
merical aperture of 0.4 to 0.5. The spreadin bit density

of the reflected light (‘magneto-optic recording’), or local differ-
ences in crystal structure can give differences in intensity on reflec-
tion (‘phase-change recording’).

is a measure ofthe effectiveness of various modulation

methods in exploiting the characteristics of the optical
recording channel. It is also interesting to note that the
current CD system !, in which pulse-length modula-

=z:ae

dict future trends in optical recording. It is appropriate
at this symposium to let the perceived requirements of
sophisticated professional systems guide the predic-
tions. However, it may well turn out that future adap-
tations of optical recording in the consumerareawill
provide much ofthe stimulus for new developments.

In particular, the demands placed on storage systems
for high-definition video signals are fairly stringent.
There will certainly be a need for increased storage
capacities and higher data-transfer rates.

As we look back on the brief history of optical re-

cording systems, we can distinguish a numberofre-
search and development phases. The first phase was
obviously concerned with investigating and defining
the basic strategies to be followed in designing the
optics, servomechanisms, coding and modulation
methods, electronics and media for both analog (video)

tion is used, has already attained a respectable data
density. If, in a hypothetical experiment, we go from
the analog frequency-modulation methodslike those
used in video-disc systems(e.g. for PAL signals) to the
digital domain via a conversion with 8 bits per pixel, we
obtain a similar relatively high storage density. Both

systems exploit the high accuracy with which the lead-
ing or trailing edges (or both) of optical effects on a disc
can be located to encode the data stream.

Detailed investigations of the signal characteristics
of the optical recording channel have only been made
comparatively recently '*!, Such investigations require
sophisticated optical recorders and signal-processing
facilities. The channel capacity is ultimately limited by
noise. For the present, however, the capacity is mainly
limited by intersymbol interference and crosstalk. As
better quantitative measurement techniques become

eo
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available, so that the properties of various media(repli-
cated, write-once and erasable) can be characterized in
more detail, it is becoming increasingly probable that
advanced coding and modulation strategies will lead to
an increase in the bit density. This could amount to a
factor of 4 to 5 with respect to the present situation.

An indication of some future trendsis givenin fig.3.
Starting with the characteristics of the CD system, for
example, and assuming that noiseis not the chief capac-
ity-limiting factor of the channel, then the achievable

bit density should increase with the square ofthe cut-
off frequency. A numberof reference lines (dashed)
are shown for optics with a larger numerical aperture
and for shorter recording wavelengths (possibly ob-
tained by frequency doubling). The feasibility of the
various combinationswill be discussed briefly below.

Finally, fig. 3 shows the bit density resulting froma
model calculation of the performance of the optical
recording channel, based on the assumption that
Gaussian white noise forms the ultimate limitation.

This ultimate performance(it is proportional to fc/”)
is the theoretical limit for diffraction-limited optics.

As can be seen, a considerable gap exists with respect
to the current systems.It is unrealistic to presumethat
this gap can ever be completely eliminated, since prac-
tical considerations such as manufacturing tolerances
and the like remain. Nevertheless, a combination of

tactics (i.e. improving the coding techniques in combi-
nation with a higher f.) will undoubtedly offer pros-
pects of achieving recording densities that are higher
by at least an order of magnitude.

Lasers

The future trends in the development of semicon-

ductor lasers for optical recording are fairly easy to
predict. A subject of great importance at the moment

is the development of lasers in the wavelength range
around 800 nm with a high useful power output. The
term ‘useful’ here relates to the power in a beam of

sufficiently high quality for application in the light
pen of an optical recording system. The lifetime and

the feedback characteristics of these lasers !!®! are
also critical parameters. The trendis clearly towards
the use of higher powers for advanced write-once and
erasable materials. This is a natural consequence of

the general desire to attain higher data rates in optical

recording. Here, of course, developmentsin thefield
of laser arrays (see fig. 4). in which each laser can be
independently modulated are eagerly awaited, since
the possibilities of achieving higher data rates through
the use of parallel recording are obvious.

A second hoped-for trend in lasers is the reduction
of the wavelength. This can be achieved by making
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Fig. 3.Storage density B as a function ofthe spatial optical cut-off
frequency f. = 2NA/A, where NA is the numerical aperture and A
is the wavelength of the light (in ym). The points represent the cur-
rent state of the technology for a numberofexisting systems, such
as Compact Disc (CD), LaserVision (LV) and Digital Optical Re-
cording (DOR). The vertical dashed lines indicate f, for particular
combinations of NA and 4. The two sloping lines represent extrap-
olations, one based on the CD system, assuming a quadratic rela-
tion between f, and B, the other on a model calculation of the
noise-limited situation in which B is proportional to f.3/?.
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top layer T, to which contacts can be applied. The V grooveetchedinto the current-isolating layer
ensures that the current injected into the structure in the y-direction is confined in the x-direction.
Dimensions and compositions of the various layers are indicated in the figure. Thelaser light is

, JON: ! generated in the grey region and propagatesin the z-direction. The length of the layer structure in
; ud the z-direction is much greater than the transverse dimension of the structure. b) A number of
ae Unt : such lasers placed next to one another formalaserarray. If the spacing Z is large, the lasers can |: operate independently of one another, and at a spacing of say 150m they can in principle be L
on modulated independently, which is useful for parallel recording. If L is small (e.g. Sum), a :

composite laser with an increased power is formed because of phase coupling.

vai use of new materials for semiconductor lasers". cal elements with a varying refractive index (‘gradient {
S Another wayof doingthis is to use the method of fre- index’) has emerged asa viable technology. These new :
un quency doubling briefly mentioned earlier. A large technologies have permitted the design and construc- |
= world-wide effort is being devoted to frequency- tion of light paths that are not only less expensive to °

” doubled laser systems in which second harmonics are manufacture, but are also relatively simple and light
generated in nonlinear materials. The relative ease of in weight. More recent developments in the area of .

ONY: producing HI-V laser-pumped Nd:YAG lasers, in light paths incorporating beam splitters based on grat- |g

HT which frequency-doubling is applied to give a wave- ing operation will strengthen this trend. Finally, there i
length of 530 nm,has stimulated the search for simi- are also the fascinating developments in integrated :

< lar techniques for versions of the 800-nm semiconduc-_planarlight paths and the use of holographic focusing
p tor laser with direct-doubling and high power (at techniques and optical-fibre technology. These are the L

ayy 400nm). In view of the power densities that this forerunners of optical components that can easily be {
would require from the III-V laser, it would be neces- incorporated in high-performanceactuators for use in

(BRE :

{
n-GaAs ;

. 5 N-Alo ps5 G09 6,AS
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UNE: Fig. 4. a) Cross-section through the layer structure in a double-heterojunction semiconductor |

laser. On a substrate S of p-GaAsthere are, in order, a current-isolating layer B, a confinement
om layer Gp, an active layer A, in which the laser operation takes place, a confinement layer Gy anda

et

 i) sary to consider the application of phase-coupled systems in which the speed of rotationofthe discis in-
a laser arrays (fig. 4). Success in this area would meana creased for high-data-rate applications and in which

HBR. | breakthrough in achievable storage densities, al- the random-access facility is greatly improved.
a though such a breakthrough would have to be accom- -. Another challenge is that of the investigation of the ,

5 " : panied by a great deal of developmentactivity in re- strengths and weaknesses of the various modernopti-
oF. corder optics and on media that can be used in the cal technologies when they are combinedwith thepre- 1

400-nm range. dicted trends noted earlier towards higher numerical
, am \ apertures and shorter laser wavelengths.

(Me . In thepast the servo technology required for dynam- :
; Optics and actuators ic positioning to submicron accuracy has often been :
a The growth of optical recording into the mass mar-__ called the Achilles heel of optical recording. But now -

| ket in the consumerarea has given an enormousstim- many authorities in this field agree that new servo :
ai ulus to the optical industry. It has led to the develop- techniques being developed, new actuator con- |

: ment of various techniques for the mass production cepts !18! (see fig. 6) and new electronic possibilities \
NI of inexpensive, high-quality optics. These techniques_will allow this area to keep pace with developmentsin ,
o, include the hybrid polymer-on-glass replication pro- the other subsystems. In other words, the control i.

cess and the precision moulding of glass and plastics systems for optical recorders should not form a bottle- ‘
gi for the production of aspheric collimator and object- neck for foreseeable developments in high-perfor-
ny tive lenses '12]; see fig. 5. In addition, the use of opti- mance systems. .
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Recording media °

Of the developments in the various subsystems as-
sociated with optical-recording technology, those in
the recording media are the most diverse. Using the
obvious subdivision of replicated, write-once and
erasable discs, some general trends can be predicted.

Replicated media!3! will undoubtedly maintain
their ‘current status as carriers of information in-

tended for large-scale distribution. In view of this, the

     
 
c

Fig. 5. In optical recording an objective lens focuses the laser beam
on to the recording layer (/) on the ‘reverse’ side of the transparent
optical disc (2). If the consequences of the lens aberrations are to
be kept within acceptable limits, something other than a single
spherical lens must be used. a) One knownsolution is to use a num-
ber of lenses (3 to 6), as in the classical microscope objective. The
objective shown here has a numerical aperture of 0.45, and with its
mountit weighs about 1.5 grams. b) If an aspheric lensis useditis
possible to obtain an optically equivalent objective made in onepiece
and weighing only 20 mg. A lens of this type can be made by the
‘polymer-on-glass’ replication technology. A thin layer of polymer
is applied to a spherical glass preform (7)!"!). The thickness of the
polymer coating (8) is not constant, but is varied in an accurately
predetermined way from 0 to 14m to produce a high-quality
aspheric lens. c) Photograph of an aspheric lens made in this way.

 

to be a niche in the marketplace for truly permanent

 

Fig. 6. Like any other rigid body, an objective lens has six degrees
of freedom: three orthogonal translations and three rotations. In
the actuators now in use only two or three degrees of freedom are
normally employed (they are called 2D or 3D actuators). A recent
development hasled to the 5D actuator shown here, in which the
objective lens ‘floats’ freely surrounded by six separate banana-
shapedcoils that can contro!all five of the relevant degrees of free-
dom (rotation about the axis of symmetry ofthe lensis irrelevant).
The actual lens has a diameter of 3 mm, andis fixed in a permanent-
magnet ring with a diameter of 5.5 mm. It can be moved 2 mm in
the vertical direction and 1 mm in two perpendicular horizontal
directions. The complete actuator is mounted on an arm that can be
used to give larger displacements.

necessity to define widely accepted system standards
for this area will preclude unlimited diversification in
the types of replicated discs. The pattern of develop-
ment here will tend towards reduction of costs and

improvement in quality — where quality means fewer
inherent errors on the disc itself. The development of

simpler mastering techniques and cost-effective repli-
cation technologies for the production of limited series
of discs would improve market penetration in the
areas of CD-ROM and CD-Audio. The development

of new disc formats, which now range from 9 to 30cm

in diameter, will undoubtedly stabilize, since most ap-

plication areas would now seem to be covered.
The prediction of the future trends in write-once

media and systemsis uncertain. Although there seems  
 

{11] See for example: Semiconductorlaserfor visible light, Philips
Tech. Rev. 44, 23, 1988.

021 J, Haisma, T. G. Gijsbers, J. J. M. Braat, W. Mesman, J. M.
Oomenand J. C. Wijn, Aspherics, Philips Tech. Rev. 41, 285-
303, 1983/84.

13] G, E. van Rosmalen, A floating-lens actuator, paper TA7, Int.
Symp. on Optical Memory (ISOM ’87), Tokyo, Japan, Sept.1987; also published in Jap. J. Appl. Phys. 26 (suppl. 26-4), IPR201 8-1 DS p
195-197, 1987. HTC EX1052, Pagd 4
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archival information storage — a type of storage for
which optical recording technology“! offers unique
possibilities — the further developmentof this market
will becomeuncertain once erasable systemsare wide-
ly available. Nevertheless, it should be mentioned that
the signal characteristics of a number of proposed
write-once systems — e.g. those using organic-dye
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materials! and an amorphous-to-crystalline phase.
change '*] — are so good that they rival replicated
discs in quality. Although in the past the properties of
someofthe ‘ablative’ (hole-forming) write-once sys-
tems could deteriorate because of the inherent chemi-
cal instability of the materials, a number of the more
recently developed systems no longer suffer from
this problem, so that truly archival recordings can be
made (fig. 7).

The comingyears will see the introduction of eras-
able optical-recording products(fig. 8). It is generally
conceded that magneto-optics !7! is in a very advanced
state of development and that this technology will
lead the way into the marketplace. This introduction
has becomea possibility because of the development
in recent years of procedures for direct overwriting,
of simpler systems for polarization read-out of the
signals and of optical-disc technologies that circum-
vent the problemsof the limited chemical stability of
the magneto-optical thin films. A great deal of work
world-wide is now being concentrated on assessing the
limits of magneto-optics in terms of signal character-
istics, compatibility with various special modulation
methods and usefullifetime.

In addition to magneto-optics, considerable pro-
gress has been madein the past year in the develop-
ment of recording systems in which writing and erasure
depend on a reversible amorphous/crystalline phase
change !81; fig. 8b. It is now clear that phase-change
recording is feasible — this technology is attractive
because ofits relative simplicity and reasonable com-
patibility with the recording and read-out methodsfor
replicated and write-once discs — even thoughit is
not as mature a technology as magneto-optics. A
great deal of comparative assessment of the various

proposed phase-changesystemsstill has to be done.

In some quarters, however, predictions are being
made that erasable phase-change systemswill one day
match the signal quality of known advanced write-
once systems and thus becomethe choice for future

generations of high-performance optical recording.
 
d

Fig. 7. a) In ‘ablative’ write-once optical systems a ‘hole’ or ‘pit’ is
formed in a recording layer by local heating with a laser beam. This
photograph shows an example ofdigital optical recording in,which
a tellurium alloy is used as the recording layer. b) Example of abla-
tive optical recording in which the recording layer is an organic dye.
The photograph relates to analog optical recording, e.g. of video
information. c) A modernalternative to ablative methodsis based
on the difference in optical properties between the amorphous and
crystalline states of a material such as gallium antimonide. In this
method a short pulse from a ‘write’ laser forms small domains with
a crystalline structure in an amorphous layer. Theresult is extremely
stable, both chemically and physically. It will therefore have a long
life and be very suitable for archival recording. In the example of
digital recording shown here the individyal crystalline domains are
so close together that they overlap. (In this figure and the next one
the spacing between adjacent tracks is always about 1.6m.)
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Fig. 8. @) Magneto-optic effects can be used for erasable optical recording. A magnetic recording
layeris initially magnetized perpendicular to the surface; a laser can then be used in conjunction
with a constant external magneticfield to reverse the direction of magnetization locally. Read-out
depends ontherotation of the plane ofpolarization of incidentlaser light. The information can
be erased by irradiating with a laser beam in the presence of a constant external magneticfield,
but now with the same direction as the original magnetization. b) A more recent development is
erasable optical recording based on a reversible amorphous/crystalline phase change. Herethe re- 1, oe
cording layeris of gallium antimonideor indium antimonide, doped with other elements. Initially 1
the recording layeris in the crystalline state, and small amorphous domains can be createdin it by
heating rapidly with a laser beam to just above the melting point (the three ‘black’ areas in the up-
per right-hand corner of the photograph are amorphous domains). These have differentreflection
properties from the surrounding crystalline material. The crystalline structure can be restored by .
heating again with a laser beam to just below the melting point: this erases the stored information. a
Manyerased domainscan beidentified in the photograph;their reflection properties are again the i
same as for the surrounding material.

As the demandsfor extremely high storage densities has been on the evolution of current systemsto higher-
increase, the search for new optical recording systems performancesystems. But in a field as young as opti- |
that meet the requirements will continue. In addition cal recording we should not discount the probability
to the developments mentioned above — which we of a revolution leading to entirely new possibilities.
can assess reasonably well in the light of the knowl-
edge we now have — entirely new methodswill un-
doubtedly emerge.It is almost certain that older ideas
such as multilevel recording will be reinvestigated.eeeeeeircrathereisthedevelopment of
New techniques such as ‘spectral hole burning’, in_the basic read-only systems that are intended for playing replicated

: : ‘ * discs, then come the systems and media that can also be usedforre-
which the optical properties of a recording layer are cording, and finally there is the appearance of erasable optical re- Bi:
modified wavelength-selectively and the bit density cording. The future challengewill be to develop systems with higher

: : _ densities and higher data rates. This article looks at the resultant
can increase by several orders of magnitude,offer ex consequencesfor the subsystems of optical recording — from laser
citing prospects. In this short summary the emphasis_todisc.
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