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far more likely to produce a complex family of inter—related concepts with ad—hoc

exceptions. More likely, due to the total domain of discourse being so broad, ontology

produced in this manner will be extremely context sensitive, leading to many

possibilities for introducing ambiguities and contradictions.

Taking a leaf from our earlier philosophy of simplification through abstraction

layering, we instead choose to define a set of ontologies: one per inter-layer boundary.

Figure 7 indicates these ontologies as curved arrows to the left of the agent stack.

The communication of factual knowledge to [As in the first level of abstraction is

represented by means of a simple ontology of facts (called the Level 1 Shapes Vector

Ontology). All agents described within this portion of the specification make use of

this mechanism to receive their input. It is worthwhile noting that the knowledge

domain defined by this ontology is quite rigidly limited to incorporate only a universe

of facts -- no higher-level concepts or meta-concepts are expressible in this ontology.

This simplified knowledge domain is uniform enough that a reasonably clean set of

ontological primitives can be concisely described.

Interaction between IA’s is strictly limited to avoid the possibility of ambiguity. An

agent may freely report outcomes to the Shapes Vector Event Delivery sub—system,

but inter-IA communication is only possible between agents at adjacent layers in the

architecture. It is specifically prohibited for any agent to exchange knowledge with a

”peer” (an agent within the same layer). If communication is to be provided between

peers, it must be via an intermediary in an upper layer. The reasons underlying these

rules of interaction are principally that they remove chances for ambiguity by forcing

consistent domain-restricted universes of discourse (see below). Furthermore, such

restrictions allow for optimised implementation of the Knowledge Architecture.
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One specific optimisation made possible by these constraints —— largely due to their

capacity to avoid ambiguity and context -- is that basic factual knowledge may be

represented in terms of traditional context-free relational calculus. This permits the

use of relational database technology in storage and management of knowledge.

Thus, for simple selection and filtering procedures on the knowledge base we can

utilise well known commercial mechanisms which have been optimised over a

number years rather than having to build a custom knowledge processor inside each

intelligent agent.

Note that we are not suggesting that knowledge processing and retrieval is not

required in an IA. Rather that by specifying certain requirements in a relational

calculus (SQL is a preferable language), the database engine assists by undertaking a

filtering process when presenting a View for processing by the IA. Hence the IA can

potentially reap considerable benefits by only having to process the (considerably

smaller) subset of the knowledge base which is relevant to the IA. This approach

becomes even more appealing when we consider that the implementation of choice

for Intelligent Agents is typically a logic language such as Prolog. Such environments

may incur significant processing delays due to the heavy stack based nature of

processing on modern Von Neumann architectures. However, by undertaking early

filtering processes using optimised relational engines and a simple knowledge

structure, we can minimise the total amount of data that is input into potentially time

consuming tree and stack-based computational models.

The placement of intelligent agents within the various layers of the knowledge

architecture is decided based upon the abstractions embodied within the agent and

the knowledge transforms provided by the agent. Two criteria are considered in

determining whether a placement at layer 11 is appropriate:
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0 would the agent be context sensitive in the level n ontology? If so, it should be split

into two or more agents.

° does the agent perform data fusion from one or more entities at level n? If so it must

be promoted to at least level n+1 (to adhere to the requirement of no ”horizontal”

interaction)

2.2 A Note on the Tardis

A more detailed description of the Tardis is provided in part 5 of the specification.

The Tardis connects the IA Gestalt to the real-time visualisation system. It also

controls the system’s notion of time in order to permit facilities such as replay and

visual or other analysis anywhere along the temporal axis from the earliest data still

stored to the current real world time.

The Tardis is unusual in its ability to connect an arbitrary semantic or deduction to a

visual event. It does this by acting as a very large semantic patch-board. The basic

premise is that for every agreed global semantic (e.g. X window packet arrived

[attribute list]) there is a specific slot in an infinite sized table of globally agreed

semantics. For practical purposes, there are 2 64 slots and therefore the current

maximum number of agreed semantics available in our environment. No slot, once

assigned a semantic, is ever reused for any other semantic. Agents that arrive at a

deduction, which matches the slot semantic, simply queue an event into the slot, The
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visual system is profiled to match visual events with slot numbers. Hence visual

events are matched to semantics.

As for the well—known IP numbers and Ethernet addresses, the Shapes Vector strategy

is to have incremental assignment of semantics to slots. Various taxonomies etc. are

being considered for slot grouping. As the years go by, it is expected that some slots

will fall into disuse as the associated semantic is no longer relevant, while others are

added. It is considered highly preferable for obvious reasons, that no slot be reused.

As mentioned, further discussion about the Tardis and its operation can be found in

part 5 of the specification.

3. Inferencing Strategies

The fundamental inferencing strategy underlying Shapes Vector is to leave inductive

inferencing as the province of the (human) user and deductive inferencing as typically

the province of the IA’s. It is expected that a user of the system will examine

deductive inferences generated by a set of IA’s, coupled with visualisation, in order to

arrive at an inductive hypothesis. This separation of duties markedly simplifies the

implementation strategies of the agents themselves. Nevertheless, we propose further

aspects that may produce a very powerful inferencing system.

3.1 Traditional

Agents can employ either forward chaining or backward chaining, depending on the

role they are required to fulfil. For example, some agents continuously comb their

views of the knowledge base in attempts to form current, up to date, deductions that

are as ”high level” as possible. These agents employ forward chaining and typically

inhabit the lower layers of the agent architecture. Forward chaining agents also may

have data stream inputs from low level ”sensors". Based on these and other inputs, as
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well as a set of input priorities, these agents work to generate warnings when certain

security-significant deductions become true.

Another set of agents within the Shapes Vector system will be backward chaining

(goal driven) agents. These typically form part of the ”User Avatar Set”: a collection of

knowledge elements, which attempt to either prove or disprove user queries

(described more fully in Section 8 of this part).

3.2 Possiblistic

In executing the possiblistic features incorporated into the level 2 ontology (described

in Section 7.1 of this part), agents may need to resort to alternative logics. This is

implied by the inherent multi—valued nature of the possiblistic universe. Where a

universe of basic facts can be described succinctly in terms of a fact existing or not

existing, the situation is more complex when symbolic possibility is added. For our

formulation we chose a three-valued possiblistic universe, in which a fact may be

existent, non-existent, or possibly existent.

To reason in such a universe we adopt two different algebra's. The first a simple

extension of the basic principle of unification common to computational logic. Instead

of the normal assignation of successful unifaction to existence and unsuccessful

unification to non-existence, we adopt the following:

' successful unification implies existence,

0 the discovery of an explicit fact which precludes unification implies non-

existence(this is referred to this as a hard fail),

0 unsuccessful unification without an explicit precluding case implies possible

existence (this is referred to as a soft fail)
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A second algebra, which may be used to reason in the possiblistic universe, involves a

technique known as ”predicate grounding” in which a user-directed pruning of a

unification search allows for certain specified predicates to be ignored (grounded)

when possibilities are being evaluated.

3.3 Vectors

Agents operating at higher levels of the Shapes Vector Knowledge Architecture may

require facilities for reasoning about uncertain and/ or incomplete information in a

more continuous knowledge domain. Purely traditional forward or backward

chaining does not easily express such reasoning, and the three-valued possiblistic

logic may lack the necessary quantitative features desired. To implement such agents

an alternative inferencing strategy is used based upon notions of vector algebra in a

multi-dimensional semantic space. This alternative strategy is employed in

conjunction with more conventional backward chaining techniques. The use of each of

the paradigms is dependent on the agent, and the domain of discourse.

Our vector—based approach to inferencing revolves around constructing an abstract

space in which relevant facts and deductions may be represented by geometrical

analogues (such as points and vectors), with the proper algebraic relationships

holding true. In general, the construction of such a space for a large knowledge

domain is extremely difficult. For Shapes Vector, we adopt a simplifying strategy of

constructing several distinct deductive spaces, each limited to the (relatively small)

domain of discourse of a single intelligent agent. The approach is empirical and is

only feasible if each agent is restricted to a very small domain of knowledge so that

construction of its space is not overly complex.

The definition of the deductive space for an IA is a methodical and analytical process

undertaken during the design of the agent itself. It involves a consideration of the set
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of semantic concepts (”nouns”) which are relevant to the agent, and across which the

agent’s deductions operate. Typically this concept set will contain elements of the

agent’s layer ontology as well as nouns which are meaningful only within the agent

itself. Once the agent’s concept set has been discovered, we can identify within it a

subset of ’base nouns’ -- concepts which cannot be defined in terms of other members

of the set. This identification is undertaken with reference to a semi-formal

’connotation spectrum’ (a comparative metric for ontological concepts).

Such nouns have two important properties:

0 each is semantically orthogonal to every other base noun, and

- every member of the concept set which is not a base noun can be described as a

combination of two or more base nouns.

Collectively, an IA’s set of 11 base nouns defines a n-dimensionai semantic space (in

which each base noun describes an axis). Deductions relevant to the agent constitute

points within this space; the volume bounded by spatial points for the full set of agent

deductions represents the sub-space of possible outputs from that agent. A rich set of

broad-reaching deductions leads to a large volume of the space being covered by the

agent, while a limited deduction set results in a very narrow agent of more limited

utility (but easier to construct). Our present approach to populating the deductive

space is purely empirical, driven by human expert knowledge. The onus is thus upon

the designer of the IA to generate a set of deductions, which (ideally) populate the

space in a uniform manner.

In reality, the set of deductions that inhabit the space can become quite non-uniform

(”clumpy”) given this empirical approach. Hence rigorous constraint on the domain

covered by an agent is entirely appropriate. Of course this strategy requires an
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appropriate mechanism at a higher abstract layer. However, the population of a

higher layer agent can utilise the agents below them in a behavioural manner thereby

treating them as sub-spaces.

Once an agent’s deductive space has been constructed and populated with deductions

(points), it may be used to draw inferences from observed facts. This is achieved by

representing all available and relevant facts as vectors in the multi-dimensional

semantic space and considering how these vectors are located with respect to

deduction points or volumes. A set of fact vectors, when added using vector algebra

may precisely reach a deduction point in the space. In that situation, a deductive

inference is implied. Alternatively, even in the situation where no vectors or

combinations of vectors precisely inhabits a deduction point, more uncertain

reasoning can be performed using mechanisms such as distance metrics. For example,

it may be implied that a vector, which is "close enough" to a deduction point, is a

weak indicator of that deduction. Furthermore, in the face of partial data, vector

techniques may be used to hone in on inferences by identifying Facts (vectors),

currently not asserted, which would allow for some significant deduction to be

drawn. Such a situation may indicate that the system should perhaps direct extra

resources towards discovering the existence (or otherwise) of a key fact.

The actual inferencing mechanism to be used within higher-level Shapes Vector

agents is slightly more flexible than the scheme we have described above. Rather than

simply tying facts to vectors defined in terms of the [A's base nouns, we can define an

independent but spatially continuous ’fact space’. Figure 8 demonstrates the concept:

a deductive space has been defined in terms of a set of base nouns relevant to the IA.

Occupying the same spatial region is a fact space, whose axes are derived from the

agent's layer ontology. Facts are defined as vectors in this second space: that is, they

are entities fixed with respect to the fact axes. However, since the fact space and

deduction space overlap, these fact vectors also occupy a location with respect to the
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base noun axes. It is this location which we use to make deductive inferences based

upon fact vectors. Thus, in the Figure, the fact that the observed fact vector (arrow) is

close to one of the deductions (dots) may allow for assertion of that deduction with a

particular certainty value (a function of exactly how close the vector is to the

deduction point). Note that, since the axes of the fact space are independent of the

axes of the deductive space, it is possible for the former to vary (shift, rotate and/ or

translate, perhaps independently) with respect to the latter. If such a variation occurs,

fact vectors (fixed with regard to the fact axes) will have different end-points in

deduction-space. Therefore, after such a relative change in axes, a different set of

deductions may be inferred with different confidence ratings. This mechanism of

semantic relativity may potentially be a powerful tool for performing deductive

inferencing in a dynamically changing environment.

An interesting aspect of the preferred approach to vector—based deductive inference is

that it is based fundamentally upon ontological concepts, which can in turn be

expressed as English nouns. This has the effect that the deductions made by an agent

will resemble simple sentences in a very small dialect of pseudo-English. This

language may be a useful medium for a human to interact with the agent in a

relatively natural fashion.

While the inferencing strategy described above has some unorthodox elements in its

approach to time-varying probabilistic reasoning for security applications, there are

more conventional methods that may be used within Shapes Vector IA's in the

instance that the method falls short of its expected deductive potential. Frame based

systems offer one well understood (although inherently limited) alternative paradigm.

Indeed, it is expected that some IA's will be frame based in any case (obtained off the

shelf and equipped with ontology to permit knowledge transfer with the knowledge

base).
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As described above, the vector-based deductive engine is able to make weak

assertions of a deduction with an associated certainty value (based on distances in n-

Dimensional space). This value can be interpreted in a variety of ways to achieve

different flavours of deductive logic. For example, the certainty value could

potentially be interpreted as a probability of the assertion holding true, derived from a

consideration of the current context and encoded world knowledge. Such an

interpretation delivers a true probabilistic reasoning system. Alternatively, we could

potentially consider a more rudimentary interpretation wherein we consider

assertions with a certainty above a particular threshold (e.g. 0.5) to be ”possible"

within a given context. Under these circumstances, our system would deliver a

possiblistic form of reasoning. Numerous other interpretations are also possible.

3.4 Inferencing for Computer Security Applications

As presented, our IA architecture is appropriate to knowledge processing in any

number of domains. To place the work into the particular context, for which it is

primarily intended, we will now consider a simple computer security application of

this architecture.

One common, but often difficult, task facing those charged with securing a computer

network is detecting access of network assets which appears authorised (e.g., the user

has the proper passwords etc) but is actually malicious. Such access incorporates the

so-called ”insider threat" (i.e., an authorised user misusing their privileges) as well as

the situation where confidentiality of the identification system has been compromised

(e.g., passwords have been stolen). Typically, Intrusion Detection Systems are not

good at detecting such security breaches, as they are purely based on observing

signatures relating to improper use or traffic.

Shapes Vector’s comprehensive inferencing systems allow it to deduce a detailed

semantic model of the network under consideration. This model coupled with a user’s
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inductive reasoning skills, permits detection of such misuse even in the absence of any

prior-known ”signature".

This application of Shapes Vector involves constructing a Gestalt of Intelligent Agents

that are capable of reasoning about relatively low-level facts derived from the

network. Typically these facts would be in the form of observations of traffic flow on

the network. Working collaboratively, the agents deduce the existence of computers

on the network and their intercommunication. Other agents also deduce attributes of

the computers and details of their internal physical and logical states. This

information serves two purposes: one is to build up a knowledge base concerning the

network, and another is to facilitate the visualisation of the network. This latter output

from the agents is used to construct a near real-time 3D visualisation showing the

computers and network interfaces known to exist and their interconnection. Overlaid

onto this ”map" is animation denoting the traffic observed by the agents, classified

according to service type.

Observing such a Shapes Vector visualisation a user may note some visual aspect that

they consider being atypical. For example, the user may note a stream of telnet

packets (which itself might be quite normal) traversing the network between the

primary network server and node which the visualisation shows as only a network

interface. The implications of such an observation are that a node on the network is

generating a considerable body of data, but this data is formatted such that none of

the Shapes Vector agents can deduce anything meaningful about the computer issuing

the baffle (thus no computer shape is visualised, just a bare network interface).

The human user may consider this situation anomalous: given their experience of the

network, most high volume traffic emitters are identified quickly by one or more of

the various IAs. While the telnet session is legitimate, in as much as the proper

passwords have been provided, the situation bears further investigation.
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To probe deeper, the User Avatar component of Shapes Vector, described more fully

in Section 8 in Part 2 of the specification, can be used to directly query the detailed

knowledge base the agents have built up behind to the (less-detailed) visualisation.

The interaction in this situation might be as follows:

human> answer what User is-logged-into Computer ”MainServer”?

gestalt> Relationship is-logged-into [User Boris, Computer MainServer]

This reveals a user name for the individual currently logged into the server. A further

interaction might be:

human> find all User where id=”Boris”?

gestalt> Entity User (id=Boris, narne=”Boris Wolfgang”, type=”guest user")

An agent has deduced at some stage of knowledge processing that the user called

Boris is logged in using a guest user account. The Shapes Vector user would be aware

that this is also suspicious, perhaps eliciting a further question:

human> answer what is-owned-by User Boris"?

gestalt> Relationship is-owned-by [File passwords, User Boris]

Relationship is-owned-by [Process keylogger, User Boris]

Relationship is-owned-by [Process passwordCracker, User Boris]

The facts have, again, been deduced by one or more of the [A’s during their

processing of the original network facts. The human user, again using their own

knowledge and inductive faculties, would become more suspicious. Their level of

suspicion might be such that they take action to terminate Boris’ connection to the

main server.
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In addition to this, the user could ask a range of possiblistic and probabilistic

questions about the state of the network, invoking faculties in the agent Gestalt for

more speculative reasoning.

3.4 Other Applications

The IA architecture disclosed herein lends itself to other applications. For example, it

is not uncommon for the Defence community to have many databases in just as many

formats. It is very difficult for analysts to peruse these databases in order to gain

useful insight. There has been much effort aimed at considering how particular

databases may be structured in order for analysts to achieve their objectives. The

problem has proved to be difficult. One of the major hurdles is that extracting the

analysts’ needs and codifying them to structure the data leads to different

requirements not only between analysts, but also different requirements depending

on their current focus. One of the consequences is that in order to structure the data

correctly, it must be context sensitive, which a relational database is not equipped to

handle.

Shapes Vector can overcome many of the extant difficulties by permitting knowledge

and deduction rules to be installed into an IA. This IA, equipped with a flexible user

interface and strictly defined query language, can then parse the data in a database in

order to arrive at a conclusion. The knowledge rules and analyst—centric processing

are encoded in the IA, not in the structure of the database itself, which can thus

remain context free. The Shapes Vector system allows incremental adjustment of the

IA without having to re-format and restructure a database through enhancement of

the IA, or through an additional IA with relevant domain knowledge. Either the IA

makes the conclusion, or it can provide an analyst with a powerful tool to arrive at

low level deductions that can be used to arrive at the desired conclusion.
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4. Rules for Constructing an Agent

In Section 2 of this part of the specification, several rules governing agents were

mentioned, e.g. no intra level communication and each agent must be context free

within its domain of discourse. Nevertheless, there are still a number of issues, which

need clarification to see how an agent can be constructed, and some of the resultant

implications.

In a preferred arrangement the three fundamental rules that govern the construction

of an agent are:

1. All agents within themselves must be context free;

2. If a context sensitive rule or deduction becomes apparent, then the agent must be

split into two or more agents;

3. No agent can communicate with its peers in the same level. If an agent's deduction

requires input from a peer, then the agent must be promoted to a higher level, or a

higher level agent constructed which utilises the agent and the necessary peer(s).

In our current implementation of Shapes Vector, agents communicate with other

entities via the traditional UNIX sockets mechanism as an instantiation of a

component control interface. The agent architecture does not preclude the use of third

party agents or systems. The typical approach to dealing with third party systems is

to provide a ”wrapper” which permits communication between the system and

Shapes Vector. This wrapper needs to be placed carefully within the agent hierarchy

so that interaction with the third party system is meaningful in terms of the Shapes

Vector ontologies, as well as permitting the wrapper to act as a bridge between the

third party system and other Shapes Vector agents. The wrapper appears as just

another SV agent.
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One of the main implications of the wrapper system is that it may not be possible to

gain access to all of the features of a third party system- If the knowledge cannot be

carried by the ontologies accessible to the wrapper, then the knowledge elements

cannot be transported throughout the system. There are several responses to such

cases:

‘1. The wrapper may be placed at the wrong level.

2. The Ontology may be deficient and in need of revision.

3. The feature of the third party system may be irrelevant and therefore no

adjustments are required.

5. Agents and Time

In this section we discuss the relationship between the operation of agents and time.

The two main areas disclosed are how the logic based implementation of agents can

handle data streams without resorting to an embedded, sophisticated temporal logic,

and the notion of synthetic time in order to permit simulation, and analysis of data

from multiple time periods.

5.1 Data Streams and IA's

One of the fundamental problems facing the use of IA's in the Shapes Vector system is

the changing status of propositions. More precisely, under temporal shifts, all ”facts”

are predicates rather than propositions. This issue is further complicated when we

consider that typical implementations of an IA do not handle temporal data streams.

We address this problem by providing each IA with a ”time aperture" over which it is

currently processing. A user or a higher level agent can set the value of this aperture.
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Any output from an IA is only relevant to its time aperture setting (Figure 10). The

aperture mechanism allows the avoidance of issues such as contradictions in facts

over time, as well providing a finite data set in what is really a data stream. In fact, the

mechanism being implemented in our system permits multiple, non-intersecting

apertures to be defined for data input.

With time apertures, we can ”stutter” or ”sweep” along the temporal domain in order

to analyse long streams of data. Clearly, there are a number of issues, which still must

be addressed. Chief amongst these is the fact that an aperture may be set which does

not, or rather partially, covers the data set whereby a critical deduction must be made.

Accordingly, strategies such as aperture change and multiple apertures along the

temporal domain must be implemented in order to raise confidence that the relevant

data is input in order to arrive at the relevant deduction.

While we are aware that we can implement apertures in order to supply us with

useful deductions for a number of circumstances, it is still an open question on how to

achieve an optimal set of sweep strategies for a very broad class of deductions where

confidence is high that we obtain what we are scanning for. One area, which comes to

mind, is the natural ”tension” between desired aperture settings. For example, an

aperture setting of 180 degrees (ie., the whole fact space) is desirable as this considers

all data possible in the stream from the beginning of the epoch of capture to the end of

time, or rather the last data captured. However, this setting is impractical from an

implementation point of View, as well as introducing potential contradictions in the

deductive process. On the other hand, a very small aperture is desirable in that

implementation is easy along with fast processing, but can result in critical packets not

being included in the processing scan.

Initial test of an agent, which understands portions of the HTTP protocol, has yielded

anecdotal evidence that there may be optimum aperture settings for specific domains
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of discourse. HTTP protocol data from a large (56B) corpus were analysed for a large

network. It was shown that an aperture setting of 64 packets produced the largest set

of deductions for the smallest aperture setting while avoiding the introduction of

contradictions.

The optimal aperture setting is of course affected by the data input, as well as the

domain of discourse. However, if we determine that our corpus is representative of

expected traffic, then default optimal aperture setting is possible for an agent. This

aperture setting need only then be adjusted as required in the presence of

contradicting deductions or for special processing purposes.

5.2 Temporal Event Mapping for Agents

In the previous section, we discussed how an agent could have time apertures in

order to process data streams. The issue of time is quite important, especially when

considering that it takes a finite amount of time for a set of agents to arrive at a

deduction and present a visualisation. Also, a user may wish to replay events at

different speeds in order to see security relevant patterns. To provide such facilities in

Shapes Vector, we introduce the notion of a synthetic clock. All entities in the system

get their current time from the synthetic clock rather than the real system clock. A

synthetic clock can be set arbitrarily to any of the current or past time, and its rate of

change can also be specified.

A synthetic clock allows a user to run the system at different speeds and set its notion

of time for analysing data. The synthetic clock also permits a variety of simulations to

be performed under a number of semantic assumptions (see Section 7 of this part of

the specification)
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The above is all very well, but Shapes Vector may at the same time be utilised for

current real-time network monitoring as well as running a simulation. In addition, the

user may be interested in correlating past analysis conditions with current events and

vice versa. For example, given a hypothesis from an ongoing analysis, the user may

wish to specify that if a set of events occur in specific real-time Windows based on past

event temporal attributes or as part of an ongoing simulation, then an alarm should be

given and the results or specific attributes can flow bi-directionally between the past

event analysis and the current event condition. Hence Shapes Vector should be able to

supply multiple synthetic clocks and the agent instances running according to each

clock must be distinguishable from each other. All synthetic clocks are contained in

the Tardis that is discussed in detail in Part 5 of this specification.

6. Implications for Higher Level Agents

The criterion that all agents must be context free is in fact, not fully achievable. There

are a number of influencing factors, but chief amongst these is time. An agent judged

to be context free one year, may not be context free later in its lifecycle, despite no

change to its content. For example, consider a simple agent responsible for analysing

the headers of web traffic (HTTP) to determine which requests went via a proxy

server. At the time such an agent is written it may be context free (or more precisely

it’s context is the universally accepted rules of HTTP transactions). However, future

changes to the HTTP protocol or to the common practices used by web browsers or

servers may cause it to become context sensitive despite no changes to the agent itself.

That is, all deductions produced by the agent become true, only in the context of ” how

HTTP worked at the time the agent was written”.

The above tends to encourage all agents to hold only one simple or ”atom” deduction.

This then ensures context freedom over a very long period of time. However, there are

at least a couple of practical difficulties to such an approach:
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1. A definition of what constitutes an atom deduction that is valid for all of the

architecture must be determined;

2. A very sophisticated criterion for placement of agents within the agent hierarchy is

needed to the extent that a complete metalogic of semantics right across the agent

architecture would be needed (practically impossible).

7. Higher Level Ontologies

Detail of how the ontologies contribute to the functioning of the Agent architecture is

disclosed in this section. In particular, there is focus on the ontologies above level 1,

and provision of a brief discourse of the two lowest levels.

7.1 Level 2

In developing the level 2 ontology, it became apparent that attempting the same

approach as for level 1 would not work. Level 1 focuses very much on ”concrete”

objects (e.g. modems, computer) and deterministic concrete relationships (e. g.

connection) in the form of a traditional first order logic. Adopting a similar approach

for level 2 proved difficult in the light of the desirable criteria for higher level

ontologies, namely that they should:

0 Seek to embody a higher level of abstraction (relative to the previous, lower, level

ontologies).

0 Seek description in terms of ”atomic” relationships for each abstraction level, from

which more complex relationships can be built.

° Offer opportunities for fusion activities, which cannot be handled at, lower layers

(since they would be context sensitive).
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Given the above criteria, the identification of a set of orthogonal, higher-level object

types or classes on which to base a context-free level 2 ontology was problematic. A

more promising constructive methodology for level 2 was to focus less on objects in

and of themselves (as the level 1 ontology had done) and instead to identify a set of

fundamental operations and relationships. That is, to move towards a description in

terms of higher-level logics.

The chosen approach for constructing the level 2 ontology was to consider the types of

knowledge-based relations and operators an agent operating at level 2 would require

to support Shapes Vector’s security mission. Such agents would necessarily need to

conduct semantic manipulations of basic objects and concepts embodied in level 1.

Operators that remain generic (like those in level 1) were preferred over security-

specific semantics. The key operators and relations present within the ontology are:

7.1.1 Relationships

These relationships may appear in both ontological statements (assertions) and also as

clauses in ontological queries.

' Simple Set Theoretic Operators. A suite of common set-based relationships are

incorporated, including set membership (Member__0f), set disjunction

(Intersection_of), set conjunction (Union_of), and Cartesian_product_of. These

relationships provide the traditional basis for constructing more complex semantic

relationships. Using such relationships we can, for example, express that computer

”dialup.foo.net.au" is a member of the set of computers that have sent suspicious mail

messages to server ”www.bar.c0m” in the past day.

° Consistency Operators: Consistent_with, Inconsistent_with. The use of these

relationships takes the form ”X consistent _with Y” or "X inconsistent_with Y”. Since

we are at a higher level, it is clear that contradictions will become apparent which are

either invisible to the lower level agents, or as a result of their aperture settings,
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caused by a temporal context sensitivity. For example, we can use the operator to

express the fact that a conclusion made by an e—mail agent that an e-mail originated at

”nospam.com” is inconsistent with another observation made by a different agent that

web traffic from the same machine reports its name as ”dialup.foo.net.au”.

It is important to distinguish between this relationship and the traditional logical

implies. We cannot construct a practical implementation of implies in our system. There

are several well-known difficulties such as an implementation of a safe form of the

“not” operator. Hence we have avoided the issue by providing a more restricted

operator with a specific semantic which nevertheless serves our purposes for a class of

problems.

- Based_on. The above Consistent_with and Inconsistent_with relationships are not

sufficient for expressing practical semantics of consistency in Shapes Vector. Given the

broad ranging domains of lower level agents, these relationships beg the question

“ consistent (or inconsistent) under what basis?”. Hence the Based_on clause which is

used in the following manner ”X Consistent_with Y Based_on Z”. The rules of such a

logic may be derived from human expert knowledge, or may be automatically

generated by a computational technique able to draw consistency relationships from a

corpus of data. Here, Z represents consistency logic relevant to the particular context.

An implication is that a simple form of type matching is advisable in order to prevent

useless consistency logics being applied to elements being matched for consistency.

The type matching can be constructed by utilising the set theory operators.

0 Predicated Existential Operator: Is_Sufficient_for. This relationship takes the form ”X

is_sufficient_for Y” and encapsulates the semantics that Y would be true if X could be

established. That is, it is used to introduce a conditional assertion of X predicated on

Y. This facility could be used, for example, to report that it would be conclusively
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shown that computer "dialup.foo.net.au” was a web server IF it were observed that

”dialup.foo.net.au" had sent HTML traffic on port 80.

- Possiblistic Existential Operator: Possible (X). This relationship serves to denote that

the fact contained Within its parentheses has been deemed to be a definite possibility.

That is, the generator of the statement has stated that while it may not be able to

conclusively deduce the existence of the fact, it has been able to identify it as a

possibility. This relationship is necessary in order to be able to handle negation and

the various forms of possibility. Further discussion appears below. Any fact

expressible in the level 1 or level 2 ontology may be placed within a Possible

statement. The most typical use of this operator would be in a response to a

possiblistic query (see below). Note that the possibility relation does not appear as an

operator in a query.

7.1 .2 Interrogative Operators

The above relationships (except for Possible) also appear as operators in queries made

to the Agent Gestalt at level two. However, there are a number of operators, which do

not have a corresponding relation in the ontology. These are now

discussed:

' the usual boolean operators which can also be expressed in terms of set theory are

supplied.

0 asserting (Y). This unary operator allows us to ask whether the proposition X is true

if we assume Y is a given (ie. whether X can be established through the temporary

injection of fact Y into the universe). Y may or may not be relevant in deciding the

truth of X hence the operator is in stark contrast to the Is_Sufficient_For relation

where the truth of Y directly implies the truth of X. There are some interesting

complexities to implementing the asserting operator in a Prolog environment. The
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assertion must take place in a manner such that it can override a contrary fact. For

most implementations, this means ensuring that it is at the head of any identical

clauses. One of the implementation methods is to first work out whether Y is true in

the first place and if not, place in a term with a different arity and direct the query to

the new term in order to bypass the other search paths.

- Is_it_possible. This operator allows for possiblistic queries. It takes the form

”Is_it_possible X” where X may be any level 1 or level 2 ontological construct.

Specifically, ontological relationships may be used, e.g., ”Is_it_possible X [relationship

(6.g. Member_of)] Y”. Is_it_possible can be used in conjunction with the asserting

operator (e.g. ls_it_possible X [operator] Y asserting Z) to perform a possiblistic query

where one or more facts are temporarily injected into the universe. Using this operator

we can, for example, issue a query asking whether it is possible that computer

”dialup.foobar.net.au” is a web server. Furthermore we could ask whether based on

an assumption that computer ”dialup.foo.net.au” is connected via a modem, the

computer makes use of a web proxy. Is_it_possible provides a means for returning

results from predicates as ground facts rather than insisting that all queries resolve to

an evaluated proposition (see Section 3.2 of this part). The evaluation result of a query

of this nature will return either no, or maybe. The maybe result occurs if it is possible

or there is no condition found which bars the condition, or no if a condition can be

found in the universe preventing its possibility.

- ls_it_definitely_possible. This operator is not orthogonal to the previous one. The

evaluation result is either yes, or no. The difference between this operator and the

previous one is that for it to return true, there must be a set of conditions in the

universe which permit the result to be true, and the relation possibility exists.

0 Under_what_circumstances. This operator provides for a reverse style of possiblistic

querying in which a target fact is given and the queried entity is called upon to
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provide the list of all conditions that would need to hold true for that fact to be

established. For example we can ask under what conditions would it be conclusively

true that a guest user had remotely logged into the computer ”dialup.foobar.net.au”.

° Not is one of the more interesting operators. There has been much discussion over

the years on how to implement the equivalent of logical negation. The problems in

doing so are classic and no general solution is disclosed. Rather, three strategies are

generated that provide an implementation approach, which satisfies our requirement

for a logical negation operator. For the Shapes Vector system, any Not operator is

transferred into a possiblistic query utilising negation as failure. Not (x) is

transformed to the negation of Is_it_possible (X). This is where negation operation

maps ’no’ to 'yes', and maps ’maybe’ to ’maybe’. Doing so requires us to have the user

make an interpretation of the result based on fixed criteria. However, it is claimed that

such an interpretation is simple. For example: a user may inquire as to whether it is

”not true that X is connected to Y”. This would be transformed into a query as to

whether it was possible that X is connected to Y and the result of that second query

negated. If the system determined that it might be possible that X is connected to Y,

the final response would be that it might be possible that it is ”not true that X is

connected to Y.” Alternatively, if it could be established that the connection was not

possible, the final response would be yes it is “not true that X is connected to Y.”

The above possibility operators cause some interesting implementation issues. It

needs to be possible to detect the reason why a query fails, ie. did it fail due to a

condition contradicting success (hard fail), or that simply all goals are exhausted in

trying to find a match (soft fail). As a partial solution to this issue, we must add to the

criteria for constructing an agent. A further criterion is that an agent’s clauses are

constructed in two sets: case for the positive, and case for the negative. We attempt to

state explicitly the negative aspects. These negative clauses, if unified, cause a hard

fail to be registered. It is fairly simple to deduce here that we cannot guarantee
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completeness of an agent across its domain of discourse. However, a soft fail

interpretation due to incompleteness of the part of the agent remains semantically

consistent with the logic and the response to the user.

7.2 Level 3 and Above

As can be seen, the main characteristics of level 2 when compared to level 1 are the

inclusion of possibilistic reasoning and the introduction of the ability to define

semantics for consistency. If we carry this abstraction path (ie. first order logic to

possibilistic logic) one step further we can surmise that the next fundamental step

should be an ontology which deals with probabilistic logic. For example, semantics to

support operators such as ”likely”.

Initial operators designated for level three include ”is it likely" which has a set of

qualifiers in order to define what "likely” means. Interpretation based on specific user

profiles will be needed hence user Avatars (see next section in this portion of the

specification) are present in order to help interpret abstract user queries into precise,

complex ontology. It is suggested that any levels beyond this become much more

mission specific and will begin to include security specific relationships.

In actual fact, the labelled levels "2” and ”3” may not be actually be located

consecutively at the second and third layers of the agent hierarchy. Due to the need

for avoiding context sensitivity within a level when introducing new agents, there will

always be a need to introduce intermediate levels in order to cater for fusers in a way

that does not necessitate the expansion of the adjacent levels’ ontologies. Hence we

refer here to the labels ”leve12” and "level 3” as ontological delineators. Indeed,

current expectations are that the possibilistic reasoning parts of an ontology will be

introduced around level six due to fusing agents which are to be introduced for

Shapes Vector’s security mission.
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7.3 An Example of Possiblistic Querying

Consider a simple IA/fuser designed to accept input from two knowledge sources

-- one describing network hosts and the ports they listen on, and another describing

local file system accesses on a network host. By fusing such inputs, the agent deduces

situations where security has been compromised.

Such an agent may contain the following rules (specified here in pseudo-English):

In reality, the deductive rules within such an agent would be considerably more

complex and would involve many additional factors. The rules are simplified here for

illustrative purposes.

1. If a process Y listens on port P AND P is NOT a recognised port < 1024 THEN

Y is a ”non—system daemon”.

2. If a process Y is a non-system daemon AND Y wrote to system file F THEN Y

”corrupted" F.

Consider the situation where, in analysing the data for a time window, the agent

receives the following input:

0 Process 1234 listens on port 21

0 Process 3257 has written to letc/passwd

0 Process 1234 has written to / etclpasswd

- Process 3257 listens on port 31337

a Process 987 listens on port 1022

0 Port 21 is a recognised port

The following possiblistic queries my be issued to the agent:

Is it possible Process 1234 corrupted [etc/passwd?
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In this case, the agent would generate a Hard Fail (i.e. a ”definite no”) since a

contradiction is encountered. The relationship ”corrupted” can only be true if Rule 1

has classified Process 1234 as a ”non—system daemon”, but that can only happen if

Port 21 is not ”recognised”. This last fact is explicitly contradicted by the available

facts.

Is_it_possible Process 987 corrupted /etc/passwd?

In this case, the agent would generate a Soft Fail (Le, a ”maybe”) since, While no

contradiction is present, neither is there sufficient evidence to conclusively show

Process 987 has corrupted /etc/passwd. Rule 1 can classify Process 987 as a non—

system daemon, but there are no observations showing that Process 987 wrote to

/etc/passwd (which does not, in itself mean that it did not, given the agent's

inherently incomplete view of the world).

Under_rwhat_circumstances could Process 987 have corrupted /etc/passwd?

In this case the agent would respond with the fact ”Process 987 has written to

/etc/passwd", which is the missing fact required to show that the process corrupted

/ etc/ passwd.

Is it possible Process 3257 corrupted [etc/passwd?

Not only is it possible that Process 3257 could have corrupted the file, there is

sufficient evidence to show that it definitely occurred. That is, under normal predicate

logic the rules would deduce the ”corrupted” relationship. However, since the

Is_It_Possib1e operator replies either ”no or ”maybe”, the agent in this case replies

” maybe" .

Can you show that Process 3257 corrupted /etc/passwd?
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This is a straight predicate (i.e., non-possiblistic) query. Since the facts support a

successful resolution under the Rules 1 and 2, the agent replies ”yes".

7.4 An Example of the Use of Consistency

In this section, we describe a simple example showing the utility of the consistency

logic for a security application.

Consider the case of a simple consistency agent, which understands the basics of the

TCP protocol, and in particular is aware of the traditional "three-way handshake”

involved in the establishment of a TCP connection. This agent would be able to

recognise valid handshakes and report the consistency of the packet sequences they

comprise. Consider the following input to such an agent:

0 Packet L1 (type=”TCP SYN”)

0 Packet L2 (type=”TCP SYN ACK”)

0 L2 directly-follows L1

0 Packet L3 (Type=”TCP ACK”)

0 L3 directly-follows L2

For this input, the agent will recognise the validity of this handshake and be able to

report consistency of the packet sequences by stating:

(L2 directly-follows L1) Consistent_with (L3 directly-follows L2) Based_on ”TCP
Handshake (Packet L1 (type:\”TCP SYN\”), Packet L2 (type=\”TCP SYN
ACK\”), Packet L3 (Type=\"TCP ACK\"))"

Alternatively, the same agent could be presented with an invalid handshake as input,

for example:

0 Packet X1 (type="TCP SYN")

. Packet X2 (type="TCP SYN ACK")

. X2 directly-follows X1

. Packet X3 (Type="TCP RST")
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0 X3 directly—follows X2

In this case the agent would recognise that it is invalid for a TCP implementation to

complete two parts of the handshake and then spontaneously issue a Reset packet’O. It

would represent this inconsistency by reporting:

(X2 directly-follows X1) Inconsistent_with (X3 directly-follows X2) Based_on ”TCP
Handshake (Packet X1 (type=\"TCP SYN\”), Packet X2 (type=\”TCP SYN
ACK\"), Packet X3 (Type=\”TCP RST\”))”

Such a statement of inconsistency may be directly interrogated by a user interested in

anomalous traffic, or alternatively passed as input to a set of security-specific agents,

which would correlate the observation with other input.

An interesting implementation issue arises when we consider the construction of

consistency assertions. The number of assertions to describe consistency, e.g. for

TCP/1P traffic, may be very large, or dependent on specified environments and it

could be data driven. There is a surprisingly simple possibility for the automatic

generation of consistency assertion sets. Very preliminary investigation has indicated

that data mining methods on designated standard data corpus are very suited for

generating assertion sets, which may then be used as the consistency logic. Data

mining is extensively used in detecting variances in traffic, but has been less

successful in detecting intrusions. However, data mining has shown to be very

successful in characterising data, and thus is proving an exciting possibility for use in

the Shapes Vector system for describing bases of consistency.

8. User Avatars

It is necessary to have an intelligent interface so that the user may interact with the

agents as a Gestalt. Accordingly, a set of user avatars is constructed. These avatars

preferably contain a level of intelligent processing as well as the usual query parsing

as a result of in one example, commercial voice recognition packages. In order to

maintain consistency, user avatars are apparent at all levels in the ontologies. This

Page 773 of 1488



Page 774 of 1488

W0 02/088926 PCT/A [NZ/00530

79

permits each avatar to be able to converse with the agents at its level, while still

permitting control and communication methods with avatars above and below. Put

simply, the same reasons for developing the agent hierarchy are applied to the avatar

set. Given the nature of an avatar, it may be argued by some that there is little

difference between an agent in Gestalt, and the avatar itself. Avatars and Gestalt

agents are distinguished by the following characteristics:

0 Agents deal with other agents and Avatars.

0 Avatars deal with agents and users.

0 Avatars can translate user queries into precise ontology based on specific user

driven adaptive processes to resolve context.

‘ Further to the above, Avatars store user profiles in a manner so as to interpret

different connotations based on specific user idiosyncrasies. For example, the use of

the probabilistic logic based queries where the term likely can be weighted differently

according to each user.

One of the activities expected of Avatars in the Shapes Vector system is to modify

queries so that they may be made more precise before presentation to the Gestalt. For

example, at a high layer of abstraction, a user may initiate the query ”I have observed

X and Y, am I being attacked?". An Avatar, given a user profile, may modify this

query to ”Given observations X, Y, based on Z, is it likely that a known attack path

exists within this statistical profile”.

9. Further Comments on the Architecture

The hierarchical layering of the architecture with interleaved ontologies provides a

strong advantage to Shapes Vector. Each ontology provides a filtering process for the

deductions and knowledge transfer between levels. This helps "stabilise” and reduce

context sensitivity. It also permits a strong method for checking the validity of

component construction. However, a price is paid: the filtering between layers implies

that the potential of each agent to contribute to the Gestalt is constrained. A particular
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agent may be able to undertake a variety of relevant deductions but these may be

"strained" or "filtered” as the agent passes its knowledge through an ontology layer.

Hence the theoretical full potential of the Gestalt is never actually realisable.

In order to overcome the above constraint in a sensible, practical and useful manner, it

is necessary to review continuously the ontology layers in the search for bringing new

relationships and objects into ”first class" status so that it may become part of the

ontology itself. That is, lessen the filtering process in a controlled manner. To do so

however, requires much thought since an incorrect change in an ontology level can

wreak havoc with the Gestalt operation. Of course it is possible to pass richer

knowledge statements by using attributes through the ontology layers. However, it

becomes the user’s responsibility to ensure that the receiving agents can make sense of

the additional attributes.

10.1 AAFID

Researchers at Purdue University have designed and implemented an agent-based

architecture for Intrusion Detection, called AAFID (Autonomous Agents for Intrusion

Detection) [Spafford, E and Zanboni, D., ”Intrusion detection using Autonomous Agents ”,

Journal of computer Networks, v34, pages 547— 570,2000]. This architecture is based

around a fundamental paradigm of distributed computation. One or more software

agents run on each protected host of a network, communicating any events of interest

to a single ”Transceiver" running on the host. This component can perform some host-

level fusion of alerts, but principally exists to forward significant observations to a

”Monitor” process, which has an even broader purview.

This architecture at first appears to have similarities to the approach described herein,

in that it supports multiple autonomous entities (each with a particular field of

expertise) arranged in a distributed structure with hierarchy-based filtering. The

AAFID system, however, does not appear to have a concept of multiple abstraction

layers -- all agents, transceivers and monitors all reason within a single universe of
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discourse which, apparently, contains both low—level and fairly high-level concepts.

Furthermore, the operation of these various entities seems to focus purely on a data

driven model; there is no obvious scope for users to set goals for components, nor to

directly query the internal knowledge state of the system. AAFID’s hierarchical

structuring of agents seems limited to a single rooted tree, as opposed to our system’s

support for generalised directed acyclic graph structures. There is also no obvious

scope for possiblistic or probabilistic reasoning within the AAFID architecture

coupled with orthogonal semantic ontology layers.

10.2 Comparison with the Bass’ Comments

The following discussion providing some background to the invention is intended to

facilitate a better understanding of the invention. However, it should be appreciated

that the discussion is not an acknowledgment or admission that any of the material

referred to was published, known or part of the common general knowledge as at the

priority date of the application.

In an edition of the Communications of the ACM "Intrusion Detection Systems &

Multisensor Fusion: Creating Cyberspace Situational Awareness”, in Communications

of the ACM 43(4), April 2000 Bass speculates on the future architecture requirements

for Intrusion Detection Systems. In particular, he discusses the need for data

abduction and points to the requirement for three main levels of semantic ascension.

The Shapes Vector architecture shows some necessary implementation strategies and

architectural modifications in order to achieve that goal state. In particular Shapes

Vector views the concept ascension requirement as a continuum where at any point in

the AI agent Gestalt one ”sees” knowledge production on looking ”up”, and data

supply looking ”down”. The three main levels in the Shapes Vector Gestalt are

delineated by the methods and logics used (ie, first order predicate, possiblistic and

probabilistic), rather than some delineation as to whether there is information, data, or

knowledge as depicted in Figure 13. Bass requirements for a ”discovery module etc”
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become less important in the Shapes Vector architecture as any such function is a

pervasive part of the system and is distributed amongst more primitive functions. The

Agent Gestalt feeds the visualisation engines rather than some specific event though

earlier papers do tend to indicate a separate module and as such those papers are a

little misleading.

11. A Multi -Abstractional Framework for Shapes Vector Agents

The Shapes Vector Knowledge Architecture (SVKA) is intended to provide a

framework, in which large numbers of Intelligent Agents may work collaboratively,

populating layers of a highly ordered ”Gestalt”. Previous definitions of the SVKA

have focussed primarily on macro-aspects of the architecture, describing a system

in which each layer of the Gestalt represents a distinct universe of discourse as

described by the ontology associated with it.

Experience with building collaborative Intelligent Agent systems for Shapes Vector

has highlighted the desirability of a more flexible model, one that allows for the

subdivision of these ”ontology layers” into a number of sub-layers. Each sub-layer

in such a divided model shares a common universe of discourse (i.e., all reference a

common ontology). Intelligent Agents can populate any of these various sub—layers,

allowing for the construction of systems capable of very general forms of data

fusion and co-ordination.

Furthermore, it is envisaged that future requirements on the SVKA will involve the

necessity of maintaining several ” parallel universes of discourse" (e.g., running a

sub-Gestalt in the domain of Security in parallel with another sub-Gestalt in the

domain of EM Security). Such parallel universes may have entry and exit points

into one another (at which appropriate translations take place). They may

furthermore share similar abstractional levels, or may even overlap the

abstractional levels of multiple other universes.
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In order to satisfy these two demands, the SVKA definition requires elaboration. In

this paper we undertake a redefinition of the architecture which expands it in a

number of ways to meet these requirements. Key features are:

0 The SVKA Gestalt is divided into an arbitrary number of Locales,

- A Universe of Discourse and an Instance Number identify each Locale,

a Each Locale contains a number of levels at which Intelligent Agents may

reside.

- A Locale may optionally nominate a single entry point: a remote locale and a

level within that locale, from which input data is received into the locale,

o A Locale may optionally nominate a single exit point: a remote locale and a

level within that locale, to which output data is sent from the locale,

1 1 .1 Concepts

The Shapes Vector Knowledge Architecture (SVKA) contains exactly one Shapes

Vector Gestalt Framework (SVGF) or ”Gestalt”. The Gestalt is an abstract entity in

which groups of collaborating software agents may be placed.

The Shapes Vector Gestalt Framework contains an arbitrary number of Shapes

Vector Gestalt Locales (SVGLs) or "Locales". A Locale is an abstract entity in which

hierarchies of collaborating software agents may be placed. The defining

characteristic of a Locale is that it is intimately tied to exactly one Universe of

Discourse (UoD). For each UoD there may be multiple Locales simultaneously

active, thus to distinguish these we also tag each Locale with an instance ID. This is

unique only within the context of all Locales tied to the same UoD, For example
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there can exist a Locale with UoD ”Level I Cyber Ontology", instance 0

simultaneous with a Locale with UoD “Level 2 Cyber Ontology”, instance 0.

However two Locales with UoD ”Level 1 Cyber Ontology" and instance 0 cannot

co-exist.

Each Shapes Vector Gestalt Locale is divided into an arbitrary number of Shapes

Vector Gestalt Locale Levels (SVGLLs) or "Levels”. A Level is an abstract entity in

which a non-cooperating set of agents may be placed. Each Level has a unique

Level Number within the Locale (a zero or positive real number); Levels are

notionally ordered into a sequence by their Level Numbers.

In addition to a UoD and instance ID, each Locale also optionally possesses two

additional attributes: an entry point and an exit point. Each refers to a Level of a

remote Locale, that is each reference contains the U01) and instance number of a

Locale not equal to this Locale, and also nominates a particular (existent) Layer

within that Locale. The entry point of a Locale defines a source of data, which may

be consumed by the agents at the lowest Level of this Locale. The exit point of a

Locale defines a destination to which data generated by agents in the highest Level

of this Locale may be sent.

It is specifically forbidden for Locales within the Gestalt to be at any time directly

or indirectly arranged in a cycle via their entry and/or exit points. That is, it must

be impossible to draw a path from any point in any Locale back to that same point

utilising entries and exits between Locales.

A Shapes Vector Gestalt Locale, which is divided into n Levels, contains n-1 Shapes

Vector Assertion Routers (SVARS) or ”Assertion Routers”. An Assertion Router is a

concrete software entity which receives input from one set of agents, performs

some semantic-based filtering, then forwards the relevant sub-sections on to each of
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a set of agents in a second (disjoint) set. Each Assertion Router has an associated

Level Number unique within the Locale (a zero or positive real number); Assertion

outers are notionally ordered into a sequence by their Level Numbers.

Furthermore, each Assertion Router has an Instance ID (a zero or positive integer)

Furthermore, which is globally unique.

There is a one-to-one mapping between Locale Level Numbers and Assertion

Router Level Numbers, defined by the following relationship. The Assertion Router

with Level Nmnber 11 receives input from agents positioned in Locale Level

Number 11 and provides output to agents which are resident at the next Locale

Level Number after 11.

A Shapes Vector Intelligent Agent (SVIA) or ”agent” is a concrete software entity

which resides in exactly one Level of exactly one Locale within the Gestalt. Agents

that reside above the lowest Level of the Locale may (optionally) receive input

either from a direct source, or from the Assertion Router within the Locale which

has the next lowest Level Number (or both). An agent that resides at the lowest

Level of Locale may (optionally) receive input either from a direct source, or from

the Assertion Router present in the entry point remote Locale (if one was specified)

which has a Level Number equal to the Level defined in the entry point

specification (or both).

Agents which reside below the highest Level of the Locale may (optionally) provide

output to either a direct sink, or to the Assertion Router with Level may

(optionally) provide output to either a direct sink, or to the Assertion equal to its

own (or both). An Agent that resides at the highest Level of Router present in the

exit point remote Locale (if one was specified) which has a Level Number equal to

the Level defined in the exit point specification (or both).
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An agent may never receive input from the same Assertion Router to which it

provides output.

Figure 12 illustrates these concepts for a single Locale Gestalt of 4 Levels, while

Figure 13 shows a more comprehensive example.

12. Summary

The knowledge-processing elements of the Shapes Vector system incorporate a broad

variety of tools and techniques, some novel and some traditional, which combine to

enact a flexible and powerful paradigm for multi-abstractional reasoning. The central

feature of the approach disclosed herein is the methodology of bridging broad

semantic gaps (in the embodiment described that is illustrated, from very simple

observations about a computer network to high—level statements about the state of

that network) by decomposition into a series of abstraction layers. This specification

describes this layered architecture and also provides details about the forms of

abstraction provided at the first three layers, These include epistemic logics for

possiblistic reasoning (at level 2) and probabilistic reasoning (at level 3).

The key feature of the disclosed knowledge architecture that avoids difficulties of

context sensitivity and ambiguity is its simple set of structuring rules. These provide

strict guidelines for placement of agents within abstractional layers and limit the

patterns of communication between agents (preferably prohibiting intra—level

communication as well as insisting on passing through an ontology between layers).

Experience with building and using the Intelligent Agent Architecture it has shown it

to be highly flexible, with the incorporation of ”foreign” knowledge processing tools

into the Shapes Vector Gestalt proving a ”simple” exercise. The architecture has also

shown itself to provide great potential for approaching knowledge-based deductive

solutions to complex problems not only in the domain of computer security but also in

many other domains, both related and unrelated.
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The Intelligent Agent Architecture features specifically include:

1.

2.
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An abstraction hierarchy with multiple layers separated by formal ontologies.

Three particular abstraction layers of interest are those concerned with first-

order logic, possibilistic logic and probabilistic logic.

Agents located within a layer of the architecture are prohibited from interacting

with agents within the same layer (ie. No peer-to—peer communication).

Agents located within a layer of the architecture may communicate with agents

located in the layer immediately below that layer (if such exists) and/ or agents

located in the layer immediately above the layer (if such exists).

The architecture may incorporate a Knowledge Base in which persistent

information resides.

Communication between agents must always be represented in terms of the

ontology sandwiched between the sender and receiver’s layer.

Communications must be context—free with reSpect to that ontology.

Agents within the architecture may operate across a time-window, ie, a

temporal region of current consideration. A user may dynamically alter

parameters of an agent’s time-window.

Third party knowledge processing tools (agents) may be easily wrapped and

inserted into the architecture. The ontologies present within the framework

ensure that only relevant knowledge transfer takes place between such

elements and other agents.
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Part 3 DATA VIEW SPECIFICATION---------------------------—-------

1. Data View Specification

Data View is briefly discussed in Part 1 Section 3.3 of the Shapes Vector Overview, in

this specification. The following is a preferred specification of its characteristics.

1.] Universe

0 a universe has a variable maximum radius and contains any number of virtual objects.

' there may be multiple universes.

- the number of universes can be dynamically adjusted using append, insert, and

delete operations specified via the user (human or appropriately programmed

computer).

0 universes are identified by unique names, which can be either auto generated - a

simple alphabetic sequence of single characters, or can be specified by the user when

appending or inserting universes dynamically.

- to assist in simplifying the display, nominated universes can be temporarily hidden.

However all force calculations and position updates continue to occur. Hidden

universes are simply temporarily ignored by the rendering phase of the application. A

universe is then not human observable.

. a universe can be represented as a two—dimensional plane (in the embodiment a

circle), but it is subject to selective zoom and synthetic strobes in a similar fashion to

Geo View which may provide a third dimension elevation.

- there are at least two possible starting states for a universe:

- the big bang state in which all objects are created in the centre of the universe;

- the maximum entropy state in which all objects are evenly distributed around the

maximum radius of the universe.

- a universe maybe rendered with a circular grid, with identifying labels placed

around the perimeter. The number of labels displayed equidistantly around the
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perimeter can be specified statically or dynamically meaning those labels can be fixed

or move in concert with other changes.

0 multiple universes are rendered vertically displaced from each other. Inter-grid

separation can be dynamically changeable via a control mechanism, such as a socket

to be discussed later.

° separation between grids can be specified either globally using inter-grid size or for

specific grids as a distance from adjacent grids.

0 different universes can have different radii, and their grids can be drawn with

different grid sizes and colours.

' all initial settings for grid rendering are to be specified through the MasterTable.

These include grid size, inter-grid separation, grid colour, and grid (and hence

universe) radius for each universe.

- grid settings (radius, number of radii, number of rings, intergrid spacing) can be

altered dynamically via the user.

0 object positions are clamped to constrain them within the universe radius.

As a result of this:

- When an object located at the edge of the universe experiences a repulsive force that

would place it outside the universe (forces between virtual objects will be discussed

later in the specification), the object is constrained to stay within the universe so that

the object slides along the rim of the universe away from the source of the repulsive

force. Forces that tend to draw objects away from the rim towards the interior of the

universe result in typically straight-line motion towards the source of attraction.

0 the user may specify which virtual objects or sets of virtual objects are in a particular

universe using an object selector, and this may dynamically change using append or

replace operations on existing specifications.

0 if a user replaces the specification of the destination universe for objects matching a

particular object selector, then the objects will move from the universe they were
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originally placed in as a result of this specification to the new universe. Likewise if a

user appends a new destination universe specification, then all objects in existence that

match the associated object selector will appear in the new universe in addition to

wherever they currently appear.

0 in all cases Where objects are moved between or duplicated to universes, all force

interactions, phantoms, interaction markers and radius of influence displays will be

updated to reflect this fact.

- Force interactions are updated so they only occur between objects in the same

universe.

- Phantoms are moved/duplicated along with the parent primary object.

— Interaction markers are moved/duplicated to remain connected to the object.

- Radius of influence displays are duplicated if necessary.

1.2 Objects

0 an object has a set of attributes (consisting of name, value pairs) associated with it.

° an object has a two sets of references to other objects with which it interacts, named

its mass interaction set and Charge interaction set. Events or other external mechanisms

modify these two sets.

- an object can have further sets of references to other objects. These sets have names

specified at run-time by events and can be used to visualise further interactions with

other objects using markers (see section 1.7 in this part of the specification).

' an object can have further sets of references to other objects that are used in building

aggregate objects - see section 1.3 of this part of the specification for details.

- an object stores values for mass and Charge for each flavour (a term explained later

in the specification) it possesses.

0 an object may inhabit one or more universes, and this relationship can be displayed

using markers.
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1.3 Aggregate Objects

0 objects can be aggregated to form a composite.

- each aggregate object has one primary (the parent or container) object, and zero or

more secondary objects (the children or containees).

' aggregate objects cannot aggregate hierarchically.

. determination of container - containee relationships occurs on the basis of

”contains” and ”contained-in” network object attributes. These relationships are

stored in a database and are always kept up to date and consistent with the latest

known information. This means any new information overrides pre-existing

information. For example:

— If an attribute indicates A contains B, then it must be ensured that all

relationships where B is a container are removed from the database as they

are no longer valid since B is now a containee. The same attribute A

contains B also indicates that A can no longer be a child of another object,

since it is now a container, and so all those relationships are removed from

the database. Finally the relationships ”A contains B” and ”B is containee of

A” are added to the database.

0 to avoid processing overheads, the actual relationships of objects in the display are

not updated to reflect the state of the relationship database until an object is re-

instantiated - usually by being moved/duplicated to another universe.

- the aggregate object is treated as a single object for the purposes of force and

velocity determination, interaction marker, radius of influence, and phantom displays

(subject to the considerations set out below).

0 when a new object comes into existence in a universe (either as result of an event

being received, or as result of dynamic adjusting of destination universe

specifications), it can either become a primary in a new aggregate group, or enter the
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universe as a secondary in a pre-existing group depending on the

containment/containee relationships in force at the time.

° if a new object enters a universe as a primary in a newly created aggregate, it will

attempt to determine which other objects in the universe should be adopted to

become secondaries. The adoption occurs when another object (potential adoptee) is

located that is a containee of the new object (according to the relationship database).

When the potential adoptee is a primary in an aggregate with secondaries, the

secondaries are evicted before adopting the primary. The evicted secondaries are now

inserted into the universe using the insertion policy in force, and they in turn

determine potential adoptees and adopt where possible as described.

0 the summed masses and charges (section 1.5 in this part of the specification) of all

objects within an aggregate are used for force/mass calculations.

0 each individual element in an aggregate maintains it’s own mass, and masses of like

flavour are summed when determining the mass of an aggregate.

- an aggregate object maintains and decays a single total charge for each flavour.

When an object joins an aggregate its charges are added to the summed charges of like

flavour for the aggregate. When an object leaves an aggregate no change is made to

the summed charge as it cannot be known (because of charge decay) what proportion

of the total charge is due to the object in question.

- when an object receives additional charge as result of an event, the new charge is

added to the total for the aggregate containing it.

0 if any object within an aggregate object displays a mass or charge radius of influence

(see section 1.9 in this part of the specification), the mass/ charge radius is displayed

for the entire group, provided the group as an entity has a non-zero mass or charge of

the flavour as specified by the radius of influence definition.

0 display of phantoms (section 1.7 in this part of the specification) of aggregate objects

is driven only by the primary object. The phantoms appear as duplicates of the

primary object and trail the primary object’s position. If an object matches a
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phantorning specification, but it happens to be a secondary within an aggregate object

then no action is taken.

0 if an object (A) within an aggregate is required to display interaction markers (see

section 1.8 in this part of the specification), the interaction markers are drawn from the

primary of the aggregate object containing A to the primary of the aggregate(s)

containing the destination object(s).

- In addition, when interaction markers are drawn in response to picking of

an object, they are drawn from the primary 0f the aggregate containing the

picked object to all duplicates in other universes of all destination objects

that are in the relationship to the source object that is being visualised by

the markers.

- - when interaction markers are drawn in response to the matching of an

ObjectSelector, markers are drawn from all duplicates of the source

aggregate object to all duplicates of the destination aggregate object(s).

- - when interaction markers are used to highlight duplicates of the same

object in multiple universes, a single multi-vertex marker is displayed

which starts at the duplicate appearing lowest in the stack of universes and

connecting all duplicates in order going up the stack and ending at the

highest appearing duplicate in the stack.

1.4 Object Selector

0 An object selector specifies a set of objects using set expressions involving set union

(+), set difference (-), and set intersection (A) operators. The intersection operator has

the highest precedence, difference and union have equal lower precedence.

Parentheses can be used to change operator precedence. The set operations have the

following operands:

— all -- set of all objects;

- c1ass( classname ) — set of objects in a given class;
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- objects( predicate) — set of objects satisfying a predicate expressed in terms of

boolean tests (using and, or, not) on attribute values (e.g. objects(ram >= 128000000

8:8: type = sun )) and existence of attributes (e.g. objects( attributes( attributename,

attribu tename, ...)));. The ”and” &&) and ”or” ( I l) operators have equal high

precedence. The l'not" operator (1) has lower precedence. Parentheses can be used to

change operator precedence

— F1avor(flavorname) --- set of objects having all attributes in the given flavour’s

definition.

- instance( objectid ) — set containing object with given object id.

' Object selectors are named when defined. This name is used as a shorthand means

of referring to the object selector without having to repeat its definition, for example

when defining an action on the basis of an object selector.

' Object Selectors can be defined via a control port, or via a start-up setting, currently

stored in the ApplicationSettings part of the MasterTable file.

1.5 Mass, Charge and Flavours

0 There exist different flavours of mass and charge.

'A flavour is defined by the user as a collection of five-tuples, each defining the

flavour with respect to a particular class of objects. The tuple consists of flavour name,

object class (or all), attributes expression-listing attributes which must exist, formula

for mass and formula for charge. There may be multiple such tuples with the same

flavour name, which together define a flavour for multiple classes of objects. The

formulae are used to calculate the amount of mass or charge of the flavour, which the

object possesses, and they are arithmetic expressions involving object attribute value

terms. Note that it is a semantic error for the attributes expression not to include

attributes which feature in the mass or charge formulae. For example:
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Flavour {

Strawberry,

Computer,

Attributes [runs ram data_rate_in data_rate_out],

ram/1024,

data_rate_in + data_rate_out;

}

° If the result of evaluating a mass formula is less than a small positive number (a)

then the value used for the mass in calculations should be e.

' An object may have an amount of flavoured mass or charge if there is a

corresponding definition of the flavour for the Class of object and the object satisfies

the attributes expression for that flavour.

' Charge may be set to decay (at a particular rate) or accumulate (ie. a rate of zero) on

a per flavour basis. The decayfimction can be set to one of a fixed set (exponential,

linear and cosine) on a per flavour basis.

0 Mass and Charge may each have a radius ofinfluence specified on a per flavour basis.

Objects that fall within the respective radii of an object may generate a force on the

object as a result of their mass or charge respectively, and objects that lie outside this

region have no influence on the object.

0 The radii of influence for objects may be graphically depicted at the user’s

discretion. Note that multiple radii may apply due to different radii for mass and

charge and for different flavours of the same.

' When an event arrives that affects one of the attributes listed in a flavour definition,

then the object’s mass and charge are to be recalculated using the arithmetic

expressions specified in said flavour definition. The newly calculated mass will

replace the existing mass, and the newly calculated charge will be added to the

existing charge.

° In addition there are special considerations relating to mass/charge/flavour and

aggregate objects. See section 1.3 in this part of the specification regarding those.
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1.6 Forces

- There are two types of forces acting on objects in the universe, gravitational (as a

result of the mass of an object) and electrostatic (as a result of the charge on an object).

' The gravitational force is repulsive and the electrostatic force is attractive.

. Forces are two-dimensional vectors and are additive.

- The velocity of an object is proportional to the force acting on it divided by its mass

(ie. acceleration is disregarded). Note that flavours need to be taken into account in

this calculation.

0 There is a variable maximum velocity which applies to all objects in a universe.

' Only masses and charges of the same flavour may produce a resultanl force.

° The velocity due to gravitational forces of an object is contributed by the

gravitational forces which result from each of the objects in its mass interaction set

(using the mass value for each relevant flavour) which are also within the radius of

influence for mass. These forces are divided by the correspondingly flavoured mass of

the object to arrive at velocities.

- The velocity due to electrostatic forces of an object is contributed by the electrostatic

forces which result from each of the objects in its charge interaction set (using the

charge value for each relevant flavour) which are also within the radius of influence

for charge. These forces are divided by the correspondingly flavoured mass of the

Object to arrive at velocities.

- The net velocity of an object is the sum of the gravitational and electrostatic

velocities for that object.

1.7 Phantoming

- When selected, objects will be able to display a history of previous positions by

displaying a ’phantom’ at a number of previous locations.
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- Objects for which phantoms are drawn are selected using named Object Selectors.

- Display Parameters for phantoming can be set in the ApplicationSettings part of the

MasterTable or Via a control socket, and are associated with a previously defined

Object Selector.

' Display parameters include the time spacing between phantoms, the display style

(eg transparent or Wire frame), and the number of phantoms to show.

- Multiple Object Selectors and associated display parameters can be used to display

any desired combination of phantoms.

- In addition there are special considerations relating to phantoming and aggregate

objects — see section 1.3 in this part of the specification for those.

1.8 Markers

- Interaction markers may be used to highlight interaction between weakly

interacting objects.

0 Interaction markers make use of named Object Selectors to determine which objects

have interaction markers displayed.

- Interaction markers may span multiple universes.

- Display parameters for markers can be set in the ApplicationSettings part of the

MasterTable or Via the control socket, and are associated with an interaction type.

- Display parameters for markers include line style, width and colour. Each

interaction type is drawn with its own independently specified line style width, and

colour.

' Marker - the user intellectively picking an object on the display can optionally

toggle the display.

' Multiple Object Selectors and associated display parameters can be used to display

any desired combination of markers.

0 In addition there are special considerations relating to interaction markers and

aggregate objects - see section 1.3 in this part of the specification for those.
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1.9 Radius of Influence Display

° Radius of influence can be visualised for selected objects as transparent disks.

' Objects for which radius of influence are displayed are selected using the Object

Selector mechanism.

0 Display parameters include which flavour to display the radius for, whether the

charge or mass radius is to be displayed, the colour of the displayed disk, and the

transparency level of the displayed disk.

' Display parameters can be set in the ApplicationSettings part of the MasterTable or

via the control socket, and are associated with a previously defined Object Selector.

° Multiple Object Selectors and associated radius of influence display parameters can

be in use simultaneously to display any desired combination of radii.

' In addition there are special considerations relating to radius of influence displays

and aggregate objects - see section 1.3 in this part of the specification for those.

1.10 Pulses

0 A flavoured pulse of charge or mass may be applied at any location Within a

universe, and has influence over the entire universe. That is, a flavoured pulse is

applied without regard to the mass and charge radii associated with its flavour.

1.11 Irregular Functions

' A user may ”shake" a universe at any particular moment, by either:

- perturbing each object by a random amount (under a variable maximum)

- ; - randomly placing each object within the universe.
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0 A user may reproduce the start state of a universe at any particular moment, as at

least either the big bang or maximum entropy state.

Part 4 GEO VIEW SPECIFICATION----------------—-------------------

1. Introduction

1.1 Identification

This document relates to the GeoView Module for the Visuals Sub—system of

Shapes Vector.

1.2 System Overview

1 .2.1 General

Shapes Vector is a system, which in the embodiment used to illustrate its principles

and features provides an analyst or system administrator with a dynamic real-time

visualisation of a computer or telecommunications network. Shapes Vector is an

advanced 3-D graphical modelling tool developed to present information about

extended computer systems. Shapes Vector places users Within a virtual world,

enabling them to see, hear and feel the network objects Within their part of this

world. The objects may be computers, files, data movements or any other physical

or conceptual object such as groups, connected to the system being navigated.

Seeing an object with a particular representation denotes a class of object and its

state of operation within its network.

Just as familiar objects make up our natural View of the physical world, so too a

computer network is made up of physical objects, such as computers, printers and

routers, and logical objects, such as files, directories and processes.

Shapes Vector models network objects as 3D shapes located within an infinite 3D

universe. An object's Visual attributes, such as colour, texture and shading, as well
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as its placement and interaction with other objects, provide the user with significant

information about the way the real network is functioning.

1.2.2 Geo View Module Scope

GeoView, along with DataView, is one of the ways in which the user can view, and

interact with, the data produced by the Agents Sub-system. Each of these views is

defined by certain characteristics that allow it to provide a unique representation of

the data. GeoView has an emphasis on the physical objects with a geographic

perspective. This means it places a heavy importance on objects related to the

physical rather than the logical world, and that these objects tend to be laid out in a

traditional geographic manner.

While objects such as computers, printers and data links are of prime importance to

GeoView, logical objects such as network traffic, computer processors, and user

activity are also displayed because of the relationships between the physical and

logical objects.

Figure 1 shows the library dependency relationship between the GeoView module

and other modules. The full relationship between the Sub-systems and between this

module and other modules of this sub-system, is shown in the System/Sub—system

Design Description.

1.3 Overview

This part of the specification provides a Detailed Design for the GeoView Module

of the Visuals Sub-system (CSCI) of the Shapes Vector Project.

This module encompasses the following sub-components:

0 Layout Hierarchy

0 Layout Structure Template Library (LSTL)
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The content of this part is based on the Data Item Description (DID) DI—IPSC81435,

Software Design Description (SDD), from the US Military Standard MILSTD-498 [1]

using MIL-STD—498 Tailoring Guidebook [2] for the development project.

Detailed design information in this document is based on the technical content of

other parts of this specification.

2. Referenced Documents

2.1 Standard

[1] MIL-STD-498, Military Standard - Software Development and
Documentation, US Department of Defence, 5 December 1994.

[2] IvIIL—STD-498 Overview and Tailoring Guidebook, 31 January 1996.

3. Module-wide Design Decisions

This section presents module-wide design decisions regarding how the module will

behave from a user’s perspective in meeting its requirements, and other decisions

affecting the selection and design of the software components that make up the

module.

3.1 Design decisions and goals of Geo View

GeoView is designed with only one executable.

GeoView has logically divided sub-components: Layout Hierarchy and Layout

Structure Template Library (LSTL).

Unless otherwise specified, the programming language used in GeoView is C++.

The following list identifies the design concepts that characterise GeoView:

1. Physical: Due to the focus on the physical world, more importance is placed
on physical objects and less importance on logical objects.

2. Geographic: The default mechanism for placing objects in the world is to map
them according to a physical location. If this is not possible then other
methods must be used.
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3. Shape: Shape is used to identify unique objects. Different object types will
have different shapes while similar object types will have similar shapes.

4. Motion: Movement of objects (translation, rotation) typically represents
activity in the world. A moving packet represents traffic flow while a spin-
ning process shows that it is active.

5. Sound: Sound is linked to movement of objects or a change in visual appear—
ance or a change in state.

6. Feel: Feel or touch senses can be used to provide additional emphasis to
events linked to movement of objects where for example object come into
close proximity suddenly.

4. Module Architectural Design

At the architectural level, the sub-systems (CSCIs) are decomposed into modules.

At the detailed design level, the modules are decomposed (if applicable) into

executables or libraries. This section describes the module architectural design.

The major architectural decomposition of GeoView comprises the following

component:

GeoView General (Section 4.1.1 of Part 4) — contains all the classes for the

support of the View, including interfaces with WorldMonitor for handling

incoming events from Tardis, MasterTable for input and output of master

tables, and LayoutHierarchy for handling the layout of network objects

within the world.

and sub-components:

o LayoutHierarchy (Section 4.1.2 of Part 4) - responsible for the node store and

data structure of GeoView. It places graphical (renderable) objects into the
scene graph based on layout rules specified in the MasterTable. It uses the
LSTL to manage structure nodes; and

o LSTL (Section 4.1.3 of Part 4) - responsible for placing network objects (nodes)
into layout structures such as rings, stars, and lines. The LSTL is a generic
library with its components being templates. The layout structures covered
include:

0 Tree, Graph, Line, Star, Matrix, Rectangle and Ring.

Figure 15 shows an overview diagram for GeoView. The component/sub-

components are described at an architectural level in the sections below. Detailed
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design of the sub-components LayoutHierarchy and LSTL is included in Section 5.

GeoView uses the Layout Structure Template Library (LSTL) framework by

instantiating it with the LayoutHierarchy node type.

4.] Geo View Functional Design

4.1.1 Geo View General

This section is divided into the following architectural design sub-sections:

- Event Handling

0 MasterTable Functionality

o CCI Interface

0 GeoView Processing and Caching

4.1.1.1 Event Handling

The World Monitor receives events describing NetworkObjects from the Tardis

process, via shared memory as shown in Figure 15. Each recognised network object

has its own event type, with event types coming in the six variants shown in Table

1.

 
 

 

 
 Event Handler Functionali

Create a new NetworkOb'ect

NetworkOb'ect

com - letel

attributes

Temporarily removes a

NetworkObject (tagged
for deletion which cannot be

Permanently removes a
NetworkOb'ect

Event T ' e Variant

AddOb'ect

AddObjectAtt-ributes

 

 
 
 

  
 

  
  

 

 

 

 ReplaceObject
 

 
 

ReplaceObjectAttribute
s

RemoveObject

Purge zombies
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Table 1 Network Object Event Handlers

Currently the handlers for AddObject and AddObjectAttributes are identical, both

adding an object if none exists, and merging in the associated attributes as well.

4.1.1.2 MasterTable Functionality

The MasterTable is a hierarchical repository used for mapping network object

attributes to visual attributes. In operation, when a visual attribute is required, an

address is constructed using the application name, the object type, and the network

object. The MasterTable is queried using this address and a list of matching

attributes is returned. These could include direct attribute settings, or attribute

tests, where for example an object might become a particular colour if the value of a

specified network attribute of the NetworkObject in question is greater than a given

constant. The MasterTable also contains the Layout Rules determining What layout-

structure objects are placed in.

4.1.1.3 CCI Interface

The Component Control Interface (CCI) consists of textual commands sent via a

socket that can be used to drive various portions of the application. Each Shapes

Vector process usually has one or more CCIs, with each CCI being attached to a

logically distinct portion of the application. For example, GeoView has a CCI for

controlling the renderer, one for the SVWorld (shown as Virtual World on Fig.1),

which currently deals mainly with selective zoom and object selectors, and one for

the World Monitor that gives access to commands relating to processing of

incoming events.

When a command arrives on the CCI socket, the CCI thread notifies the main

thread that it wants access to the mutex. The next time the main thread checks (in

SV_View::postTraverseAndRender) it will yield to the CCI thread. It then performs

all necessary processing before relinquishing the lock.
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The notification mechanism is embodied in a class called ControlMutex that resides

in the svaux library. It allows a higher priority thread to simply check the value of a

flag to see if anyone is waiting on a mutex before relinquishing it, rather than

performing a costly check on the mutex itself. Currently the ControlMutex is not

used in processing, rather the CCI is checked once per renderer cycle in SV_View

(the base view).

Figure 16 shows the processing within the CCI thread as part of the GeoView

thread diagram.

4.1.1.4 GeoView Processing and Caching

The basic structure of processing in GeoView is for external events to arrive

detailing the existence of world objects, facts known about them and their

relationships to other world objects in the form of attributes. The virtual depiction

of these real world objects occurs graphically via leaf nodes in the GeoView

universe where visual attributes for each type of possible world object is specified

via the Master Table. Such visual attributes may be specified on the basis of

attributes of the world objects.

In order to determine where to place these leaf nodes, the layout rules from the

MasterTable are used. These layout rules specify attachment, containment and

logical groupings of leaf nodes on the basis of their attributes.

To enable this, the building of the GeoView world is broken into the following five

phases, with phases 2-5 referred to as the Layout’ process:

1. Event Insertion and Removal

Add or remove attributes arrive encapsulated within network objects via events.

New leaf nodes in the layout hierarchy are created where necessary attributes and
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inversed attributes are added to, or removed from, leaf nodes.

Caching for the next four processing steps (i.e. Layout) occurs.

2. Leaf Building

Graphical objects are built according to their visual mapping’s in the MasterTable.

3. Layout Rule Application

Layout—structure, attached—t0 and located-in rules from the MasterTable are applied to the

objects. Any necessary grouping layout structures are created and parent—child

relationships are formed that will dictate positioning, attachment, and contairunent.

4. Leaf Edge Creation

New edges between leaf nodes are created.

5. Object Relative Placement

Both leaf nodes and structure nodes are placed on the basis of their hierarchical

relationships (attachment and containment) in the layout hierarchy as well as their parent
structure nodes.

For efficiency, each phase of processing is associated with caching certain

operations such that repeat operations do not occur. The GV_WorldMonitor turns

off the layout flag before the insertion of a batch of events into the root of the

GeoView layout hierarchy After a batch of events has been inserted, the layout flag

is turned back on, and the entire batch is processed fully This procedure represents

the start point for caching optimisation in layout hierarchy

If such a caching strategy were not employed, processing time may be greatly

affected. This is due to relative placement using bounds information. For example,

consider Computer A with 20 child modems, each of them attached-to it. As the

sub-structure for attached-to objects (for example ring) is called for EACH of the

child modems, a bounds radius change will occur Since this may affect the overall

composite structure’s bounds radius (i.e. the parent Computer A’s bounds) then the

relative placement algorithm must be called for the Computer A’s parent structure.
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This occurs in a recursive manner to the root layout structure. Without caching, the

relative placement of Computer A would need to occur a minimum of 20 times. By

caching the fact that Computer A requires placement (on level base - 2 of the layout

hierarchy tree) it can be guaranteed that Computer A’s relative placement is called

a maximum of once only processing this occurs.

Table 2 provides an overview of which operations are cached and at what stage of

 

 

Object building and layout Each structure node requiring

placement

Edge creation Leaf nodes requiring edge

updates

Base level structure placement Base Level-l structure
placement, leaf
nodes reuirin_ ed _e u odates

Base Level-I structure Base Level -2 structure

  
 

Level Processing Caching

1 Object insertion and removal Each leaf node created or altered

2

3

4

5 .

placement placement, leaf
nodes re I uirin ed ; e u . dates

N Top Level Structure Placement Leaf nodes requiring edge

updates

N+1 ~ .Leaf nodes requiring edge

 

updates
  

4.1.2 LayoutHierarchy

The LayoutHierarchy is the View specific node store and system of data structures

that implement GeoView. It consists of a hierarchy of classes that combine to form a

logical object hierarchy of graphical and grouping objects that parallel the structure

of the Scene Graph.
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4.1.2.1 Class Hierarchy

The class relationship diagram for Layout Class Hierarchy is shown in Figure 17

The Layout Hierarchy data structure is a hierarchical, arbitrarily Nodes represent

either logical grouping constructs (i.e.depthed tree. LH_SNodes,

LH_CoordGroupSet or LH_CoordGroups) or graphical objects in the GeoView
universe (i.e. LHLeaf).

All classes inherit from the abstract base class LU_Node. The LU_Root,

LH..EdgeSet and LWCoordGroupSet classes each represent singleton instances.

LH_Node inherits from Cfltem and contains the base interface for all classes in

GeoView. This interface includes the ability to set and check placement flags that

indicate the type of an object add and remove objects from the scenegraph, look up

operations in the MasterTable and placement specific functions.

LH_Root provides the instance for the root of the Geo View universe and is the core

interface to the Layout Hierarchy data structure. It allows the insertion of events

into the World, the look up of all nodes, the application of layout rules, object

composition and placement caching for speed up.

LH_Leaf represents the actual visual objects in GeoView. It provides an interface

for altering any visual aspects of objects, as well as an interface for maintaining any

attachment or containment relationships an object may have.

LHEdgeSet maintains the set of connection lines in the World. It also has provision

for temporarily turning lines on and off.

LH_CoordGroupSet is a singleton container class for LH_CoordGroup(s) that is

itself a container for layout structures and/ or leaf objects. It groups those objects

together for which specific location data is known, and maintains them positioned

as close as possible to that location.

LH_SNode is the abstract parent class for the layout structure classes. It provides

the interface to the layout structures allowing insertion and deletion of objects,

calling on the relative placement of objects and the maintenance of graph edges and

location data for layout structures.

The layout structure classes themselves are grouping constructs for leaf objects and

provide the interface to the LSTL generic layout structures. These can be

instantiated with generic objects specific to views and the objects are placed on the
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basis of the traits particular to the layout structure (e.g. Star or Graph). Grouping

rules are specified in the MasterTable.

4.1.2.2 Logical Object Hierarchy

Figure 18 shows Logical Object View of the types of parent—child relationships

allowable in the data structure and how these classes work together to form the

logical object view of the GeoVieW visual system, which is also hierarchical.

The three singletons of Root, CoordGroupSet and Top Level Structure form level 0

and level 1 of the layout hierarchy tree.

A Root instance forms the parent of the tree that represents the logical structure

and interconnections between objects (LWLeaf) and grouping constructs (children

of LU_CoordGroupSet or LH_SNode in Figure 17). The interconnections of these

objects and groups are mirrored in the Scene Graph, which is the interface to the

renderer visual system.

At the second level of the hierarchy there are two singleton instances, Viz, the Top

Level Structure and the CoordGroupSet. All objects with location data or layout

structures that have inherited location data are placed into a CoordGroup Within

the CoordGroupSet representing the geographic region given by the location.

Visual objects when they first enter the world are placed into the Top Level
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Structure, which is the base layout structure of the world. CoordOroups contain

nodes with specific location data, whilst all nodes beneath the Top Level Structure

undergo relative placement based on the layout structure of which they are a child.

The Top Level Structure works as a default layout structure for leaf nodes that have

no relevant layout rules specified in the MasterTable. The Top Level Structure is

special in that it is the only structure that may itself directly contain a child layout

structure.

Structures are layout structures that are children of the Top Level Structure,

whereas sub-structures are Layout Structures that are used to group leaf nodes that

are located-in or attached-t0 other leaf nodes. Note that the concept of attachment

and containment are the cause of the arbitrary depth of the layout hierarchy tree.

Intuitively arbitrary objects may be attached to one another and similarly objects

may be placed inside of other objects to, effectively, arbitrary depth.

The grouping objects are akin to the C3DGroup objects and the leaf nodes are akin

to the C3DLeaf objects of the Scene Graph. The parent—child relationships (edges of

the layout hierarchy) are mirrored in structure in the Scene Graph, thus the

locations of children may be specified relative to the parent object. For more

detailed design of C3D.

4.12.3 Processing

This section provides a detailed description of the processing that occurs in the
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phases of building the Geo View universe outlined in Section 4.1.1.4 of this part.

Description of the individual class methods is included in Section 5 of this part.

1. Root Initialisation

The singleton instances of thEdgeSet and LH_CoordGroupSet are created during
the initialisation of the Root (LitRoot) of the layout hierarchy The Top Level
Structure of the hierarchy is also created, which acts as the default structure node
for leaf nodes without parent structures. The root is itself created during the
GeoView initialisation. Each of the singletons are children of Root, and the Root
itself is inserted into the Scene Graph, effectively becoming the Scene Graph parent
of the layout hierarchy

2. Event Insertion and Removal

In this phase, entire objects or attributes of objects are added or removed from the
layout hierarchy data structure. The four operations are ADELOBIECT,
ADD_ATTRIBUTES, REPLACE OBJECT and REPLACE_ATTRIBUTES. This is the

initial phase and is instigated by the insertion of events by World Monitor.

Object attributes may be inversable. This means that the attribute relates to two
objects, and can be read in a left to right or right to left manner. For example, for
Object A and Object B, if we have A is_contained_within B, then the inverse of this
is B contains A. When such attributes are added to an object the inverse of the
relationship is added to the secondary object. If attributes are removed, then such
inversed attributes must also be removed from the secondary objects.

Attributes are added to, or removed from, objects that correspond to leaves in the
layout hierarchy class structure and which correspond to graphical objects in the
GeoView universe. These leaf nodes are then cached for further processing at the
end of the insertion of a batch of objects and attributes.

Section 5 of this part contains method descriptions for the following cases:

- Insertion;

0 Adding Inverse Attributes;

- NetworkObject Insertion and Removal; and

o Attribute Insertion

3. Leaf Building

In this phase, graphical objects (leaves) are built according to their visual mappings
in the MasterTable.

The LI-I_Leaf class has an aggregation relationship (’contains’) to the CV_3DObject
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class, which in turn is derived from the GeneriCBDObject class. The 3D object class
is a descendant of the CBD object classes (see reference [6]) that implement
rendering. When Visual information about a Layout Hierarchy object (leaf node)
arrives Via events it is passed on to the respective CVjDObject instance.

4. Layout Rule Application

In this phase, the parent-child relationships of leaf nodes to structure nodes and
each other are made on the basis of rules in the MasterTable. The structure nodes

that are required to perform placement of leaf nodes is cached, i.e. data structures

detailing the hierarchical relationship of objects is built, but not physically yet layed
out.

Section 5 of this part contains method descriptions for the following cases:

0 Apply Layout Structure Rules to Objects;

- Handle Generic Layout Structures;
- Handle Instance Matches;

0 Apply Attached-to Rules to Objects;

- Apply Located—in Rules to Objects;

- Find Satisfied Rules; and

o Compose Objects.

5. Leaf Edge Creation

In this phase, all edges in the GeoView Universe are placed in the LH_EdgeSet
singleton when they are created. The location of their endpoint’s are not
maintained in the traditional hierarchical relative fashion Via transform groups in
the Scene Graph since they do not conceptually have a single location, but span
two. As a result of this, each time a node or subtree in the layout hierarchy tree
changes, each edge must have its position updated.

Section 5 of this part contains method descriptions for the following cases:

- Create Edges;

o Create Edge;

0 Update Edges;

0 Add Edge; and

I Add Graph Edge.

6. Object Relative Placement
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In this phase, each level of the layout hierarchy tree undergoes placement by
caching objects requiring placement into the level above, until the root of the layout
hierarchy tree is reached. In this way, we can ensure that relative placement is
called a maximum of once only on each structure in the entire layout hierarchy.

The parent layout structure of an object places it according to the placement
algorithm of that structure. For example, a ring layout structure places its child
objects spaced evenly around the circumference of a circle. Each layout structure
has settings particular to its layout shape.

4.1.3 Layout Structure Template Library (LSTL)

This section describes the Layout Structure Template Library (LSTL), which

consists of a set of C++ formatting classes. A formatting class is one which contains

pointers to other objects (T) and performs some kind of formatting on those objects.

The LSTL classes are responsible for placing the objects they are given into layout

structures such as rings, stars, lines etc. The LSTL is a generic library and all

components of the LSTL are templates.

The LSTL contains the following template classes:

0 GenericGraph<T>

0 GenericLine<T>

0 GenericMatrix<T>

0 GenericRing<T>

o GenericStar.cT>

0 GenericRectangle<T>

o CenericTree’<T>

Each of these classes is a template, and can be instantiated to contain any type of

object. The only restriction on the object is that it must supply the required interface

functions as described in Section 5. Each of the classes in the LSTL described in the

sub-sections below defines an interface as described in Section 5 of this part.
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4.1.3.1 GenericGraph

This layout structure places the objects in a graph, based on edge connections

between those objects. The graph algorithm attempts to situate objects by spatially

representing their interconnections whilst minimising edge crossovers. The user

can specify the following settings:

- NODE SEPARATION FACTOR: This value indicates the amount of separation

between nodes in the graph (horizontal spacing) relative to a unit value of 1.0.

0 RANK SEPARATION FACTOR: As similar to node separation factor this value

represents the separation between ranks (vertical spacing).

o ORIENTATION: This value determines whether the graph is orientated top-to-

bottom or left-to—right.

The default node separation factor to rank separation factor is a ratio of 1:3. Figure

19 shows the Object Layout Structure of how the above settings relate to the graphs

produced.

4.1.3.2 GenericLine

This layout structure places the objects in a line. The user can specify the following

arguments:

0 AXIS: This determines to which axis (x, y or z) the line will be parallel.

- LINEAR DIRECTION: This determines whether fire line extends along the axis in a

positive or negative direction.

0 ORIGIN: This determines whether the origin is located at the front back or centre of
the line.

I SEPARATION: This is the amount of spacing the algorithm leaves between each

object in the line.

Figure 20 shows what the DIRECTION and ORIGIN line will look like with

various GenericLine combinations

4.1.3.3 GenericMatrix
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This layout structure places objects in a matrix. By default objects are added into

the matrix in a clockwise spiral as shown below:

24 9 10 11 12

23 8 1 2 13

22 7 0 3 14

21 6 5 4 15

2019 18 17 16

The user can specify the following arguments:

o VVIDTH_SEPARATION: This is the amount of space in the X axis that is left

between objects in the matrix.

0 DEPTH_SEPARATION: This is the amount of space in the Z axis that is left between

objects in the matrix.

0 DELETE_POLICY: This determines what the algorithm will do when an object is

removed from the matrix. It can either leave a gap, fill in the gap with the last object

or shuffle back all of the objects after the gap.

0 ORIGIN_POLICY: Determines where the true centIe of the matrix is located, either

where the first object in the matrix is placed or at the true centre.

4.1.3.4 GenericRing

This layout structure places objects in a ring. The user can specify the following

arguments:

o ANGULAR DIRECTION: This determines the direction in which objects are placed

on the ring. It can be either clockwise or anti-clockwise.

o RADIUS: This is a minimum radius for the ring. The algorithm will determine a

dynamic radius based on object size and separation and if it is less than the user

specified radius it will not be used. If it is greater it is used rather than the user
specified one.

o SEPARATION: The amount of separation to leave between objects. The greater the

separation the greater the dynamic radius of the resulting ring.

Figure 21 shows a five-object ring with CLOCKWISE direction. The origin will

always be at the centre of the ring. If a ring contains only one object then it will be
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placed at the origin.

4.1.3.5 GenericStar

This layout structure places objects in a star One object will be assigned by the user

as the root of the star and placed at the origin. The rest of the objects will be the

leaves of the star and will be placed using a GenericRing. As well as the

GenericRing arguments the user can also specify:

0 ROOT_HEIGHT: This is the amount that the root of the star is raised above the

plane.

4.1.3.6 GenericRectangle

This layout structure places objects in a rectangle. The user can specify the

following arguments:

o ANGULAR DIRECTION: The direction (clockwise or anti-clockwise) in which

objects are placed around the rectangle.

0 START_SIDE: The side on which to start layout. The sides are numbered 0-3 with 0

being the top (far) side and subsequent sides extending clockwise.

I WIDTH_SEPARATION: The separation between objects in the width axis.

0 DEPTH_SEPARATION: The separation between objects in the depth axis

- WIDTH: Specifies the width dimension of the resulting rectangle.

- DEPTH: This specifies the actual dimensions of the resulting rectangle.

If width or depth values are provided, then the radius of the objects,

WlDTH_SEPARATION and DEPTH_SEPARATION will not be used in the layout.

4.1.3.7 GenericTree

This layout structure, like GenericGraph, also places the objects in a Graph, based

on edge connections between those objects. GenericTree uses the same graph

algorithm to determine the layout, but with different parameters. The ’Tree graph is

a directed edge graph, where edge direction is determined by the MasterTable's

layout rules. For example, if the MasterTable specifies a Shared_Data_Linl<’s layout
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rule as:

”layout-structure Tree is_connected_t0==type_of( Computer )",

any Shared Data Link network object connected to a Computer, will be laid out as a

Tree, with the direction of the edge from the Shared Data Link to the Computer. In

this way, rather than the layout of a Tree being non-deterministic given the same

set of events, the Tree will be laid out in the same way each time. However, there

are a few exceptions to this rule. If two objects of the same type are connected, or if

at least one of the nodes is a structure node, then the direction becomes non-

deterministic, like GenericGraph.

4.2 Concept of Execution

The execution concept for the GeoView module, including the flow of control, is

described in Section 4.1 and Section 4.3 of this part.

4.3 Interface Design

Like DataView, GeoView interfaces with the Registry module and Tardis, which

allow events and commands to be sent to it. The events arrive from the Intelligent

Agents, and the commands arrive from the use; via different user tools, such as the

Navigation System (nay) and the Configuration Editor (ConfigEd).

The Tardis handles incoming events from the agents, and corrunands are sent to

GeoView via the Command Control Interface (CCI).

Figure 22 shows the process interactions between the View Applications

(GeoVieW/ DataView), the Registry, and the Tardis.

5. Module Detailed Design

This section contains, for the GeoView module, the detailed design descriptions for

the GeoView, LayoutHierarchy and LayoutStructureTemplateLibrary classes.
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5.1 Geo View Classes

5.1.1 Geo View Class Summary

Table 3 identifies a full list and description of the GeoView classes.

Table 3 GeoView Classes

Class NameDescri - tion Description
GVAction The GeoView s necific action class.

GVActionMan The GeoView specific action manager
class. Knows how to iterate over
La outHierarch to refuter all nodes.

GV 300b'ect The GeoView 3DObject.
GVPacketMotionEffect Class that allows Sim-1e motion effect.

 

 

 

 
GV_EventFileReader The GeoView s necific event file reader.

GV WorldMonitor The GeoView specific class for World
Monitor.

The main (singleton) class for GeoView
a a o liCatiOI’I

ControlGeoViewWorldService Class for adding GeoView specific services
to the CVSVWorld CCI interface.

Dis - la / interface handlin for GeoView.

Subclass of ApplicationSettings to hold the
a - olication s cecific set-tins for GeoView.

5.2 LayoutHierarchy Classes

5.2.1 LayoutHierarchy Class Summary

Table 4 identifies a full list and description of the LayoutHierarchy classes.
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Table 4 LayoutHierarchy Classes

LH_CoordGroup
Description

This class contains a oup of nodes whose (x, z) coordinates
all fall within a s eci ic rane.

 

LH_CoordOrou Set This class contains a set of related LH CoordCrou - nodes.

LHEdge

LWEdggSet

This class stores information about one edge in the LayoutHi-
erarch

This class is a container for all edges in the LayoutHierarchy
 

LH_Graph

LH_Leaf

LH_Node

LH_Ring

This class is a container for a group of nodes that are arranged
as an adirected ; a h.

The lowest node in the LayoutHierarchy. An LU_Leaf node

contains a NetworkObject and a corresponding SV9DObject which

contains the 3D data that represents the NetworkObject
accordin to the rnles in the MasterTable

Thislclass is a container for a group of nodes that are arranged1n a me.

This class represents a Matrix layout structure. Nodes are
added to the Matrix in a clockwise spiral.

This is the base class for all nodes in a LayoutHierarchy. This
class maintains the following variables LH_Root* mRootOfLfl
.a pointer to the root of the LayoutHierarchy. LH_Node*
mParent .a pointer to the parent of this node
C3DBranchflroup* mBranchGroup .a ointer to the branch

group that contains the geometry of '5 node. This branch-group is attached to the ranchgroup of this nodes parent.
This means that mRootOfLH.mBranchOroup contains the
geometr for the entire LayoutHierarchy (via a bit pattern). mt
mPlace this variable contains information about what layout
rules have been used to clace this node

This class represents a ring shaped layout structure. A ring
has a LU_Leaf as its root and a list of LU_Nodes as its

children. The branchgroup of the root in placed under this
nodes’ branch oup and the branchgroup of the children are
olaced under t e roots’ branch :_ ou -

This class is the top level node in the LayoutHierarchy. It is
res onsible for maintaining a list of other LI-I_Node objects
an performing layout operations on them. It contains pointer
to the MasterTable that is used forfiyout
This class is the base class for all structure nodes in the

LayoutHierarchy. All structure classes (LU_Star LU_Matrix
LU_Line etc) inherit from this base class and it provides an
extra interface on top of the standard LI-I_Node interface

 

 

 

LU_Tree

NetworkOb'ect
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 This class represents a star shaped layout structure. A star has
a LU_Leaf as its root and a list of LH Nodes as its children The

branchgroup of the root in laced under this nodes’
branch oup and the branc group of the children are placed
under t e roots branch_ on -

This class is a container for a group of nodes that are arranged
as a directed graph, where edge direction is determined by
layout relationships between different objects
. Contains information about a NetworkO 'ect
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5.2.2 Event Insertion and Removal Methods

5.2.2.1 cflnsert

This is the insertion method called directly by the World Monitor A command, a

network object and an address are specified. Dependant on the command objects

being added or removed, attributes are added or removed from the GeoView

world.

LI-LRootzzcflnserfi COMMAND, NetworkObject)

On the basis of the COMMAND :—

(Where COMMAND = ADD OBJECT or ADD_AflRIBUTES)

addInverseAttributes( networkobject ) [Section 5.2.2-2]
cflnsertNetworkObjectAdd( networkobject ) [Section
5.2.2.3]

(where COMMAND =REPLACE_OBJECT)

removelnverseAttributes ( networkObject

cflnsertNetworkObjectReplace( networkobject ) ;[Section
5.2.2.3]

addInverseAttributes ( networkObject ); [Section 5.2.2.2]

(where COMMAND =REPLACE_ATITR113UTES)
removeInverseAttributes (networkObect)

chnsertNetworkObjectAttributesReplace (
networkObject)[Section 5.2.2.3]

addInverseAttributes( networkObject ) [Section 5.2.2.2]

5.2.2.2 Adding Inverse Attributes

Each attribute is checked to see if it has a corresponding inverse attribute. If so a

lookup of the secondary object is made. If it does not exist it is created and the

inverse attribute is added to it, otherwise the inverse attribute is added to the

existing secondary object.

LHgRoot::addInverseAttributes( networkObject)

FOR each attribute in the networkobject
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IF there exists an inverse relationship
Find the objectname from the value of the attribute IF

the leaf named objectname does NOT exist

Create a leaf named objectname
ENDIF

Add the inverse relationship to the leaf using the
name of the object -

ENDIF

END FOR

5.2.2.3 NetworkObject Insertion

Each of the attributes from the passed in network object are added to the network

object of the leaf node. The leaf node is then cached for further processing after the

entire current batch of events has arrived.

LH_Root::chnsertNetworkObjectAdd( networkObject, address)

FOR each attribute in the networkobject
Call CfInsertAttrib( attribute, address ) [Section
5.2.2.4]
END FOR

Call layout(leaf)

5.2.2.4 Attribute Insertion

If the leaf object specified by address does not yet exist then a new leaf is created

and added to the lookup hash map. Otherwise the attribute is added to the existing

leafi

LH_Boot::cflnsertAttrib( attribute, address)

Do a lookup of leaf using address
IF the leaf does not exist yet

Create the leaf

Add attribute to leaf

Add leaf to leaf hash map
OTHERWISE

Add attribute to leaf

IF attribute added successfully

IFattribute added was LOCATED_AT
Do any necessary location processing

ENDIF

ENDIF

Page 816 of 1488



Page 817 of 1488

W0 02/088926 PCT/AlJ02/ll0530

122
ENDIF

5.2.3 Layout Rule Application Methods

5.2.3.1 applyLayoutstructu reRulesToObject

Structure Rules specify the logical groupings of world objects (represented as leaf

nodes in the virtual world) by mapping them to layout structures on the basis of

attribute tests. If a relevant layout structure is found Via the structure rules then it is

placed into this structure (which is created if necessary).

Lfl_Root::applybayoutstructureRulesToObject( leaf)
call findSatisfiedRules( “layout—structure”, rules,
satisfiers ) on the leaf [Section 5.2.3.4]

IF a satisfying layout structure was found

Process depending on the type of the layout structure

LAYOUT;STRUCTURE_UNE

IF the leaf is not already in a line layout
structure

Call handleGenericLayoutStructure ( rule,
satisfiers, leaf, LINE)

END IF

LAYOUT_STRUCTURE_R|NG
IF the leaf is not already in a ring layout structure

Call handleGenericLayoutStructure (rule,
satisfiers, leaf, RING)

ENDIF

LAYOUT;STRUCTURE_MAWWX
IF the leaf is not already in a matrix layout

structure

Call handleGenericLayoutStructure C rule,
satisfiers, leaf, MATRIX

ENDIF

LAYOUT_STRUCTURE_STAR
The star layout structure is specially handled.

handleStarLayoutStructure ( )

LAYOUTjHRUCTUREJSRAPH

Note that since graph is designed to merge with other

structure types, no check of being in an existing
graph is made here.

Call handleGenericLayoutStructure( rule, satisfiers,
leaf, GRAPH)

ENDIF
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1. handleGenericLayoutStructure

Assign the primary leaf node (the ’this’ object) and the secondary leaf (parameter

’leaf’) to an appropriate structure (which will possibly need to be created) on the

basis of each satisfying attribute.

LH_Root::hanclleGenericLayoutstructure( rule, satisfiers, leaf, structure)

ITERATE over each of the sa tisfier attributes

IF there exists a secondary leaf (ie. This is a two—way
.relationship match)

test if any primary leaf ancestor is in type of
structure

test if any secondary leaf’ ancestor‘ is in type of
structure

IF neither are in a structure already

Create a structure of type structure and add them
both to it

OTHERWISE IF both in different structures

merge those two structures into one of type
structure

OTHERWISE one is not in a structure
add it to the one that IS

ENDIF

OTHERWISE

handle an Instance Match

ENDIF (there exists a secondary leaf node)
END ITERATION (over each attribute)

2. handleinstanceMatch

Each instance structure is stored using a unique objectTypeName:

mappingLayoutRule key. For each instance it is checked to see if a structure for this

particular layout rule and type already exists; if so it is added to it, otherwise an

entirely new structure with this object’s type and rule signature is created.

L3_Root::handlelnstanceMatch( Structure, node, rule, rootOfStar)

Create a unique object key using CfItem: :makeAddress
with

the object type and the rule name
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IF a structure currently has this signature add this leaf
node to that structure

OTHERWISE

create the new structure

add the structure with unique key to a lookup hash map
add this leaf node to the structure

ENDIF

5.2.3.2 appIyAttachedToRulesToOb]ect

Placement Rules specify the attachment and containment relationships of world

Objects on the basis of attribute tests. If a relevant attachment relationship is found

via the layout rules then the primary object is either placed into an attachment

relationship as the parent (Le. things are attached to it) or as the child (Le. attached

to something). During this process any relevant layout rule arguments (LRAs) are

read.

Lfl_Root::applyAttachedToRulesToObject( leaf)

Call findSatisfiedRules( “attached-to”, rules, satisfiers

) on the leaf[Section 5.2.3.4]

IF any satisfying rules were found

ITERATE through each satisfying rule found

read any layout rule arguments for this layout rule
IF this is NOT an inverse rule

(The primary object is attached to a single other
parent)

find secondary leaf node using the attribute value
and the leaf hash map

set sub—structure scaling on the basis of any
layout rule arguments

Call composeObjects( primary leaf, secondary leaf,
“attached—to“, LRA’s)

OTHERWISE

(The primary object is the parent of the attached-to
relationship)

ITERATE through each satisfying attribute found
find the secondary leaf node Via the attribute

value and lookup

set sub—structure scaling on the basis of any

layout rule arguments

Call composeObjects( second leaf, prime leaf,
“attached—to”, LRA’s)

END ITERATION (each attribute)
END IF (rule is inverse)
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END ITERATION (each rule)

END IF (any satisfying rules found)

5.2.3.3 applyLocatedinRulesTo Object

Placement Rules specify the attachment and containment relationships of world

objects on the basis of attribute tests. If a relevant containment relationship is found

via the layout rules then the primary object is either placed into a containment

relationship as the parent (i.e. things are contained Within it) or as the child (i.e.

inside of something). During this process any relevant LRAs are read.

LH_Root: : applyLocatedlnRulesToObj ect ( leaf)

Call findSatisfiedRules( “located—in", rules,
satisfiers

on the leaf)[Section 5.2.3.4]

IF any satisfying rules were found

ITERATE through each satisfying rule

Read any layout rule arguments associated with the
rule

IF the rule is NOT inversed

(Primary leaf node will be located in another leaf
node)

find the secondary leaf node Via lookup using the
first satisfier attribute value

call composeObjects( primary leaf, secondary leaf,
“located—in”, LRAs)

OTHERWI S E

(Secondary leaf node will have other leaf nodes located within it)
ITERATE through each of the satisfying attributes

find the current secondary leaf node via lookup
with attribute’s value

call composeObjects(secondary leaf, primary leaf,
“located—in", LRA)

END ITERATION (each satisfying attribute)
END IF (rule is inverse?)

END ITERATION (each satisfying rule)

END IF (any satisfying rules were found)

5.2.3.4 findSatisfledRules

Find any matching structure rules from the MasterTable for the leaf node. For any

found, record the rule matched, and an array of the satisfying attributes. Wildcards

may be matched if they are present in the MasterTable. Processing of the unique
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LRA is done in this function also, matching instances as necessary.

LH_Node::findSatisfiedRules(ruleType, returned list of matching

rules , returned array indexed by matched rules of a list of attributes that
match the rule )

get the networkObject for this leaf nodebuild the list of

layout mappings associated with objects of this type via

chetChildren in mTable (eg.

“MasterTable:GeoView:Computer:layout—structure”) append
to this list any WILDCARD matches

ITERATE through each mapping layout

get the ObjectAttributeTest for the napping layout
IF the layout rule from the mapping layout is of the

required rule type

IF the secondary object is a WILDCARD
(Secondary object wildcard processing)
create any rules and satisfying attributes for this

wildcard

OTHERWISE (secondary object is not a WILDCARD)

(Secondary object normal processing)

IF the right hand side of the layout rule represents

an object type

(Relationship processing)

call getAttributesThatSatisfy to build satisfying
attributes on OAT

OTHERWISE

(Do instance processing)

IF there is a unique flag in the Layout Rule
Arguments

call doUniqueLRAProcessing( TODO )

OTHERWISE (no unique flag)
find first attribute

END IF (unique flag exists?)

5.2.3.5 composeObjects

The passed in parent and child objects are composed or aggregated into an object

composition via attachment or containment, i.e. with containment the child is

contained within the parent and with attachment the child is attached to the parent.

A child cannot be a descendant of parent is asserted.

Special processing is done in the case where the child is in a layout structure

already and the parent is not. In this case the child is removed from the layout
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structure, composed With the parent, and then the entire object composition is re-

inserted back into the original child layout structure.

Consider the case where both the parent and child are already in layout structures.

In this instance the parent takes precedence and as such the child is removed from

its layout structure and composed with the parent (implicitly placing it into the

parent’s layout structure.)

LH_Root::composeObjects( parent, child, composition type)

IF the child is already attached—to or located—in
EXIT function

END IF (child already attached—to or located-in)

IF the child is an ancestor of the parent
REPORT error

END IF (check not ancestor)

SET child structure to the layout structure (if any) that
the child is in

IF composition type is attachment

Call attach( child ) on parent

OTHERWISE (composition type not attachment)

Call contain( child ) on parent

END IF (composition type)

IF the child WAS in a layout structure AND the parent is
not

INSERT the new composite object into the child
structure

END IF (child was in layout structure and parent isn’t)

5.2.4 Leaf Edge Creation Methods

5.2.4.1 createEdges

Create any new edges that are to be associated with this leaf. During this processing, non
visible edges are updated for LSTL components (for example Graph and Tree structures.)

LH_Leaf::createEdges()

ITERATE through attributes associated with this leaf IF

the attribute’s name is “IS_CONNECTED_TO”
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Call createEdge( attribute ) [Section 5.2.4.2]

END IF (name is connected to)
END ITERATION

5.2.4.2 createEdge

Using the attribute, find the connected-to node. Ensuring there is no current visible

edge, create a new one to it.

LH_Leaf::createEdge( matching attribute)

SET connectedToNode by using the string value of the
passed in attribute
Call chetReference( connectedToNode ) to find the node’s

leaf instance (if any)

IF the node is found AND there is no current connection
to it

SET absloc to the absolute location of the current node
SET conabsloc to the absolute location of the

connectedTo node

Call addEdge( this node, bc, conn. node, conloc) on

edgeSet singleton [Section 5.2.4.4]

Call addEdge( edge ) to add any non visible graph edges
to this node[Section 5.2.4.51

END IF (node found and no current connection)

5.2.4.3 updateEdges

Update edge locations on the basis of this Leaf’s location.

LU_Leaf::updateEdges()

IF the delay processing flag is set
cache the current leaf for edge processing later

END IF (delay processing flag)

ITERATE through each of mEdges

Call setLocation() on the edge and make it the absolute
location of this leaf
END ITERATION

IF there is an attached—to structure node

Call updateEdges() on the structure node
END IF (attached-to structure node)
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IF there is a located—in structure node

Call updateEdges() on the structure node
END IF (located—in structure node)

5.2.4.4 addEdge

An edge is added to the EdgeSet singleton.

LRngeSet::addEdge( nodal, location1, node2, locationZ)

IF currentline modulus 100 yields no remainder
ALLOCATE space for another 100 lines and set them
END IF (modulus 100)

Create a new edge

Add it to mEdges

Check for edge visibility and add it to the appropriate
list

5.2.4.5 addGEdge

A non-visible edge interconnection is added on the basis of whether there is a

common Graph (or graph sub-typed) parent. This keeps edge information for

Graph and its descendents in the LSTL up to date.

LH_Lea.f::addGEdge( Edge)

SET childNodel via calling getNodel() on edge

SET childNodeZ Via calling getNode2() on edge

Look for a common graph/tree via calling

findCommonSNode() on LH_SNode
Add structure edge to the leaf

5.3 LayoutStnictureTemplateLibrary (LSTL) Classes

5.3.1 LSTL Template Class Summary

Table 5 identifies a full list and description of the LSTL classes.

Table 5 LSTL Classes

Description

GenericGraph This template class places the objects in a graph.

This template class places the objects in a line.
GenericMatrix This tenlplate class places objgts in a matrix.
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This tem alate class olaces ob'ects in a rin.
This tem ulate class olaces ob'ects in a star

GenericRectan_le This template class places objects in a rectangle.
This tem late class .laces ob'ects in a tree.

5.3.2 GenericGraph Methods

  
 

 
  

5.3.2.1 Node Separation Factor

This value indicates the amount of separation between nodes in the graph

(horizontal spacing) relative to a unit value of 1.0.

Interface: float getNodeSeparationFactorO const
void setNodeSe narationFactor const float val

5.32.2 Rank Separation Factor

As similar to node separation factor this value represents the separation between

   

ranks (vertical spacing). 
Values: Positive floatin

interface: float getNodeSeparationFactorO const

void setNodeSe - arationFactor const float val )

5.3.2.3 Orientation

This value determines whether the graph is orientated top-to-bottom or left-to-

  

right.

TOP_TO_BOTTOM, LEFT_TO_RIGHT

Interface: Graph Orientation Policy getOrientau'onO const

 

void setOrientation( const
Gra -h_Orientation_Polic orient
 

5.3.3 GenericLine Methods

5.3.3.1 Axis

This determines which axis (x, y or z) the line will be parallel to.

X_AXI8, Y_AXIS, Z_AXIS

Interface LSTL_LineAxis getAxiO const

void setAxisQnst LSTL_LineAxis axis

    
  
 

5.3.3.2 Linear Direction

This determines whether the line extends along the axis in a positive or negative
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direction.

Pom, mm

 

 
 

Interface: LSTL_LinearDirect-ion_getDirection() const

void setDirection( const LSTL_LinearDirect-ion dir)

5.3.3.3 Origin

 

This determines whether the origin is located at the front back or centre of the line.

Values: FIRST. LAST, CENTER

Interface: LSTL_LineOrigin getOrigi() const
void setOri ‘ const LSTL__LineOri ‘

 

  
5.32.4 Separation

This is the amount of spacing the algorithm leaves between each object in the line. 

Values: Positive floatin 

Interface: float getSeparatio () const
void setSe aration const float se 

5.3.4 GenericMatrix Methods

5.3.4.1 Width Separation

This is the amount of space in the X axis that is left between objects in the matrix.

Values: Positive floati_ng point

Interface: float WidthSeparationO const
void WidthSe . aration const float se .

 

 
5.3.4.2 Depth Separation

This is the amount of space in the Z axis that is left between objects in the matrix.

Values: Positive floatingppint
 

Interface: float DepthSeparationO const
void De - thSe naration const float se . 

5.3.4.3 Delete Policy

This determines what the algorithm will do when an object is removed from the

matrix. It can either leave a gap, fill in the gap with the last object or shuffle back all

of the objects after the gap.

LEAVE GAP FILL_GAP_FROM_END, SHUFFLE

 Interface: LSTL_deletePolicy_gctDeletePolic()_const
void setDeletePolic const LSTL_deletePolic uoli
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5.3.4.4 Origin Policy

Determines where the true centre of the matrix is located, either where the first

object in the matrix is placed or the true centre.

FIRST, CENTER
LSTL Ori ' olic etOri ' olic const

void setOri ' olicyi const LSTL_OriginPoli olic

 

 

 
  

Interface:
 
  
  

5.3.5 GenericRing Methods

5.35.1 Angular Direction

This determines the direction in which objects are placed on the ring. It can be

either clockwise or anti-clockwise

Values: CLOCKWISE, ANTI-CLOCKWISE

Interface: LSTL AngularDirection getDirection() coust

 

void setDirection( const LSTVAng-ularDirection dir) 
5.3.5.2 Radius

This is a minimum radius for the ring. The algorithm will determine a dynamic

radius based on object size and separation and if it is less than the user specified

radius it will not be used. If it is greater it is used rather than the user specified one. 

 

 

 

 
 

Interface: float getRadiusQ coost

void setRadius( const float radius)
 

5.3.5.3 Separation

The amount of separation to leave between objects. The greater the separation the

greater the dynamic radius of the resulting ring.

Positive floatin. mm
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Interface: float getNodeSeparationo const
void setNodeSeparation( const float nodeSeparation) 

5.3.6 GenericStar Methods

52.6.1 Root Height

This is the amount that the root of the star is raised above the plane. 

 Interface:

void setRootI-Ieight( float rootHeight)

5.3.7 GenericRectangle Methods

5.3.7.1 Angular Direction

The direction (clockwise or anti-clockwise) in which objects are placed around the

rectangle.

Values: CLOCKVVISE, ANTI-CLOCKVVISE

Interface: LSTL AngularDirection getDirection~ const

 

 

void setDirection( const LSTLAngularDirection ang) 
5.3.7.2 Start Side

The side on which to start layout. The sides are numbered 0-3 with 0 being the top

(far) side and subsequent sides extending clockwise.

hte.a1ran.e[0.-3]

Interface: int getStartSideO const
void setStartSide( int startSide)
  

5.3.7.3 Width Separation

The separation between objects in the width axis.

Positive floatin. -oint

Interface: float getWidthSeparatinO const
void setWidthSe . aration const float widthSe  

5.3.7.4 Depth Separation

The separation between objects in the depth axis.
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float getDepthSeparationo const
void setDe o thSe o aration const float de - thse . aration

5.3.7.5 Width

   

Specifies the width dimension of the resulting rectangle. 

Values: Positive floatin oint

Interface: float getWidthO const

void setWidth( const float width)
 

5.3.7.6 Depth

This specifies the actual dimensions of the resulting rectangle.

Values: Positive floating point

Interface: float getDepthO const
void setDe th const float de th

 

5.3.8 LSTL Class Interface

Each of the classes in the LSTL defines a common interface as shown in Table 6.
Table 6 LSTL Class Interface

DesciBti_on

Get an iterator to the first object in the structure.

NOTE: The type of iterator is defined in the class
itself Currently it is vector <T*>. Use

GenericStructure<Foo>:ziterator as the type may
change.

Get an iterator to the last object in the structure
Return constant iterator to beginning of children.

 

 
 

Method

iterator getFirst ( ) const   
 

 
 
 

 

 
 
 

 

 Get an iterator to the first object
in the structure.

 

 
 
  

 

 
 

 

iteratclgetLastQ const
const_iterator getFirstConst()
const

const iterator getLastconsto
const

int getNumChildrenO const Get the number of objects in the structure.
void insert( T*. element) Insert the given object into the structure. Layout will

be called if doLa out is true This is the default .

void relativePlacementO Perform layout on the objects in the structure.

  

 

 
 

  

Return constant iterator to end of children.

 

  
 

 
   
  

 Perform layout on the objects in
the structure.

void remove( T“, element)  
  

Remove an object from the structure. Layout will be
called if doLayout is true. (This is the default)

 
Remove an object from the
structure. Layout will be called if
doLayout is true. (This is the
defaultL
void set<ATTRIBUTE> ar Set the ac ooro riate attribute

Get the a- Hroriate attribute:
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Each structure may have additional methods that only apply to it. More details can

be found by looking at the interface of a particular class in automatically generated

documentation or the header files.

5.3.8.1 Memory Allocation

The template classes are not responsible for memory allocation/de—allocation for

the T * objects. In the users application the T objects should be maintained and

pointers passed to the structure templates. The application will be responsible for

complete control of the T objects.

5.3.8.2 Relative Placement

It is up to the user of the template object instance to call relativePlacementO when

they want the layout algorithm to run for a particular layout structure. The layout

algorithms will use the templated objects' getBoundsRadiusOcall to ensure no

overlap of the objects that are being placed.

5.39 T Interface

The object for instantiating a LSTL class must provide the interface as shown in

Table 7.

Table 7 T Interface

void setLocation( float x, float y, Each layout algorithm will call this method
in order to set the location for each object

The current location of the object.

    
 

 

 
 

 

 

void getLocation ( float& X, float& y.

float& 2)

char* getld ()

float getBoundsRadiusO

  
  

 
 

 
 

 A unique identifier for the object.

Each algorithm will take into account the
size of each object in the structure when
laying them out. This call should return the
radius of a sphere which completely
encom-asses the ob'ect.

 

   

  

  

6. Appendix for GeoView

This section contains a glossary to the SDD for the GeoView module. It contains
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abbreviations and definitions of terms used in the SDD.

7.1 Abbreviations

The following are abbreviations used in this document.

Term/Acronym Meaning

CCl Component Control interface

CSCI Computer Software Configuration Item

DID Data Item Description

LRA Layout Rule Argument

LSTL Layout Structure Template Library

SDD Software Design Description

SSDD System/Subsystem Design Description

SSS System/Subsystem Specification

7.2 Definition of Terms

The following are terms used in this document.

Term Description

Address A character string uniquely identifying the event and
operation.

Attachment A Child object in an attached-to relationship with a parent
object.

Attributes String representations of the facets of a world object orrelations ips to other world objects.

Batching Grouping of two or more events.

Bounds Radius The radius of influence about an object in GeoView.

Building The act of giving information to the renderer to render a leaf
node.

Composition Two or more objects in an attached-to or located—in
relationship.

Page 831 of 1488



Page 832 of 1488

W0 02/088926 PCT/A [NZ/00530

137

Configuration Item The base level abstract class that holds the name of an object

Containment

Edge

Events

Layout

Layout Rules

Layout Structure

Leaf Node

MasterTable

Network Object
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and methods for insertion, deletion and lookup of other
objects. .

A child object in a located-in relationship with a parent
object.

A physical line interconnecting two leaf nodes.

External information arriving in the form of network objects.

The act of combining the processes of leaf building, layout
rule application, edge creation and object placement.

Rules specifying the attachment, containment or layout
structure grouping of a leaf node (representing a world
object) based on its attributes.

A logical grouping construct that does placement on child
leaves based on the shape of the structure.

GeoView’s graphical building blocks representing objects in
the world.

A hierarchical set of mappin s from world objects to leaf
nodes specifying visual attri utes and layout rules.

An container of one or more attributes.
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Node

Object

Parent

Placement

Relationship

Root

Scene Graph

Structure

Sub-structure

Top Level

World Objects
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Description

The abstract base parent of layout hierarchy classes.

Represents either a leaf or layout structure in GeoView.

The node directly above the current one in the layout
hierarchy.

The act of placing an object in the GeoView Universe either
absolutely or relatively.

A string describing the logical connection between two leaf
nodes.

The singleton instance at the top of the layout hierarchy.

The Java 3D API data structure for rendering in 3D worlds

Singleton Recognised design pattern that is used to create a
class that is guaranteed to ave only one object instance in
the application.
A Layout Structure that is a direct child of the top-level
structure

A Layout Structure that is a direct child of a parent leaf
node. Used for oupin leaf nodes that are 1n a composite
with the parent eat no e.

The top most structure level of the layout hierarchy where
the parent structure is the top level structure.

Physical or logical objects that exist or are defined in the real
world .eg. Computer, Shared Data Link
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Part 5 TARDIS SPECIFICATION------------------------..---...----........---

1. Tardis Specification

Tardis is briefly discussed in Section 2.1.4 of the Shapes Vector Overview, Part 1 of

this specification.

The following is a preferred specification of its characteristics in the embodiment

described. However, it is also possible for the Tardis to operate independently and/ or

in conjunction with other elements not related to elements of the preferred

embodiment.

It is possible for Tardis to operate with just the Gestalt or just one observation sub-

system such as Geo View or Data View. It is also possible to construct configurations

of the Shapes Vector system in which the event outputs from agents is fed via the

Tardis to a third-party visualisation or analysis system, or to a text-based event

display. In cases where time—based queuing and semantic filtering of events is not

required, the system could alternatively be configured in such a way as the event

outputs from agents are delivered directly to one or more of the view components in a

real time visualisation system.

1.1 Introduction

The Tardis is the event handling sub—system of Shapes Vector. It manages incoming

events from a system Client, in a typical arrangement the Gestalt, and makes them

available for Monitors (a recipient observation sub—system) to read. There can be

many Clients and Monitors connected to the Tardis at the same time.
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The Tardis receives events from Clients via connections through Tardis Input Portals,

and uses Shared Memory as its form of inter-process communication with Monitors.

Tardis Input Portals support different types of connections, such as socket transaction.

The flow of data through the Tardis is in one direction only, the Tardis reads from the

connections with the Clients, and writes to Shared Memory.

1.2 Assumptions

For the purpose of this disclosure of a preferred embodiment, it is assumed that the

reader is familiar with the products, environments and concepts that are used with the

Shapes Vector infrastructure disclosed earlier in this specification.

2. Overview of the Tardis

The Tardis receives events from one or more Clients/Sources that can be located

physically close or remote from the Tardis and supplies them to Recipient Systems

that also can be remotely located. A Recipient system may also be a Client/Source.

Each Client/Source associates with each event an ordered data value that is, in an

embodiment, one of an incrementing series of data values. Typically the ordered data

value is representative of real or synthetic time as gauged from an agreed epoch. Since

the data value can be compared with other data values they are useful for ordering

events within a common queue (the term slot is also used in this specification to

describe the function of a queue). Since different events in different queues can have

the same data value they can be identified or grouped to provide a temporal view of

the events that does not have to be a real time View. For example, by creating one or

more spans or changing the magnitude of the span of the data values output by the

Tardis it is possible to provide control over time and then present events to the

Recipient systems relating to those times. The timed event output to a Recipient

Page 835 of 1488



Page 836 of 1488

W0 02/088926 PCT/AUOZIUOSBO

141

system could be in synchronisation with real time, if desired by the user observing the

system Recipient system output. It is also possible to change the rate of flow of the

data values selected for output from the Tardis thus controlling the time span over

which those events are presented for observation. There may be triggers available to

initiate one or more time related outputs that can be set by the observing user to assist

their detection of predetermined events. Further the triggers and their effect may be

determined by way of calculations on data values set by the user of the system. Not all

events are of the highest importance hence there is a means by which different

priority can be allocated for each event and handled by Tardis. So that an event’s

priority will determine its order of output from Tardis and/ or whether the event can

be discarded under certain circumstances such as when the system is under extreme

load. The unify bit described in this specification is an embodiment of the event

prioritization system.

There is an agreed semantic associated with each event and there will exist in Tardis a

slot for each semantic.

2.1 Components

The Tardis uses several different threads during execution, each fulfilling different

roles within the Tardis. There is the Tardis Master Thread (M Thread), a set of Event

Processing Threads (X Threads), a set of Update Threads (Y Threads), a set of New

Connection Threads (Z Threads) and a set of Control Socket Threads (C Threads).

The Tardis is comprised of various data structures, such as the Tardis Store, Slots,

Cells, Cell Pools and their Managers.

2.2 Overview of Operation
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As the M Thread starts, it creates a set of Input Portals, which represent the conduits

through which Clients send events to the Tardis. Each Input Portal creates a 2 Thread

to manage new connections for the Input Portal. The M Thread then creates a set of X

Threads (as many as specified by the user) and a set of Y Threads (as many as

specified by the user). It also creates some C Threads for conununication with external

processes Via CCI (Component Control Interface), and creates the Tardis Store. Note

that the Tardis is a process, which contains many threads, including the original

thread created by the process, the M Thread.

The X Threads grab events coming in from the Input Portal Connections and place

them in their corresponding queues in the Tardis Store. The Tardis Store resides in

shared memory. When a clock tick occurs, an update begins, which requires the Y

Threads to update the preferred double buffered event lists (there are write lists and

read lists, which switch every update, giving double buffered behaviour). When a

switch occurs, a new set of event lists is presented to the Monitors.

The Tardis is able to accept a specified set of instructions/ requests from external

entities through any one of its CCIs. This functionality is provided via the C Threads,

providing external control and instrumentation for the Tardis.

3. Tardis Concepts

3.1 Events

An event is used to represent the fact that some occurrence of significance has taken

place within the system, and may have some data associated with it. There is a global

allocation of event identifiers to events with associated semantics in the system.
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Conceptually, all events in the Tardis are the same, but in implementation, there are

two event formats. The first is an incoming (or network) event, as received by the

Tardis via an Input Portal Connection from Clients. This event consists of an

identifier, a timestamp, an auxiliary field and a variable length data field. The

auxiliary field contains the event’s unify flag, type, the length of the event’s data (in

bytes) and some unused space.

The second event format is an Event Cell, as used within the Tardis and read by

Monitors. Event Cells share some of the fields of an incoming event. They have a Cell

Pool Manager pointer (which points to the Cell Pool Manager who manages the cell),

a next cell and previous cell index (to link with other Event Cells), a first Data Cell

index (to link with a Data Cell), a timestamp, an auxiliary field (same content as for an

incoming event) and a fixed size data field.

The Cell Pool Manager pointer is used when placing a cell back into a free cell list

(within the relevant Cell Pool Manager). The next cell index is used when the cell is in

a free cell list, a data Cell list or an Event Cell queue or list. The previous Event Cell

index is used when the Event Cell is in an Event Cell queue. The only other difference

between a network event and an Event Cell is that an Event Cell has a fixed size data

field and a first Data Cell index instead of a variable length data field. For reasons of

efficient storage, the first part of the variable length data field is placed in the fixed

size data field of the Event Cell. The rest is placed in a sequence of Data Cells which

each point (via an index, not an address) to the next Data Cell, with the last possibly

being partially filled. The first of the sequence of Data Cells is pointed to by the first

Data Cell index.

The identifier, auxiliary field and timestamp are 64 bits each, with the timestamp

being conceptually divided into two 32 bit quantities. Within the auxiliary field, the

unify flag is 1 bit, the type is 4 bits and the data length is 16 bits (the data length is
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expressed in bytes, allowing up to 64Kb of data to accompany each event). This leaves

43 bits of unused space in the auxiliary field.

The cell indices are all 32 bit (allowing a Cell Pool with more than four billion cells).

The size of the fixed size data field is to be specified at compile time, but should be a

multiple of 64 bits.

For strong reasons of efficiency and performance, Event Cells and Data Cells are

stored together in common pools and are the same size. The format of a cell (Event

and Data Cell) is shown in Figure 23.

The following are examples of some events:

1. object information (one event id for each type of object)

— signal that a new object has been discovered or that an update of the attributes of

the object is available.

2. object attribute information (again one event id for each type of object)

— signal that there is new or updated information for an object attribute.

3.2 TimeStamp

The timestamp indicates the time at which the event was generated at the source. It

consists of two 32-bit quantities indicating with second and nanosecond components

the elapsed time since 00:00 Universal Time (UT) 1 January 1970. Note that specifying

this in terms of Universal Time allays any potential problems with events from

different time zones. The timestamp is read but not modified by the Tardis. It is stored

as a single 64-bit quantity, and should be stored so that the Tardis using a single 64-bit

instruction can compare timestamps. The Clients are responsible for ensuring the

timestamp is in an appropriate format.
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3.3 Shared Memory

The Tardis creates a shared memory segment during start—up. This is so that the

Tardis and a number of Monitor processes have fast access to the Tardis Store, which

contains all the structures relevant to the Monitors as depicted in Fig. 24.

3.4 Time

Dealing with time within Shapes Vector is complex and raises many issues. The issues

range from the relatively simply issue of having to deal with different time zones

(from sensors distributed about the place), to synthetic time and its relationship with

events in the Tardis.

3.4.1 Universal Time

In order for events to be collated and assessed there needs to be a global clock or

frame of reference for time with which events can be time encoded. The standard

Universal Time (UT) is an obvious candidate for such a frame of reference.

3.4.2 Synthetic Time

Synthetic time is closely associated with the read lists. The actual synthetic time

indicates the time associated with the read lists as read by the Monitors.

The Tardis maintains a Synthetic Time Window, which has a width (the amount of

synthetic time between the beginning and end of the window) and a velocity (the

amount of synthetic time the window moves by after each clock tick). The front edge
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(towards the future) of the window represents the Current Synthetic Time. Synthetic

Time and the Synthetic Time Window are shown in Figure 25.

Updates occur at every clock tick. During the update process, the Y Threads use the

Synthetic Time Window to process events. Note that the Synthetic Time Window has

no relation with real time, and has no bearing on the amount of real time between

updates, since the timing of an update is controlled by an external clock mechanism.

The Synthetic Time Window is used to guide the processing of events.

35 Process and Thread Activity

The Monitors and Clients operate independently of the Tardis in different processes.

The Tardis process consists of several different types of Threads, whose behaviour

needs to be controlled to protect shared data.

In order to control the threads, the MThread needs to be able to signal some threads to

engage and to disengage. In order to ensure a thread has disengaged, the MThread

needs to signal the thread to disengage, and then confirm a response from the thread

indicating it has indeed disengaged. This introduces a problem, in that the MThread

may signal a thread to disengage, but the thread in question may be busy, and will not

check to see if it should disengage in a timely fashion. In this event, the M Thread will

be wasting time waiting for the response. In some cases, this is unavoidable, however,

the thread may be engaged in an activity which is thread safe. If this is the case, the

MThread should not wait for a response from the thread, and can continue safely, so

long as the busy thread checks to see if it should disengage before engaging in thread

unsafe activity.
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Hence each thread should have a flag it maintains indicating whether it is engaged or

not. It should also have a flag it maintains indicating whether it is safely engaged or

not. Finally, the M Thread should maintain a flag per type of thread it controls (ie. one

for X Threads, one for Y Threads and one for Z Threads).

4. Functional Overview of the Tardis

4.1 Tardis Threads

The Tardis is made up of several different types of threads which work together to

make the Tardis function. The M Thread is the master thread, and controls the other

threads and the update process. X Threads have the job of reading events from the

Input Portals, obtaining and populating Event and Data Cells and placing the Event

Cells in the appropriate Slot's queue. Y Threads are called on during every update to

take certain Event Cells from a Slot's queue, and to place them in the Slot’s event list.

Z Threads are responsible for creating new connections with Clients through the

Input Portals. C Threads are responsible for handling CCI commands and requests.

This is shown in Fig. 26.

Note that the M Thread is the only .thread that directly interacts with another thread.

The scheduling of these threads is important, and revolves around an update, which

occurs when a clock tick occurs. When the Tardis is not doing an update, the X

Threads are handling incoming events and the 2 Threads are handling new

connections. When an update occurs, the X and Z Threads are disengaged and the Y

Threads engaged to update the event lists. At the end of an update, the Y threads are

disengaged and the X and Z Threads engaged again.
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The M Thread and the C Threads are never disengaged.

Figure 27 shows when each thread and process is waiting (to be engaged or for the M

Thread, for a clock tick). The shaded areas show where the thread or process is not

waiting-

The shaded areas represent time periods where:

0 Client processes are possibly sending events throughout the time they are connected

to the Tardis. The Tardis does not have an effect on the process activity of Clients or

Monitors. Note that a Client may produce a burst of events and then shutdown, or it

may run for an extended period of time, possibly sending events continually or

sporadically.

0 Monitors are able to read the current read lists. They are able to detect any event list

switching during reading. Note that if the Monitors finish their processing of the read

lists and cells, they wait until the next update to go into action again.

- The Tardis is receiving events from Clients and making events available to

Monitors.

' The M Thread is controlling an update.

0 The X Threads are engaged and busy storing incoming events. They are also

detecting Input Portal Connections that have timed out and adding them to their own

”to-remove" lists of Input Portal Connections.

° Y Threads are updating the next read lists (the current write lists) and discarding

old non -unified events.

0 Z Threads are accepting Client requests for new Input Portal Connections. They are

also creating new Input Portal Connections and placing them in their own ”to-add"

lists of Input Portal Connections.

0 C Threads are servicing requests and commands received via CCI.
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The X Threads loop through Input Portal Connections, and collect ones which

timeout, but do not modify the list of Input Portal Connections. The Z Threads create

new Input Portal Connections, but also do not modify the list. This is to avoid X and Z

Threads blocking each other over access to the shared list. However, whilst both are

disengaged, the to-add and to-remove lists each maintained are used to modify the

shared list.

4.2 Tardis Operation

Upon start-up, the MThread creates the shared memory segment, creates a set of

Input Portals (and a Z Thread per Input Portal), creates a number of X Threads and Y

Threads and then sits in a loop. When a new Client requests an input connection on

an Input Portal, the 2 Thread for that Input Portal creates an Input Portal Connection

object which is later added to the M Thread's Input Portal Connection list.

The Tardis has a number of X Threads responsible for the management of incoming

events. X Threads grab events from Input Portal Connections, so each Input Portal

Connection needs to be protected by a lock. These events are stored directly into the

event queue of the appropriate Slot by the X Threads, so each Slot needs to be

protected by a lock. Hence an X Thread can be blocked attempting to get the lock on

an Input Portal Connection, and then on the resulting Slot. This should be expected,

and by having many X Threads, such blocking need not significantly affect

performance (the more X Threads there are, the more blocking will occur, but it will

be less significant because other X Threads will use the time constructively).

When a clock tick occurs, the M Thread begins an update. First it flags the X Threads

and Z Threads to disengage and ensures they are disengaged or safely executing.

Then it signals the Y Threads to engage. When the Y Threads have finished the

update, they are disengaged and the X and Z Threads are engaged.
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The MThread then updates the current synthetic time, switches the event lists,

increments the update counter and prepares the write lists for writing (discarding

events in the write lists, which have been read by Monitors). The order of the last

operations is critical as the current synthetic time must be updated before the event

lists are switched which must be done before incrementing the update counter. The

order is used by the Monitors to detect a switch and preserve data integrity.

The Tardis uses multiple Z Threads (one per Input Portal) to accept new Client

requests for an Input Portal Connection. For the purpose of protecting data from

being written to whilst being read, or written to simultaneously, the Z Threads are

placed in a wait state at the same time as the X Threads, and started again at the same

time as the X Threads. This means that at any one time, either the Z Threads or the M

Thread has access to the Z Threads’ to-add lists.

However, the Z Threads may be blocked whilst accepting new connections, so the Z

Threads indicate if they are in a safely executing state. The Z Threads relieve from the

MThread the job of accepting and creating new connections, which leaves the M

Thread better able to maintain responsiveness.

The X and Y Threads may also declare themselves as safely executing in order to

reduce the latency that comes with waiting for all X or Y Threads to disengage.

4.3 Tardis Store

Figure 28 gives an overview of the array of Slots residing within the Tardis Store in

shared memory. Each Slot has an index to the first and last Event Cells in its Event

Cell queue. It also has an index to the first event in the read and write lists. All Event

Cells and Data Cells are from a Cell Pool, although which pool does not matter.
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In order to store an event, X Threads first look—up the event id in a Slot Mapping

Array. This returns an index to the array of Slots. The Slot contains all the entities the

X Thread needs to perform its operations (indices, lock, Guaranteed Cell Pool, unify

flag etc.). With this information, the X Thread can obtain and populate the Event Cell

and required Data Cells. The X Thread can also insert the Event Cell in the Slot's

queue after getting hold of the lock for that Slot (as there could be multiple X Threads

trying to insert Event Cells in the same Slot’s queue). The event queue for each Slot is

time-ordered (based on each Event Cell's tirnestamp). The last Event Cell in the queue

has the largest timestamp the first in the queue is the smallest. The event queue is

represented by the first and last Event Cell indices.

The event lists shown in Figure 29 have their roles switch between the read and write

lists each update. These lists are represented by an index to the first Event Cell in the

list (the oldest). The lists are separated (broken) from the queue by clearing the index

pointers between the newest event in the list and the oldest event in the queue. Hence

the Y Threads merely manipulate Slot and Event Cell indices.

When a switch occurs at the end of an update, the event list nominated as the write

list becomes the read list (from which Monitors can access the events) and the event

list nominated as the read list becomes the write list (which Y Threads will manipulate

during the next update).

The event lists are strictly controlled via several variables for each Slot. These define:

1. The maximum number of events allowed in an event list.

2. The maximum number of unified events allowed in an event list.

3. The maximum number of non-unified events allowed in an event list.
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The variables are adhered to in the order of the potential events. Table 1 below gives

some examples for a potential event queue of: ”U, U, N, U, N”, with the last event at

the head:

 

 

 
   

Table 1

The three variables provide flexible control over the lists. Similarly, there are variables

accessible via CCI to monitor the demand for places in an event list (from queued

events), and the events which get into an event list (listed events).

Initially, max events is 1, max unified is 1 and max non unified is 1, as in the case of

the first example in the table above. This gives behaviour similar to that of Tardis 2.1,

where only one event can be made available to Monitors per update, and it is the first

potential event in the event queue.

For an event that is received by the Tardis, it can ”leave” the Tardis in one of three

ways:

' Discarded — An event is discarded if it is never considered for placing into an event

list. This could be because an X Thread determined it could discard the event, that is,

not insert it in an event queue. An event is also discarded if it is placed in a queue, but

subsequent changes to the Slot’s unify flag and a subsequent call to clear the queue

out resulted in it being discarded.
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- Expired —The event made it into an event queue, but was removed by a Y Thread

from the event queue because it did not meet the criteria to get into a read list and

synthetic time passed it by (non unified).

° Listed — The event made it into an event queue and into a read list and was made

available to Monitors. Eventually it was cleared out of a write list.

4.3.1 Guaranteed Cell Pools

The Cell Pool holds a Guaranteed Cell Pool dedicated for each Slot as well as the

Shared Cell Pool, which it uses to store the incoming events and data. When a cell

(event or data) is required for a Slot, the Slot’s Guaranteed Cell Pool Manager is used.

If the Guaranteed Cell Pool Manager is unable to supply a cell (ie. it has no free cells),

it attempts to get a cell from the Shared Cell Pool Manager.

The total number of cells allocated on start-up by the Cell Pool (Ntc) is given by the

following formula:

Ntc = (Ngc * N5) + Nsc where,

Ngc is the number ofguaranteed cells per Slot, ie. per Guaranteed Cell Pool

N5 is the number ofSlots, and

NSC is the number ofshared cells within the Shared Cell Pool.

The Shared Cell Pool and the Guaranteed Cell Pools behave in the same way, they

maintain a linked list of free cells and they have a lock for accessing that list. Each cell

has a Cell Pool Manager pointer so that it can be returned to the appropriate Cell Pool

Manager’5 free cell list.
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Hence no entity in the Tardis needs to make a distinction between a guaranteed cell

and a shared cell

5. Tardis Clock

A Tardis Clock is a process, which sends clock tick commands to the Tardis’ Synthetic

Time CCI server. This action triggers an update in the Tardis and provides the

mechanism for the Tardis to move through synthetic time and make events available

to Monitors. The rate at which clock ticks are received by the Tardis in real time is the

update rate in real time. It should be noted that if the Tardis’ synthetic time window is

less than the Tardis Clock’s period, then it is possible that the Tardis’ synthetic time

could move ahead of real time.

5.1 Clock Ticks

Clock ticks occur when a set of rules defined by a Virtual FPGA (Field Prograrmnable

Gate Array) is satisfied. The inputs to the FPGA is a word in binary form, where each

bit corresponds to the availability of a clock event for that bit position.

The FPGA is shown in Figure 29, with the table representing the fuse bits shown

below along with the resulting clock tick expression:

tick=(A&C)or(A&B&C)or(C)or(A&B&C)

The fuse bits allow rules to be applied to the input word bits (A, B, C, ...) to determine

whether a clock tick should occur. A fuse bit of 1 means it is not blown and the

relevant bit is input to the relevant AND gate. The results are combined by an OR

gate. If a row of fuse bits is not needed then the fuse bits should all be 0.
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Table 2, of clock counters is also maintained, as is shown below. When a clock event

with a certain ID is received, the clock event count for that event is incremented.

When a clock tick occurs, all clock event counters are decremented (but cannot be less

than zero). A bit of the FPGA input word is formed if the corresponding counter is

non ZGIOI
 

Clock Event ID Clock Event counter FPGA Input word (1) 

1 

 
1

0 
 

Table 2

If each row of fuse bits is considered a binary word (W1, W2, W3, ...) then a rule will

fail if:

rule fail = II 8: W

So a tick should not occur when:

tick fail = (!I & W1) & (!I &; W2) 8: (!I &W3)

Therefore a tick should occur when:

tick = 1((11 & W1) 2;: (!I & w2)&(11&w3))

This can be evaluated very quickly. Note that since it is assumed that the Tardis is

built for a 64-bit architecture, we can allow for 64 unique Clock event IDs and as many

rules as required. If we allow for n rules, the fuse bit table uses 11 64 bit words.

Event IDs are allocated to clock event sources via CCI, which can also be used as a

mechanism to modify the FPGA fuse bit table and the clock event counters.
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6. Monitors

Monitors connect to the shared memory segment created by the Tardis on start-up.

This allows the Monitors to be able to read data from the Tardis Store, such as the

read lists that have just been processed by the Tardis. Note that they may use a Tardis

Store Proxy to do this.

The Monitors need to wait until a switch has occurred, and they need to be able to

detect a subsequent switch if one comes before they finish reading from the read list.

To do this, the Monitors wait for the update counter to change indicating a switch.

They then read all the data it requires from the array, making local copies of data. It

can verify the integrity of the data by checking that the timestamp has not changed.

This is required every time data is read from the array. Even if the timestamp has not

changed, if a pointer is then used to get data, the timestamp needs to be checked again

to ensure that the pointer hasn’t been de-referenced. This means that a Monitor

should collect all the data it needs from shared memory first, and then act on that data

once its integrity has been verified.

There may be many different types of Monitors, but they need to get data from the

Tardis in a similar way.

7. Clients

7.1 Overview

Clients communicate with the Tardis via Input Portal Connections. The Tardis’ Z

Threads almost continuously check for new Clients so they can accept new Input
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Portal Connections.

Connections can be made through different Input Portals, so the Tardis may have

Clients sending events Via sockets, and other paths, such as via shared memory.

The user and the Clients can request the number of available Inputs Portals, the type

of available Input Portals, their identifiers and the details for available Input Portals

from the Tardis via CCI, and then establish connections on a specific Input Portal (as

specified by type and identifier). An identifier is preferably an ordered data value

associated with the event by the Client. It may in a preferred embodiment be a integer

within a range of natural numbers.

There may be many different types of Clients, but they need to send data to the Tardis

in a similar way.

Tardis Appendix/Glossary

A.1 Tardis

The Tardis is the event handling sub-system for Shapes Vector. The Tardis receives

events from Tardis Clients and stores the events in shared memory for Tardis

Monitors to read.

A.2 Tardis Monitor

Tardis Monitors are the event observation sub-systems for Shapes Vector. They read

and process the events made available for Monitors by the Tardis.
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A3 Tardis Client

Tardis Clients connect to the Tardis and send events through an Input Portal

Connection. The Input Portal can be of several different types, such as a socket

connection or shared memory.

A.4 Input Portal

An Input Portal is an object representing a conduit through which events are sent to

the Tardis. Each Input Portal can have multiple Input Portal Connections that are

specific connections through an Input Portal through which a single Client sends

events to the Tardis. Each Input Portal has a type and an identifier.

A.5 Mutex

Mutexes are mutual exclusion locks that prevent multiple threads from

simultaneously executing critical sections of code, which access shared data.

A.6 Semaphore

A semaphore is a non—negative integer count and is generally used to coordinate

access to resources. The initial semaphore count is set to the number of free resources,

then threads increment and decrement the count as resources are added and removed.

If the semaphore count drops to zero, which means no available resources, threads

attempting to decrement the semaphore will block until the count is greater than zero.
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A.7 X Threads (Event Processing Threads)

X Threads are responsible for obtaining a new event from the Input Portal

Connections and processing the event by storing it in the Tardis Store. They also

detect timed out Input Portal Connections.

A.8 Y Threads (Array Managing Threads)

Y Threads are responsible for updating the lists of events to be read by the Monitors.

They do so by manipulating Slot and Event Cell indices for event queues. Y Threads

are each responsible for updating the event queue for a specified range of Slots.

A.9 Z Threads

Z Threads are responsible for accepting new connection requests from new Clients

and creating new Input Portal Connections. These Input Portal Connections are added

to a list, which is added to the M Thread’s list when the Z Threads are waiting.

A.10 Guarantee

Guarantees are a set of pre-allocated Event/ Data Cells (created upon start-up), used

as the first choice of storage area for events and data for each Slot.

Tardis Features Summary

TARDIS features specifically include:
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1. A set of slots where each semantic is associated with a unique slot. No slot is

reused as the system evolves.

2. A slot logic, which allows for flexible handling of prioritised events.

3. A synthetic clock which can be set to tick in a flexible user-specified manner.

4. A taxonomy superimposed over the slots in order to group and catalogue like

semantics

It will be appreciated by those skilled in the art, that the inventions described herein

are not restricted in their use to the particular application described. Neither are the

present inventions restricted in their preferred embodiments with regard to particular

elements and/ or features described or depicted herein. It will be appreciated that

various modifications can be made without departing from the principles of these

inventions. Therefore, the inventions should be understood to include all such

modifications within their scope.
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. An event-handling system that receives from one or more sources one or more

events, each event having associated therewith by the issuing source one of an

ordered data value and a semantic, wherein said event-handling system makes

available one or more events to one or more recipient systems, said event-handling

system comprising;

one or more event queues having a predetermined semantic wherein events

having said predetermined semantic are queued according to their

associated data value;

a means to determine events to be made available to said one or more

recipient systems if an event has a data value within one or more defined

said data ranges.

2. An event-handling system according to claim 1 wherein an event is a statement

of knowledge.

3. An event handling system according to claim 1 wherein a human determines

the semantic.

4. An event—handling system according to claim 1 wherein a human determines

the semantic during operation of said event-handling system.

5. An event-handling system according to claim 1 wherein there is an agreed

semantic mapping of events to a event queue between sources, recipients and the

event handling system.
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6. An event—handling system according to claim 1 wherein a new semantic

requires a new event queue.

7. An event-handling system according to claim 1 further comprising an input

portal for receiving events in accordance with a predetermined method.

8. An event-handling system according to claim 7 wherein said predetermined

method is socket transactions.

9. An event-handling system according to claim 1 further comprising an output

portal for making available events to recipients in accordance with a predetermined

method.

10. An event-handling system according to claim 9 wherein said predetermined

method is shared memory.

11. An event-handling system according to claim 1 wherein one or more said

sources are geographically remote of said event-handling system.

12. An event—handling system according to claim 1 wherein one or more said

recipients are geographically remote of said event-handling system.

13. An event-handling system according to claim 1 further comprising means to

change the span of one or more said ranges.

14. An event-handling system according to claim 1 further comprising means to

change the position of one or more said ranges within the span of the ordered data

values.
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15. An event-handling system according to claim 1 further comprising means to

change the magnitude of change of position of one or more of said ranges within span

of said ordered data values.

16. An event-handling system according to claim 13 wherein a human controls the

magnitude and position of one or more said ranges.

17. An event-handling system according to claim 13 wherein said range control is

synchronous with an external time.

18. An event-handling system according to claim 17 wherein said external time is

real time.

19. An event—handling system according to claim 1 further comprising one or more

trigger means to initiate a change in a respective range.

20. An event-handling system according to claim 19 wherein control of said trigger

means is achieved by logical rules associated with the receipt of zero or more triggers.

21. An event-handling system according to claim 1 wherein said data value of an

event can be modified by using one or more data value transforms.

22. An event-handling system according to claim 21 wherein said data value

transform is the addition or subtraction of a constant to a data value.

23. An event-handling system according to claim 21 wherein said data value

transform is the multiplication of a data value by a constant.
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24. An event—handling system according to claim 1 wherein a recipient system

controls the operation of a said trigger means.

25. An event—handling system according to claim 1 wherein events are discarded if

their data value is not within a predetermined data value range.

26. An event handling systems according to claim 1 wherein said event further

comprises a priority indicator that has one or more values such that said event is

made available to one or more recipients in accordance with a priority event handler.

27. An event handling systems according to claim 1 further comprising event

priority determination means that allocates or changes priority values of one or more

events in one or more queues.

28. An event handling systems according to claim 1 further comprising a control

interface that permits the modification and observation of the event-handling system.

29. An event handling systems according to claim 28 wherein said control interface

permits control of said event queues.

30. An event handling systems according to claim 28 wherein said control interface

permits control of said position of the range within the space spanned by the ordered

data values.

31. An event handling systems according to claim 28 wherein said event-handling

system further comprises a means to change the magnitude of the change of position

of the range within the ordered data values and wherein said control interface

controls said means to Change the magnitude of the change.

Page 864 of 1488



Page 865 of 1488

W0 02/088926 PCT/A [NZ/00530

170

32. An event handling systems according to claim 31 wherein said control interface

permits control by a human of the magnitude and position of the range.

33. An event-handling system according to claim 28 further comprising one or

more trigger means to initiate a change in a respective range and wherein said control

interface controls said trigger means.

34. An event-handling system according to claim 28 further comprising modifying

a data value with one or more data value transforms wherein said control interface

controls the application of said transforms.

35. An event-handling system according to claim 28 wherein said event further

comprises a priority indicator that has one or more values such that said event is

made available to one or more recipients in accordance with a priority event handler

and wherein said control interface controls the application of said one or more priority

values.

36. An event-handling system according to claim 28 wherein said control interface

is remotely accessible by means located remote of said event-handling system.

37. An event-handling system according to claim 36 wherein a human or a

computer controls said control interface.

38. An event-handling system according to claim 29 wherein a human or a

computer determines the maximum size of an event queue.

39. An event-handling system according to claim 29 wherein a human or a

computer determines the maximum quantity of queues.
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40. An event-handling system according to claims 26 and 29 wherein a human or a

computer determines the maximum quantity of priority events.

41. An event-handling system according to claim 28 wherein a human or a

computer shuts down said event-handling system.

42. An event-handling system according to claim 28 wherein one or more said

observations are used to dynamically and autonomously control said event-handling

system.

43. An event-handling system according to claim 1 wherein a recipient system

comprises one or a combination of graphical, aural and haptic representation devices.

44. An event-handling system according to claim 1 wherein a recipient system is

also a source.

45. An event-handling system according to claim 1 wherein a recipient system is

another event-handling system.

46. An event—handling system according to claim 1 wherein one or more event

queues have a unique predetermined semantic.

47. A system of one or more event-handling systems according to claim 1 receiving

events from the same sources and providing events to different recipient systems.

48. A system of one or more event-handling systems according to claim 1 receiving

events from the same sources and sharing queues and providing events to the same

recipient systems.
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NAVIGATION SYSTEM, METHOD AND SOFTWARE FOR FOOT

TRAVEL

TECHNICAL FIELD

The present invention relates to navigation systems, and in particular the

invention relates to personal navigation systems.

BACKGROUND OF THE INVENTION

Reliable navigation systems have always been essential for estimating

both distance traveled and position. Some of the earliest type of navigation

systems relied upon navigation by stars, or celestial navigation. Prior to the

development of celestial navigation, navigation was done by "deduced" (or

"dead") reckoning. In dead-reckoning, the navigator finds his position by

measuring the course and distance he has moved from some known point.

Starting from a known point the navigator measures out his course and distance

from that point. Each ending position would be the starting point for the course—

and—distance measurement.

In order for this method to work, the navigator needs a way to measure

his course, and a way to measure the distance moved. Course is measured by a

magnetic compass. Distance is determined by a time and speed calculation: the

navigator multiplied the speed of travel by the time traveled to get the distance.

This navigation system, however, is highly prone to errors, which when

compounded can lead to highly inaccurate position and distance estimates.

An example of a more advanced navigation system is an inertial

navigation system (lNS). The basic INS consists of gyroscopes, accelerometers,

a navigation computer, and a clock. Gyroscopes are instruments that sense

angular rate. They are used to give the orientation of an object (for example:

angles of roll, pitch, and yaw of an airplane). Accelerometers sense a linear

change in rate (acceleration) along a given axis.

In a typical INS, there are three mutually orthogonal gyroscopes and

three mutually orthogonal accelerometers. This accelerometer configuration will
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give three orthogonal acceleration components which can be vectorially

summed. Combining the gyroscope—sensed orientation information with the

summed accelerometer outputs yields the ]NS’s total acceleration in 3D space.

At each time—step of the system’s clock, the navigation computer time integrates

this quantity once to get the body’s velocity vector. The velocity vector is then

time integrated, yielding the position vector. These steps are continuously

iterated throughout the navigation process.

Global Positioning System (GPS) is one of the most recent developments

in navigation technology. GPS provides highly accurate estimates of position

and distance traveled. GPS uses satellites transmit signals to receivers on the

ground. Each GPS satellite transmits data that indicates its location and the

current time. All GPS satellites synchronize operations so that these repeating

signals are transmitted at the same instant. The signals, moving at the speed of

light, arrive at a GPS receiver at slightly different times because some satellites

are farther away than others. The distance to the GPS satellites can be

determined by estimating the amount of time it takes for their signals to reach

the receiver. When the receiver estimates the distance to at least four GPS

satellites, it can calculate its position in three dimensions.

When available, positioning aids such as GPS control navigation error

growth. GPS receivers, however, require an unobstructed view of the sky, so

they are used only outdoors and they often do not perform well within forested

areas or near tall buildings. In these situations, an individual using a GPS is

without an estimate of both distance traveled and position. Therefore, a need

exists for a system that integrates the best navigation features of knowri

navigation techniques to provide an individual with estimates of position and

distance traveled, regardless of where they might travel.

SUMlVIARY OF THE INVENTION

The present invention provides solutions to the above—identified

problems. In an exemplary embodiment, the present invention integrates

traditional inertial navigation and independent measurements of distance

traveled to achieve optimal geolocation performance in the absence of GPS or

2
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other radio—frequency positioning aids. The present invention also integrates the

use of GPS to control navigation error growth. However, when GPS signals are

jammed or unavailable, the present system still provides useful level of

navigation performance.

The expected performance characteristics of reasonably priced

INS sensors, in particular the gyroscopes, have little practical value

for long—term navigation applications (>60 seconds) using inertial

navigation algorithms alone. Dead reckoning techniques provide a

better long-term solution; however, for best performance, these

techniques require motion that is predictable (i.e., nearly constant

step size and in a fixed direction relative to body orientation).

Unusual motions (relative to walking) such as sidestepping are not

handled and can cause significant errors if the unusual motion is used

for an extended period of time. Integrating traditional inertial navigation

and independent measurements of distance traveled offers a solution to achieve

optimal geolocation performance in the absence of GPS or other radio-frequency

positioning aids.

In one exemplary embodiment, the invention provides a navigation

system for mounting on a human. The navigation system includes one or more

motion sensors for sensing motion of the human and outputting one or more

corresponding motion signals. An inertial processing unit coupled to one or

more of motion sensors determines a first position estimate based on one or more

of the corresponding signals from the motion sensors. A distance traveled is

determined by a motion classifier coupled to one or more of the motion sensors,

where the distance estimate is based on one or more of the corresponding motion

Signals. In one embodiment, the motion classifier includes a step—distance model

and uses the step—distance model with the motion signals to determine the

distance estimate.

A Kalman filter is also integrated into the system, where the Kalman

filter receives the first position estimate and the distance estimate and provides

corrective feedback signals to the inertial processor for the first position
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estimate. In one embodiment, the Kalman filter determines the corrective

feedback signals based on the first position estimate and the distance estimate

and past and present values of the motion signals. In an additional embodiment,

input from a position indicator, such as a GPS, provides a third position estimate,

and where the Kalman filter provides corrections to the first position estimate

and the distance estimate using the third position estimate. The Kalman filter

also provides corrections (e.g., modifications) to parameters of the motion model

based on the errors in the distance estimate. In one embodiment, the

modifications to the model parameters are specific to one or more humans.

The present invention also provides for a motion classification system.

The motion classification system includes first sensors coupled to a processor to

provide a first type of motion information, and second sensors coupled to the

processor to provide a second type of motion information. In one exemplary

embodiment, the first sensors are a triad of inertial gyroscopes and the second

sensors are a triad of accelerometers. A neural-network is then employed to

analyze the first and second types of motion information to identify a type of

human motion. The neural-network is used to identify the type of human motion

as either walking forward, walking backwards, running, walking down

or up an incline, walking up or down stairs, walking sideways,

crawling, turning left, turning right, stationary, or unclassifiable.

Once identified, motion models specific for the motion type are used to estimate

a distance traveled. The distance traveled estimate is then used with the

navigation system for mounting on the human to provide distance

traveled and location information as described above.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 shows an exemplary method of the present invention.

Figure 2 shows an exemplary method of the present invention.

Figure 3 shows an exemplary method of the present invention.

Figure 4 shows a system of the present invention.

Figure 5 shows a system of the present invention.
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Figure 6 shows an exemplary method of the present invention.

Figure 7 shows a system of the present invention.

Figure 8 shows plots of neurons representing different types of human

motion.

Figure 9 shows plots of neurons representing different types of human

motion.

DETAILED DESCRIPTION

An exemplary navigation/geolocation system for an individual is

disclosed. The exemplary system provides enhanced navigation and position

estimates for users traveling on foot. The exemplary system uses inertial

navigation information gathered from the individual, a motion algorithm which

identifies the motion type of the individual (e.g., walking) along with Kalman

filtering to estimate travel distance and position. More particularly, the

exemplary system compares the data from the motion algorithm and an inertial

navigation processing unit using the Kalman filter to determine reliable travel

distance and position information. This information is then used to estimate the

individual’s position and distance traveled. In one embodiment, the present

system is incorporated into a self-contained apparatus, which is worn by the

user.

The exemplary system can also incorporate information gathered from a

global positioning system (GPS) or other radio frequency positioning aids. GPS

provides superior position and distance traveled information as compared to

either the inertial navigation processing unit or the motion model algorithm. The

exemplary system uses the additional GPS input to correct estimates of distance

and position from the inertial navigation processing unit and modify the motion

model parameters to maintain optimal performance.

Small low—cost inertial sensors (i.e gyroscopes and accelerometers) make

the standard strapdown inertial navigation algorithms useful for only short

periods of time (<60 seconds). Conventional dead~reckoning techniques, which

can provide better navigation performance than inertial navigation over longer

periods of time, require the individual to move predictably (i.e., nearly constant

5
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step size and in a fixed direction relative to body orientation) for accurate

geolocation and navigation information. Unfortunately, the user does not always

move in a predictable manner and unusual motions (relative to walking), such as

sidestepping, crawling, running, climbing, etc. are not correctly interpreted by

conventional dead reckoning techniques. As a result, significant errors

accumulate, eroding the accuracy of the conventional dead—reckoning systems.

GPS is one possible means of providing accurate geolocation and

distance traveled information. However, GPS, and other RF location aids, are

not always available because of satellite or transmitter outages, obstacles to

radio—signal transmissions, and so forth. This leads to an unacceptable situation

in which the individual’s position and distance traveled are not accurately

accounted for due to the shortcomings of using either the inertial navigation or

traditional dead-reckoning systems alone.

An advantage of the exemplary system is the ability to continue to

provide accurate estimates of geolocation and distance traveled even when GPS,

or other RF positioning aids, are not available. The exemplary system solves

these, and other, problems by integrating inertial navigation and motion—model

algorithms using a Kalman filter for estimating the geolocation of the user in the

absence of GPS or other radio—frequency position aids. The exemplary system

also allows for user—specific enhancements and changes to the motion

classification model when GPS positioning is used.

Figure 1 shows an exemplary method of estimating foot-travel

position according to the present invention. At 100, one or more

motion signals are sensed through one or more motion sensors, and

one or more navigation signals are sensed through one or more

navigation sensors for providing motion data about a user. In one

embodiment, the one or more motion sensors include accelerometers

and gyroscopes as are used in inertial navigation systems. In an

additional embodiment, the one or more motion sensors can further

include magnetic sensors and step sensors as are used in dead '

reckoning systems.



Page 895 of 1488

W0 (ll/88477 PCT/USOl/15491

10

15

20

25

30

Page 895 of 1488

At 110, a first position estimate for the foot—travel position is determined

from the one or more motion signals. In one embodiment, the first position

estimate includes an estimate of the individual’s geolocation, along with the

distance traveled, as derived from signals from the accelerometers and

gyroscopes as used in inertial navigation systems.

At 120, a second position estimate for the foot-travel position is

determined from the one or more navigation signals. In one embodiment, the

second position estimate includes an estimate of the individual’s geolocation,

along with the distance traveled, from the magnetic sensors and step

sensors as are used in dead reckoning systems.

At 130, the first position estimate and the second position estimate are

then integrated to determine corrections to the first position estimate.

In one embodiment, the first and the second position estimates of foot—travel are

determined by using past and present values of either the navigation signals or

the motion signals. For example, a Kalman filter is used to provide the

corrections to the first position estimate. The first estimate then represents

an optimal system solution. Either the first or the second position

estimate of geolocation and distance traveled is then displayed in a

human-perceptible form, such as on a display terminal.

Figure 2 shows a second exemplary method of estimating foot-

travel position according to the present invention. At 200, one or

more motion signals are sensed through one or more motion sensors,

and one or more navigation signals are sensed through one or more

navigation sensors for providing motion data about a user. In one

embodiment, the one or more motion sensors include accelerometers,

gyroscopes, and magnetic sensors as are used in inertial navigation

and/or dead reckoning systems.

At 210, a first position and attitude estimate for the foot—travel position

is determined from the one or more motion signals. In one embodiment, the first

position estimate includes an estimate of the individual’s geolocation and
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attitude, along with the distance traveled, derived from signals from the

accelerometers and gyroscopes used in inertial navigation system.

At 220, a distance traveled estimate for the user is determined from the

one or more navigation signals. In one embodiment, determining the distance

traveled estimate is from a motion model for the type of motion being performed

and an estimate of step frequency.

At 230, the first position and attitude estimate, the distance traveled

estimate, and heading determined from the magnetic sensors are then

integrated to determine corrections to the first position and attitude

estimate. In one embodiment, the distance traveled and magnetic heading are

compared to equivalent values generated from the first position and attitude

estimates to generate Kalman filter measurements. The Kalman filter is used to

provide the corrections to the first position and attitude estimate. The first

estimate then represents the optimal system solution. The first

position estimate of geolocation and distance traveled is then

displayed in a human-perceptible form, such as on a display terminal.

Figure 3 shows an additional exemplary method of estimating

foot—travel position according to the present invention. At 300, one or

more motion signals are sensed through one or more motion sensors,

and one or more navigation signals are sensed through one or more

navigation sensors for providing motion data about a user. In one

embodiment, the one or more motion sensors include accelerometers,

gyroscopes, and magnetic sensors as are used in inertial navigation

and/or dead reckoning systems.

At 310, a first position and attitude estimate for the foot—travel position

is determined from the one or more motion signals. In one embodiment, the first

position estimate includes an estimate of the individual’s geolocation and

attitude, along with the distance traveled as derived from an inertial navigation

system.

At 320, a distance traveled estimate for the user is determined from the

one or more navigation signals. In one example, this is determined from

8
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determining both the motion class of the step being taken and the frequency of

the steps.

At 330 one or more RF signals are sensed through one or more

RF antennas. In one embodiment, the RF signals emanate from the

GPS satellite constellation.

At 340, a third position estimate is determined from a position

indicator. In one embodiment, the position indicator is a GPS

receiver.

At 350, differences between the first position estimate and the third

position estimate are then taken and used by a Kalman filter to determine and

provide corrections to the first position and attitude estimate and the model used

to generate the distance traveled estimate at 320. In one embodiment, a

difference between the first position estimate and the third position estimate is

taken and used by the Kalman filter to identify errors in the first position

estimate. The parameters of the motion model (used to estimate distance

traveled) are then modified based on the errors in the first position estimate.

The first estimate then represents the optimal system solution. The

first and/or the third position estimate of geolocation and distance

traveled is then displayed in a human-perceptible form, such as on a

display terminal.

Figure 4 shows an exemplary navigation system 400 for mounting on a

human according to the present invention. The system 400 includes a

computer or processor 404 having one or more motion (or navigation)

sensors 410 for sensing motion of the human and outputting one or more

corresponding motion (or navigation) signals. In one example, the sensors 410

include an inertial navigation motion sensor 414 and magnetic sensors 418.

The system 400 further includes a motion classifier 420, where the

motion classifier 420 is coupled to one or more of the navigation sensors and the

motion sensors 410. The motion classifier 420 uses the signals from the sensors

410 to determine a distance estimate. The motion classifier 420 implements an

algorithm, which models step distance. In the exemplary system, a linear
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relationship between step size and walking speed that is tailored to the individual

user is used. One example of this linear relationship is found in Biomechanics

and Energetics ofMuscular Exercise, by Rodolfo Margaria (Chapter 3, pages

107—124. Oxford: Clarendon Press 1976).

In one example, the magnetic sensors 418 and the accelerometers of the

inertial navigation sensors 414 are used to estimate step frequency and direction.

In one embodiment, the magnetic sensors 418 consist of three

magnetic sensors mounted orthogonally. Distance traveled and direction

of travel are determined using both the frequency of step (i.e., number of steps

counted per unit time) along with the heading of the steps. The motion classifier

420 then takes the estimated step length, the frequency of steps, and the motion

direction for the steps, and calculates the distance traveled estimate.

The system 400 further includes an inertial processing unit 430 coupled

to the motion/navigation sensors 410. The inertial processing unit 430 uses the

signals from the one or more navigation sensors and the motion sensors 410 to

determine the first position estimate. The inertial navigation sensors 414

includes a triad of accelerometers and a triad of gyroscopes that

provide the navigation signals of orthogonal movement and direction

in three dimensions to the inertial processing unit 430. The inertial

processing unit 430 then processes the signals according to known techniques to

provide the first position estimate and the attitude estimate. The first position

and attitude estimates and distance traveled estimate are then used in

determining corrections that are applied back to the first position and attitude

estimates.

In the exemplary system 400, as motion and direction are sensed by the

magnetic sensors 418 and the inertial navigation sensors 414 (e.g., when the

individual moves) samples of data are taken from the sensors at a predetermined

rate. In one embodiment, the sensors of the inertial navigation sensors 414 are

sampled at a rate of 100 samples/second, where measurements are taken on the

rates on the three axes and the acceleration on the three axes. The sampled data

is then supplied to both the inertial processing unit 430 and the motion classifier

10
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420. The inertial processing unit 430 processes the data with a navigation

algorithm to determine the first position estimate, which can include both

direction and heading and the distance moved in that direction.

In the exemplary system, data samples supplied to the motion classifier

420 are analyzed for artifacts indicative of motion, such as peaks exceeding

predetermined thresholds in the acceleration data indicating movement (e.g., a

step) of the individual. As an artifact meeting the requirement to indicate

movement, the time the artifact occurred is recorded and saved in the motion

classifier 420, while the data continues to be analyzed for additional artifacts.

Based on additional artifacts, along with acceleration information, a rate at

which the individual is stepping is estimated by the motion classifier 420. The

step period (i.e., time between each step) is used by the motion classifier to

estimate the step distance based on the classification of the motion by the motion

classifier 420.

The system 400 also includes a Kalman filter 440 Which

receives and integrates the first position estimate and the distance

traveled estimate to determine corrective feedback signals using the

past and present values of the navigation signals. In one

embodiment, the Kalman filter 440 allows for‘poor distance estimates

to be identified and ignored through Kalman filter residual testing,

thus improving the overall solution. The residual test provides a

reasonableness comparison between the solution based on the

distance estimate (and heading angle) and the solution computed

using the inertial navigation equations. This allows the algorithm of

the exemplary system to combine the best features of dead-reckoning

and inertial navigation in the absence of GPS or other RF aids,

resulting in positioning performance exceeding that achieved With

either method alone.

The Kalman filter 440 estimates corrective feedback signals

and provides the corrective signals to the inertial processing unit 430 to

correct the navigation error and the first position estimate. In one
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embodiment, the data from the motion classifier 420 and the inertial processing

unit 430 are buffered and samples of the data are sent to the Kalman filter 440.

This information provides a measure of the length of each step and the time the

step was taken. A total distance traveled is estimated by adding the distances

from the estimates of each step length by the inertial processing unit 430. The

total distance traveled is also estimated through the use of the motion classifier

420 from the rate and number of steps taken by the individual. The Kalman

filter 440 receives the distance-traveled estimates from the inertial processing

unit 430 and the motion classifier 420 and uses the difference between the two

values to calculate an error. The error between these tWo estimates is taken by

the Kalman filter 440 and this value is input as a measurement into the Kalman

filter 440 for determining the error corrections for the first position estimate.

A simple case to visualize is a sidestep. The motion model assumes that

the heading given by the magnetic sensors is the direction of travel. However,

the actual direction is 90 degrees off from the heading. The inertial navigation

sensors sense acceleration in the sideways direction, enabling the inertial

processing unit 430 to accurately estimate the change in position corresponding

to the sidestep. The difference between the motion model solution and the

inertial solution is detected in the residual test, and the motion model input to the

Kalman filter 440 would be ignored. In a conventional dead—reckoning system,

the error in the assumed direction of travel is difficult to detect, leading to error

buildup when normal walking patterns are not followed. So, based on models of

the inertial sensors in the Kalman filter and the motion classification from the

motion classifier 420, the Kalman filter 440 estimates an error in the

measurements made by the sensors of the inertial navigation sensors 414 and

makes corrections to the standard navigation set. In other words, the Kalman

filter 440 modifies the results of the inertial navigation position and distance

traveled estimate resulting from the inertial navigation sensors 414). Navigation

information (e.g., the first position estimate and the distance estimate) is then

provided by the processor 404 through an output terminal 460 in human

perceptible form.
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In an additional embodiment, the present system uses the Kalman filter

440 in a blended inertial navigation system. In the blended inertial navigation

system, the magnetic heading derived from the magnetic sensors 418 is

compared and integrated with the heading as derived from the inertial processing

unit 430. The difference between magnetic heading and the heading derived

from the inertial processing unit 430 becomes another measurement to the

Kalman filter 440. The Kalman filter 440 uses this measurement to correct

errors in either the magnetic sensors or in the heading derived from the inertial

navigation sensors 414 (e.g., from the gyroscopes).

For example, where pairs of steps are detected not only are the step

distances sent to the Kalman filter 440, but also the step directions so that the X—,

Y— and Z— coordinate frames of the step direction can be determined. In the

exemplary system, the heading solution derived by the Kalman filter is then

taken as a best—estimate heading, where a heading that is half way between the

heading of the two steps is used to estimate the direction of the sensed motion.

Thus, this additional embodiment does not use a pure magnetic heading, but

rather uses a heading derived from all available sensors.

In an additional embodiment, a dead—reckoning system (having a

magnetometer and accelerometer) could replace the magnetic sensor 418 and the

motion classifier 420 of Figure 4. The dead-reckoning system would provide a

second position estimate based on both sensed heading and step frequency. In

one embodiment, a solid—state “strapdown” magnetometer (consisting of three

flux sensors mounted orthogonally) could be used, where a three—axis

accelerometer set is used to resolve the magnetic fields into a heading angle. A

flux gate type magnetometer could also be used. The first position estimate

provided by the inertial processing unit 430 and the dead—reckoning system are

then supplied to the Kalman filter, which could supply correction feedback to

both the first and second position estimates.

Figure 5 shows an exemplary system 500 according to the present

invention. The system 500 includes components similar to those in system 400,

but system 500 further includes one or more additional position—aiding indicators

coupled to a third input of the system 400 to supply a third position estimate to
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the processor 404 of the system 500. Exemplary position—aiding indicators

include a global positioning receiver/processor of a global positioning system

(GPS), and/or an altimeter. In one embodiment, global positioning

receiver/processor is used with a differential GPS (d-GPS) system. In one

embodiment, the position information supplied by the altimeter is used with the

motion classification algorithm to determine the type of motion being performed.

Other input to the system can include human input through landmark

identification, and initial position input (i.e., an absolute position).

In an exemplary embodiment, a d-GPS 510 receiver/processor and an

altimeter 520 are incorporated into the system 500. The d—GPS 510 allows for

information to be gathered which accurately tracks the time and the position of

the moving user. The use of the d-GPS 510 allows for an additional set of

values for the distance traveled and position for the individual (where the other

values for the position and distance traveled were derived from the inertial

processing unit 430 and the motion classifier 420). The d—GPS 510 provides

superior position and distance traveled data as compared to either the inertial

navigation or motion classification.

The Kalman filter 440 integrates the distance—traveled estimate from the

d—GPS 510 and the inertial processing unit 430. In one embodiment, the

distance—traveled estimate of the two units will result in different values for the

distance traveled. In this embodiment, the Kalman filter 440 treats the

difference between these two estimates as a measurement. Based on this

measurement, the Kalman filter 440 modifies the estimate of the inertial

navigation. The Kalman filter 440 is also programmed to supply estimated

motion data by taking the difference in distance estimate measurements from the

motion model and the d-GPS position estimate. Based on the difference, errors

in the motion model estimates (e.g., first position estimate) are identified and

modifications are made to the parameters of the motion models for better

estimates of position and distance traveled by the motion models. In one

embodiment, changes to the motion model parameter values are specific to the

human user.
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Additionally, embodiments derive a heading from the d—GPS 510

position estimates when an individual travels a sufficient distance. This heading

information can then be used to calibrate the magnetometer. This information

can also be used with the heading values from the magnetic sensors and the

inertial processing unit 430 to provide the blended heading solution as

previously described to give the best estimate of the heading using all available

devices. The distance traveled and the position of the human is then displayed in

a human perceptible form on the output terminal 460.

An exemplary system consists of a Honeywell Miniature Flight

Management Unit (MFMU), a Watson Industries magnetometer/inertial

measurement unit (IMU) (1—2° heading accuracy), a Honeywell BG1237 air

pressure transducer, and a Trimble DGPS base station. The MFMU include a

Honeywell HG1700 ring laser gyroscope (RLG)—based IMU (1°/hr gyro bias, 1

mg acceleration bias) and a Trimble DGPS—capable Force 5 CIA—code GPS

receiver. These components were mounted on a backpack that was relatively

rigid when properly strapped on.

The following is an overview of the processing flow and highlights of the

special processing features being done in the navigation with the integrated

Kalman filter.

Kalman Filter Definition

The exemplary Kalman filter is implemented with 27 error states. Specifically,

sv = [ApvApy,Apz,Avx,Avy,sz,wx,wy,t/JZ,gbx,gby,gbz,abx,aby,abz,

fgps , pgm , hblmm , ds, dl, daz, del, eb, es1,ec1, e52, ec2]T

where
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sv= [Ap,,Apy,Apz,Avx,Avy,AVz,llI,,l/Iy,l/Iz,gbx,gby.gbz,abx,aby7abz,

fgps , pep: , hbbm , ds, dl, daz, del, eb, esl,ec1, es2, ec2]r

where

ApX , Apy ,Apz 2 horizontal position errors in local level frame

Avx , Avy , Avy = horizontal velocity errors in local level frame

l/lx , my , W: = attitude error in the local level frame

gbi = uncalibrated gyro biases

abi = uncalibrated accelerometer biases

fgps = GPS clock frequency error

p gm = GPS clock phase error
hb

ds = Step model slope error

ham = Barometric altimeter bias error

d1 = Step model length error

daz = Step model azimuth boresight error

del 2 Step model elevation boresight error

ch = magnetometer bias error

esl = magnetometer one cycle sine error

col = magnetometer one cycle cosine error

es2 = magnetometer two cycle sine error

ec2 = magnetometer two cycle cosine error

The measurements for the exemplary Kalman filter include up to 8 GPS pseudo

ranges, a baro altimeter altitude, three components of the step length distance

and the magnetometer heading. Since the Kalman is implemented with error

states, these measurements are all computed as errors from the inertial

navigation solution. The measurement vector is written in the following form:

y=[Ap1 ApZ April Ahb Apxmc Apymc Apzmc All/mag}

The GPS/INS integration filter, which forms the basis of this application, has

been implemented many times and will not be elaborated on here. Rather just
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the extensions for barometric altimeter motion classification and magnetometer

aiding will be described.

Barometric Altimeter Aiding

There is one Kalman state for the altimeter aiding, the altimeter bias, which is

treated as a random constant.

sv(18) = altimeter_bias (initial value = 0.0 feet)

The initial covariance for this state is:

PO(18,18) = 2.7e6 feet2

The corresponding state transition matrix element and plant covariance term are:

¢(18,18) = 1.

q(18,18) = 10.feet2

The necessary elements in the measurement matrix, h, are simply

h(i,3) = 1.

h(i,18) = 1. .
And the measurement error covariance is:

r(i,i) = 9.0 feet2

The index, i, is used to indicate the measurement number in the measurement

array, since the number of measurements is a variable.

Motion Classification Aiding

There are four Kalman filter states associated with Motion Classification, a slope

for the step length model, a zero velocity step length for the model and azimuth

and elevation boresight errors between the nominal stepping direction and the X

axis of the inertial sensor assembly. Embodiments that classify additional

motions, such as walking backward, walking sideways, or running, may require

additional filter states. However, the exemplary embodiment has four states for

“normal” walking.

17
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The states for the basic motion classification (MC) model are:

sv(19) = mc_slope_error ( initial value = 0.27 seconds)

sv(jZO) = mc__length0_error (initial value = 1.4 feet)

sv(21) = mc_azimuth_boresight_error (initial value = 0.0 radians)

sv(22) = mc__elevation_boresight__error (initial value = 0.0 radians)

The initial covariances for these states are:

P0(19,19) = 0.0025 sec2

P0(20,20) = 0.09 feet2 '

PO(21,21) = 0.0025 radiansz

PO(22,22) = 0.0025 radiansz

The corresponding state transition matrix elements and plant covariance terms,

assuming a random-walk error model, are

¢(19,19) =1.

¢(20,20) = 1.

¢(21,21) =1.

s¢(22,22) = 1.

q(19,19) = aim

(100,20) = as,»

q(21,21) = dim

q(22,22) = 037,22

where

a m = random spectral intensity ( 0.001 used for all terms)

The equation that describes the Motion Classification (MC) measurement for the

Kalman filter is:

2 =61)” +I//><6P"V —C6d" +77"1C

where
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z = measurement vector (3x1)

51)” = position error vector in local vertical frame

1]] = attitude error vector

bl): = delta position since last measurement in local vertical frame

C = body to local vertical transformation matrix

6d?“c =2 Motion Classification error vector in body coordinates

17 = white noise on position measurements

The equation for step distance in terms of the time period of the step is also

required for the definition of the Kalman filter.

dl = lodts
dis f- S

 

where

l0andS are step models parameters, unique for each individual

dts is the time period of the step

Typically, several steps will occur during one Kalman period, dt , therefore the

total step distance during that period is approximated by

lodtkf

dz" = dtm — s
 

where

dtm is the average period of the steps during the last Kalman period .

From these equations the h matrix for the measurement model are defined. In

one embodiment, the dimension of the matrix is variable, where a maximum

matrix dimension is 13x27. The local vertical navigation position change

components since the last measurements are [dxl, dyl, dzl]. The indices for these

measurements are designated k, k+1 and k+2. Then

dxb = C(1,1) dxl + C(2,1)dy1+ C(3,1) dzl
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h(k,4)=dtkf

h(k,8) = dzl

h(k,9) =-dy1

h(k,19) = - C(1,1) *lo * dtkf /(dt —S)2
flVE

h(k,20) = ’ C(1,1) * dtkf /(dtave _ S)

h(k,21) = -C(1,2) * dxb

h(k,22) = C(1,3) * dxb

h(k +1,5) = dtkf

h(k+1,7) =-dzl

h(k+1,9) = dxl

h(k+1,19 = — C(2,1) *lo *dtkf “dim ‘3)2

h(k+1,20) = - C(2,1) *dtk, /(dt,,ve — S )

h(k+1,21) = —C(2,2) * dxb

. h(k+1,22) = C(23) * dxb

h(k + 2,6) = dtkf

h(k+2,l) = dyl

h(k+2,2) = -de

h(k+2,l9) = - C(11) *lo * dtkf /(dtave -S)2

h(k+2,20) = - C(3,1) *a’tg Kdtm ~ S)

h(k+2,21) = -C(3,2) * dxb

h(k+2,22) = C(3,3) * dxb

The measurement covariance terms used for the step distance inputs are:

r(k,k) = 0.09 feet2
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r(k+1,k+1) = 0.09 feet2

r(k+2,k+2) = 0.09 feet:

To avoid causing inappropriate changes to the step model parameters, columns

19 through 22 of the h matrix are set to zero if the class of motion is not

determined to be "walking" or if GPS or some other external position aid is not

available.

Magnetometer Aiding

One exemplary error model for a magnetometer is

hdg_error = eb + esl sin(hdg) + ecl cos(hdg) + 682 sin(2*hdg) + 602

cos(2*hdg)

where hdg is the navigation heading and eb, esl, ecl, es2, ec2 are constants, with

eb = bias offset

es1,ecl = one cycle errors

e32,ec2 = two cycle errors.

The Kalman filter estimates each of these random constants in the error equation

using the following state variables:

sv(23) = eb (initial value = 0.0)

sv(24) = esl (initial value = 0.0)

sv(25) = ecl (initial value = 0.0)

sv(26) = e52 4 (initial value = 0.0)

sv(27) = e02 (initial value = 0.0)

The initial covariances for these states are:
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P0(23,23) = 9. degree2

P0(24,24) = 9. degree2

PO(25,25) = 9. degree2

PO(26,26) = 9. degree2

P0(27,27) = 9. degree2

The corresponding state transition matrix elements and plant covariance terms

are:

¢(23,23) = 1.

¢(24,24) = 1.

¢(25,25) = 1.

¢(26,26) = 1.

¢(27,27) = 1.

q(23,23) = 0.01degree2

q(24,24) = 0.01degree2

q(25,25) = 0.01degree2

q(26,26) = 0.01degree2

q(27,27) = 0.01degree2

Based on the problem geometry and the heading error equation given above, the

measurement matrix elements are defined below assuming the magnetometer

measurement is the nth measurement.

h(n,7) =-cos(hdg) tan(pitch)

h(n,8) =-sin(hdg) tan(pitch)

h(n,9) =—1.0

h(n,23) =—1.0

h(n,24) =—sin(hdg)

h(n,25) =—cos(hdg)

h(n,26) =—sin(2*hdg)
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h(n,27) =-cos(2*hdg)

where hdg and pitch are the heading and pitch from navigation in radians.

The measurement variance used is

r(n,n) = 9.0 degree2

Error Resets

At the end of each cycle of the Kalman processing, the error state

variables estimated for the barometric altimeter, the magnetometer, the step

model and the navigation parameters are applied to the appropriate correction

terms. The state variables are then reset to zero for the start of the next Kalman

cycle. The barometric error state is summed into an accumulated bias correction

that is applied to each barometric altitude output. The magnetometer error states

are summed into the corresponding coefficients of the heading error equation.

This error equation is evaluated for each heading output and the result applied as

a correction to the measured heading. The error states for the step model are

summed into previous values used for the slope and minimum length parameters

used in the step equation. At the start of processing these two parameters are set

to nominal values.

The exemplary embodiments described herein can be

incorporated into a portable unit, which is carried or worn by the

user. For example, each of the components can be incorporated into a

backpack or similar type structure, which can be strapped to the user

With one or more straps, belts, or‘fasteners (e.g., hook and loop type

fasteners). Alternatively, the components of the present invention

can be integrated into a single unit, which is worn around the waist

or arm of the user. In addition, the executable portions of the present

invention can be stored on and read from read/writeable storage

medium, including a magnetic, optical or electronic storage medium.

In addition, it is understood that the calculation functions of the
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present subject matter may be executed either as firmware in a

microprocessor and/or in separate specifically designed circuitry.

The present invention also includes a method of classifying human

motion. In one embodiment, the classified human motion is used in conjunction

with motion models specific for the type of motion identified to provide first

position estimates. Figure 6 shows an example of the method of classifying

human motion. At 600, one or more motion signals are sensed. In one example,

the motion signals are sensed from inertial gyroscopes and accelerometers.

At 610, the motion signals are then compared to stored, motion data. In

one embodiment, the stored motion data includes predetermined maps of

classified human motion. The Classes of human motion that can be identified

include walking forward, walking backwards, running, walking down or up an

incline, walking up or down stairs, walking sideways, crawling, turning left,

turning right, stationary, or unclassifiable. This list of motion type is exemplary

and not limiting. Other motion types are known and considered Within the

present invention. At 620, the type of human motion is then identified based on

the comparison of the motion signals to stored motion data.

In one example, comparing the signals to the stored motion data is

executed in a neural network, where one or more neurons of the motion signals

are generated and compared to neurons of the stored motion data of classified

human motion. The type of motion is then identified as the neuron of classified

human motion neuron having the smallest difference (closest fit) to the neuron

generated from the signals.

Figure 7 shows an example of a neural network system 700. In one

embodiment, the neural network system 700 is used to identify and classify

different types of human motion. Once classified, motion models that are

specific to the type of human motion are then used to provide first distance

estimates. In one embodiment, the motion models for the different types of

human motion can be executed in the motion classifier 420 to provide the first

position estimate. In this example, the type of motion would first be classified.

The motion model for that class of motion would then be applied and a first
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distance estimate determined. The Kalman filter 440 Would also be used to

provide feedback corrections to the motion models to provide user specific

motion model corrections.

The neural network system 700 includes a processor 710 to which is

coupled first sensors 720 and second sensors 730. The first sensors 720 provide

a first type of motion information and the second sensors 730 provide a second

type of motion information. In an exemplary embodiment, the first sensors 720

are a triad of inertial gyroscopes and the second sensors 730 are a triad

of accelerometers. The first and second sensors are attached to the

user and measure the angular acceleration and linear accelerations

along an X-axis (defined as a forward direction perpendicular to the

body plane), a Y-axis (defined as sideward direction perpendicular to

the X-axis) and a Z-axis (defined as the direction perpendicular to X

and Y axes). The processor 710 digitizes‘the time-series signals from

the six sensors for the sensed motion. The time-series signals are

divided into 2.56-second signal segments that correspond to 256 data

points on which Fast Fourier Transform (FFT) computation is

performed. Data analysis and classification are based on the

information embedded in each signal segment (6 signal slices for the 6

sensors in each segment). The processor 710 then uses the first and second

types of motion information to identify a type of human motion.

In one embodiment, a Self-Organizing Map (SOM) neural network is

utilized for identifying and classifying an individual’s motion. For example,

features extracted from the signal segment are fed into the SOM

neural network for clustering analysis as well as classification. The

SOM contains predetermined clusters of neurons that represent a

variety of human motion types. For example, predetermined clusters

of neurons can be generated that represent forward and backward

walking, walking sideways, walking up or down a slope, walking up

or down stairs, turning left, turning right, running, or stationary,

along with other human motions.
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In identifying and classifying the human motion, a motion

vector is received from the first sensors 720 and the second sensors

730. The processor 710 creates one or more neurons representing the

motion vector(s) and then compares the neuron representing the motion input

vector to the clustered neurons representing various types of human motion. In

one embodiment, the type of human motion is identified based on the neurons of

the predetermined human motions which has the smallest difference with the

neurons representing the motion vector.

In a more particular example, the exemplary system 700

classifies the individual’s motion by first constructing samples from

the sensed signals by segmenting the signals for all kinds of different

motion patterns (stationary, left turn, right turn, walking on flat,

walking on slope, walking up/down stairs, etc.). The samples are then

reduced by low-pass filtering and features are extracted from the

data. In the exemplary embodiment, this entails using a FFT to

transform the original time-domain data to the frequency domain by

rejecting components of the resulting power spectrum that exceed a

certain cut—off frequency. The information, or the energy, of the

signal is primarily concentrated in the low frequency components, and

the frequency components (coefficients) higher than a cutoff

frequency, fc, can be ignored. The exemplary embodiment uses a cut-

off frequency of 15 Hz. By providing a cut-off frequency the number of

data points for each sensor is reduced from 256 to 40. The input

feature vector can then be formed by keeping the lower 40 frequency

coefficients for each sensor. The vector length would be 240

(40*6z240) if data from 6 sensors are put together and would be 120 if

either the gyroscope data or the acceleration data were used

separately (for example to avoid input scaling problems). The low-

pass filtering is also helpful for suppressing high-frequency noise.

Other embodiments omit filtering altogether, and use band-pass
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filtering, or high-pass filtering, or even adaptive filtering based on

step frequency or other control variables.

The SOM neural network then clusters the dimensional data

automatically by organizing the position of neurons in the input space

according to the intrinsic structure of the input data. SOM is one type

of neural network that can learn the clustering structure of the input data. It is a

competitive learning system that behaves as an adaptive vector—quantization

system. SOM involves two spaces: feature (or map) space and the input data

space. The feature space ER’"(m is typically 1 or 2) is usually discretized into a

finite set of values called the map (a set of coordinates where the neurons

locate). Vectors 'z' in this feature space are only allowed to take values from this

set. An important requirement on this set is that distance between members of

the set exists. For example, a set of regular (fixed), equally spaced points like

those from m—dimensional integer lattice are used for the map, but this is not

necessary. In one embodiment, fixed (integer lattice) feature locations are used.

The finite set of possible values of the feature set is denoted as ‘I’ =

{‘i’, 3132 ,...,‘_?b} (for example, for a 6 by 6 2—D map, b is 36). Each element {[3].

is the coordinate vector of neuron j. Note that the elements of the set are unique,

so they can be uniquely specified either by their indexes or by their coordinates

in the feature space. We will use the notation ‘1‘ (j) to indicate the element {P}.

of the set ‘I‘. The input space SR“ (d is the dimension or length of the input

vector) is where the input data vectors locate. During the training process, the

position of neurons in the input space (5]., j = l,...,b) is adjusted and controlled

adaptively by the input data as well as the neighborhood function defined in the

feature space.

Each neuron is then trained so that the position of the neurons in input

space have been fixed. After training, the clustering result can be presented by

mapping the input vectors to the SOM map (nearest-neighbor mapping with L2

distance). The number at each neuron position in the map space means the

number of input vectors that are mapped to this neuron location. The
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sharper/narrower the (empirical) distribution of the numbers for each class, the

better the clustering results. This means the features extracted can be used to

successfully separate different classes. The performance of the feature clustering

can be viewed and evaluated by 3-D graphs.

Figure 8 shows 3-D graphs representing a 6x6 SOM map showing the

magnitude of the FFT coefficients of the gyroscope data as the input. Similarly,

Figure 9 shows 3—D graphs representing a 6x6 SOM map showing the magnitude

of the FPT coefficients of the acceleration data as the input. Differences in the

SOM mappings are utilized to distinguish and classify an individual’s motion

given an individual’s motion vector. In one embodiment, the neuron that

has the smallest distance from the input vector in the input space is

selected and the class (properties) associated with this neuron can be

used to predict the motion status of the input vector. Additional

classifiers can also be used with the present subject matter. These

other classifiers include, but are not limited to, K—Nearest Neighbors

(KNN), Multi-Layer Perceptron (MLP), or Support Vector Machine

(SVM).

With respect to the exemplary SOM neural network, two different

algorithms are described. The first is a flow-through version and the second is a

batch version. The flow-through version, which is particularly useful for real-

time processing, uses an on-line training algorithm where individual training

samples are presented one at a time. The batch version algorithm needs more

memory to store all the training data at one time, but is faster. And it is more

closely related to the vector quantization algorithm.

For the SOM batch algorithm, the locations of the neurons in the feature

space are fixed and take values 2‘ e ‘l’. The locations of the neurons in the input

space 91d are updated iteratively. Given training data it, ,i = l,...,n and initial

centers (neuron positions in input space) EJ. , j =1,...,b, repeat the following

steps:
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l- m

Partition the input data according to the L2 distance between input vectors

and neurons. For each input data point find the winning neuron:

.. . .. _. 2 .

zi =‘P(arg minucj —xi|| ), z: 1,...,nj

2. Update neuron positions

Update the positions of neurons in input space Std using the weighted

average of all input data samples:
n

ZiiKIZ<ZPZi>
E. =-‘i————, i =1,...,n

’ 2K (2,- . z)

where K0, is a neighborhood function with width parameter a . Note the

neighborhood function is defined in feature space rather than in input space. In

one embodiment, a rectangular or Gaussian neighborhood function can be used.

The function and the width decrease used are

| 2 — 212
2122 (k)

a k [km__ final

a(k) _ ainit£ a ]I‘m"!

 
Ka(k)(292, =exP “

 

where k is the iteration step and km is the maximum number of iterations, which

is specified by user. The initial neighborhood width 04,,“ is chosen so that the

neighborhood covers all the neurons. The final neighborhood width afimz

controls the smoothness of the mapping and is usually chosen to cover only one

neuron.

3. Decrease a, the width of the neighborhood function and repeat

for a fixed number of iterations or until the quantization error reaches some

small threshold.
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For the SOM flow-through (on-line) algorithm, the SOM algorithm was

formulated in a flow—through fashion, where individual training samples are

presented one at a time. Here the original flow—through algorithm is presented in

terms of stochastic approximation. Given a discrete feature space

‘1’ = {‘I’l,‘1’2,...,‘I’b}

data point i(k) and units 5J. (k), j =1,...,b at discrete time index k:

1. Determine the nearest (L2 norm) neuron to the data point. This is

called the winning neuron:

2(k) = ‘P(arg _nun||3c(k) — a]. (k —1)||2)J

2. Update all the neurons using the update equation:

6,- (k) = 6,. (k — 1) + mam, (W). 200) (We) — 6,. (k —1)lj 21.....b

where the B is learning rate and K is the neighborhood function similar to the one

used in the batch algorithm. The only requirement for learning rate is that it

should gradually decrease with the iteration step k. One possible exponential

learning rate schedule is

 

[3...»

where k and kmax is similar to the parameters used in batch algorithm. When kmax

is large or unknown, alternative schedules include B(k) = 1 / k and B (k) = 1 / ((k

- l) / 1) +1).

flac) = fl...,[flfi"”’] ....

3. Decrease the learning rate and the neighborhood width and

increase k = k + 1.

Although the present invention has been described with reference to

preferred embodiments, workers skilled in the art will recognize that changes

may be made in form and detail without departing from the spirit and scope of
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the invention. In particular, those in the art will recognize that a signal processor

could perform all the operations for implementing the invention or that multiple

processors could share these operations. Of course, other changes in form and

detail are also within the spirit and scope of the invention as defined in the

following claims.
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1. A navigation system (400) for mounting on a human, the navigation

system (400) comprising:

one or more motion sensors (410) for sensing motion of the human and

outputting one or more corresponding motion signals;

first means (430) coupled to one or more of the motion sensors to

deteimine a first position estimate based on one or more of the corresponding

signals; and

second means (420) coupled to one or more of the motion sensors (410)

to determine a distance estimate based on one or more of the corresponding

signals.

2. The system of claim 1, wherein the first and second means (430, 420)

include at least one common motion sensor (414).

3. The system ofclaim 1, wherein the second means (420) includes an

electronic compass (418) and the first means (430) does not.

4. The system ofclaim 1, wherein the first means (430) includes an inertial

processor and the second means does not.

5. The system of claim 1, wherein the first and second means (430,

420)include a common processor.

6. The system of claim 1, including means (440) to provide correction

values to the first position estimate using past and present values of the motion

signals.

7. The system of claim 6, wherein the means to provide correction values

comprises a Kalman filter (440).

8. The system of claim 7, wherein the Kalman filter (440) respectively

outputs first correction signals to the first means (430).
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9. The system of claim 8, including an output terminal (460), where the

output terminal (460) displays the first position estimates in a human-perceptible

form.

5 10. The system ofclaim 8, including:

means to determine a third position estimate (510); and

means for the Kalman filter (440) to provide corrections to the

first position estimate and the distance estimate using the third position

estimate.

10

11. The system of claim 10, including means (420) to determine the distance \

estimate fiom a motion model.

12. The system of claim 11, including means (440) for identifying errors in

15 the distance estimate; and

means for modifying parameters of the motion model based on the errors

in the distance estimate.

13. The system of claim 7, including means for determining a magnetic

20 heading and an inertial heading, where the Kalman filter (440) produces a

blended heading from the magnetic heading and the inertial heading.

14. The system of claim 1, further including means, including one or more

straps, for mounting the navigation system to a portion of the human.

25

15. A navigation system (400) for mounting on a human, the navigation

system comprising:

one or more motion sensors (410) for sensing motion of the human and

outputting one or more corresponding motion signals;

30 an inertial processing unit (430) coupled to one or more of motion

sensors (410) to determine a first position estimate based on one or more of the

corresponding signals;
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a motion classifier (420) coupled to one or more of the motion sensors

(410) to determine a distance estimate based on one or more of the

corresponding motion signals; and

a Kalman filter (440) which receives the first position estimate and the

5 distance estimate and provides corrective feedback signals to the inertial

processing unit (430) for the first position estimate.

16. The system of claim 15, wherein the motion classifier (420) includes

magnetic sensors (418) for determining a motion direction and uses the motion

10 direction to determine the distance estimate.

17. The system ofclaim 16, where the motion classifier (420) includes a

step-distance model and uses the step-distance model to determine the distance

estimate.

15

18. The system ofclaim 17, where the motion classifier (420) uses the

motion sensor (410) to determine the fiequency of steps to determine the

distance estimate.

20 19. The system of claim 15, wherein the motion classifier classifies (420) a

user’s motion as straight, turning, or unknown.

20. The system of claim 15, wherein the Kalman filter (440) determines the

corrective feedback signals based on the first position estimate and the distance

25 estimate and past and present values of the motion signals.

21. The system of claim 15 , including a position indicator (510) which

determines a third position estimate, and where the Kalman filter (440) provides

corrections to the first position estimate and the distance estimate using the third

30 position estimate.

22. The system of claim 21, where motion classifier (420) uses a motion

model to determine the distance estimate, and where the Kalman filter (440)

34
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identifies errors in the distance estimate and modifies parameters of the motion

model based on the errors in the distance estimate.

23. The system of claim 22, where the modified parameters are specific to

one or more humans.

24. The system ofclaim 21, Where the position indicator (510) is a global

positioning receiver/processor.

25. The system ofclaim 21, including an output terminal (460), Where the

output terminal (460) displays the first position estimate in a human-perceptible

form.

26. The system of claim 15, including one or more straps to mount the

navigation system to a portion of the human.

27. A method of estimating foot—travel position, comprising:

providing one or more motion signals;

determining a first position estimate from the one or more motion

signals;

determining a distance estimate from the one or more motion signals; and

correcting the first position estimate.

28. The method of claim 27, Where correcting the first position estimate

includes using past and present values of the motion signals.

29. The method of claim 27, including displaying the first position estimate

in a human—perceptible form.

30. The method of claim 27, Where correcting the first position estimate

includes determining a third position estimate based on past and present motion

signals.

35



Page 924 of 1488

WO 01/88477 PCT/USOl/15491

10

15

20

25

30

Page 924 of 1488

31. The method ofclaim 27, where correcting the first position estimate

includes using a Kalman filter to provide corrections to the first position

estimate.

32. The method of claim 31, including determining a third position estimate

from a position indicator; and

determining a difference between the distance estimate and the

third position estimate, where the Kalman filter uses the difference in

providing corrections to the first position estimate.

33. The method of claim 32, where determining the distance estimate from

the one or more motion signals includes using a motion model.

34. The method of claim 33, including determining a difference between the

distance estimate and the third position estimate;

identifying errors in the distance estimate; and

modifying parameters of the motion model based on the errors in

the distance estimate.

35. A motion classification system (700) comprising:

first sensors (720) coupled to a processor (710) to provide a first type of

motion information; and

second sensors (730) coupled to the processor (710) to provide a second

type of motion information;

neural—network means responsive to the first and second types of motion

information to identify a type ofhuman motion.

36. The system of claim 35, where the neural—network means identifies the

type ofhuman motion as either stationary, walking, turning right, turning left,

walking up or down a slope, walking up or down stairs, or running.

37. The system of claim 35, where the first sensors (720) are a triad of

inertial gyroscopes and the second sensors (730) are a triad of accelerometers.
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38. The system of claim 35, where the neural-network means clusters a

neuron representing the first type and the second type ofmotion information and

identifies the type ofhuman motion based on the clustered neuron.

39. The system of claim 38, where the first sensors (720) and the second

sensors (730) receive a motion input vector, and the neural—network means

compares the clustered neuron representing the motion input vector to stored

clustered neurons representing types of human motion to identify the type of

human motion.

40. A method of classifying human motion, comprising:

sensing one or more motion signals;

comparing the one or more motion signals to stored motion data; and

identifying a type of human motion based on the comparison of the

motion signals to the stored motion data.

41. The method of claim 40, including using the type of human motion in a

motion algorithm to estimate a first position estimate.

42. The method of claim 40, where identifying the type of human motion

includes

classifying the type ofhuman motion as walking forward, walking

backwards, running, walking down or up an incline, walking up or down stairs,

walking sideways, turning left, tin-hing right, stationary, or unclassifiable.

43. The method of claim 40, where comparing includes mapping a neuron of

the motion signals; and

comparing the mapped neuron ofthe motion signals and the navigation

signals to mapped neurons of the stored motion data.

44. The method of claim 43, where identifying the type ofhuman motion

includes selecting the class ofhuman motion based on which mapped neuron of

the stored motion data has the smallest difference with the neuron of the motion

signals.
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45. The method of claim 40, including digitizing the sensed motion signals;

and

performing Fast Fourier Transform on the sensed motion signals.
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PORTABLE COMPUTERS

The present invention relates to portable computers and more particularly

but not exclusively to hand-held computers of the kind sometimes referred to as

5 personal digital assistants.

A personal digital assistant includes data files defining such items as an

electronic diary, address book 'and other applications such as word processing

software, calculators and the like. As more powerful memories and processors

have been developed in smaller packages it has become possible to provide quite

10 powerful computers in relatively small portable cases. However, the limitation of

miniaturisation occurs when a viewing screen and keyboard are needed for data

input and read out. Thus, so called palm top personal computers (PPC) are usually

of the order of 15 cm by 7 cm in order to provide a readable screen and a usable

keyboard. Such palm top computers are known, for example Psion Corporation

15 have produced a Psion Series 5 (trade mark) PPC having an 8 megabyte RAM and

processor while Hewlett Packard similarly produce PPCs as e.g. the HP320LX

(trade mark). The capabilities of such PPCs may be enhanced by incorporating so

called flash cards enabling the expansion of the RAM by up to 10 megabytes or

more while PCMCIA cards may be provided to enable connection of the PPC to

20 telephone networks by way of cellular ’phones or telephony sockets for

communication with other computers and the so called Internet and Intranets.

Most PPCs incorporate a docking arrangement to enable them to be

connected with a desktOp computer or other main frame for the purposes of

synchronisation of data files and the like.

25 However, generally speaking PPCs are not robust and are prone to damage

mainly because of the clam shell design requiring a hinge that opens to reveal the

incorporated keyboard and screen. Thus PPCs are more usually used on a desk top

or table or may be held in one hand while typing with the other.

According to the present invention there is provided a portable computer

30 including movement detection means responsive to movement of the computer to

produce an electrical output signal representative of such movement, processing

means responsive to the output of said position detection means to determine

detected movement data defining a user’s intention, the processing means using
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said data to provide a mode response selected from a multiplicity of stored

possible modes.

Preferably the movement detection means includes at least one

acceleration or tilt detection means responsive to movement of the computer to

produce the output electrical signal. There may be a plurality of acceleration

detection means each producing a respective electrical output signal representative

of movement components in respective directions, the detectors generally being

mounted to detect X and Y movement components at a ninety degree angle.

The processing means may include a data input mode in which detected

movement data is used to generate alphanumeric or graphical data. The

alphanumeric or graphical data may be stored in data storage of the portable

computer or may be output by transmitting means to receiving means connected

to another processing device.

The processing means may include a screen output mode in which

detected movement data is used to modify output to display means of the

computer whereby scrolling of displayed information is effected. In the screen

output mode the processing means may be responsive to relative lateral tilting

movement to cause the display of information stored as to one or other side of

currently displayed information. Relative rolling movement may cause the display

of information stored as above or below the currently displayed information.

ln the screen output mode the processing means may be responsive to

detected movement data to determine a most likely orientation of the computer

display means with respect to a user’s eye line whereby the signals output to the

display means may cause inversion of the displayed information such that the

computer may be held and used in either hand.

The computer may include proximity detection means arranged to provide

signals indicative of the proximity of the display screen to a user’s view, the

processing means being responsive to changes in the relative proximity to increase

or decrease density of displayed information.

In a further development, security data derived from movement of the

computer defining an authorised user's password is stored, the processing means

being locked in a secure mode until detected movement data corresponding to the

security data is received.
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The computer may include a sound input device , the processing means

having a second data input mode in which alphanumeric data is derived from input

speech signals. A sound output device may also be included to permit the output

of speech derived from stored data. Alternatively the sound input and output

5 devices may be combined with a radio transceiver whereby cellular or other radio

telephony networks may be used.

The computer may be housed in a casing shaped to facilitate a user

holding the computer as if holding a writing stylus. The casing is preferably of

substantially radiused triangular cross section along a substantial portion of its

10 length and may include a flattened section incorporating a display screen. The

casing may include angular shaping between a forward holding area and a rearward

screen area the shaping being such as to provide a natural viewing angle of an

incorporated display screen while the casing is held as a writing stylus. The

shaping may also be such as to facilitate support of the rearward screen area by

15 the dorsal aspect of a user’s hand between the root of the thumb and index finger

and the wrist.

A portable computer in accordance with the invention will now be

described by way of example only with reference to the accompanying drawings of

which:

20 Figure 1 shows a plan view of the computer;

Figure 2 shows a side view of the computer of Figure 1:

Figure 3 is a block schematic diagram of the circuits of the computer of

Figure 1;

Figure 4 is a circuit diagram showing details of the circuitry described with

25 respect to Figure 3;

Figure 5 is a circuit diagram of a docking station to enable the computer of

Figure 1 to be connected to a desktop or other device;

Figures 6 to 9 are flow charts showing some of the programs incorporated

in the microprocessor of Figure 4;

30 Figures 10 to 13 are graphical representations of the outputs of the

accelerometers of Figure 4 as analysed by the microprocessor;

Figure 14 is a graphical comparison of the representations of the outputs

of the accelerometers as shown in Figures 10 to 13;
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Figure 15 is a schematic diagram of a power saving arrangement of the

portable computer of Figure 1;

Figure 16 is a schematic diagram of a voice input arrangement of the

portable computer of Figure 1;

Figure 17 shows mounting positions of the accelerometers of Figure 4

with respect to each other;

Figure 18 is a table showing a program response to movement of the

accelerometers of Figure 16 in a particular mode of operation; and

Figure 19 is a schematic diagram of a part of a scroll detector of the

portable computer of Figure 1.

Referring to Figures 1 and 2, the hand—held computer of the present

invention has a case 1 of a moulded plastics material having a triangular barrel

cross section towards the forward end, that is towards the point, with radiused

sides providing a diameter of approximately 15mm. The case is shaped to have a

curve so that when the forward part of the barrel of the casing is held as a writing

stylus using the thumb, index finger and second finger of the user, the screen area

A-A rests comfortably on the dorsal area at the back of the hand between the root

of the thumb and index finger of the hand and the user’s wrist.. This provides

some additional support to allow the entire computer to be operated using one

hand only. After assembly the case is sealed using an O—ring seal much in the

manner of sealing watch parts. Coating the casing with wax polythene completes

the sealing of the unit so that to all intents and purposes the case is waterproofed.

The casing is weighted at one end (for example by including a

rechargeable battery 2) at the forward end so that if the item is dropped on to a

surface it tends to fall in a specified manner such that the tip which may include

some impact protection, for example by being rubber cased, prevents any

significant damage to internal components. The weighting also assists balancing

of the unit in a user’s hand.

The case may incorporate a hook 3 for attachment of a strap or key ring

(not shown) and may have a pocket clip 4. The hook is preferably recessed within

the casing.

Externally mounted a small liquid crystal diode screen which may be of the

kind manufactured by Batron and supplied under type number BT4ZOOBSTYC is

included. To either side of the LCD 5 touch or pressure senSitive switches 6 to 13
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are provided. These switches may be soft programmed to provide functions as

hereinafter described. A touch scroll strip 14 (hereinafter described) is provided in

front of the screen 5 and the system includes a pyroelectric detector 15 used in

determining the proximity of the computer to a user’s eye.

5 Audio input and output devices are also provided together with an alerting

device. For example, a microphone 16, annunciator 17 and speaker 18 may be

included. Finger switches 18, 19, 20 are provided forward of the annunciator 17

and again may be soft programmed for functionality. Also visible are gold docking

pins 21 used for connecting the hand—held computer for recharging of the battery 2

10 and transfer of data by way of a docking device to other computers, for example

desk mounted personal computers.

As an alternative means of transferring data from the computer of the

invention to another processing device or to enable the computer of the invention

to be used as an input device for a PC, an infrared transceiver 22 is mounted

15 towards the front of the casing 1.

Also included is a light emitting diode 23 which may be of the kind having

three or more colours. Individual colours allow for a small amount of illumination or

may be used to provide indication or alarm functions. Alternatively, a single

coloured red light emitting diode part TLSH180P from Toshiba may be used. This

20 ultrabright LED aids human night sight viewing and whilst only being of low power

may in a dark environment assist the user.

Turning now to Figure 3, a block schematic diagram of the component

parts of the computer is shown. It will be noted that the display 5 receives inputs

from a microcontroller 30 which may be of the type supplied by Microchip under

25 the reference PIC16C74. The P|C16C74 includes on board read only memory

(ROM) but in a preferred embodiment an ARM processor with a larger memory is

used. Also mounted within the casing 1 are two accelerometers 31, 32 which

may be of the kind known as ADXL05 from Analog Devices Limited and which are

buffered by operational amplifiers, for example National Semiconductor type

30 LPC662. The keys 6 to 13 and 18 to 20 are here represented as a keypad 33.

Some of the keys may be used to control a speech recorder 34 which is also used

as an interface between the microcontroller 30, and microphone 16 and the

speaker 18. A radio transmitter 35, which may be a radio transceiver, is also

incorporated.
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One function of the radio transmitter may be to allow use of the hand-held

computer of the invention as an input device for a desk mounted or other PC 40

having corresponding receiver 36 and an appropriate converter without physical

interconnection. Other functions of the transceivers 35, 36 may be apparent from

5 the description hereinafter.

Referring now to Figure 4, the microcontroller 30 is connected to the

display 5 using standard control inputs of the display to provide a visual output of

the result of program activities requested by the user. It will be noted that the

accelerometers 31 and 32 have associated buffer circuits which each include an

10 operational amplifier to buffer the input to the microcontroller. The operational

amplifiers 41 may be type LPC662 from National semiconductor.

Power to the accelerometers 31 is by way of a transistor TR2 so that if

the microcontroller 30 determines that no movement of the computer is occurring

or that the present program does not require use of the accelerometers 31 and 32,

15 output RB1 may be set to stop current being drawn to minimise battery usage.

The microcontroller may allow periodic sampling during dormant periods so that if

the computer is picked up the sensors may again be activated.

An EEPROM integrated circuit chip type X24F064 8 Kbyte from Xicor

providing 8 Kbytes of memory is also provided accessible from the microcontroller

20 30 in known manner. Switches 81 to 88 (keys 33 in Figure 3) are wired to

respective inputs of the microcontroller 30.

Note that TR1 controls power input to the back lighting circuitry of the

LCD display 5. Again, the microcontroller 30 will normally bias TR1 off when the

computer is dormant and will maintain TR1 biased off unless back lighting is

25 requested by operation of one of the keys of the keyboard 33.

For the avoidance of doubt it is here noted that the microcontroller 30

includes a program which uses position outputs from the accelerometers 31, 32 to

determine from the orientation of the computer whether the hand-held computer is

in the left hand or right hand of the user. It is here noted that accelerometer

30 output may depend upon the tilt angle of the included accelerometers to the

earth's gravitational field. The keys 81 to 88 are then swapped over in soft

programming mode such that functionality is determined by the apparent top of the

display 5 to the user in its current position. Similarly, determination of orientation

of alphanumeric or other display information on the screen 5 will be determined
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from the orientation of the computer itself. Thus, data output to the screen from

the controller 30 arranged to provide an appropriately oriented display.

The speech recorder 34 is implemented using Sequoia technology sound

recording integrated circuit type lSD2560. The Sequoia technology chip is capable

5 of recording 60 seconds of speech message in digital form and is connected so

that the microphone 16 can be used to provide an input. The three switches SW1,

SW2 and SW3 may correspond to the fingertip switches 18 to 20 of Figure 1 or

may be selected in software from keys 6 to 13.

In speech recording mode SW1 provides a start and pause control function

10 for the user, SW2 is a stop or reset function while SW3 switches between the

record and play modes.

Short messages are played back by way of the loud speaker 18. As

currently implemented the microphone 16 is a Maplin type QYBZS, the speaker is

from Hosiden type HDR9941. ”Speech notes” recorded by this method may be

15 down loaded to a PC for sorting and categorising.

Turning briefly to Figure 5, the hand-held computer of Figure 1 can be

inserted in a corresponding docking port shaped to align the contact 21 with T5 to

T7 of Figure 5. The contact T5 and T8 provide serial receive and transmit paths

for synchronising databases between a PC and the portable computer and also

20 provide battery charging. Contact T7 provides an earth contact. Speech samples

and other data may be up loaded from a PC to the portable computer.

A Maxim integrated circuit 42, which may be type MAX232lC, converts

R8232 level serial output and input required by current PCs to the voltage level

required by the microcontroller 30 of Figure 4. Note also the ability to receive

25 radio input by way of an antenna connected to the radio receiver chip type

AMHRR3-418.

Having discussed the hardware of the portable computer of the invention

we shall now consider various uses to which the writing stylus input, voice input

and screen may be used. Exemplary flow charts for some aspects of the use of

30 the portable computer are attached. While functions are individually discussed in

respect of the flow charts of Figure 6 to 9, it will be appreciated that combinations

of programs may be used in the implementation of features described hereinafter.

Turning now to Figure 6, the tilt sensor software uses inputs from the

accelerometers 31, 32 which, as shown in Figure 17 to which reference is
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additionally made, are mounted with their respective sensitive axes at right angles

to each other. As will have been seen from Figure 4, the output from each

accelerometer is filtered by a resistor capacitance network to remote high

frequency noise for example, and the outputs are then read by an analogue to

5 digital converter included within the microcontroller 30. Thus, referring to Figure

6, for special sensing the microcontroller 30, display 5 and analogue to digital

conversion circuits are initialised at 100 and the interrupts and port pins of the

microcontroller 30 are reset or cleared at 105. The output of the accelerometers

31, 32 is read from respective analogue input pins ANO and AN1 of the

10 microcontroller 30 and an index to a look up table is calculated at step 110 using

the formula I = a + (b1 x 16). In this case a is calibration constant and b1 is the

digitised output of the accelerometer 31. This allows for a look up table allowing

a16 by 16 matrix of left to right position to be determined. For vertical tilt position

the formula I = a + (b2 x 16) where b2 is the output of the accelerometer 32 may

15 be used to address a further matrix to determine the relative up/down position. By

applying one or more of the indices to the look up table it, is possible to select one

of n screen positions or to determine the amount of movement since the last

reading at step 115. The system then waits for 10ms as indicated at step 120

before repeating the reading of the accelerometer output.

20 The program allows for the screen 5 to be scrolled in accordance with the

user’s requirements. The mounting of these sensors, as shown in Figure 17,

allows posiitonal movement such as up, down, left and right to resolved to

fractions of a degree.

Using software the microcontroller 30 may use the output from the

25 accelerometers 31, 32 to determine a user’s requirement for a different view to be

displayed on the screen 5. Thus a virtual hinge is created such that if the user

moves the stylus whilst it is in viewing position the screen information may be

changed to respond to a natural reaction for looking up or down or to the left or

right. Thus, as shown in Figure 18 in a simplified arrangement, if the display on

30 the screen at any time is designated as current page (CP) then tilting the stylus

towards the left will cause the display of a page stored as to the right of CP (CH).

The page which was formerly CR (as represented by data held within the storage

of the microcontroller 30 or an associated data storel is now CP. Tilting the stylus

to the right will cause a page of information (CL) to the left of GP to be displayed.
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For the avoidance of doubt the term page is used here as for a screen for

information. Thus the action of tilting the stylus to the left or right is analogous to

the natural inclination to look through a window towards the right or left to obtain

additional information from a scene.

5 Similarly, if the stylus is turned towards the user information stored at UC

will be displayed and tilting the stylus away results in the information DC being

displayed. It will be appreciated that combining tilt angles may result in the display

of information up and to the left (UL), up and to the right (UR), down and to the

left (DL) and down and to the right (DR). This simplified description of a multiple

10 line screen moving as if a jump is occurring should be considered as allowing single

line scrolling in which CP defines the top line of the screen, DC the line below and

further lines to the limit of screen viewability also being displayed with CP such

that single line scroll movement or smooth scrolling appears to occur. Finer

scrolling modes such as single pixel movements are also possible. The user may

15 select the rate of response using keys 6 to 13 or fingertip switches 18 to 20. It

should also be noted that the tilt sensor arrangement 31, 32 allows the

microcontroller 30 to determine the most likely viewing angle and to adjust pixel

mapping to the screen accordingly so that if a user holds the stylus in the left hand

the display ls inverted to that shown in Figure 1 so that the bottom right corner, as

20 viewed by a right handed user, becomes the top left corner as viewed by a left

handed user. It should be noted that the microcontroller does not require an input

from the user to determine whether the stylus is being held in the left or right hand

and, if a user changes hands during the course of viewing the screen output will be

inverted accordingly.

25 It is also possible, particularly if pictorial rather than alphanumeric display

is required, for the screen to enter a “portrait” mode if the stylus is held vertically.

In this case the orientation will be appropriate to the stylus being held with its tip

above or below the waist of the stylus.

To prevent scrolling or orientation change the user may use a soft key 6 to

30 13 or fingertip switch 18 to 20 to lock and unlock display movement.

Further, while as described with reference to Figure 3, the display screen

is a Batron, in a preferred embodiment a Kopin Cyberdisplay 320 having M: VGA

colour resolution may be used. Using the Kopin display and the associated

monocular viewing lens mounted end on to the body allows clear viewing of some
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15 lines of normal text. The Kopin Monocular lens is approximately 20mm by

18mm which gives an acceptable size to a pen body incorporating movement

sensing means as herein described.

In a still further development the pyroelectric detector (Murata type IRA-

5 E7OOSTO) 15 may be used to detect the presence of the user and the proximity of

the user to the viewing screen 5. Using the Kopin 1%: VGA display it is possible to

decrease the size of character displayed. Thus the microcontroller 30 uses the

output of the pyroelectric detector 15 to determine how close to a user's eye the

stylus is held and may adjust the size of print so that more characters are fitted on

10 the screen 5. In this way large areas of text may be read by holding the screen

close to the user’s eye. A further use of the pyroelectric detector for power saving

purposes it discussed hereinafter. As has been mentioned detection of the

position of the screen with respect to the user’s left or right side is possible.

Referring to Figure 8, clearing of interrupt and set port pins and

15 initialisation as previously mentioned with regard to Figure 6 is carried out. One of

the accelerometers, for example the accelerometer 31, is read at step 200 and its

value compared with a predetermined value in. Values greater than m indicate that

the display is most likely in the user’s left hand so that as indicated at 215

inverted characters are displayed on the screen 5. If the value read from

20 accelerometer 31 is less than m then it may be assumed that the stylus is in the

user’s right hand and normal ROM LCD characters are displayed. As indicated at

220, a check may be carried every 10ms to determine the whereabouts for the

screen.

It is envisaged that input to the computer system either for use as a PDA

25 or for word processing purposes, will be carried out either by hand writing

recognition (HR) or by voice input using the microphone 16. Handwriting

recognition does not require the user to write on a surface, although some users

may find this a preferable method of operation, but requires the user merely to

move the stylus (that is the whole computer) as if writing letters and numbers.

30 Katakana or Cyrillic texts may also be entered as may symbols.

Thus usmg one of the two accelerometers 31, 32 and referring to Figures

10 to 14, the output of one of the accelerometers 31, 32 is read at a simple rate

of 100 times per second. The received data is stored in a random access memory

(RAM) buffer as a set of acceleration values against unit time. Using a software
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process of autocorrelation the microcontroller 30 may determine the character

entered. Thus, referring to the Figures, Figure 10 shows three entries of the letter

C, Figures 11 shows three entries of letter B, Figure 12 3 entries of letter F and

figure 13 three entries of letter H for exemplary purposes only. Feedback to the

5 user either on the display or by character speech output or simply by an acoustic

beep indication may be used to note acceptance of a character. The validity

indication may be user selectable.

it will be noted from Figure 14 that a single accelerometer output is

distinct for each of the input characters and therefore the microcontroller can

10 determine the entry made. The entry may be of text which can be reflected to the

viewing screen 5 or maybe instructions couched in appropriate terms such as “get

Monday diary”. Once the diary has been recovered from the store the appropriate

entries may be displayed on the screen 5 with appropriate soft key indications for

the keys 6 to 13.

15 Note that predefined user gestures such as drawing an ”envelope" to

request e-mail mode or a table for diary mode, for example, may be used. The

instructions may be user selectable or teachable so that on initialisation the user

draws and selects the mode. Subsequently drawing the same symbol will cause

the microcontroller 30 to enter the appropriate selected mode.

20 Again sensing may be used to move around the displayed area (as

discussed with reference to Figure 6 and Figure 18l or the touch strip controller 14

may be used in combination with the keys 6 to 13 to select appropriate areas.

Entry of information to the diary may also be by handwriting input. It is

convenient here to consider the construction of the touch strip 14 which as shown

25 in Figure 19 comprises a 0.4mm printed board having a surface area of

approximately 20 mm by 5m with horizontal strips in the 5mm dimension as

indicated as 47 to 50 for Figure 19 which shown a part of the strip 14. The strip

14 thus replaces the rotational elements of potentiometer so that hermetic sealing

of the casing may be complete and a control which is resistant to wear as

30 provided. The strips 47 to 50 etc, are interfaced to the microcontroller 30 so that

as a finger is moved across the strip direction of movement and speed of

movement may be determined. The information may be used in the same way as

a rotary potentiometer.
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It will be appreciated that incorporating a second strip at right angles to

the strip 14 would allow full functionality of (eg) a computer mouse to be

simulated.

Thus as shown in figure 19, if a user moves a finger such that, for

5 example, the presence of the finger bridging 48, 49 and 50 subsequent to the

presence of a finger bridging 47 to 50 indicates that the user would wish to rotate

a potentiometer in a counter-clockwise direction. Similarly, detection of a finger

bridging 47 and 48 subsequent to there having been no previous bridge indicates

rotation in a Clockwise direction.

10 It will be appreciated, however, that if the tilt detection mechanism

hereinbefore described indicates that the device is in the left hand rather than the

right hand the functionality of bridging and unbridging is reversed accordingly.

Entry of data files, for example the composition of letters or reports can be

carried out using either the write sensing arrangement, hereinbefore described, to

15 determine input alphanumeric which may be stored for subsequent transmission to

a printer or for transfer as data files to a PC for example. Data entered and

converted into appropriate stored information may be displayed on the display

screen if required.

Cursor movement around the display screen to select a position to which

20 information is to be placed may be by use of either the potentiometer arrangement

described with reference to Figure 19 or by use of the tilt sensing mechanism

hereinbefore described in combination with one of the soft keys to indicate that an

insert or delete position is being selected.

In an alternative method of operation and referring to Figure 7 and initially

25 to Figure 7a, use of the stylus of Figure 1 as a non—connected input device for a

PC allows all of the functions of the hand held computer to be duplicated. For

example, where alphanumeric data is input in the manner previously described with

reference to Figures 10 to 14 a more powerful PC may be able to affect

autocorrelation much more rapidly than the microcontroller 30 of the device itself.

30 In this case, referring specifically to Figure 7a, once the initialisation process has

been completed at 100, one or both of the accelerometers may be read at 705 at

10ms intervals as indicated at step 710 and the voltage data is transferred to the

serial port for transmission by the wireless link or by use of infrared transmission.
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A corresponding program in the PC itself will read from radio receiver 36

and the receive port the data defining the voltage from one or both the

accelerometers. Autocorrelation will be carried out on the reading to generate

appropriate characters at step 725, the characters being displayed on the PC

5 Screen at step 730 and possibly being transmitted back to the hand—held PC.

In an alternative implementation autocorrelation may be carried out within

the microcontroller 30 and data defining input characters themselves be

transmitted to the PC.

Note that the transmission of comma separated variables (CSVl format

10 ASCII is transmitted at 418 MHz using an amplitude modulated radio transmitter

from RF Solutions of Lewes East Sussex UK. in the PC CMOS voltage levels

converted by the R8232 converSion unit can be used to provide raw data to the

PC. Windows 3.1 terminal software is capable of reading CSV data and

spreadsheet can read and plot data graphically.

15 In a still further use of the accelerometer 31, 32 arrangement password

protection of the hand-held computer may be provided. Thus, once trained to a

user's signature, for example, a stored waveform corresponding to accelerometer

voltage outputs read at 10ms intervals can be used. Thus the user does not

require to remember any special passwords and cracking of the signature code is

20 extremely difficult since, for example forging a signature will result in a different

acceleration pattern to that of the natural signature writer.

Thus it may be possible to use a hand-held computer of this nature to

provide transmission of security information for, for example, electronic point of

sale authorisations, access restriction and the like.

25 A still further use of the transmission and reception capability allows a

local area paging system to be developed. Thus if several users work in

reasonable proximity to each other it is possible to transmit message directly from

one hand—held computer to another such that, for example, telephone messages

taken by one person in an office and files created may be transmitted using a

30 digital serial identity to another specified hand-held computer unit.

Turning to Figure 16, in addition to the simple 60 second voice note

storage chip 34, the microphone 18 may also be connected by the amplifier and

filter arrangements to provide voice input to the microcontroller 30. Voice

recognition software can thus be used to convert the voice input to data, the keys
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or fingertip switches 18 to 20 having appropriate use for pause, record, etc as

hereinbefore described with reference to the spoken memorandum chip.

Converted data can thus be transferred to the memory or displayed on screen or as

hereinbefore described with reference to using pen input for handwriting

5 correlation by a PC serial data to the PC representing the voice input can be

provided. This is indicated at 39.

In an alternative method of working, the microcontroller causes storage of

the speech input in the memory 38 without effecting conversion, the information

being transmitted via the serial output port either in the docking station or by the

10 radio link to a PC which may use voice recognition software to carry out the

conversions. It may be preferable to use a PC to carry out the conversion rather

than a microcontroller incorporated in the pen since significant processing power

may be required. However, the inclusion of voice recognition software in the

microcontroller 30 is possible.

15 It will also be realised that a data store may be used to store received

speech signals. Thus several speech notes each time/date stamped may be held

for subsequent use. if a suitable store is included then the speech storage chip,

hereinbefore described, may be omitted from the stylus to allow additional memory

chip space.

20 It will be noted that since the hand—held computer of the invention includes

microphone, loudspeaker and function keys use of the device as a cellular

telephone is also envisaged.

Where cellular phone functionality is included within the stylus or where

the stylus is in contact with a PC for example by IRDA or radio transmission, the

25 use of the microphone input for substantial dictation purposes is possible and also

the use of substantially larger data files than could otherwise be stored locally.

Thus the input speech will be stored in a buffer by the microcontroller 30

and periodically, when the buffer contains a substantial amount of data, a network

connection to either network data storage means or to a predetermined PC is

30 effected. Stored buffered data is then transferred to the remote location. Since

the network connection is not permanently required the cost of transferring the

data by this means is less significant and periods of network signal weakness can

be overcome.
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Data buffered in this manner may be date and time stamped or, if the

stylus incorporates GPS (global positioning systems) may be location stamped also.

Data may similarly be recovered such that large text documents required

by a user may have portions stored in the buffer for display and sequential

5 recovery of other parts of the document from the remote location using telephony

as required. Photographic data, for example from a digital camera, may similarly

be saved to the network by way of the buffered store.

The various functions above described enable the provision of a full PDA

function including diary alarm and scheduling functions as well as data input, file

10 creation and storage. The user may select the mode of operation using either soft

buttons or movement input and the use of the accelerometers 31, 32 is

determined from the mode selected by the user. Electronic mail and fax facilities

may be incorporated in the PDA functions allowing reception or transmission of

data via the unit. The transmission capability of the unit may be associated with a

15 receiver in a printer for example or a printer incorporating a docking station may be

used to allow the printing of data from the PDA. Note that infrared transmission

may be used.

As will be appreciated one of the major problems with any hand—held

portable device is the use of rechargeable batteries which have a limited power life

20 between charges. The hand-held computer of the present invention therefore

incorporates a number of power saving facilities arranged particularly to close

down back lighting of the small LCD screen 5 if it is not appropriate. Thus if the

accelerometers indicate that there is no current usage of the system then powering

down of the detection circuitry and back lighting of the screen may occur.

25 However, in a further use of the proximity detector 15, it is possible to turn back

lighting on and off in dependence upon whether the user is looking information on

the screen or not. Thus, referring to Figure 15, the pyroelectric detector

conversion detects presence of movement to maintain back lighting. Pyroelectric

detectors tend to detect presence of a person by movement through a parallel

3O beam of infrared such that when movement is detected across a Fresnel lens an

AC signal is generated.

Thus the pyroelectric system can be used to detect the presence of a user

and in the absence of use power down of the back lighting at least may occur.

Infrared sensors may similarly be used to detect the presence or absence of body
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heat. Note the pyroelectric detector, as previously described, can be used to

control the character zoom feature hereinbefore described. A suitable detector is a

Murata type IRAE7‘OOSTO.

In a further implementation of back lighting power down which is

5 responsive to the viewer’s vision in addition to the viewer’s presence. It is known

that when a subject looks directly at a lens and a flash occurs blood vessels at the

rear of the eyes reflect back to the camera. It is thus possible to periodically flash

a low level light and to sense red reflection using a photodiode sensor. Thus as

shown at Figure 15, the microcontroller 3O periodically causes an LED 60 to pulse.

10 At the same time a photodiode 61 is monitored and, assuming presence of a user’s

eye 62 reflecting light from the pulse, the LCD will remain back lit as indicated at

58. It is further noted that a custom—built solar cell lnot shown), for example a

Solarex available from Farnell Electronics, may be used to assist triple charging of

the battery 2.

15 if a user is not looking directly at the screen at the time the LED 60 is

flashed there will be no reflection and the photodiode 61 will not activate. The

microcontroller may therefore power down the back light 58 thus reducing the

drain on the rechargeable battery 2.

Although the present invention has been described with reference to a

20 particular implementation using accelerometers other position detection and

location means may be used to implement movement detection arrangements.

While herein references made to alphanumeric data it will be appreciated that

katakana character and Cyrillic script inputs may also be detected using the

acceleration method hereinbefore described.

25 Note when the hand—held computer is docked with a PC or is receiving

data by way of cellular or radio transmission it is possible to display received

information on the screen 5. Thus as indicated at Figure 9 and initialisation

message is output to the screen 5 and appropriate buffer is cleared. As characters

are received at the serial port are transferred to the microcontroller at 905 and

30 checked for frame validity at 910. Assuming that there is no error at 910 and that

the received character is not a clear screen message as indicated at 915 then a

character is transferred to the LCD 6 for display at 920.

Further possible uses of the portable computer of the invention includes

storing large numbers of speech modes which when down loaded to a PC with the
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pen either in a docking station or by lRDA or radio transmission are sorted. In this

process the PC converts the each of the speech notes to text and scans the text

for frequently occurring words, for example ”meeting” and then sorts the stored

notes into sub-directories. Alternatively, notes may be sorted by date, subject

5 matter or size as will occur with a normal windows file. Key control words such

as "alarm” may result in the speech note being converted into a timed alarm which

may then be written back to the portable computer so that at the appropriate time

the portable computer either announces the alarm or a vibrate to alert the user, the

alarm being displayed as a text message. It will be appreciated that if a

10 sufficiently powerful microcontroller is used in the pen then the speech to text

conversion may take place in the portable computer unit. A suitable vibrating

motor for use as a silent alarm can be obtained from Murata of Japan. Situating

the annunciator towards the barrel of the pen near the tip improves transmission.

The microcontroller may cause audio feedback of the current position of

15 the stylus, for example by causing sounds of flicking pages when the pen is tilted

forward or back.

While most emphasis herein has been on the display of alphanumeric,

Katakana or Cyrillic characters, graphic information may also be viewed. For

example, a file holding pictures related to a person may include three dimensional

20 picture of that person’s face. By revolving or tilting the computer the view may

switch from a front view to a profile aspect. It will also be appreciated that an

atlas may be stored in the data store and maps may be rotated to align with the

direction of travel for example.

Additional functionality may be introduced to the hand-held computer by

25 including a touch screen in front of the display screen such that a stylus can be

used to select text or to cause localised movement of a cursor.

An autolocate function may be built into the microcontroller such that if no

movement, ie no change in tilt of either the enclosed accelerometers occurs for a

selectable period, probably 24 hours, the unit will sound an alarm at periodic

30 intervals so that the user can locate it.

Note that the tilt sensors included herein measure tilt with respect to

earth’s gravity by use of a small beam arrangement. Other position sensors may

be included. Global positioning by satellite is also a possible method of detecting a

change in the position of the portable computer.
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In a symbol counted mode it is possible for a user to flick the pen either as

a tick or a cross, for example, in relation to a submitted document. The number of

ticks or crosses may be counted and the result accumulated and transferred to

data store or accumulated in a spreadsheet to which the user may input names,

5 titles and the like. The use of other symbols in anticipated.

While as hereinbefore described the security signature is by use of

acceleration, a pressure detector may be incorporated into the end of the device to

further increase security by measurement of the profile as well as the two

dimensional or three dimensional spatial sensor.

10 As has been mentioned hereinbefore, a number of keys, switches and

buttons are provided on the casing of the portable computer. in a further

implementation an on/off switch may be provided operated by pressure on the

"nib-end”. Whilst such switch pressure is not used for detecting input text per se,

it may be used to turn functions on and off. This may be used in a normal writing

15 mode, for example, touching the pen tip against a writing surface to turn on the

accelerometer detection functions. Releasing pressure on the tip then stops the

accelerometer signals being considered as potential input to be decoded.

Any of the other switches may be used in certain modes to turn on or off

text detection, for example, or to stop screen scrolling for example.

20 Calculator functions in the portable computer may be provided simply by

writing the numerals and appropriate mathematical symbols in the normal manner.

The tilt sensor software will determine the numerals and characters entered and

perform an appropriate calculation for display on the display screen.

A further function, for example for clock setting causes display of an

25 analogue clock face on the display means 5. Time changes may be entered by

selecting an appropriate mode and moving the user’s wrist. Tilt sensing is used to

determine forward or backward adjustment of the time stored.
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CLAIMS

1. A portable computer comprising movement detection means responsive to

movement of the computer to produce an electrical output signal representative of

5 such movement, processing means responsive to the output of said position

detection means to determine detected movement data defining a user’s intention,

the processing means using said data to provide a mode response selected from a

multiplicity of stored possible modes.

10 2. A portable computer as claimed in claim 1, in which the movement

detection means comprises at least one acceleration detection means responsive

to movement of the computer to produce the output electrical signal.

3. A portable computer as claimed in claimed 2, in which a plurality of

15 acceleration detection means each producing a respective electrical output signal

representative of movement component in respective directions are provided.

4. A portable computer as claimed in claim 3, in which the detectors are

mounted to detect x and y movement components at a 90° angle to each other.

20

5. A portable computer as claimed in any one of claims 1 to 4, in which the

processing means includes a data input mode and detected movement data is used

to generate alphanumeric or graphical data.

25 6. A portable computer as claimed in claim 5, in which the generated

alphanumeric or graphical data is stored in a data store.

7. A portable computer as claimed in claim 5, in which the alphanumeric or

graphical data is output by transmitting means to receiving means connected to

30 another processing device.

8. A portable computer as claimed in any preceding claim, in which the

processing means includes a screen output mode in which detected movement

data is used to modify output to display means of the computer.
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9. A portable computer as claimed in claim 8, whereby detected movement

data is used to effect scrolling of displayed information such that portions of data

defining alphanumeric or graphic information outside a currently displayed screen

5 may be selected by the user.

10. A portable computer as claimed in claim 9, in which a relative lateral tilting

movement causes the display of information stored as to one or other side of the

currently display information.

10

11. A portable computer as claimed in claim 9 or claim 10, in which relative

rolling movement causes the display of information stored as above or below the

currently displayed information.

15 12. A portable computer as claimed in any one of claims 8 to 11, in which the

processing means is responsive to detected movement data to determine a most

likely orientation of the computer display means, the processing means causing the

displayed information to be oriented accordingly.

20 13. A portable computer as claimed in claim 12, in which a plurality of switch

means responsive to user action is included adjacent to the display means, the

respective function of each of the switch means being oriented to match the

orientation of displayed information.

25 14. A portable computer as claimed in claim 12 or claim 13, comprising a

touch sensitive static potentiometer strip responsive to movement of a users finger

to simulate movement of a potentiometer, the orientation of said potentiometer

reflecting the orientation of the displayed information.

30 15. A portable computer as claimed in any one of claims 8 to 14, including

proximity detection means which provides signals indicative of the proximity of the

computer display screen to a user’s view, the processing means being further

responsive to changes in relative proximity to increase or decrease the density of

displayed information.
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16. A portable computer as claimed in any preceding claim, in which the

processing means stores data defining an authorised user's password, the

processing means being locked in a secure mode until detected movement data

5 corresponding to the security data is received.

17. A portable computer as Claimed in any preceding claim, further comprising

a sound input device, the processing means being responsive to voice input signals

from a user to derive alphanumeric data.

10

18. A portable computer as claimed in any preceding claim, including a sound

output device, the processing means being arranged to provide output of speech or

other sound signals derived from stored data.

‘15 19. A portable computer as claimed in claim 17, further including a sound

output device in combination with a radio transceiver whereby cellular or radio

telephony networks may be used.

20. A portable computer as claimed in any one of claims 1 to 8, including

20 radio transmission or infrared transmission means, the processing means being

responsive to detected movement data to output to the transmission means signals

representative of the detected movement.

21. A portable computer as claimed in any one of claims 1 to 8, including

25 radio transmission or infrared transmission means, the processing means being

responsive to detected movement data to output to the transmission means signals

representative of alphanumeric characters.

22. A portable computer as claimed in any preceding claim, including radio

30 transceiver means, the processing means being responsive to detected movement

data which identifies another device to cause the transmission of coded signals

including a message for display.
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23. A portable computer as claimed in claimed in claim 22 in which the
processing means is responsive to received encoded radio signals to activate a
paging alert.

5 24. A portable computer as claimed in claim 23, in which the page alert
comprises a tone.

25. A portable computer as claimed in claim 23, in which the paging alert
comprises a operation of a vibrating means.

10

26. A portable computer as claimed in any of claims 22 to 25, in which the
processing means causes the display of a message derived from the information
received.

15 27. A portable computer as claimed in any preceding claim, housed in a casing
shaped to facilitate a user holding the computer as a writing stylus.

28. A portable computer as claimed in claim 27, in which the casing comprises
a radiused triangular cross-section along a substantial portion of its length.

20

29. A portable computer as claimed in claim 28, in which the casing includes a
flattened section incorporating a display screen.

30. A portable computer as claimed in claim 29, in which the casing includes
25 angular shaping between a forward holding area adapted to rest in the user’s

fingers and rearward flattened area holding a display screen the shaping being such
as to provide a natural viewing angle of the incorporated display screen while the
casing is held as a writing stylus.

30 31. A portable computer as claimed in claim 30, in which the shaping causes
the rearward screen area to be supported by the dorsal areas of a user’s hand.

Page 950 of 1488



Page 951 of 1488

PCT/GB98/03016WO 99/22338

1/13

mSE.>m<5<H<Dw0<mmm=2IZOEOwm0<mmm=2.jOmOmODOF|=<_>_m_mO_O>

 

.N

 

m.E.
n.  

SUBSTITUTE SHEET (RULE 26)

Page 951 of 1488



Page 952 of 1488

PCT/GB98/03016WO 99/22338

2l13

 
EEEmcmc.06mm

mr 
5:958Nmmmm528%:8me

vm

E=9Eoo90:2.09“. 

5289”.06mm
53622806.X$6th980<

Nm5

SUBSTITUTE SHEET (RULE 26)

Page 952 of 1488



Page 953 of 1488

PCT/GB98/O3016W0 99/22338

3/13

mmOnfiIVA
E

m

“Eomm02.0
v

F0XOmoFmOmem_www—omvatuYE?Nv
L5802020x80EOmzmm—mmmmvat”ENvHIEmIN2r5m:.9:59if

020 DZG

“Emum0

020
mcmmH8”ESmo

inrSun—bNE...
00>

.3:59v.9”.

 

SUBSTITUTE SHEET (RULE 26)

Page 953 of 1488



Page 954 of 1488

WO‘ 99/22338

VCC l——-€3 :3

SP1 :=

Page 954 of 1488

R7

100K\

g
l

/ 13

R9

LEDX LEDX 1K
38

R6 39
VCC _ 4O

-1

c1

22p.F

X1
1MHz '3

36

C4

22p.F

SUBSTITUTE SHEET (RULE 26)

  

 

 
  

  
   
 

 

R31

R82

R83

RB4

R35

R36

R87

 

ASDER

TOCK VDD

OSC1

P|C1OC74

VCC

 

PCT/GB98/03016

 

VDD

Ias1CD

TRI

DTC1 14T



Page 955 of 1488

WO 99/22338 PCT/GB98/03016

Fig.4 (Cont iii).

 
GND UP1

VCC D1 LCO-BT42OOBSTYC
Wan T b n

03 HN4BDO 0 a $1”
. SW4 22uF1OVf BT2 & SWItC

AGND GND

SUBSTITUTE SHEET (RULE 26)

Page 955 of 1488



Page 956 of 1488

PCT/GB98/O3016W0 99/22338

6/13

83owm
DZG<

m>>mw—>>m%van—m:“Em6,26%
00>

 

”:59to

QZO<

 
v50—vmm

m>o”Emu

WNQOLDVC‘ONV-OGQDN
NNNNNNNNNFV—w—

 
xOov

ILnw—w-

mm3<n_\Hm<._.w

Ell
><._n_\0mm

0206.m3

v60—

mmm-“Eco—PwmNNO20>00>A>_HCOOIllll'll'llullllllln mNOOZO<
00
D.
(D

I I.I!A‘I
(\l
m
(D

(I),— 
SUBSTITUTE SHEET (RULE 26)

Page 956 of 1488



Page 957 of 1488

PCT/GB98/03016WO 99/22338

7/13

«w

EI<22m&z<

 

Evémmzszoo>FF

AuD>mcoormcoorNVF0v0mace?mouCOOFmo

oo>
EULElx5600Elx558.mdi 

«$822on;mozom:mI532:+|mo

o

t

oo>

m5

vFoo>-6 zozm2oo>
m

225+503m5on25m2mE2.:So:8IE250Ez_E9IE00>

FlingHIIID:
oo>

SUBSTITUTE SHEET (RULE 26)

Page 957 of 1488



Page 958 of 1488

WO‘ 99/22338 PCT/GB98/03016

8 / 13

Fig.6.

lnitialise micro, lcd,adc

Clear Interrupts

Set up Port Pins

Head Accelerometers a,b
Calc Index l=a+b*16

100

 

  
  

 

 

 
 

110

115

Apply I to Lookup table
to select 1 of n screen positions

Fig.7. Fig7a.
Flead Receive Port

Do Autocorrelation on

730

Transmit Voltage Data
to Serial Port

SUBSTITUTE SHEET (RULE 26)

 
1 00

720  

   
 

705

 

 
710

 

  
 
 Tx Characters to PC

Screen and Serial Port 715

Page 958 of 1488



Page 959 of 1488

PCT/GB98/03016W0‘99/22338

 

DO;:05:0Eco.

    

a$332cambm:0

9/13

 

wtom.mtmmE2”.:2059.:m>>00..comommmmzco=mm__m=_:_Eta
com

.25

9208550am:3:9555>.698gm::3>mam5 
 

EEO20¢00;55>:mmbwcam:EmE>m_am_n_x5oEo§m8<ummm 
SUBSTITUTE SHEET (RULE 26)

Page 959 of 1488



Page 960 of 1488

PCT/GB98/030l6WO 99/22338

10/13

memmmENSF5—ourFormm5mm>859

.29;
ENQNN5Nmy:Fm:QNFForon5mm>899

:9”.
FF

omowowowoo—ONF9:ON0%omow00—ON—owlOm:

meommENwk;5—cupForoh5mm—>839

NEE
memmmwow9:meomrForowFmmmP>899

9.9m
omowowowoo—ON—9;00—ON0vomow00—ON—ov—

SUBSTITUTE SHEET (RULE 26)

Page 960 of 1488



Page 961 of 1488

wo 99/22338 PCT/GB98/03016

11 / 13

Fig.14.
160

140

120 f

100

1 26 51 76 101126151176201226251

160

140

120 b

100

1 26 51 76 101126151176201226251

140

120

100

80

26 51 76 101126151176 201226251

1 40

1 20

1 00

80

60

4O

2O

26 51 76 101126151176 201226 251

SUBSTITUTE SHEET (RULE 26)

Page 961 of 1488



Page 962 of 1488

PCT/GB98/03016WO,99/22338

12/13

On.932mm
mm

 

 
56:88.22

cm

.39;

 
$=§cooob=2

Exomm004
mm

oUOEQOLm
5

N0

.mfioi

ow  
mw

SUBSTITUTE SHEET (RULE 26)

Page 962 of 1488



Page 963 of 1488

W0 99/223158 PCT/G398/0301 6

13/13

Fig.17.31

 
Fig.19.

 
SUBSTITUTE SHEET (RULE 26)

Page 963 of 1488



Page 964 of 1488

  

CLASSIFICATION OF S BJECT MATTERA

IPC 6 606K11 18 606K9/24

INTERNATIONAL SEARCH REPORT Into onal Application No

PCT/GB 98/03016

According to International Patent Classification (IPC) or to both national classification and IPC
B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
IPC 6 606K GOfiF

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searChed

Electronic data base consulted during the international search (name of data base and. where practical search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° Citation of document. with indication. where appropriate. of the relevant passages

EP 0 615 209 A (TOKYO SHIBAURA ELECTRIC

CO) 14 September 1994
see coiumn 4, line 32 — column 8, tine 25

EP 0 439 340 A (NIPPON ELECTRIC CO)
31 JuIy 1991

see column 2, line 33 - iine 43
see column 3, line 52 - line 58; figure 1

NO 93 14589 A (MOTOROLA INC) 22 Juiy 1993

see page 3, line 31 - page 5, line 10,
see page 6, line 5 — line 14
see page 16, iine 4 - line 22; figures 1,3

Further documents are listed in the continuation of box C.

° Special categories of cited documents:

'A" document defining the general state of the art which is not
considered to be of particular relevance

"E" earlier document but published on or alter the international
filing date

“L“ document which may throw doubts on priority claim(s) or
which is cited to establish the publication date oi another
citation or other special reason (as specified)

"0" document referring to an oral disclosure. use, exhibition orother means
"P“ document published prior to the intemational filing date but

later than the priority date claimed

Date of the actual completion of the international search

17 December 1998

Name and mailing address of the ISA
European Patent Otiice, PB. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Telt (+3140) 340-2040. TX. 31 651 epo nl.
Fax; (+3170) 340-3016

Form PCT/iSA/21D (second sheet) (July t992)

Page 964 of 1488

_/__.

Patent tamiiy members are listed in annex.

"T“ later document published after the international filing date
or priority date and not in conflict With the application but
cited to understand the principle or theory underlying theinvention

"X" document oi particular relevance: the claimed invention
cannot be consrdered novel or cannot be considered to
involve an inventive step when the document is taken alone

“Y' documentof particular relevance; the claimed invention
cannot be considered to involve an inventive step when thedocument is combined With one or more other such docu-
ments, such combination being obvious to a person skilledin the an.

"(1' document member oi the same patent family

Date of mailing of the international search report

23/12/1998

Authorized otficer

Nygren, P

 
page 1 of 2

Relevant to claim No.



Page 965 of 1488

INTERNATIONAL SEARCH REPORT

C.(Ccntlnuation) DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° Citation of document. with indication,where appropriate. 01 the relevant passages Relevant to claim No.

 

US 4 241 409 A (NOLF JEAN—MARIE)
23 December 1980

see coiumn 2, line 64 - column 3, 1ine 21
see coiumn 3, line 43 — iine 64; figures
1—3

EP 0 507 269 A (YASHIMA DENKI KK)
7 October 1992

see coiumn 8, line 50 - column 9, iine 41;
figures 1,6

"REMINDER PEN"

IBM TECHNICAL DISCLOSURE BULLETIN,
vol. 36, no. 1, 1 January 1993, page 414
XP000333897
see the whoie document

Form PCT/ISA/ztu (continuation at second sheet) (July 1992)

Page 965 of 1488

Int ional Appucatlon No

PCT/GB 98/03016

 
page 2 of 2



Page 966 of 1488

  

 
 
  
   
 

 

INTERNATIONAL SEARCH REPORT
Inlormatlon on patent lumlly membels   

Inle

PCT/GB 98/03016

Patent document Publication Patent family Publication
cited in search repon date member(s) dale

EP 0615209 A 14-09-1994 JP 6266490 22-09-1994

anal Application No

 

  
>    

  3218149 A 25-09-1991
AU 639062 B 15-07-1993
AU 6995791 A 25-07-1991
CA 2034872 C 30-05—1995

5301222 A 05-04-1994
 

   

   
  

 

9205742 A 02-08-1994
DE 4294697 C 16-11—1995
DE 4294697 T 13—01-1994
JP 6505850 T 30-06—1994

5754645 A 19-05-1998
 

  

 

  
  
   

 
69204336 0 05-10-1995

DE 69204336 T 04-04-1996
JP 2726594 B 11-03-1998
JP 5278390 A 26-10-1993

5215397 A 01-06-1993
 

Form PCT/ISAfzm (palanl family annex) (July 1992)

Page 966 of 1488



Page 967 of 1488

Attorney’s Docket No. 8689P057 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 
Applicant : Philippe Kahn, et al Examiner: Lu, Shirley

Appl. No. : 12/247,950 Art Unit: 2681

Filed : October 8, 2008 Confirmation No. 8961

For : Method and System for CERTIFICATE OF TRANSMISSION
- - I hereby certify that this correspondence is being

Wal<ing Up 3' DeVICG Due to submitted electronically via EFS Web on the date
IVIOIZIOI'I shown below.

Customer NO- 1 08791 /Judith Szepesi/ June 12, 2013
Judith A. Szepesi Date 

E-Filed via EFS Web

Commissioner for Patents

PO. Box 1450

Alexandria, Virginia 22313-1450

INFORMATION DISCLOSURE STATEMENT

Madam:

Enclosed is a copy of Information Disclosure Citation Form PTO-1449 or

PTO/SB/08 together with copies of the documents cited on that form, except for copies

not required to be submitted (e.g., copies of U.S. patents and U.S. published patent

applications need not be enclosed). It is respectfully requested that the cited

documents be considered and that the enclosed copy of Information Disclosure Citation

Form PTO-1449 or PTO/SB/08 be initialed by the Examiner to indicate such

consideration and a copy thereof returned to applicant(s).

Pursuant to 37 C.F.R. § 1.97, the submission of this Information Disclosure

Statement is not to be construed as a representation that a search

has been made and is not to be construed as an admission that the information cited in

this statement is material to patentability.

12/247,950 Page 1 of 11 8689PO57

Page 967 of 1488



Page 968 of 1488

Pursuant to 37 C.F.R. § 1.97, this Information Disclosure Statement is being

submitted under one of the following (as indicated by an “X” to the left of

the appropriate paragraph):

37 C.F.R. §1.97(b).

X 37 C.F.R. §1.97(c). If so, then enclosed with this Information Disclosure

Statement is w of the following:

A statement pursuant to 37 C.F.R. §1.97(e) g

X The Director is Authorized to charge in the amount of $180.00 for the

fee under 37 C.F.R.§1.17(p).

37 C.F.R. §1.97(d). If so, then enclosed with this Information Disclosure

Statement are the following:

(1) A statement pursuant to 37 C.F.R. §1.97(e); and

(2) A check for $180.00 for the fee under 37 C.F.R. §1.17(p) for
submission of the Information Disclosure Statement.

If there are any additional charges, please charge Deposit Account No. 02-2666.

Respectfully submitted,

BLAKELY, SOKOLOFF, TAYLOR & ZAFMAN LLP

Dated: June 12, 2013 /Judith Szepesi/

Judith A. Szepesi

Reg. NO. 39,393

1279 Oakmead Parkway

Sunnyvale, CA 94085

(408) 720-8300

12/247,950 Page 2 of 11 8689P057

Page 968 of 1488



Page 969 of 1488

Doc Code: AP.PRE.REQ PTO/83.133 (07—09)Approved for use through 07/31/2012. OMB 0651-0031
U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE

Under the Pa-erwork Reduction Act of 1995, no -erscns are re- uired to res-cnd to a collection of information unless it dis-la s a valid OMB control number.

Docket Number (Optional)

PRE-APPEAL BRIEF REQUEST FOR REVIEW

8689P057

I hereby certify that this correspondence is being submitted Application Number Filed

 

electronically via EFS Web on the date shown below.

12/247,950 October 8, 2008

on December 5, 2013 First Named Inventor

Signature [Judith Szepesi/ Philippe Kahn
Examiner

Typed or printedname
Judith A. Szepesi Lu Shirley

Applicant requests review of the final rejection in the above-identified application. No amendments are being filed
with this request.

This request is being filed with a notice of appeal.

The review is requested for the reason(s) stated on the attached sheet(s).
Note: No more than five (5) pages may be provided.

I am the

lJudith Szepesi/applicantlinventor.
Signature

assignee of record of the entire interest. . .
See 37 CFR 3.71. Statement under 37 CFR 3.73(b) is enclosed. JUd'th A- Szepesr
(Form PTO/SBIQS) Typed or printed name

attorney or agent of record.
Registration number 395393 (408) 720-8300

Telephone number

 

attorney or agent acting under 37 CFR 1.34. December 5 2013
Registration number if acting under 37 CFR 1.34— Date

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required.
Submit multiple forms if more than one signature is required, see below*.

"Total of — forms are submitted.

This collection of information is required by 35 U.S.C. 132. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11, 1.14 and 41.6. This collection is estimated to take 12 minutes to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form andfor suggestions for reducing this burden, should be sent to the Chief Information Officer,
US. Patent and Trademark Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Mail Stop AF, Commissioner for Patents, P.0. Box 1450, Alexandria, VA 22313-1450.

 
Ifyou need assistance in completing the form, call 1-800—PTO-9199 and select option 2.

Page 969 of 1488



Page 970 of 1488

Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. If you do
not furnish the requested information, the US. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

Page 970 of 1488

The information on this form will be treated confidentially to the extent allowed under the
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to
opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the
Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in
this system of records may be disclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,
General Services, or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspection or an
issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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Electronic Patent Application Fee Transmittal 

Application Number: 12247950

Title of Invention: Method and System forWaking Up a Device Due to Motion

 

First Named Inventor/Applicant Name: Philippe Kahn

_JUdlth A. szepeSl/Joan Abrlam

Filed as Large Entity

Utility under 35 USC 1 1 1 (a) Filing Fees

“my"

Basic Filing:

 

Miscellaneous-Filing:

Patent-Appeals-and-Interference:

Notice of Appeal 1 800 800 

Post-Allowance-and-Post-Issuance:

 
Extension-of—Time:
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. . . Sub-Total in

Description Fee Code Quantity Amount USD($)

Extension - 3 months with $0 paid 1253 1 1400 1400

Miscellaneous:

 
Total in USD (S) 
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Electronic Acknowledgement Receipt 

EFS ID: 17580860
 

Application Number: 12247950

Title of Invention: Method and System forWaking Up a Device Due to Motion

First Named Inventor/Applicant Name: Philippe Kahn

Filer Authorized By: 

Attorney Docket Number: 8689P057 

Receipt Date: OS—DEC—201 3

Application Type: Utility under 35 USC111(a)

Payment information:

 
 

Submitted with Payment yes

Payment Type Deposit Account 

Payment was successfully received in RAM $2200

Deposit Account 022666

Document File Size(Bytes)/ Multi Pages

 
Document Description File Name

Number Message Digest Part /.zip (ifappl.) 
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8689P057_Extension_of_Ti me.

ExtenSIon ofTIme pdf 4a9lbd857d27bd5bbalbfifle1307e9567el
eb7f38

Warnings: 

Information:

1114278
8689P057_Notice_of_Appea|.

Calac91024fd56588573ab33c85216ml79
ec27c

Notice oprpeal Filed

Warnings:

Information: 

. 1085021
8689P057_PreAppea|_BrIef_Re

Pre-BrlefConference request quest.pdf 476169b]3499a91e5f18653a73483ffb6cé3
1357

Warnings: 

Information:

32272

338dcec62636698bc14 03ba0ff967d6757c
Bfific

Information:

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

Fee Worksheet (5806) fee-info.pdf

Warnings:

New Applications Under 35 U.S.C. 111

Ifa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

Ifa timely submission to enter the national stage ofan international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EOI903 indicating acceptance of the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

 

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for
an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of
the application.
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Attorney’s Docket No. 8689PO57 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Philippe Kahn, et al Examiner: Lu, Shirley

Appl. No. : 12/247,950 Art Unit: 2681

Filed : October 8, 2008 Conf No: 8961

For : Method and System for CERTIFICATE OF TRANSMISSION- - | hereb certif that this corres ondence is bein

Walfing Up 3‘ DeVICe Due I20 submittIed electronically via EFFS Web on the dage
IVIOIIIOI'I shown below.

CUStomer NO' : 08791 /Judith Szepesi/ December 5I 2013
Judith A. Szepesi Date

 
 

E-Filed via EFS Web

Commissioner for Patents

PO. Box 1450

Alexandria, Virginia 22313-1450

PETITION FOR EXTENSION OF TIME PURSUANT TO 37 C.F.R. § 1.136 (a)

Madam:

Applicant respectfully petitions pursuant to 37 CFR 1.136(a) for a three month

extension of time to file this response to the Office Action mailed 06/05/2013. The

extended period is set to expire on 12/05/2013. The Director is authorized to charge in

the amount of $1,400.00 to Deposit Account No. 02-2666 to cover the fee for a three

month extension of time.

Please charge any shortages and credit any overages to our Deposit Account

No. 02-2666.

Respectfully submitted,

BLAKELY, SOKOLOFF, TAYLOR & ZAFMAN, LLP

Dated: December 5, 2013 /Judith Szepesi/

Judith A. Szepesi

Reg. No. 39,393

1279 Oakmead Parkway

Sunnyvale, CA 94085

(408) 720-8300
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PTO/SB/31 (09-12)
Approved for use through 01/31/2013. OMB 0651-0031

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

Docket Number (Optional)
NOTICE OF APPEAL FROM THE EXAMINER TO

THE PATENT TRIAL AND APPEAL BOARD
8689P057

I hereby certify that this correspondence is being submitted electronically l” re Application Of
Philippe Kahn, et al

Application Number Filed
12/247,950 October 8, 2008

on mm— For Method and System for Waking Up a Devit

Signature /Judlth Szepesi/ Art Unit Examiner
T d ' t d - -

nit:M 2681 Lu, Shirley

Applicant hereby appeals to the Patent Trial and Appeal Board from the last decision of the examiner.

 

via EFS Web on the date shown below.

The fee for this Notice of Appeal is (37 CFR 41 .20(b)(1))

I] Applicant claims small entity status. See 37 CFR 1.27. Therefore, the fee shown above is reduced
by half, and the resulting fee is:

A check in the amount of the fee is enclosed.

Payment by credit card. Form PTO—2038 is attached.

The Director has already been authorized to charge fees in this application to a Deposit Account.

The Director is hereby authorized to charge any fees which may be required, or credit any overpayment
to Deposit Account No. 02-2665

A petition for an extension of time under 37 CFR 1.136(a) (PTO/SB/22) is enclosed.

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.

I am the

applicant/inventor. UUdlth Szepesi/
Signature

assignee of record of the entire interest. . .
See 37 CFR 3.71. Statement under 37 CFR 3.73(b) is enclosed. JUdlth A- SZGPGSI
(Form PTO/SB/96) Typed or printed name

attorney or agent of record.
Registration number 39,393 _ (408) 720-8300

Telephone number

 

attorney or agent acting under 37 CFR 1.34.
Registration number if acting under 37 CFR 1.34. December 51 2013 Date

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required.
Submit multiple forms if more than one signature is required, see below*.

"Total of 1 forms are submitted.

This collection of information is required by 37 CFR 41.31. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11, 1.14 and 41.6. This collection is estimated to take 12 minutes to
complete, including gathering. preparing. and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer,
US. Patent and Trademark Office. US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

 
Ifyou need assistance in completing the form. call 1-800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. If you do
not furnish the requested information, the US Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.
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The information on this form will be treated confidentially to the extent allowed under the
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to
opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the
Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in
this system of records may be disclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,
General Services, or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspection or an
issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
US. Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450

Alexandria, Virginia 2231371450
www.usptoigov

 

 

8791 8 2013—12-09

BLAKELY SOKOLOFF TAYLOR & ZAFMAN Paper No.1279 Oakmead Parkway
Sunnyvale, CA 94085—4040

Application N0.: 12/247,950 Date Mailed: 2013-12-09

First Named Inventor: Kahn, Philippe, Examiner: LU, SHIRLEY

Attorney Docket N0.: 8689P05 7 Art Unit: 2681

Confirmation N0.: 8961 Filing Date: 2008-10-08

 
 

Please find attached an Office communication concerning this application or proceeding.

Commissioner for Patents

PTO-90c (Rev.08-06)
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Application No. Applicant(s)

Notice of Non-Compliant 12/247950 KAHN ET AL.
Pre-Appeal Brief Request for Review Examiner Art Unit

Shirley Lu 2681

--The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--

 

The Pre-Appeal Brief Request for Review filed on 05 December 2013 is non-compliant for the following reason(s). See
Pre-Appea/ Brief Conference Pilot Program, 1296 Off. Gaz. Pat. Office 67 (July 12, 2005). A conference will not be held.

The time period for filing an appeal brief CONTINUES TO RUN from the receipt date of the Notice of Appeal. 37 CFR
41 .37(a). If no Notice of Appeal has been received, the time period for filing a reply continues to run from the mail date
of the last Office communication.

1. D The Request was not filed concurrently with a proper Notice of Appeal.

2. IZI The Request does not include accompanying arguments for which the review is being requested.

3. |:| The arguments accompanying the Request exceed five (5) pages.

4. |:| The arguments accompanying the Request are directed to petitionable, not appealable, matters.

5. I:| An after-final or proposed amendment was filed with the Request, or after the filing of the Request but before a
panel decision from the pre-appeal brief conference.

6. El The request was filed concurrently with a Request for Continued Examination (RCE).

7. El Other (including any explanation in support of the above items):

/Bridget C. Monroe/
Patent Appeals Specialist

571 -272-1 651

  
U 8 Patent and Trademark Office
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Doc code: RCEX PTOISBIaOEFS (07—09)
Doc description: Request for Continued Examination (RC E) Approved for use through 0731/2012. OMB 0651-0031u.s. Patent and Trademark Office; u.s. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

REQUEST FOR CONTINUED EXAMINATION(RCE)TRANSMITTAL

(Submitted Only via EFS-Web)

Apphcat'on 12247950 F"'"9 2008—10—08 p°°ket.N”mber 8689P057 A“. 2681
Number Date (if applicable) Unit
First Named .. Examiner .

Inventor Philippe Kahn Name Lu, Shirley 

This is a Request for Continued Examination (RCE) under 37 CFR 1.114 of the above-identified application.
Request for Continued Examination (RCE) practice under 37 CFR 1.114 does not apply to any utility or plant application filed prior to June 8,
1995, or to any design application. The Instruction Sheet for this form is located at WWW.USPTO.GOV
 

SUBMISSION REQUIRED UNDER 37 CFR1.114

Note: If the RCE is proper, any previously filed unentered amendments and amendments enclosed with the RCE will be entered in the order
in which they were filed unless applicant instructs otherwise. If applicant does not wish to have any previously filed unentered amendment(s)
entered, applicant must request non—entry of such amendment(s).

El Previously submitted. If a final Office action is outstanding, any amendments filed after the final Office action may be considered as a

 

submission even if this box is not checked.

|:| Consider the arguments in the Appeal Brief or Reply Brief previously filed on

|:| Other

E Enclosed

Amendment/Reply

Information Disclosure Statement (IDS)

|:| Affidavit(s)/ Declaration(s)

Other
Cited References

 
MISCELLANEOUS
 

I: Suspension of action on the above-identified application is requested under 37 CFR 1.103(0) for a period of months(Period of suspension shall not exceed 3 months; Fee under 37 CFR 1.17(i) required)

 
|: Other

 

FEES

The RCE fee under 37 CFR 1.17(e) is required by 37 CFR 1.114 when the RCE is filed.
The Director is hereby authorized to charge any underpayment of fees, or credit any overpayments, to
Deposit Account No 022666 

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT REQUIRED 

2| Patent Practitioner Signature

 :| Applicant Signature

 

 EFS - Web 2.1.15
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Doc code: RCEX PTOISBIaOEFS (07—09)
Doc description: Request for Continued Examination (RC E) Approved for use through 0731/2012. OMB 0651-0031U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Signature of Registered U.S. Patent Practitioner
 

Signature [Judith Szepesi/ Date (YYYY—MM—DD) 2014—02—05

  Name Judith A. Szepesi Registration Number 39393  
This collection of information is required by 37 CFR 1.114. The information is required to obtain or retain a benefit by the public which is to
file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is
estimated to take 12 minutes to complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time
will vary depending upon the individual case. Any comments on the amount of time you require to complete this form and/or suggestions for
reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce,
PO. Box 1450, Alexandria, VA 22313—1450.

if you need assistance in completing the form, call 1—800—PTO—9199 and select option 2.

EFS - Web 2.1.15
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Privacy Act Statement

 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be
advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information
solicited is voluntary; and (3) the principal purpose for which the information is used by the US. Patent and Trademark Office
is to process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the US. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information
Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Department of Justice to determine whether the Freedom of Information Act requires disclosure of these records.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement
negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from the
Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need
for the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization,
pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services,
or his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record may
be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed in an
application which became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.

 

EFS - Web 2.1.15
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Attorney’s Docket No. 8689P057 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 
 

Applicant : Philippe Kahn, et al Examiner: Lu, Shirley

Appl. No. : 12/247,950 Art Unit: 2681

Filed : October 8, 2008 Conf No: 8961

For : Method and System for CERTIFICATE OF TRANSMISSION. . | h b rt'f th tth' d ' be'n

Wal<|ng Up a Devrce Due to sugIfiittIeEZIec/trofiicalI: \C/(iDaIrEFpSOCVStIIE: Itshe dlage
Motion shown below.

Customer NO- 1 08791 /Judith Szepesi/ February 5, 2014
Judith A. Szepesi Date

 

E—Filed via EFS Web

Commissioner for Patents

PO. Box 1450

Alexandria, Virginia 22313—1450

AMENDMENT AND RESPONSE

Sir:

In response to the Office Action of July 5, 2013, which was made final, applicants

respectfully request the Examiner to enter the following amendments and consider the

following remarks:

Amendments to the Claims are reflected in the listing of claims, which begins

on page 2 of this paper.

Remarks/Arguments begin on page 6 of this paper.

12/247,950 Page 1 of 13 8878P057
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Amendments to the Claims:
 

The listing of claims will replace all prior versions, and listings, of claims in the

application:

Listing of Claims:

1. (Currently Amended) A method comprising:

receiving motion data from a motion sensor in a device, the motion sensor

sensing motion along three axes;

determining an idle sample value for a dominant axis of the device, the dominant

axis defined as the axis with a largest effect from gravity among the three axes;

registering a motion of the device based on the motion data from the motion

sensor;

determining whether the motion caused a change in the dominant axis; and
 

waking up the device when the motion of the device indicates thie [[a]] change in

the dominant axis of the device, the dominant axis being the axis with the largest effect

from gravity among the three axes.

2. (Previously Presented) The method of claim 1, wherein determining the

idle sample value for the dominant axis comprises:

processing the motion data to establish an idle sample value; and

processing the idle sample value to establish the dominant axis.

3. (Previously Presented) The method of claim 1, wherein the motion sensor

comprises an accelerometer.

4. (Previously Presented) The method of claim 2, wherein the idle sample

value comprises an average of accelerations over a sample period along the dominant

axis recorded when the device goes to idle mode after a period of inactivity.

5. (Previously Presented) The method of claim 2, further comprising

determining the idle sample value for each of the other axes of the device.

12/247,950 Page 2 of 13 8878P057
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6. (Previously Presented) The method of claim 1, wherein registering the

motion of the device comprises:

processing the motion data to determine a current sample value along the

dominant axis of the device.

7. (Previously Presented) The method of claim 2, further comprising

comparing a difference between a current sample value along the dominant axis

determined based on the motion of the device and the idle sample value of the

dominant axis against a threshold value.

8. (Original) The method of claim 1, wherein the change in the dominant

axis comprises a change in acceleration along the dominant axis.

9. (Original) The method of claim 1, wherein waking up the device further

comprises configuring the device to return to a last active device state.

10. (Previously Presented) The method of claim 6, wherein the current

sample value of the dominant axis of the device is an average of accelerations over a

sample period.

11. (Original) The method of claim 6, further comprising determining the

current sample value for each of the other axes of the device.

12. (Canceled)

13. (Previously Presented) The method of claim 6, wherein processing the

motion data further comprises:

verifying whether the motion data includes one or more glitches; and

removing the one or more glitches in the motion data from the motion data before

calculating the average.

12/247,950 Page 3 of 13 8878P057
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14. (Original) The method of claim 6, further comprising determining that the

device is to be woken up based on the difference between the current sample value and

the idle sample value being greater than a threshold value.

15. (Original) The method of claim 8, further comprising:

determining a new dominant axis based on the motion data received from the

motion sensor;

computing a difference between the current sample value along the new

dominant axis and an idle sample value along the new dominant axis determined when

the device goes to idle mode after a period of inactivity; and

comparing the difference against a threshold value to establish whether to wake

the device up.

Claims 16-24. (Canceled)

25. (Currently Amended) A mobile device comprising:

a dominant axis logic to determine an idle sample value for a dominant axis of

the mobile device based on motion data, the dominant axis defined as an axis with a

largest effect from gravity among three axes;

a motion sensor to register a motion of the mobile device; and

a power logic to activate the device when the motion indicates a change in the

dominant axis of the device.

26. (Previously Presented) The mobile device of claim 25, further comprising:

a long average logic to calculate an average of accelerations over a sample

penod.

27. (Canceled)

28. (Previously Presented) The mobile device of claim 26, further comprising:

a computation logic to determine if the averages of accelerations indicate a

change in the dominant axis of the device.

12/247,950 Page 4 of 13 8878P057
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29. (Currently Amended) The mobile device of claim 26, further comprising a

glitch corrector logic to correct one or more glitches in the motion data before the eneer

mere average[[s are]] is calculated.

30. (Previously Presented) The mobile device of claim 25, wherein the motion

sensor logic comprises an accelerometer to detect acceleration along one or more

axes.

31. (Previously Presented) The mobile device of claim 25, further comprising

a device state logic to restore the device to a last active state.

32. (Previously Presented) The mobile device of claim 31, wherein the device

state logic allows user interaction to customize applications to be displayed when the

device is woken up.

33. (Previously Presented) A system to wake up a mobile device comprising:

a motion sensor to detect motion along three axes;

a dominant axis logic to compare an effect of gravity on the three axes, and to

determine an axis of the device experiencing a largest effect of gravity; and

a power logic to move the device from an inactive state to an active state upon

detection of a change in the axis experiencing the largest effect of gravity.

34. (Previously Presented) The system of claim 33, further comprising:

a long average logic to calculate an average of accelerations over a sample

period, for accelerations along the dominant axis; and

a computation logic to determine if the average of accelerations indicates the

change in the dominant axis of the device.

35. (Previously Presented) The system of claim 33, further comprising:

a device state logic to restore the device to one of: a last active state, a preset

customized state.
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Remarks/Arguments

Applicants respectfully request consideration of the subject application as

amended herein. This Amendment is submitted in response to the Office Action mailed

July 5, 2013, which was made final. Claims 1-11, 13-15, 25, 26, and 28-35 are rejected.

In this Amendment, claims 1 and 29 have been amended. No claims have been

canceled or added. Applicants reserve all rights with respect to the applicability of the

Doctrine of Equivalents.

Claim Rejections under 35 U.S.C. §112, second paragraph
 

Claims 29 stands rejected under 35 U.S.C. §112, second paragraph, as being

indefinite for failing to particularly point out and distinctly claim the subject matter which

applicant regards as the invention.

Claim 29 has been amended, to more particularly point out and distinctly claim

the subject matter which applicant regards as the invention. Applicants respectfully

request withdrawal of this rejection.

Claim Rejections under 35 U.S.C. §103(a)

Claims 1—8, 10—1 1, 14—15, 25—26, 28—30, and 33—34 stand rejected under 35

U.S.C. §103(a) as being unpatentable over US. Patent Publication No. 2006/0161377

to Rakkola, et al (hereinafter “Rakkola”) in view of US Publication No. 2007/0259716 to

Mattice, et al (hereinafter “‘Mattice”).

 

Rakkola discusses an energy-efficient acceleration measurement system.

Rakkola’s system includes an accelerometer, responsive to acceleration of the system,

for providing an accelerometer output signal having a magnitude indicative of at least

one component of the acceleration. A motion detector is responsive to the

accelerometer output signal, and provides a processor interrupt signal, but only if the

magnitude of acceleration reaches a threshold.

Rakkola notes that in the system described there is “no need to consider offsets

on different channels when setting threshold levels, and threshold levels can also be set

independently from device orientation and from the vector of gravitational force."

(Rakkola, paragraph 19). Thus it is an important aspect of Rakkola that the threshold
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levels are independent of the vector of gravitational force, and further that reference

levels are calculated for each axis.

Mattice discusses control of wager-based game using gesture recognition.

Mattice notes that a tilt of a device may be detected by a change in gravitational

acceleration, but does not teach or suggest utilizing gravity in determining whether to

wake up a device. Although Mattice utilizes the term “dominant axis” Mattice references

the “dominant axis of motion” which is the axis along which the user’s motion is largest,

and which is therefore augmented in analysis. (Mattice, paragraph 156).

Mattice mentions the dominant axis only in paragraphs 156 and 157. In those

paragraphs Mattice states:

As shown at 606 at least one operation may be performed to

determine, identify, and/or select a dominant axis of motion. In at least one

embodiment, detected movement along the identified dominant axis may

be augmented or modified, for example, in order to increase it's

significance with respect to particular application(s). For example, in one
embodiment, if the identified dominant axis of motion is the x-axis, then

the movement along the x-axis may be augmented (610x). If the identified

dominant axis of motion is the y-axis, then the movement along the y-axis

may be augmented (610y). If the identified dominant axis of motion is the

z-axis, then the movement along the z—axis may be augmented (6102). Ln

some embodiments, it may be desirable to select two axes as the

dominant or primary axes. In such embodiments, detected movement

along each of the identified dominant axes may be individually

augmented.

According to specific embodiments, the amount or degree of

augmentation of movement in the dominant axis of motion may vary in

different embodiments, for example, according to the application(s) being

utilized or other characteristics. In some embodiments, user preferences

611 may be utilized to determine type(s) and/or amount(s) of movement

augmentation. According to specific embodiments, movement along axes

other than the dominant axis of motion may also be augmented (e.g.,

minimized), for example, in order to reduce or eliminate it's significance

with respect to particular application(s).

 
 

Applicants respectfully submit that the term used by Mattice is not equivalent to,

nor relevant to how the term “dominant axis” is used in the present invention. This can
 

be clear for example when Mattice states “it may be desireable to select two axis as the

dominant or primary axes.” (See paragraph 156, emphasis added above). It is

absolutely clear from this that the term “dominant axis” cannot refer to an axis with the
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largest gravitation effect, since it is physically impossible to have two axes with the

largest gravitational effect.

Therefore, Applicants respectfully submit that the use of “dominant axis” in

Mattice is not relevant to the discussion of the present application’s claims.

Firstly, Applicants respectfully submit that the proposed combination is

inappropriate, because it would fundamentally alter the functioning of Rakkola and

furthermore Rakkola specifically teaches away from the proposed modification.

The system of Rakkola relies on the data from all three axes. Removing this

aspect, which is called out by Rakkola as being the advantage of the system would

substantially alter the system. MPEP 2143.01 notes that “the proposed modification
 

cannot render the prior art unsatisfactory for its intended purpose or change the
 
principle of operation of a reference.” Applicants respectfully submit that the suggested

alteration of selecting a particular axis, and calculating averages only for that axis would

substantially change the principle of operation of Rakkola. Therefore, Applicants

respectfully submit that the Examiner’s suggested combination should not be made.

Furthermore, even if the combination were considered, the references in

combination do not render the claims of the present invention obvious.

Claim 1 recites in part “determining whether the motion caused a change in the

dominant axis; and waking up the device when the motion of the device indicates the

change in the dominant axis of the device, the dominant axis being the axis with the

largest effect from gravity among the three axes.” Applicants respectfully submit that

the combination of Rakkola and Mattice does not teach or suggest this feature.

Rakkola does not utilize a dominant axis calculation at all, and therefore cannot

determine whether the motion caused a change in the dominant axis and utilize the

change in the dominant axis for any action.

Mattice utilizes the term “dominant axis,” but the meaning of the term is the

“dominant axis of motion,” the axis along which the user’s motion occurs. There is no

way in Mattice for a motion to cause a change in the dominant axis, much less using

that change to wake a device.

Therefore, neither Rakkola nor Mattice determine whether a movement caused a

change in the dominant axis of the device (where the dominant axis is the axis with the

largest effect from gravity).
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Furthermore, neither Rakkola nor Mattice teach or suggest utilizing a change in

the dominant axis to wake the device, where the dominant axis is defined as the axis

with the largest effect from gravity among the three axes. Therefore, since the

references in combination do not teach or suggest utilizing the dominant axis,

experiencing the largest effect from gravity, to wake the device, claim ‘I, as amended,

and the claims that depend on it, are not obvious over the combination of references.

Claim 25 recites:

A mobile device comprising:

a dominant axis logic to determine an idle sample value for a

dominant axis of the mobile device based on motion data, the dominant

axis defined as an axis with a largest effect from gravity among three
axes;

a motion sensor to register a motion of the mobile device; and

a power logic to activate the device when the motion indicates a

change in the dominant axis of the device.

As noted above, Rakkola does not identify a dominant axis, defined as the axis

with the largest effect from gravity among the three axes. Mattice does not identify such

an axis either, as it uses the term “dominant axis” to mean the axis experiencing the

largest user motion. Therefore, the combination of references does not teach or

suggest a power logic to activate the device when the motion indicates a change in the

dominant axis of the device. Therefore, claim 25, and the claims that depend on it, are

not obvious over the combination of Rakkola and Mattice.

Claim 33 recites:

A system to wake up a mobile device comprising:

a motion sensor to detect motion along three axes;

a dominant axis logic to compare an effect of gravity on the three

axes, and to determine an axis of the device experiencing a largest effect

of gravity; and

a power logic to move the device from an inactive state to an active

state upon detection of a change in the axis experiencing the largest effect

of gravity.

As noted above, neither Rakkola nor Mattice use an axis experiencing the largest

effect ofgravity, in making any decisions. Rather, Rakkola uses data from all axes, and

Mattice uses the axis experiencing the largest user movement. Therefore, neither

Rakkola nor Mattice, alone or in combination teach or suggest a power logic to move

the device from an inactive state to the active state upon detection of a change in the
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axis experiencing the largest effect ofgravity. Therefore, claim 33 and the claims that

depend on it are not obvious over Rakkola and Mattice.

Claims 9, 31, and 35 stands rejected under 35 U.S.C. §103(a) as being

unpatentable over Rakkola in view of Mattice in view of US. Patent No. 6,353,449 to

Gregg, et al (hereinafter “Gregg”). Claim 9 depends on claim 1, and claims 31 and 35

depend on claim 25 and 33 respectively. Each claim includes the limitations of its

respective parent.

As noted above, the combination of Rakkola and Mattice do not teach or suggest

using a change in the dominant axis, defined as the axis experiencing the largest effect

from gravity, to wake a device.

Gregg discusses various screen savers for computing devices. Gregg does not

discuss utilizing an axis experiencing a greatest gravitational effect, or movements at

all. Therefore, Gregg cannot remedy the shortcomings of Rakkola and Mattice

discussed above. Therefore, for at least the same reasons advanced above with

respect to their respective parent claims, claims 9, 31, and 35 are not obvious over

Rakkola in view of Mattice, in view of Gregg.

Claim 13 stands rejected under 35 U.S.C. §103(a) as being unpatentable over

Rakkola in view of Mattice in view of US. Publication No. 2007/0150136 to Doll, et al

(hereinafter “Doll”). Claim 13 indirectly depends on claim 1, and incorporates its

limitations.

As noted above with respect to claim 1, the combination of Rakkola and Mattice

do not teach or suggest "determining whether the motion caused a change in the

dominant axis; and waking up the device when the motion of the device indicates the

change in the dominant axis of the device, the dominant axis being the axis with the

largest effect from gravity among the three axes.”

Doll discusses a sensor self—test system for a motion sensor. However, Doll

does not discuss waking up a device, much less waking up a device based on a change

in a dominant axis. Therefore, Doll cannot remedy the shortcomings of Rakkola and

Mattice discussed above with respect to claim 1. Therefore, claim 13 is not obvious

over the combination of references.

Furthermore, the Examiner suggests that the combination of references teaches

identifying glitches and removing them. Examiner references the self-test system of
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Doll, stating that it eaches verifying whether the motion data includes identifying glitches

and removing the glitches in the motion data before calculating the average. Applicants

respectfully disagree. Doll’s system is designed to verify proper operation of a motion

sensor by injecting a test signal, and measuring the output of the sensor. Doll then

sends an error message, if a fault is detected. (Doll, paragraph 7). However, firstly, the

measurement of a test signal is not equivalent to a glitch. A glitch is an erroneous

measurement in data, which does not reflect actual movement. Furthermore, there is

no suggestion in Doll to remove such glitches. Because Doll measures a test signal,
 

there is no purpose in Doll in removing the one or more glitches in the motion data.

Claim 13 recites:

'The method of claim 6, wherein processing the motion data further
comprises:

verifying whether the motion data includes one or more glitches;

and removing the one or more glitches in the motion data from the
motion data before calculating the average.

Neither Rakkola nor Mattice alone or in combination address verifying whether

the motion data includes one or more glitches and removing the glitches. As noted

above, Doll also does not teach or suggest such a feature. Therefore, the combination

of Rakkola, Mattice, and Doll does not teach or suggest verifying whether the motion

data includes one or more glitches, and to remove those glitches prior to calculating the

average. Therefore, claim 13 is not obvious over the combination of Rakkola, Mattice,

and Doll. Furthermore, Applicants respectfully submit that claim 13 is not obvious over

the combination of Rakkola, Mattice, and Doll for at least the same reasons as

advanced above with respect to claim 1

Claim 32 stands rejected under 35 U.S.C. §103(a) as being unpatentable over

Rakkola in view of Mattice in view of Gregg in view of U.S. Patent No. 6,771,250 to Oh

(hereinafter “Oh"). Claim 32 depends on claim 25, and incorporates its limitations.

As noted above with respect to claim 25, the combination of Rakkola, Mattice,

and Gregg do not teach or suggest “a power logic to activate the device when the

motion indicates a change in the dominant axis of the device.”

Oh discusses an application program launcher, which may be used to launch

applications from low power mode. While Oh discusses waking up a device, Oh does
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not discuss utilizing any motion data, much less using a change in the dominant axis to

trigger such waking. Therefore, Oh cannot remedy the shortcomings of Rakkola,

Mattice, and Gregg discussed above.

Furthermore, the Examiner suggests that Oh discusses a device state logic

enabling the user to customize applications to be displayed when the device is woken

up. Applicants respectfully disagree. Oh discusses a launcher, that enables using the

launcher, a user can select one of application programs registered in a menu list of a

launcher program, and immediately execute it. (Oh, column 3, lines 21-25). However,

Oh teaches away from customize applications to be displayed when the device is

woken up by noting that “When hand-held computer 10 is in a power-off state or a sleep

mode, the microcomputer wakes up hand-held computer 10 to display menu list 100

only when the launching signal is inputted from launcher switch 40." (Oh, column 4, line

57-60). There is no suggestion in Oh to allow user interaction to customize applications

to be displayed when the device is woken up.

Claim 32 recites in part “the device state logic allows user interaction to

customize applications to be displayed when the device is woken up.”

None of Rakkola, Mattice, and Gregg discuss a launch screen, or customizing

applications to be displayed when a device is woken up. As noted above, Oh does not

teach or suggest this feature either. Therefore, the combination of Rakkola, Mattice,

Gregg, and Oh, do not teach or suggest a device state logic that allows user interaction

to customize applications to be displayed when the device is woken up. Therefore,

claim 32 is not obvious over the references.

Furthermore, claim 32 is not obvious over the combination of Rakkola, Mattice,

Gregg, and Oh for at least the same reasons advanced above with respect to claim 25.

Conclusion

Applicant respectfully submits that in view of the amendments and discussion set

forth herein, the applicable rejections have been overcome. Accordingly, the present

and amended claims should be found to be in condition for allowance.

If a telephone interview would expedite the prosecution of this application, the

Examiner is invited to contact Judith A. Szepesi at (408) 720-8300.
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If there are any additional charges/credits, please charge/credit our deposit

account no. 02-2666.

Respectfully submitted,

BLAKELY, SOKOLOFF, TAYLOR & ZAFMAN LLP

Dated: February 5, 2014 /Judith Szepesi/

Judith A. Szepesi

Reg. No. 39,393

 

Customer No. 08791

1279 Oakmead Parkway

Sunnyvale, CA 94085

(408) 720-8300
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Amiio System

Field (sf {he inventien

The invention relates to 311 audics systcm‘ in particular in an audio system f0: use. both in the

home and school envimnmsnt.

7.11
Backgmund of the. Envcfition

Teachers often use audin systems; in Class as part of a lesson. This may form part of a language

lesson, or For younger children, simply an audio story. The whale class. i3 am always; ittvolV‘ed in

the 31mm sactiviiy so often a teacher will use an audio system with headplmnes for each of the

Children.

E0 .tixisting audio systems in schools are often mains powered tape players. Those participating in

the audic activity listen via :1 laudspeaker, or wear headphones which are attached by a. wire t0

the audit) playback device. Even when using headphones, each child must listen to the same

story at the same time. As well as being limited to the location of the device. Cm: headphone:

wires can become tangled and this garments a hag-art} in clasareom etwimxsmem

25 Mechanical robustness can be 2 problem with existing audio systems, especially with sys mm for
r-r

use by small children. 'E‘hey may pull sit- the wire connecting the beadphoncg to the tape player,

or drop the headphones for example, causing damage.

Battery powered hcadplmnes for use with audio systems do exist, but a pmbiem with these,

especially with ycuflg children, is that children forget to tum them off after use resulaiug in

40 battery Fewer quickly draining.

I? would be desirable to provide an improved audio system,
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Sismmmy of flu: Inventinn

One 359%? of the invmtfion provides an audio system as specified in Claim ‘.

Preferred aspects 0f the invention are specified in the claims dependent (m Chaim E.

The invention prm'jdes an ijnpmved audit) spiem f1): use eiihm in a home: 0r when}

‘JY
environment: The system uses rechargeable wireless headghoncs, each with an in-buih digrs-d

midis piaycr and an autnmaflc 011/Off contra! £92er 30 that {madphoucs are aummaticafiy

switched inm a kaw pnwm mods, when not in “56‘. ’i "he invrnfim‘: aim) provides 3 wireicss remote

comm! console f0: use with multipie sets of headphones.

:9 Brief Descs’iption of the flsawings

In $115 drawmgss, which iliugirrztca preferred emhmiimsms; of the invention;

figure i shows one sat afhcadphzmes conntzcted m a ccsmputer;

Figure 2 Shows a smear-shoe; of the sofzwezm fur use with the. audits system;

Figure 3 wows: muiiipk: sets 0f headphmms connected to a mmpus‘cr via 21 bsaase unit; sand

i5 Figures 42, b and C each flustmm a {amt-ix: control C(msole.

Datssiicai Bmcrfiptfion of the: Preferred Embodiments

The system of [he anmfizm is; shown in its; simplest farm in Figure '1. The system comprises a.

pair. of headphone: L which are tunnecmixic to a pcrmnai computer 3'. via a cabie 3 for exzimpie

2%} 2: standard USE (21716 H mdphnncs '3 also cmnprise :5 .rechzxgtsahie battery which is recharged by

the C(smputfir visa fi‘m [[88 cable. An LED indicate: fight 6 indicates the smmg headphancs 1.

 
Headphones 1 have; an m-buflt soiid state audio piay 3135M state audio players we digital audio
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E5

25.}

[Q L)“:

compression algofithms IO CSFDDII’SS digjmi Radio 5155:“ Ft: this example {ha audio playex is an
t . ,.

mp3 player which uses an mpfi compression aignrithm. Uthttr compression aigorfithms are

witicly availabh

The compuicr 2 is provided with software, which provid-L‘s an interface for downloading audio

files stared on computer 2 {mm the. 111333 piayer ("if the headphunes '1. Audio flies may be for

exampic children’s stories 01- “Listening games. The sot'mare 3.130 pmvfides an interface tr.- the

interact to aliow users; tr.) purchase and download audio film to computer 2. A Screenshst of the

snftware is shuwn in Figure 2 Amide flies saved on computer 2 are shown an the left timid side

4; of the screen, and audit) flies transferred in tbs mlid state mp3 player of headphones '1 are

Shawn on the right hand side 5 of the screen. Audio flies are transferred From computer 2‘ to

headphones 1 by ‘dtxgging and (imppifig’ the required file from the list (m 199: hand side 4 to

1 side 5, 

Once the batteries are charged and audio files. dawniomjed, headphones 1 2LT: disumtxccac'} from

mmputet '2. A user wears the headphmles stmi Eistens to the dcsstkmded audio files

intkpt‘ndcntk; tram computer 2

Headphones 1 have \ series of control buttons 7. These huttsms zilow flit: use? to piay or pause

an audio file, skip to the next studio film and may aflow the user 1'0 comm} the. volume, \the

the system of“ the invention is :0 be use‘‘ by ssmafi children, fewer umtml buttons on can};

headphone is‘ desirable. In rm :flt‘emsuivc embodiment, 52:: use with very smafl chiidren,

headphones i may have no controi buttons, at all.

Headpitofles 1 (is) not have an tun/off control button Instead, headphones 1 have two states of

opexation. an active made. where audio is played to the user, and 5111 itjzat‘tivte made or Bicep mode

where m; audit} is piayed. Headphones have an in-buii‘t marina sense: and a mntmiler Lo mutml

switching between these: two states. in this exampic the. commit”, is a micrrrproctsssor.

Wfien headphones 1 at: not in v.31; f0: example when they are set down on a table, after a set

period at“ time the headphones will power down itstt) the mactive made to conserve battery: This;
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period may be, for example, a period of twenty seconds during which no motion is detected.

\Xr’hen headphunes ‘E are picked up again or moved that motion detector detects this matinn and

headphones 1 are switched back into active made. 0mm back in active mode, the headphone

may be configured to rewind the audit) mick for the. pes‘ied of delay so that play of the. audio

Ln track in continuous.

'1'ch motion sensor may be a tilt scrtsm or :1 vihtsation sensor and is; very sensitive to movement.

Evan w§ an a child is sitting still listening :0 a storm they will cm] tinual'iy make Slight mtwemcnts

and wfii not in: (ntnpletciy still for the set period of say twenty seconds and the headphones wfl}.

remain in active mode.

is In a sci/1001 environment, the tea-aches: is likely to have more thfi‘. OEK‘. set of headphones. 1 for use

with the pupils during {5550115. Figure 3 shows a base unit 8 that can he used {4) recharge the

batteries of four sets of heatiphtmes i simuitaneously. Base unit 8 connects to the mains power

to recharge henciphtmeas; 3. Base unit 8 is aim connectabie to SE pct-5mm} computer 13, for

example via a USB cabie, :0 621213112: studio flies to be transferred to each set cf heaeiphones 1.

i5 Headphones 1 connect with cotmeetcts 11 and 12 on base unit 8 via equivalent connecmrs 9 and

if} on the underside 0f the headband of headphanes Commctots 11 enable the batteries OE

head nhones i to be :echa: ed and connectors E2 connect the $1133 slayer of head home-.5 E toE g 1 . E“
 

computer E3 Computer 13 ': pmvided wiLh suftware as previously described. The software has

the Option (if transfcmng idanficai audiu tiles to all headphones, 0t sepamta files to ‘zteh set of

2(5 headphones 1, More than one base mm 8 may in; daisy chained together in series to allow more

than four pairs of headphones m be connected to ccimputer 13 at once.

In an alternative sembudiment, batteries of headphones 1 may be charged wireiessiy using

siecimmagmttic inducimt. Audio files may be duwn‘maded onto headphones '1 by witciess

transmission, for example this may be via infrared or radiw frequency transmission at

25 electromagnetic camping
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With reference to Figures 4a, b and c1 in a sehtmi environment a teacher may 315.0 wish to use a

remote C()11‘If0i commie 1431, i) or (r in Order to remmtdy control a set of headphones '1. Remnte

controi of the headphones is achieved 13v Wireless transmission from renmte console 1421, 1) 0r c

to headphones 1. \Wirt‘iess transmission may in: perfomscd using infrared of indie frequency,

means i

Consnies 143‘ b and 1: each comprise a wireiess tmnsmittei', for exampie 3 radio frequency

transmitter iiicadpimnes '1 for use wflh commie 14331) 01‘ C acidifimmiiy C(jinpiise :1 wireiess

receiver, For exampk a radio Frequency receiw BI. Consoles 1421‘ 13 or e are each pewcred 13y

rechargeable batteriesi The batteries may be recharged in base unit 8 by pinging 1.116 constfie in

pocket 18. Cannecmr 1‘) m: the can $016 connects with an equivalent connector wifiiin pocket 18

on base unit 8 to enable the commie to be recharged

in its simplest iiimi, as shown in figure 4a, consent: 14;: comprises playback cuntmis 16 which

alliow the teacher to play or pause a track, to stop :1. track, to reset or select first track and 10 skip

tn the next autiiu Sande

In a further enibedimcnit, shown in Figure 113, console 14?) comprises :1 dispiay screen ’15 in

addiaion to panbssck commie; iii ’1‘w&way cozmnunieas‘ion between commie 1 41?: and

headphones 1 aliows iiifb:irzatie)ti from the headphones to be dispiayed on display screen 15 of

commie 14b. infnrmation dispiayed mzsy indude E2 fist of the available audio files saved on

headphones 1; she time elapsed of {he track that is phsying; or an indicator m“ the battery hie of

individuszi headphones 1.. To afiow two—way communication headphsnes 1 addidonaiiy comprise

a wireless tmnmnitier, for exgimpie 2 radio. frequency transmitter, and console 141) comprises a

wim‘iess receiven for exampie a radix) frequency receiver.

 
In a further enfimdimem, shown in Figure. 4c. console 14c has :m if: . silt 30116 stare audio Eslaycr,

fear examp‘ie an mp3 phyet and a fiend speaker 17 m midisien to the features (ieacribed in reiaLiC-n

m consoie 1413: This gives; a teacher the option to play audio files through speseker 17 for group

Eistening. in this cmbodininng cunsoie 14:: is also com‘iecmbie to a camputer 13? t0 embie audie

U;
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flies to be slmmloadcd from computer 13 to the mp3 player of Console 14c via the snftwaxe

interface Consult: 14: connects to computer. 13 is via base unit 8. Cemmctor 20 on consale 14::

connects: with an equivedctst connector within pocket 18 on base unit 8 to allow programming of

the audio player. 1n an alternative embodiment. console 14:: ccmnccts L0 computer '13 via wireless

5 transmissive.

Use of any of muscles 14?. to c 15 Let limitml to a classroom Consoles anti headphones are

battmy pz’rwua'cd and may be used anywhere, for example nulede in the playground.

lleadplmnes 1 may he czemfigured to work .‘lfi either ‘lecal’ mode, whereby each set of headphencs

function independently of console 14 and each C d may listen in a eiiffercm awry.

‘10 Alternatively they may be C(snflgured to work in ‘console’ mt) 1&3, whereby each set: of laeadphenes

is controlled by camels 14 and each child listens to the mme story. The mode GE capemtjtm

may be set by a switch on each pair 43f headphtmes 19 m‘ in an alternative embodiment, the mode

of operation may be selected as; an optéem through the mmputer software when beatiphtmes are

{unnamed m camputex‘ l .

15 'llm audio system of the invention is suitable fur both use in a home environment and use in a

school envimnmmt.

It is mivisaged that the sultware of the system will 1x31112111}; include a number of audit) flies.

Teachers or Emma users may then purchase further audin files lay tiltm‘s‘aloadirig from an internet

$1825 (12' purchasing additiunal files on a (ID-ROM for example. It is also envisaged that. sci-1001:;

ft} 53
may be 31:er to ‘rent’ studio files for a certain pasted of time fr!) 1} am (mlinc audio file library.

in an saltema‘cive embodiment of the invention, users may subscribe to an online database, and

the computer mftware automatically connects t0 the interim! to (lumllaad new files. \X’hen

headpimnes 1 are cnmzected to the user’s computer via the software interface, Llsesc new files are

automatically transferred to the headphones.
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f: wiii be appreciated that the system of the invendon is not. Eimited m use with young children,

and maybe mnfigurcd for use fut: example with music studio flies, or midi!) files for use in

language 16550.15 for older cii‘idi'cn.
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(Raisins

I, An audio system comprising at least one pair of wireless headphones having an active. made

and an inactive mode‘ the at least. one pair of hitaciph-zmes cemprising a, saiidrrstatze audio

player, a power source, a cmnmiiex, means for connecting to a wmputcsr, and means ii)?

Lin
detecting movement (if the hcadphnncs, wherein the. caniioilet causes headphones ic- be pus

into inactive mode when no mavemem: is dutcctcd for Si ccrmin period of Lime and causes

headphones m be put back into active mode. when. movcmeznt is detected

2. An audio system as chimed in claim 3, Wi’icftifl die audii) player is an mp3 piaycr.

3“ An audio system as daiinad in ciaim 1 or 3 wherein the inactive mode is :1 sic-rep mix-dc.

{G 4. An audin ayarem as cizimcd in any (Pf claims: 1 t0 3” wherein the means for detecting

mzwemcm ES 33 motion 563.5012

'21—!
An audio syszem as chimed in claim 4, wherein the motion sensor is a vibration SftEZiSUJT.

6.1M} audie system as claimcd iii ciaim 4, whrrein the moiimx mast): is 2 tilt sensor.

7. An audio system as chimed in any preeceding claim, wherein the cumrcfllei‘ is a micro—

15 pmccssor.

8.13mi zuziio System as claimmi in any preceding ci-aim, furtbcr comprising computer software

for downloading audio flies to the: audit} player of Lbs: or each pair of headphones.

9. An audio system as chimed in claim 8, wherein Hie computes: software automatically

connects to the intamet. and automaticaliy dcwninads audio flies,

23-10. An msdie system as claimed in any warding ciaimi wherein ihe means: for (iennecting to a

computer is 3 USB cable.

y.» ...'.
An audit) systmn as chimed in any of claims; 1 to 9, wherein the means for connecting to 11

computer is via. \viteiitss mansmisfiion.

3
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12
An audio- sysism as claimed in any preceding claim, wherein. the power source is a

rechargcabls battery and the at least one pair of headphones; further comprising means for

charging the battery.

13. An audio system as chimed in claim 12, wherein the 131321115; for charging the batten; 13 3 USE}

U.
cabic connecmd to a computer.

14. An audio systcm as; chimed in 1:33an 12, wherein the means for Chargmg the battery is :1 base

unit: the base unit comprising means for. connecting the bass 11:11: :(3 21 1:011:13: suppiy and

means for connecting 3:19.231 one pair of hmdphones to the bags unit.

1..) L11
Pm audio wsicm a3 chimed if. any precedm‘r claim Ember com min? :1 remote comm}.4 4 I E) 3 E)

ii} I}b
console, the remote control mnsoic comprising a wireless transmitter for tmnsmitfin

signals to the a: Easiest one pair of headphones: and a power soutcc, the at Seas: om: pair of

headphoncs {11113191 comprising :1 wireless receiver.

An audio System as chimed in claim 15, wherein the pew:- siourxr is :4 rechargeabie battery.

.. L
An audio system as chimed in. claim ’15 m.- 167 :19. as. least one pair of headphonec wither

:Ji
comprising a wireiess amnsmitmr and the remote contra} console further comprising a

wimicss r waiver.

A11 audio system as claimed :11 chain 17, 1:115 remote. mntml comoke further comprising a

dispiay screen.

39. An audio system as claimed  _ any of claims '15 to 18, Bin: remote control console further

comprismg 21 mini-stare audio player, :1 3.0m} speakcr. and means for connecting :0 a

computct

20.
An audio 312310111 :13 claimed in any of (32:1an 15 to E“): wharfiin wircless transmitters are radio

fraqumcy transmitters and wireless fiiCCin‘IS are radio frequency receivers,

9
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2‘1 An audio system as claim-sci it: any 0f claims 15 to 'i 9, wherein the Wireless transmitters are

in Em red transmitters and wireless receivsts are infra red receivers”

22. An audit) systm’n as claimed in any of Claims 15 to 2!, flu: m Ems? (3m: pair (if headphones

having :2 commit operating mode. and a fiscal operating mode and flu: system C(ant’isislg

5 means 501‘ switching buzzwetzn mimoic sand Eocal opemi‘ing modes‘

23. An audio system as claimed in claim ".22, wherein the remote commi cansele is used to

remoteiy contnfi the at icast one pair of headphnnss sst tn operate: in cansoic operating

mode.

23 An audin system substamiaiiy as shown in and described With reference to Lbs: drawings.

:9

10
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Amendments t0 the ciaims have been flied as fuiiaws

An audiw system comprising at least one pair of wireless; headphones having an actéve made

and an inactive mode, the at least (me pair 0f headphcnes comprising a solid~smte audio

player, a power source, a contmfiet, means for connecfing to a computer, and means for

detecting mavement of the headphones, wherein the controller causes headphones ts) he put

into inactive made when no movement is detected for a certain period or" time and when

movement is detected the contwlier calmes the headphones to be pm back mm active mode,

and further causes the audio piayer to rewind far the period of time during which no
movement was detected.

An audio sysiem sis claimed in claim 1, wherein the audio player is an mp3 pisiyer.

An audio system as; claimed in claim 1 or '2, wherein the inactive mode is :1 slate? made.

An audio system as chimed is: any of damn»: 1 to 3‘ wherein the mean?» for detecting
movement is a modem Sensor.

An audié) system as claimed in claim 4, wherein the motion sense: is a vibration sens-ma

An audio sysyem as defined in claim 4, wherein the mmion sensor is a tilt sensor.

An amiio system 515 chimed in any preceding claim, wherein the mmmliet is a micro

processor.

An 25116.50 5 stem as claimed in anv recedinr claim‘ further com rising com uter softwareY 4 _ p P

far siswnioadiflg auch'e flies to the audio piayet (3511M: or each pair ofl‘ieadphcnes.

An audio system as claimed in claim 8, wherein the computer software automaticaliy

connects to the interact and automatically (immlosads; siuciio files.

An audio system as chimed in any preceding claim wherein the means for connecting $0 a
computer is :1 USB cable,
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11. An audio system as claimed in any 0f claims l m 9, wherein the means for cosmcciitig to a
computer is via wireless mmsmission.

12. An audio system as claimed in any preceding Claim, wherein the power scurce is a

rechargeable baits-w and the at least one pair of headphcsnes further comprising means for
U:

charging the battery.

'13. Pm audio $75th as claimed in Claim 12 wherein the means 501‘ char Pin. the batter" is a USBJ 9 E: g 7

cable connected to computer.

I‘in An audit) system as claimed in claim 12, wherein the means for charging the battery is A base

unit, the base unit comprising means for sonnets
mg the base: unit: :0 a power supply and

means for connectng at least one pair of headphones to the base unit.

15. An audit) system as churned in any receding claim, further comprising a remote ccmtrol

console, the remote contml console comprising a wireless transmitter far transmitting
signals to the at least 9111? pair of headphones and a power source, the at least one pair of
headphones further comprising a w'veless receiver.

e {5 16. An audio system as claimed in claim 15: wherein
the power source is a rechargeable battery.

.... \1

An audio system as claimed in claim 15 ar 16‘ the At least one pair of headphones famine:

comprising 2: wireless transmitter and the. remote cc-nxml console further comprising a
Wireless receives

18. An audio 5 Isiem as claimecl in claim 1.7 the remote control console further com risin al ’ 8v'

LG mspiay screen.

19. An midis) system as. claimed it: as
1y of claims 15 t0 18, the remote contwl console Eartha

comprising 3 solidsirare audio player, a laud speaker. and means for commuting to A
COH'XEJHE61‘.
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SDLUTlONI A sampler 301 samples theInput 31;hal 01 an Input read 300. the output of the sampled

,iIIpII I, :35 fuel is received by a quantize}? 30? and IIIIIltiblt .I"I3p;I’93911tatien9 of the values of I‘BS?) 81: l lVB

s?mples are generated The multihit representatiehs are recelved by an Nsample delavircuit 303, and

the eldest sample velu9 is diecarded and the next new ea:1p19 valu9-=5 held temporarilv All IlI9l\F sImple

values stored in the 3913}; circuit 303 are realranged by a sorter 3.04 in the increasing 01‘ decreasing Order

and the center eampfile value in the list where the N sample values Itom‘esponding to current time

,iIIte. ’alI are III’ 1337913119: mmrImIIateIl ;:II Il selected byI midpmm selector 305,

Page 1020 of 1488



Page 1021 of 1488

wwwfi? U P) “23’ Q FEE} % E?- i“? §§ {A} (lifii‘éficfliififlfiifiii‘
figfigflflfi """ gfiifig

(P28fi0—QGGSQA}

 {51} InLCE.‘

G 0 5 F HHS

fl,“ HQ 3H 17ft? 5 4 1

{21) ififig‘g fififizl 1 *245?49

{22) dffi El ngfiil “13 8 H 31 E {1999 8 3i}

$9f§5§i§§$3¥2€¢€§ (393136591

ma§%a ¥mflfiugsfium89§

S$§$$T§W ¥E<U8>

{54) {fifimfifi} A}? T2155’ JIAE““5%?6’) Sr"—

(57) [we]

[fink/E] 1\—F‘717’$SJ:O“‘/71“71NCJ:%

mmeEE_E?V7wVUv%74w7HW%

7%c

[mam séftoflfifi[Eb‘z'ffiéfi#1 (N) fi

7wéht77fi® @77Mfi/877XE

L @fifiX/7—AWtICfiLTT8fl7N

038%7%037— kéZIchIIEWCOPT LEE

fiécz® chi\Nfi®Afim®fiE®fi/

FEE%\/9‘—/\7t ) LE3?BLEuLdjTfizEL/“OEEX

$®ME%/7—nflwm mgwf uw®N

7731/035'125 WWE>0D751E§511 mew/7°

@‘h‘yHc—L315151150 C077 j't’X i §HqfizE

aw:flbffiwizéi 5 F PLAUJMK

b\\ L?L:J%OU/?K%L?5ifi®fifi%fiL

a—%C

   
  

 
 

  
  
  

  
 ow

9&2:
to)

785%:

(%

Ego

MD"?

kw?

4’)”;

%

 
           

 
 

 
  
 

  
 

        
 u

      
   El

  
 

 
  

 
 

     
 

Page 1021 of 1488

 

   

 

“1'!“ 3x131 Eflfififi‘iw fiffi‘

 
    

(iiifi’iirfififl "' 1.5212? ‘ “£18 {23%.

F L

G B 6 F 15;“31 1)

1’1 0 3H Wit]? (3‘ 4 1 2

$53,???“ fiififii fiffilfiwfi’ifi 0 L (3 ’15 E)

UlflfifiA 535377259

i1“NI? 51 S175; Bah—Pf if :51sz

’31'7‘ ) F

11(2th has: humane»
1 m, ,

7%Ufi%fi§ wma 11W§TW¥

r-L VLmfifia" u”3/723? ENG—aw
SGQmZ’Gfi

(T41) {REA 166081953

fi§§§§$$§<

£13}.ng 9.581 an: MLLLLLL{£55
”wank-h $33115"



Page 1022 of 1488

(m EEZOOOEQ 069
1 2

[333%?3120) n} (I;

EEE1] EEEZE°E EEEEEEEAEEVE EEN3wEE®EE®vEEEmEUXEE5EEE

E1E®VEEVXEE£EEEETEET EEAE E®E\%®%E®EELCLEE91 EEN3®EE

EVfiwEE®3®9E<aEm<0EEUyEE; @AEEVEJEEwflyEEvE EE7XEy7°g

  
  
 

    

        
         

 
     

    
 

   
  

  
   
    

  

  
  

        
 

 

 
  

 
    

  
        

 

 
  

 
 

  
  

     
 

 
 

 
 

 

    

  
  

  

DEELTD7E®EE®T E37EEEEEUXEEB\HEEELT EEEE

N3®EWEEEEEE 7—V3V®EVEK\NE® EEEXEV7EE EEFPEEEPEEVXEAO

EE®AE£V§EEE®EvEEEEEEXEy7 [Eyfilol NEEE®EETEECEEEEEE

ax EEngEEwVX7A

EEN3®EE®EE®JEEEEEJXEEEEEE [E3311] EEAETVEEEEE ELETE

EELC\%®EE®EEELbkfiflf\%fiNfi®fiF w EML5LEE®TE0xfifi/X7Li

®lfiTV§HEE®EJEEV EEEZTJ7°E WEE/EEEmEfDM3®lfiTVEWEEEWE

EEV EEEEUXEEE HEEELT EEEE EEEEQEEE\

ETE2777°EE EECEEEEEEEEEC EEEEEEE?V§WEE®EV%E\M3®ELW

{EEEZJ NEEE®EEEEECEEEEEEE REEVEMEEEEEEékbwaEEBEEE\

3EEE1EE®EHE EE®tEEEEEVEEvvchETEEJiEEEE\

[EEEB] EEEvEEBEEEEMEQKflEV V3®EE®XEEV¢EEE®EEEZEEvEEE

7hEEEEHEEX?v7&\ EEECEEEEEEWEEIOEMQVXEEE

NfiwELmXEEVENEEEEEEv EEmL2 [EEEIZ] M:1TEE: 8E3EEEW3EE

k3®EE®XEEVEEEE®EEEEEEVEEE 1 EEwyxEA

ETEX%V7&\ m [EEEls] EEVE EE7EEE EEVE EE

HEEEEEEEE®E\EEEIEEEEEEXEV EEAEEVEWEmflmflkaEEVXEEEf

7EE©EEXEE7EEEEEEEECEEEEEE EiEEEUCEEEEEEE333EE9EE®VXr

 
EEEEIEE®EEO Lo

{EEE41 MEITEC WERE7V§WEEE [EXE14] EEEEEEEEEUEEVHVE\

EH LETEEE’W3:1; HUEEEEX LEE’JE L390) Effib‘ETffiLCEflEm EEEODLEEVJR EEE‘ED

EEEVfi—NWEEEWKEEEEECEEEEEE KEE®EEEEEEEE3EEDEE92V®WE®

  
  
 

  

 
      

 
 

EEEE3EE®EEO EEEEECEEEEEEEEKEIBET®VXE

[3312135] 33337E EEEXEWEEEVE E be

EEEAETVfiwEwmfimmeVEEVXEEE {EEElsl EEWE®EEEEEEEEE®EE

3ECEEEOEEEZEEEEEadEEEEIEE % E EE®EEUEEV3VQ530FE®E®E\E

@on EEEEEEE®®E1EUEEV3V®EE®E®EE

[EEEB] EEEEEEEEEDE—V:VE\E EEEEEEOEEW®E®ETEEEEEEENEE

EEBTEEEWEE\EEEwEEE2EEEEwE EEEEEEEEifiE2EE®§EEEEEEE®®E

 
        

    
 

      
 

EEwEEEEEEEE EEHEEVEVQWEWE EEEECEEEEEEE33EE14EE®VXEAO

EPEECEEEEPEE‘33EE5EE®EEO [EEQEEEEE]

(EYE?) EEEEQEEE\EEEEE*E®E [0001]

EDEEV3V®EEEEHEEE®T®EEEECE [EEWEEEEEEJEEEE\7EWEEEO\

TEECEEEEEEE33EE6EE®EEO EE EEEV7E®EE®EE®7EWEEEL\

{EVEEIEB} EEVfi—X‘VLEOLVC EJEEEEEK if; fVElLf—EE‘VfJV ODE“) 7? X134

EEEEEVEENEEEEomeEEEEEEEE m bxFuv77fiEEEEu®E3EEEEEEEEE
      

EE®EEEEEEEEEEL\EEEEEEEEEE E®DEEEGEEEEEEQ  
 

  
     

 
 

   
 

     
 

 
            

  
 

EEVVVwfixv—Etfimf\EEEMEEEAE {0002]

EEEEEEVEEEECEEEOEEEEE:EEE {EE®EE}%<®EEDE\EEENX EVE7

EEEEEEE4EE®EE 3EXEEEEEEEEEEEEEEE XEyEV

{EEEQJ EEEZEEEEEEEEEAU7V& VEELEEEE®EOEEE®WEEEQEEEEE

EEEQVEEVZEEEEEEE®V27ATE3 EDEEEEEEEESEUEEEEHEE E®E5E

(\EEAEEVEWEE0mEE®AE<cEE< “EwfiflwEEE\LELEuEEELiEEE®w<

EE2fiUVEEEOEELTPEE®EEDT\ GEQELEHEEJfE®E\EEEEOEEEEE

NfiwEWEhEEE57—93V®EVEE\N3® EEUQEEEEOECE\EEEEUEEEEETE

EwafiEyéwEEwfivkEEEEEXEv7 w DE\EEQEEEEEEEEEEDEQE5EEEE

    
 

 
 

Page 1022 of 1488



Page 1023 of 1488

 

   
  

  
  

 

    
 

     

 

 

     
 

  

 

 

 

     
 
  
  

 

 

 
 

 
 

     
   
 

 
 
 
 

 
    

 
  

  
 

 
 

 

 

     
 

       

 
 
  
 

 

 
  

  
 
  

     

(9

  
  
  

 

  

 

 
 

  
   

  
 

 
 

 

 
   

  
 
 

 
  

  
 

 

   
    

 
   
 

 

  
 

   
   

  

  
 

 

 
   

  

  
   
  

  
 
 

    
    

   
 

  

 
 
  

    
 
 

 

 
 

      
 

WW200079

  
   
 

   
 
 

 

 
 
  

     

    
        
 

 

 

     
   

 
    

  

  
 

  
 

   
 
 

  
  
 

    

  

 
  

 

 
 

 

  
  
  
 
 

  
 

    
  

  

  

 
 

 

  

 

 

 

 
 
 
 

 
 

   

  
 

   
 

  

 

3 4

WWWW®WWW\WW\WWWWWWWZWWWW7 WWA7A7QWWWWitV7WWWfiaLTWWT

é®T\§<®%WEWOflBflTP% WWW Ch WWWWWWP WWWwWFWWUEmwh WW

BwWWWWWWWWWUImWflfiWTWéWa\ 0 §<®TWW®WéiWPW®9WQIOEFCT

ChBWLWJW\L7U77ghmmL:WLWLFD éCkWWO\7U77WWWEmWEL®WDW

7707‘? (d opoutJJ WWW/H CT?’JZE’LXL‘ F71) 3L0
v75WEWW7WO [oooglfiWWWWLW :LWXVWLEWW7

{0 0 0 3} 37:77”) ‘7 JCE’HYUEFW”? TCZSbLLCx C§< 03%? ODLLC E(supeCimpose)éfl7’C7<%E\ @WWJZUFEI?
W®WWWWWBWTWWOCWB W EWWWLWWW WWWW757W®WWWXN 7WWLW7U77W$

WW®W6W WOVTWWWZWWWW®LCWLT® dTwéoChB®7U77W$37éWWLCMWWW

WCWWWWoWJw<OW®WW¥WLW\WWWW7 w 7777®WW¥VNWXW§<F R>7V7W74

7—A7WTCWWLL77F71777fi—FWAWWWW M7®W5WW®WMWWWWC\ flWWWWWWW

CWBWLW\WWWWLWWWWWDWWJTHWEW WWWUOWaWszWé :W\WW®7U77®

W£%\EWWWD WTWWCCWWWWWOWQF WWWWW7WC£WL7WW\2AWLTWWEW

ékbwf\fl‘ihithfi®7Ufil+ ENLCfi 7 WwWW%;W(MW W®EDWWWWWW7

7%WWGWWEWWV7‘717(73775)® WTWWWWW 2W :W30KWWE LTéT
iTWWthW_EWTWWO ®7J77WWWLCCWWWWW¥1®77VWWW7

[0004] [OOlOJEBW WWWwHWWzWWVWWWW

[WWWWWLW5E75WWJLWL —“7:/ 3WEWVTWW7WWW®W§VXTA®7D77%

3&0V7WWITWWfiWfifikK3WTECKTW WW707V77 301L\XWUWF3 OWBWW

WWWWWWWWWDWO m §B\Wiw“1KT?i5K7WU7%%W§W7/
[0005] Jiflfififiiéhfb‘éo JEWZIWELLC Li AfiU—PS

{WWWWW76WW®~W1$‘W WWWW 00®WWWWLWWW+V7WEWTWTWW<

@WWWWWWW WofimflWWWWWéthm\ NW 7V77301WLWWWWWLWLWK

WW7U7774W7® FfifichfimfiMfififi WWCWWTWLWWLWEWéV—FT7V7°W76C

u,1:1,2,WWWWT7V7WEWWW%LCW WWTWWOCWW\EW'WWOWW®WWWWS7

WWTWWO WWSWWWWWWO

{0006110®W Wm? WWWW WWWW {0011]WWU—F3 0®WWWWWUV7WW

lWfiWKW‘T\WW 7WWBNE®7V7WWW WWWW WLCLWEWTWWWKWWWE7\WWW

é7—7W® W7é7W®V~7V7®WEWWLW Wfl$7177®WE£\NWZEWMWH%§WWW

L\§WWW€Wt WWLTWWBWW WwfiWyF WJWWWW MTiWEWW WWW\7V77301®7

GV—FEMWEWLCW7WWQWWWWQWOCGW V7°JV7V~ W\19WWWZOEW®7V7WW

WWW NWWW<WEWWWWL>®WE®W7F WWédmeC2T®7U77TWWWEWWCWWW

LCfi7éHWWWL TWEWW WwWflttm LCWU EEWWWWLCWQLCH<EWWWOWV77DW30

T\fifi?ZVE®fiV7N®m£+wWwWJWWK 1®HWW\WE7W7U77W7W7WWV7W®V

WLWLLP7V7°WWWYWKEWE”%0C®7DW 77VZT%%O§W W®W®W\7V7WDWWE

XM\§WflKOVTfi0fiEfl%O LTl/tfi&5h\CCTtWfiVfUVVWMTW

[0 07JWWWWn—F7ITWWWWLC Wm” éobtfijf\IO®WV7WM\t®§%§KWP

LWW7/7DW(WWWL74—JF7377AFU TEWEWWOWELM 1:1,2,WTW%0

7V77 V4 FPLAJ® WBWDWWLIWLWW [0012]7?V§¥W302fi\fiV75301#

WWW LTW®W®¢E§LC WW£é4éCaLCWéW m B®7V7WWWWHWWWWL WWV7W®W®7

W W:LZ7J77W£76 WWWsz<WWv u7€7FWWW5W7é 19®WWWW7§LCWW

7 7:7 WjWWWO 7°:t7' Mi £C Lwfi T WV7WW 867F7V7WWLC WWWWW L

Whéhé7U/7WHWVWLVWOWW7WW WL W®WW®UV7°WW5WWW®W LCBDTF

WC\V7F7l7w—7VWWLJVt1—77D7 WTWW W®W5WUV7WLW WtkflLT

7AWWW7WC :Wéhé

{0 08] {0013]N7V7WWWHW303W\7V7WW

{WWG W®2§]“1 W WLW5WWWWWTE ®§7V7WWWWWWV\EW®N3®7V7WWW

WWaWwmekCCLLW7—74WWW®W7W WfiéolOQWfiHKWfiKEDT\N:7TWD\

WWW7177WL7WWWm7oW—74WWWP WWDW303W\7E®rW®7V7WWWfi7éo

@WEEEPT\WW%W\%®W5K707?%\x w WtWWWwWW\EW7WWV7WWWWWWW\7
  

Page 1023 of 1488

     



Page 1024 of 1488

(0 fifiZOOOMQOOBQ
5 6

@MLwEV/WMYHLMTLMEDErOBEiO ELEELTFEWEEEmuXHMCmuxAEML

"HU‘B/‘JLCL%L~T:5LL%)O LLHE§3 0'3LiL LF'JELLJZI, ELE ’CLiZ’IL‘) L LLLLELVCTLCLfififi‘émU XL‘L'ij (mu x

%%EEPTLVW787LV7‘D7X7EL7FD GEMLTEEE)LMEUM®EMME74MFAV

XEEEEMV7EEEEEEVMEEV XEULE 7EMMmux®EELMEEMEOMMXM4BSM

  

  
 
 

  
 
  
  

    
 

      
 
  

  
  

 
     

 
 

    
        
  

 
 

      
  

 
 
 

      
   

  

       

MEnfi (LEEE’EL) I‘\‘\;V77L if: iflhbmfliixflfl iZM 4 0E ttEiEMEJEVJ 1V4 2 OMEGA 2 5

@EE®DE EEVTAEEELE7 MemuxEEEEMMOEE EMEMfwéiam

{0014]EMGECEELEEuE303LCEME EE7577Ei67 EVVMEMEEEMM

M»AT®NM®LLLEE®tEMEEh®E 7— [00201MEE MLm7M7MlMEMtE®E

5" 3 0 4LC§LL LVVCMU LDLLM‘EVC‘A%E>O 7’33 0 4LC5'O 1017K 17®LLEELVLL Inu X'LZ/7 L‘ 77/LiL LLZESD

EEEMEEEEECLEMEELEMEME®NE® w kmubeXEL7V7MEKE®EV7WEEEE

EEL EE<EEEEE>THMEEMCETMML 750E®7a®7jy7fix7w®ELcLEEMEE

LiL MMEEEM<EEEL7>EEEMM®TLEE Vl—wELVVXESMME®QEEMM®EE5E

@EEEE:E:E% E®E®EMEMEmmawNJ MLEéo13®MMMEV—7V2LLwaLLEM

      
    
       

  
   

  
      

   
 

   
   

2% ® E®EV7EELE EMDOQBOSEi EEVl—w420EiU425ELEMmuxA&

DEMEMMcMMOEEEMéo B C&DMiUE&FL:MMEMMEEEMEEO

[00 5] EEV77305®EMLEL 7UV77 [00211E®7:V7EM7MCMVTL meB

«EEH.TMM EEMEEMTMTEEEmeE &C D&EMiUF&GMiMEM% EEEwE

MMEJLHL‘CEMJLNCL 7— 73 04L:i:")‘/— ‘E’E LCL EDEUVLEMib @LIEEEEKEiEmL EMBLEM

MMEMEMEEEEV7~EL MD773 OBMMM VlezgoMgo4gaMB®Eu7L7MVtL

    

“637)WEJ’JZLETCLiMEED’J fiLELC%7 L/‘VX’ZiTCLiVL 20 muXLC’i‘LLBODEEE EEL%TT?ZC£EUIJQJ’ZJO Lb‘

%L)U7—93Vmfl‘fl L‘ LCL§LWE€7 CELJ‘LE.7U? LVL iZOEODLfib‘Uik) OJLIEE L‘DZQ$757En LCLSLE—SLZEAE:

355C€13Uj75‘7) LiL ZOODHIUXLC%;L/6®E7&§Cfigjé:87&flflf

[0 16} ‘>‘< 4LiL ‘94 3®VX7A®V—§f5iUE§L 7m) 70®tb$§747lb®L§LCL mu X L/VXQLiL ESE

Liéfifl§$®WRMEH—“717® WZ%T% EE®EEW5V—LEEEEELmuxAtfifibL

Z70 7<L7L§ELLJLZL “ 4 LCLiL 'H'V7OJLJX 1‘7 4 0 5 & LT LXETLODLfii’mu x G LCLVKLEELE)

          
  

  
 

  
     

 
 

    
 
  

       
 
    

     
        

  
 

  

   
    

   
 

 

MELTVM“3®NMV7WEEIVXVL303® {oozzlmuxD0EML tiMkLTEZELé

EEMMEMTMMLC®MEELN:7TEOLUV EETEMgEEL as L:5L5 EEE @EV777wxb7405ELEMEVVXEEEMVVE1E 305LL EEEmuxDqu7®EMEEMa

vL7EMMEé iflbtaauLEVVEXE7® LTEEE: EEEEEEUEEEMOJV Mifi      
 

  
    

 
 
    

       
 

 
       

 
 

 
       

     
  

     

         
 

 
 

  
   

  
     

 
 

 
 

             
    

  
 

    

WELEL fimLLEVLEEEEBMMOEVVEJ 1m 7M:V7®MMEL EEerV7-E7DV7ME

ELEEEEELLLEU%j7 ,2,w6EMLT7V U/EEEAEEV waMLLfisz CMELEE E

7°2L(j+1> EEéo iofi<MBMMw :EEML NMV7°~VWV7 E

[00171MLVEVVE MEVVEXE7405 ;MMUXE(N LiMEwEEE) @ W®7V7wfMEEMEEMEMMEEELMV7E7MEEEM finLEEEEEELkMiUE®17V7M 7
MoiflbtiamL MV7uxE7405®EE®A MMEEEEEECEMTEMO
M“EITEEEELV7LVVXEL DEVEEEE [00231100MMWEAM37I7 E3EEE

MMVEEE‘Q7V7AV7EXXEUL EEENE meyzquMMIVkaEEUMEV—MVX

@EV7EEEMEMEV7‘77LEEAEEEME ELELLLELEEEEMEEV—EEE"LT+EE

®®E®EEEXE7®VEEE056 W9E®MG® MKE ATMEL74—EP7U7777EE— L7

EELEV7wE1~7®EMEME §bV17E m b4<FPGA>EE VTMMALLEMEMMO

EMEM6M®EEE EE7V7u®V77VX®E [002415UMWE77E717 EZEV 74V

E®7Li LMV7°EXL7405LLELLEEEMM V74u7®77E7lVA—V3VELE3®NMV

{0018]7L® quEéthE4lM<4M VMEfiso @EEEAEE7574277VMME

 
   

  
  

  
  

 
1) 71DM731/7i)‘ (mu x AEL‘LG) LJ‘LL “ 4 ’LC 5WLil) TJL/fi/LALLEMEMERMM—gifififififlg

110 kbT3521LL‘EO §FL9L®M§E®72®LCL mu 11%: EETEE LLfi‘éo 76 7 TL KEEEELIIE7WL/fi—

   
   
  

 
    

          
  
 

xA iLL L’iLJKLiL muxBUDLLLJéDL muxGLiL In LELi 773L910)03E LichLi/LE @fCLKbLCL 73MX72L57L9V

uxFQEEMMEE50:mawmuxELEVVE EE®XEUEE'EEM63EEE®77h7lVA

ZE7405W®VVZ7®55®§19EMMEME MVaVEL EHELME®EM LLEEEMEMV7

7V7°IIVLEEKMLEUC§LMEMO )L/jfiLLN(/)§7ZVKLL%L:%FLEELLa‘éo CMEL 14be

[00191%muxA®*6E%EEE®MMAME w %?®?—7M7\E§LTC®M7X— EEMEEE
   

Page 1024 of 1488



Page 1025 of 1488

(5) 99592000790069

  
7 8

19111394599199%: 8%E9fi9‘éo 1.27M\sim7out tX[“\T;:1%%]/:\U

[0012 5] :0191111911:1511TM11161’IT11é; [00 L'10] sor17filterOJ1/ij/Li1 HEMAppend
 

51:1 1991;721:1‘UX‘A75‘1‘1 10,7171V7711EODEEE ix B) 1:9311111é 36:11 :1 FEEJELXUE

@Jev 1787:19éfcb12fi3 1751113910 331:1 713%? 11111512599111L11<Ob10311rdefine7b1EEE1l111%

HHODATF1717fi£91t121k<1E4k5’1EEODTJ1/jU7C 1111751 SAMPLE7SIZELi7 LEEEhTméc 930200)

11131 11<Ob1®77117:7’EEZHEELE1CbJZ’ABE’O Efififlcbuf [1 15$:Usbuf 1: 111 17—91711177715

EEL<E11TQEUJ12BE>O L11517—T411/7‘151k chow—E411711111777LLTEE31111160 E611

 
 

  
  

  
 

    
    

 

 
  

 0191339672731 71111517c®1511:1511:f”125715 6111 SAMPLE7SIZE:®1E>E1E1196;5:19171‘T1E

1:1115/5111 EEEEWHZEEL1C1511f%®ck 3117 21:1 50

1 7111112113 "591E991 EEEGLCIEJL‘TEEW 10 {00 31] C0111391151111Um(0113911511951y     

{0 0 2 6] V7117l7 11': /fiE1C1611“C1 N1)“‘/7° “7317711 cndxio‘éifisndxli1 991E51§9578 L’CEEéh

JDELEE (E’f’diU‘TSFJ7N‘y77’) 111 $330321 T1501 %711E0)1E1i1 sort7filter®10® 90“th

_ 171/fi391tkfi1‘9l3é11C9 1XLT11% o [DOT/7 7518920)?thLWUEEEEVHEO :02b—nyli1 i

 

         
   
     

 
  

117:) 71“ ZEE1L1511T1+—11711777EE§'19“1lfiZODEEWU’f—VsWEFELE‘WCWLx 17—361

(c b u f) 115119 E 1/T1/7717’311E119903EL1C 7111777/1V7E177715399cndx98/1’V7UXV 19

11119“) E1111L1 b‘ON1Ci9E1/fiiEJEG1'CI9991C9FI‘0E. $0 {V7317 774111 SAMPLE7SIZE1CEELTC<EE1 01:

1:5 (911151 01:71175115) o(D:(DE§11¥:1:1511'C1 fibfiéhrzo %(D3}TTV3V1C1511E1;R(DTW11IE¥EL1111973119T$17111l72 111111111: 17;. 31‘1”]. 7511 old7va1ue1CfifiEl‘h'C1 911L11+“/7OJWJ1TW1117“ 
 

 
   

«3111: 31111111 9111611: 9591:191151111/E1 V7”)1/1Ci.;. 3:11 250  
  

 
  
  
      

  
        

 

 

“Shit/1777 EE§U(1//X7391fCIHIIX1L1jf)1C 20 [(J( 3 2] V7 117T71i101d7va11e®911039§é3

Eb‘ffiTTffflZm @7L019'TC97'QVD1C1VT7‘4’I1‘/\‘/7/’Z97‘T?‘3‘

[0 O 2 7] {@51‘TE785599995D97T/3 /0)37>l E10 77:0)9E7‘3‘1 99711391701£1 *fiblflfi/7JWQEEC

7511 ‘J— 5111:21977115:11fii11511z10 1L11 1911131111 17—?11—711bleak3‘Z/11LT160

Tfi®37~7511 EZ¥T®1§1ZVT 1‘311TLM 1/711C9011T [0 O 3 3] 59191; JD—TE/1i301‘t7top7d0w110$511:
 11fi$§115hf11fi11®f119®z7>l®VTT1V7V€ U‘sorL7b0110117up0% 90519“ SOIL7710pd0w11111 i

751%éfiv 1%E99étb1:%E:5h519 91E1®EWEEE 2®EWELE:9L E1®:9

T91711/7/ 03171173‘3997511 VT 1®W®§H911111C ~93WCJIOkEMEEMWZoCkEu‘éEbéhéi‘?‘

1*511T7—1‘E11f2111y77’1m ~511E>® 1%11 E1 EEZIEPEQEWEO 7cLT1 21—97111 9120393

H1V—T4V77UEZH17®V71/7nz NE316E3®EWELLEL1EN:FW51:£L

78%?(‘1'9ECE1C7301 1E7511Li11EEFEfi751751E1C£1C 30 “(111% sort7top7dowr1i1199L111JL/7OJ1/539E9'1031:
EEC 11519111999713??? {‘9 @1:L<(fiEm K111917191

(0 0 2 8] VVVJJ/NZVT 1:11 11<O7b1®1\—1‘“ sort7bottom7up119 131%1b11119 $fib1119/7OJI/%EE
171721—173 17135111549 :9é:kb‘1‘1<1’1'€%é 91%:E%1:1%E ”111:1 %h&1§L<1fiEE~EéO :

   

 

 

   
 

(n+1    
     

  
 

 

    
   

 
 

  
       

      
   

 
 

    
 
       

   
 
  

  
  

  

  

 

7511 :1160121—111717, 11 21511 177 «717E 1160)::75111U101151fz191 1EL1111‘77‘21751‘1 FFL

111111391E1:1511TEEKEEEthBEEE,19é 1 <1IEE51LT1 I111171111 return sbuf 111111 IAN VAI 11

1:113:11'1z11‘1 FPGA151JZU1113®71T31717fi E1 12111281125

E11211 1117 117:7EfifimfiEmo11:111timfi1 [0 0 3 4] imLfc11JED’m1/7 117:7 BE ZELEOJ

EETAZZQ ’L’CWHBMLtréEM’E Eflo 119111C1E951®i13 191117 (HEBREéhtUXH 7:11 l5®7m—~7:1v

1915016919178E119éL LEEQELfiéflEVEE9 — 17533391131be 6131151997010

Z10 40 [0035] CEEEE

{0 0 2 9] 111/9197:17—51 1797;17:11171‘1175‘11 >1 SAMPLE SIZE 1911131125??? 1111771039110 111%

(D 310951“: 2:0)11113671—9EV‘CLTEE115L 391:111 LUDWDUX 111: 1511(153 .5115 7011572:

median7va1ue:sort7fi 1 ter(j)§ 91951095951113:

:::11 j 11EE®+JV7°2W135150 177 11717111 SBUF TOP 91101:EL11 :1 1111 17—7117 1“
(190)117—7171 sort7filterO1 15162130110)» 111777EE9U®ELE1$7b1sbufBBUF7T0P11L1k1fi§111512¥11

—:’f‘/sort [0p d0wn01 Eifisort bottom upOE’E 1Eé®f1 (1101111551117 ‘37EKCJT ijn91r§9éo

1110 1991311A(App0ndix A) 1:fi51’11:7°u7‘711111 9“ SBUF 30111 SAMPLE 812E7111:EL11O C1111:—1 177 71/01/111\data7fi1e.txt1o’c1:O“Ai\siH70ut.t T1 y 11\ /71 EEWUDEE'EFEMSMNSBULBOTM11L

111751111561 data7file.tx17b15 j 01:910’11E/EEJ911L1 1591;316:1111Eéafc1 (:1) 11991207Etm— FEEE
C0)1lfi%sort7filter0“\iE01 fifihfcf1fi78tj7‘777 50 9&0
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(6) 77532000790069

 

     
 
  

    
 
 

   

      
  

    
 

 
     

   
    

    
  

  
 

 
   

9 10

MEDIAN7VALUE (SMPLE7SIZE’ 1) //ZLZ3?LL‘O SAM * [0 O3 8] q7L7‘Jlf—7V

WRWHfi7T%%%a:WWW7VMWH3T%é smr7mp7MWO 7— TX/Fflv77WfiU7mi
flfi:gfibfibwfifi74w7éfltfikbfflfifi WflBr7WiTV?E7é77w:7VOifi®n®

fl§fifi3flkfifl @flp?%%o fib%®fiflfiflfii?7fi%fififig;6flé

[0 O 3 6] EE§$LVCPZQ§§Q sort7b0ttom7up0 7774’ ‘3/ FAY/71 shufUEEE'y F
wMRMfl 7$17N/7/07V7W®fi%® WWEEC:W“V— F7é77W—7Voifl®@@

[MWW7SHU§7%fig7éT—7EWO fiLW7V7 %fl6®fiflfifl%ifLm%LC@§$fiBf5
Jbbfldjfihzma 54EW‘47V721/75U:E.<:37hb[0 O 3 9] 7 503711— 747— H:Emfifiéhé
éoCQEWLCfi754V7‘/7XLi:mMCWMh X777®fi§

%o §¥JTLVLHJLV7°JDA cndxli/(V7UXV1‘541 10 1. 47—7171‘777Lli607570127—‘VELV%

ulo CnXmiOb‘BSAMPLLSIZEi Gib "fl/(0V<—7: Ebfij‘ (X77705 01, 5 0 2:) 2

éo +icndx;

{0037]mwmwm WUHEhéEfifimE cmm:mmmsum

L‘T74)1/7lb—fVLCifiBiléEafifiOD7—77V7o 2. EQ’W‘TfiQflB—E’Wmnew7sample£12§f§fgfi
11/0 71% (Z7‘Y70505N508)

oldest7va1ue new7sa1rp1eLC 3:07—55 :L 5“ ‘y 7 7 01dest7va1ue:cbuf[cndx];

LCELVC lipéfi’S/hZ) HEELSTWLL 53—7470 cbuflcrdx] :new7samp1e;
sbuflsndx] X 1‘7— FN‘V77C 47—$:L“71\“v [O O 4 0] 3. oldest7va1ue/E‘f%%7%‘/—7‘V{ ‘Y

778EU7V7¢§W§7§§:C®MWH: #6 Fflv77 ®D7 VEVENOUE70mmmwm
ifififlCv:LEhfwéoC®Mflhfifi§4V7 m tfi%&z%(x%v75o5~50m

W7XH\mMT§%o *

f01“(sndx:SBUF7T0P) . sndX<:SBUF7BOT; sndx++{

if(sbuf [sndx] i foldest7value) {

sbuf [sndx: 711ew7sa111ple;
break;

}

}

 
   
     

  
   

 

   

    
 

 
  

{0041]4.2L7—Ffiv77EHv—LEE:

sort [0p downO; (27‘77050975JIU‘SZON'526)

sort7b0tton7up0§ (X777 75 1 0764135 3 0~5 3 6)
5 7(W7EEWWEEHfi3éO

return sbuNMEDIAN7VALLEW; (7x77 705 l 5’)

[0042]EfiwwfirEAEE®i5EEEEEF BflfiEéoflfiL:\$¥%L:aafx%ijyel

EékwwmwfiuvV74w9UVVEEEEUEE —7\7:77Cmm\XEUEWEkuEfl%fifi$

7%‘VX5‘A i: ¥¥fiLCJZOT%7LB/h%o LTCb‘T) EE’J’C‘HKL‘Q

“C: %E®‘/:7‘4’ V7773; UkEE/Ejififiibfcb‘: 1 [O O 4 4] ilfiflfiflnfixflflfiffiflbi z”:74’ 273303514“Jifdi 2 “J XLODLDWQODEWomb C+‘V7OJWELC IE;&®E§T_T°W£JJEmC7$fl7t75§ $7§Hfi®gflfiliifl

LTCbfi'JVCXfi7V7JI/OD‘V—7VX®§7CODTC®LQ LCKEE$4UEIP L105")? 1,345le i<§HBflTC§J§J

fi®7—74V7EE#EL$hfi5CCfififléhé Ffi‘ Wfi®x_—F\7V7UV 7D—kfigtfib
   

   
 

     Néffiéo §UIT<®fCEbLL VX7Aio’ckUfii’iE/{7X 40 T733417C835 WmKL\$LfQZILfiFUZI%LELf:1§%® 
    
 

   
  

         
 

     

       
        

 
    

     
  
        
  

~7EfiEEEE®E\WKHN 7bE éhtb EEEESéhaé

$fiw®éT®'KfifikiLfE®i5tmngm {0045]Nfi®mfi®fiyiw®mfitowffifi

fiE®Tfifi‘cfiflfii%Libmf:1—fii:%i L #%Mi®WTEokfi EWEEEEELNE

07—75%iVX?A%E%5Ufiflflmfiééfi5 EfiwflfiuflonfEEm ,kfiof\mzw\

R®K\N®E%fi¥7éitfif% o kaEwEEEV7°wfi®v—Eézkuzk®

{0043]Efifii®w<ow®flmmfi'EZE®E QLvELkz29m;®fiy7w@®52019%fi$

Li FPCA®&‘%T‘LTw%W ¥i mu Ckfififlfbéj%fifi%éo%%wfi\Efl®$Q

fitfltfig: m: fifib‘égfiaufi (A S I C) @%3 LCLjEEéLELDLK )meVE'ungbmé E571 (WM

itiéf@\t$%® EZE®w<<Bbthié u .mTfl>Wfi_Ehfiéoik\%fiH%MEh

       
 

  
  
 

 
    

         
      m.—T®*fifi%%Afi37%ibk&fi7hHZL&Wm w Efiy7w®$W® mgfimffififlfifiEbfiéo 
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H R

[0 O 4 6] EEEFEIBECiEEEEEEKEVWW) >!< E MET?“

EEEL;EVLEwT éEwELwE/wapEJ [XBJEEEEETEEV7EW:7,E3£®EI
EGEEQP;E®ME®fi/7°NEEEEéLkEE EEEé7DEv E0

bfcb‘ iEUJZIiIS'i/ENCHL EEUJI'CEEEEETITCHEEFEEEOD [“ 6] sortifilterOEU‘n‘ZUtjimainfl/EEVUD CE  
 

 
     EzL19xbégmfiy7wfiEméhLEJE®E E7ufi§b<fiEA)o

2E) ’b‘fi/jl EVEEEEEZJO [‘>‘< 7] sortfilterOL sortitopidownox sortibotto

 
      

     
    
 

  
 
  

 
      
   

  

   
    
      

  
 

  
   

 

  
 

       
  
            

 
  

               
 

  

  
 

    

{0047] mw0®w—E/® CEE7555A(EEB)
{EH®EEJMLEELK¢3LLEEELEEE [ESJX7®tEB®EEQ

N— “7:!hour/7 1‘917’LCJZEALEEODE/jll [EEUDEEHI

F fif/‘EJW‘UyE71’JWEE/ZELLE5CLEE 10 3 0 O )de—P

TEé 301 Eyfé

(“:QEIEEE] 302 71yEKE

{“1101yEKEDEkéht EEEEE®EE 303 NfiywaEnE

733‘“ o 3 0 4 7—5?

[“21fiEEOE:m i05UyEEfiiéhk“1 305 nguaa

@EEEEEEEE“O 405 Eyfwx 7

[3‘ J}:?LC1\—F‘7:L7CZI/7(‘/}VEG§ L'C E7”: 410 VJI/E’fl/bh‘

EA—Ffil7av7Efil7lpxyb®EHEAbc 420,425 EEEEEVl—w

EE LTAEm§flfi%VXTA®Wm%fi+WZE 430 Eh

ET?‘ m 435,440 EEAE

{H4JEEE®EEEEEEmEKA P617E*
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(8) @‘B‘fiZOOOiQOOBQ

51:1 Awenfiix A

Main routine cafii as wmmfifler

 
  

. ' sea suax‘
......{.§9¢ saurzamm? /

max = mm: mm: ~SHAFLEUSEEE i

isscimie {sidics‘hzs
  

 
 
 

infi snfiflfiiiarfin: ncquampic)
  

fit’s’igfis‘j . , in; j, mdian__valus;

cat-mm] ' FILE *Epm *faapir;

 

main {void} :1

FILE *Fptr, “impair;

my == fawnfi'hzkiaeafiiatxt", “r’fi;
 
 

 

» .1.
few: 3 fnpeni“a:\sim_ous.zxt ! w" '

 

 
 

 

SEUFESHDK] =NEWJMPEE
SSUFJC?

N57 IE3;
. kw;5%

he 533565243X} 2: >$335 Sim—‘1}?

  

whiifi fscafifit’ptr‘ “9M“, 8:}; iaEOFfl

mgdimJaHuc : Sfifiwfilmffi];

  
:-—)sr

SMLTBLEDW-fl
 
 

     

fprintfifapm “Xv-fin“. mdfimfiafiuc);

} 5m mmupg
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(9) @‘B‘fiZOOOiQOOBQ

[R1 7]

Afigmix B

#défim SAMPLENSEZE ’i 1* 522%?ij is the number as)? samples guard"!

MEM SBUFLYOF 0. 1* hide): {sf tag) of may shufiSBW_TOFL *1

#dcfinc SEIH‘LBGTM {SA‘MPmu$§Z§- 1} 5‘“ Hem. 3 £33. *i

Mafia: MEBXANHVALUE (S AMPLEmSEEiE) .5“ Here, a 3, (Integer my:

smic int ebufiSAMPLEjfiEE : F‘ making circuiar and sorted huffars. “i

stash: Em cbzzfiSAMPLEfiiZE};

static unsigned char mm; 2'" Daciam indzms m circular and smack buffém. *1

Sam: unsigned char mix;

in: ssrtjimr (in: nswmsampie);

int c-ificsgvaim;

I" Cami aides: value; 331:! mpiacc Ma: mm *1

wndx; f“ Increment circular buffer index *6

cndx'ifirififihfl’ifim5fiifi; {4' Set. in am when squad in sawmflsm. *i

eldcvaafiua : cbuflcndx}: 1'” Rmin {shims mm: in “amatjaimf’ *i'

cbuffcrsséss : nwusampie; P“ merwfim cm: buffer wish new stains: *f

f“ mgimc first occurrence m? cm: value in mde buffs? wieh new sampie. ”‘2’

ferfsndzsmSEDFJ‘QP: SNEM-ia‘iBWfiIM; sndxw) {

ifishuffisnfix} m: aidmtuvaitm} { 1“" Fauna! E *f

sbuflsmdx === nawwsampia: i3 stszwrita aid wfiih new 3!

bmak; 1" Exii imp —- dam. *I‘

}

3

1"" Sigma sorted buffer is almady SEI‘RSSE wasp: far mw myim one my: tap ea batman: and

mama: sari helium in: mg is sui‘ficiemu *1
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um %fi2000790069

[m8]

mnfltepfiawrsi}:

suatnbutmmfiwz

return shuf‘iMfiDIANwVALUE}; P Ream-s mine [mam 1:: 31311113}. *1

Emma-am mum—“mm‘fi SCRT TO? WW {P‘fizfi‘smm-mm3mW

smLtopmdawnfi {

in: temp;

FunisndanEUFwTflP; SfiEXfiSBUFWSmM); smixH-j § 1‘ $8911 {mm mp dawn”!

Emmiismxj «shufigmmrm E

tam? = sfimfflsndxfl};

shuflsndxfl} a shufisndx]:

5huf§sndx3 : map;

5

1

mixing»;

1

3*hmmmawWV“'m—m=® SSE? EQWGM UP $Wa%mmmwmfifll

sennbcmmfipfi) Q

in! Emmy;

fsdmadXESEUFfiOmfi; szmeBUFmTGF; 5116.12»? i RS131! 1mm 1301mm up“!

ifisbufisndx} < sbummixnlj) §

temp a: shufEsndK];

fihufimdx} = sbufisfidxni];

sbuflsndz-i} m mmp;

3

1

mumffl);

1

7mV1&—y®fi3

GUINEA 596077259 (72)33§HH' UN 1‘ i/fl/X 1‘ 93 VVV

600 Mo 11111 a 111 A V e 11 u e, 7xlji7‘fifi‘23, 07869 :J—VJV—y“

Murray Hill, New Je —, §VFIL7, UHS—N— 7’4‘:;L—

1‘ s e y 0797470636U. S. A. 161
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(Reference 3}

PATENT ASSTRASTS GE JAPAN

(“Pubiication number : EDGE-"SSMQES

(43:30am at puhiicatiah of apwiica‘tieh : 2133mm
  

   

 

(fitiintfli. HMR UH}

Gigi” iS/GE}

333m. 39/39

(21)A3:33:3: iaation number: HQSWSG \?i‘>A3;3piicant TOSHEEA VEQEQ ERQEGGTS JAPAN
KK

TQSHEBA AVE G0 LTD

(Qfiiflate of fiiing : €838.ng (‘72)hwantor : TAGAWA AKIRA

(543 HNTEGRA'FEE} HEADF’HONE SYSTEM

{SLAbstra-zt:

F’RQBLEM TO BE 80!.VMED: To inform a user 0? a voice guide an

the basis of mntents 0F operatiahs to execute the Operatihn and

3‘33““‘3‘3759533 to aliow a user to make aheratien with biind tcmch with

”MW .3! miniaturization.
f ' SOLUTEGN: A head phane 18 incorporates; a racording amt

[9/ reproducing section 3 that is required to repmduce voice
M 33 information stcrad in an EC card 5, and a Wise guided operatian

3’ hi i? A’Jiixsy ’ I 3,323m333 device: 2 is fitted to the haad phone ‘38. A CPU in the ramming
i . and reprinducihg sectian 3 controés execution at variousI

aperation modes far the (reparation at an aperation section 2A“ In

_ this case at seiecting the uperatien made, a wise sighai deflating

an operation made corresponding to a slide position of a siida 
key 2a is read frem the it? hard 5, and generated on the basis at

the: wise guide ihfarmation read from a ROM, and reprodimed by

speakers at the headphmes 1A, ‘38 via a pracessihg circuit at

the postmstagei The user antfirs the cperatim contents in voice

without visuai confirmation. in this State, the user depregaea a push key 213 and the CPU executes the

seiected aperatiun mode

For mere information, please access httpZlfwwwipdhnpitgojplhomepgut-3.1133531; click Patent

8; Utiiity Gazettg DE, 11333313: 33 as “Kiwi 6033.9." and input 2001*65'3695 as "Number", click

search click blue number, then click DE’I‘AEL
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UQE$E§¥H(JP) wfififififlfiw unfi%wfiamgé

45552001 — 57695

(P2001 — 57695A)

mmflfifl $WB¢25HEQMLZW> 

(51) IntCl.7

  

Williafi- F I fan—Ha?)

H04R IMO 101 HO4R Inn 1013 5D005

G10L BNO G10L 3N0 Q 5D045

mmo Wm J 9A001

fifiéfifi ikfilk Emlfimflw O L (i 8 H)

(awaififi’fi‘;L fifijllll —23l760 (“WM/g 596082758

fiEEE-‘7T7U5'V‘JS/WN‘JEEKQH:

gamma $flnmsfimflflwaaW) fififififiifi—T31§1%

 
(71)H11EA 000221023

fiiIm-74-4mfifiéfi

fifififiz%m3T33§9%

amfimfi mm m

‘ fififlfifififi3T33fi9fi $2:

——74-4mfifiéflm

HQRRA mmmw3

 

fifli 5% E

fifififitfi <

Gotfimmfifi] ~¢flmvk7zy§fi

(57) [E361] (flgflifi) 1 41:11:59 my 35%

{fifll #WWEM§6<§EfiKF%1—fimfifl

Lflofifimfikb\7a%yFav%fifi¢&fiz

T\%%$W®$flk%méo

{flfl$$1 «vF7iy1BKMICb—F5ui

fiwfifififi0fi§mfi§fifififififis5flfib\a

fifi¢FH5fiWEE25WDHH§°afifii%3w

moPU4AufiW$2A®fiW®§fi®%W%—FE

ififiN<flmb\flW%~F®Efifi\ZifFi—

2amxa4F$yyaymfim¢%EW%—Féfi¢

E$E%&\ICfl—F5#B%$$L\ROM4Bfl

Bfi$HLkE$fi4Ffifitfifi5$mL\fifiww

fiflfi%%f§fivF7tV1A,1BOZE—flfifi

$5501~Wuamfif&WW§&%fiTfimT%

éoCQHfiKT7vVJi—2b%WTL\CPU4

AMCQEwEntflW%—Féifiéfi%o
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1

- [’fiéfifimfifilfl]

[fififil] Eifigégfififi?%%fififlfifi¥
 &E%h%hfizt~fi®§§f$tfifi%?$t$fi

6htfifififiéfiflflfitfifi?éfifififi£fii&

%WitAvF7#V$Wt\

fififlfifflKWfiéh‘fififififififl6§$%%%

fiibf\mfifififimfiméfitfififiéfi$$&
b

fififi§f$mfiwBhkfififfiu;offiWéh\

fififii¥fl®fifi®flfi%~FEfiifiéflfl$&
&

mfifi%fgtfiweh\fifififiiflmxoffiié

h$§flW%—F&%fifiiaffifikb®%$fi4F

fififififiéhtgfifiXFfififit\

fifififi$$®fififiiof\%®fiWEfiE?%flW

%—F%fi fifififiEWEfififixFfifimbafi

wLhfifitgdwfifibfmfifififimfimiEK

afifi5fififi4Ffi$$Ek\

%flfibkcké%fikfi%~wflmvF7iyfifio

[fifiEZI Eififiégmfimi%%fi%fifixé

$%%h%hfiic#fi®H%T%tfiH%T%K%H

Ehtfififi¢éfiflflfiufififi%fifififi£fiifl

&fizkfivF71y$Wt‘

Khéhkfifit§fi%\fifigéfififififiwmafi

i§kb®fififi§tfififi%ifififiififlfit\m

fifififififiBfiaméhkfi%flEmflfifififififl

%&KM%?$kb®fi$fi%%¢&¢é$$%%fifi

W%%fizkfififi$$%a\

fifiHfiT$K$HBhkfifiifitioffifiéh\

Wfifififi¢$E®§fi®flW%—F%fifi?éflflé

$£\

Wfifififfltfiweh\WfifififEK$offiié

h§$flW%—FéfififiioffifikbwfifififF

fififififiéhk35fi%FfiWfit\

fifififiifiwfifit;o1\%®fi¢hfim¢%flw

%—F&fi?%fifi%&fififififi4Pfififib6fi$

fibtfi%m%dwfiflbffiéfifi§fl§fl¥§m

Hfi¢%%fifi4Ffii¥$&\

Efifibk:&%%fla?%#%flfivF71y§Eo

[fiifiB] fiififiififi‘WEEW%—FKEU

Tflt%%mmtmfimgof%h%h®flW%—Ffi

Efiéh\EBa§%—Pt#fi®%fififi¢miof

%®EWE—F#$fiéhé&5w%flzh\

mififififiFfi$¥fiu\Wfifi¢$&mioffiw

%—Ffififléhkfifl%®flWE—Ffi%WEhTV

%:téfi?%$%%&ifibffifi%fififififléfi

Kfififiéi5mfifléhfm%caé%&t?%%fi

Elxufififizufifi®#wflva7fiyfifia

(fififi4) WEfiW¥$M\EW%—F%Emi%

 

  

 

 

 

 

 Ll‘ 

 
 

 

 

(D

10

20

30

m

fifi2001—57695
2

vle¥v?%ffifiéh%ckéfiw£¢%%fifi

3Kfifi®~wflva71y%Eo

[375mm fifiéflfiflfifiiiiffib fififiafifiiwifigfififi

fifivF7iyxmkMWWtfiwehfmgctéfi

atfiéfififizufifi®~wyva7zygfio

[fififia] WfifififixFfifimfimfififiHWK

fifiéhk£®f&é:t%fiwkiéfiifilRafi

fimztfifi®#W@fivF7zyfifio

[fififi7] WEWW?&H9$$W&EL\C®O

ifi$®fifit$offifiEfiX4v%%fififiéh\

:®0$a%%fiizafiivlexv%%fi%W3

h§i5mfiwéhfwéca&%fla?%fififi4t

fifi®#wfl«vF71y%Eu

[fififi8] Mfiflm$$u\X%um%%fib\x

h%%®afi&fi5cafimfifififimmfififiwt<

fijkfitxWfi§¥fi4Ffifi%fiiX%Umfififi

fiiécté%fitfié%fim2ufifi®~wflmvF

7%7fifio

 

 

 

fififig] Wifififi%fl\¥§%$fififiX%U

Emfibk'Cfl—FT$%CEE%@8?6%fiEI 
HEfififiBmwfnblauEfi®~wflfivF71

Vfific

[%W®%Htfiml

[ooon

[%%®E¢éfimfifi1$%md\fifi%®?—a%

EET%&EE%%meBhéfiW%EK%O\fin

fiWW§ééfitiarfi4F?%:au;afafi€

fkfifififi¢?%é%$fi4FHéflWEEéfiik

#mflflvF71y%EKfi¢&

[0002]

[fi%®fifi]%%ib\%%fl®MD7u~¥%bt

vbfv—&—%®%%fig%%flmm<%&brw

60%fiflawazaf\fiflfifi?§%t%£fifi%

fi<ctfifié§®f\%®%fiafi%w

[0003]~%m\cmfimfi%fi$%%fm\fiw

fiayfififi$wtmOHHEhktwib%\fiWfl

@fifiéibfifltfiakbm\fififi&yfi%%$

mevF7tV%®#~7mefiéhk%®%é

50C®$5tfififi§yfimfiéhéckM$b\%

%$W%£&v%&bnthEbtfi%?\fifififi

9V%$ifififl?§ikfiT§§EW%K“7F71

yéfibfififiWEfifiéhkfifififigéfi<Ck

#T%53%flfu‘:®;5fiflfi%%fiififfi

%o

(0004]$k\fififl?91$®%fifiu\%fik

vktihkfifi?£%$tfififif%%i5t\fifi

fifiwifltfifififiyfimfibfté£®%fifio

[0005]:®;5K%%fl®%%fi$%$ffl\i

bfii?fiofiw%$®§mfifififi%fifit$kbu
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{Re ference 2}

PATENT ABSTRACTS SF JAPAN

{T 3)Pubiicatian numbar : 2Q€JS~143§83

(ASEDate mc pubiicatian of application ; 131952903

  
 

  

(51}int.CL WAR T/TG

H94??? U90

(EUAppiEcatian number : 2%{31—33§4?0 {7%)Appiicant : NTT DOGOMO ENG

(22)Qate of fiiing : 33.19.3331 {FENrwentcr : FUKUMGTO MASAAKE

SUGEMURA TQSHEAK}

  

C54} CGMMAND ENTRY BEVEGE

(STDAbstract:

PROBLEM TO BE SGLVEB: Tu provide a mmmand entry device

with axmiient cperabiiity and user-friendiiness.

SQLUTEQN: An asceieratian sensar or tha like 35 incorparated in

the command entry device ‘3 such as an earphone micmphone

Q 215' and sangm vibration when a usar knocks a microphme main
body car the body mass: it) a microphane wearing positimn by a

finger 2A or the Eike, The vibration is centinumfiiy pmduced

.. thmugh continuaug knocking and puises aerrespmnding to thfifi
Wm; vibratiun arse cemented Enta a sEmpie cammand such as anmhaak

0r offmhook. Thus, the user can 33mph; enter a aommand witheut

.. the raised for ‘the user ta) $33k a smali batten 0r tha Eike provided
m 323 to the micmphnne main heady.

Di
”Eng-1&5?
’3

Far mare infm‘matian, please 306888 httpiffwww,i‘prflinyit.gmjpihmnepgaejgtzdl, click Fatent

82: Utility Gazette» BB, input a. as ”Kind, cede" and input 2393“}.43683 as "Number”, click

search, click blue number, then click DETAIL
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