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" {induction

'I EC! of video coding is of fundamental importance to

in engineering and the sciences. Video engineer-
.f-‘kly becoming a largely digital discipline. The digi-
issinn of television signals via satellites is common-

d widespread HDTV terrestrial transmission is slated

in 1999. Video compression is an absolute require-
_ the growth and success of the low—bandwidth trans-

.f'digital video signals. Video encoding is being used
digital video communications, storage, processing, ac-
.Bnd reproduction occur. The transmission of high—

Imcdia information over high-speed computer net—
Cfntral problem in the design of Quality of Services

1' digital transmission providers. The Motion Pictures
P (MPEG) has already finalized two video coding

"MPEG-1 and MPEG—2, that define methods for the
ion 0f digital video information for multimedia and

‘ifi‘f vn'l'lats. MREG—4 is currently addressing the trans—
iéafiery 10w_ bitrate video. MPEG-7 is addressing the

d :2 0f Video storage and retrieval services (Chap-
. - dISCUSS Video storage and retrieval). A central

_ .' ' hieadmui: I‘m;
“'0“ if! any form reserved.

aspect to each of the MPEG standards are the video encoding
and decoding algorithms that make digital video applications
practical. The MPEG Standards are discussed in Chapters 6.4
and 6.5.

Video compression not only reduces the storage requirements
or transmission bandwidth of digital video applications, but it

also affects many system performance tradeoffs. The design and
selection of a video encoder therefore is not only based on its
ability to compress information. Issues such as bitrate versus

distortion criteria, algorithm complexity, transmission channel

characteristics, algorithm symmetry versus asymmetry, video
source statistics, fixed versus variable rate coding, and standards

compatibility should be considered in order to make good en-
coder design decisions.

The growth of digital video applications and technology in

the past few years has been explosive, and video compression

is playing a central role in this success. Yet, the video coding
discipline is relatively young and certainly will evolve and change

significantly over the next few years. Research in video coding has
great vitality and the body of work is significant. It is apparent
that this relevant and important topic will have an immense

affect on the future of digital video technologies.
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2 Introduction to Video Compression

Video or visual communications require significant amounts

of information transmission. Video compression, as consid—

ered here, involves the bitrate reduction of a digital video signal

carrying visual information. Traditional video-based compres—
sion, like other information compression techniques, focuses

on eliminating the redundant elements of the signal. The de-

gree to which the encoder reduces the bitrate is called its cod-
ing efiiciency; equivalently, its inverse is termed the compression
ratio:

coding efficiency : (compression ratio)—1

: encoded bitrate/decoded bitrate. (1)

Compression can be a lossless or lossy operation. Because of

the immense volume of video information, lossy operations are
mainly used for video compression. The loss of information or

distortion measure is usually evaluated with the mean square
error (MSE), mean absolute error (MAE) criteria, or peak signal—
to—noise ratio (PSNR):

1 M N A
MSE = —— [HIE j) — 1(1', D]2MN 22,

MAE=— |I(i,j)—I(i,j)l
MN [:1 j=l

2H

PSNR=20l0g10 W 3 (2)

for an image I and its reconstructed image f, with pixel indices
15 i 5 Mand l 5 j 5 N, image size N X Mpixels, and

n bits per pixel. The MSE, MAE, and PSNR as described here
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are global measures and do not necessiltilv . I.
cation of the reconstructed image quality. in gate a.
the human observer determines the quality Grihe . I
image and video quality. The concc - e r.
in efficiency is one of the most .-

tecghnical evaluation of video encofdltlz-lrts].a211:::ai Em ‘ '
quality assessment of compressed images “digs? .
in Section 8.2. m _

Video signals contain information i -

dimensions are modeled as spatial aiidhij;d;m. ,
video encoding. Digitalvideo compreSSion “1:11:33 .
imize information redundancy independently in e'a'
Themajorinternationalvideo compression 513m] - I
MPEG—2, H.261) use this approach. Figure 1 sche ;-
picts a generalized video compression system that . ,., ..
the spatial and temporal encoding of a digital Email i I
Each image in the sequence [k is defined as in

spatial encoder operates on image blocks, typicallyo
of 8 X 8 pixels each. The temporal encoder getter-all '
on 16 X 16 pixel image blocks. The system is design-i
modes of operation, the intraframe mode and the
mode. '

The single-layer feedback structure of this getter '
is representative of the encoders that are recom

the International Standards Organization (ISO). and:

tional Telecommunications Union (ITU) video coding '
MPEG—1,MPEG—2/H.262, and H.261 [1—3]. The fee

is used in the interframe mode of operation and ;
prediction error between the blocks of the current

the current prediction frame. The prediction is gene _
motion compensator. The motion estimation unit c __
vectors for each 16 X 16 block. The motion vectors

ously reconstructed frame are fed to the motion com '._ .. II
create the prediction.
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sic C0“

'eilli-l'amme mode spatially encodes an entire current frame
. dic basiS, 3.3., every 15 frames, to ensure that system-

made not continuously propagate. The intraframe mode
’ for; used to spatially encode a block whenever the inter-

mending mode cannot meet its performance threshold.
frame versus interframe mode selection algorithm is

'el dad in this diagram. It is responsible for controlling the
1 n of the encoding functions, data flows, and output data

for each mode.
antraframe encoding mode does not receive any input
.g feedback loop. 1k is spatially encoded, and losslessly

.l, ii)? the variable length coder (VLC) forming Ike, which
mitted to the decoder. The receiver decodes I“, produc—
Iz'ejconstructed image subblock Ik- During the interframe

" "mode. the current frame prediction Pk is subtracted from
meat frame input [k to form the current prediction error

prediction error is then spatially and VLC encoded to
--,\and it is transmitted along with the VLC encoded mo-

'tors M Vk. The decoder can reconstruct the current frame

dog the previously reconstructed frame it.-. (stored in
an ear), the current frame motion vectors, and the predic-
'...':r. The motions vectors M Vk operate on fk_1 to generate

- _ '.'__nt prediction frame Pk. The encoded prediction error
«eded to produce the reconstructed prediction error Ek.

-- 'ction error is added to the prediction to form the cur-

e ftp The functional elements ofthe generalized model
'be'd here in detail.

 

 

 
 

 
 

 
 

 
 
 
 
 

 

 

 
 
 
 
 
 

 
 

 
 
 

 

__al operator: this element is generally a unitary two—
__ nsional linear transform, but in principle it can be

nitary operator that can distribute most of the signal
3}! into a small number of coefficients, i.e., decorrelate

ignal data. Spatial transformations are successively ap—
_J ed'to small image blocks in order to take advantage of

. high degree of data correlation in adjacent image pix-
:The most widely used spatial operator for image and

. Coding is the discrete cosine transform (DCT). It is
- ied to 8 x 8 pixel image blocks and is well suited for

transformations because it uses real computations
SE Implementations, provides excellent decorrela—
':51811al components, and avoids generation of spu—
'°mPonents between the edges of adjacent image

ml”? the Spatial or transform operator is applied to

-:;:If0rderbto arrange the signal into a more suit—
. The :1“ 311. sequent lossy and lossless coding oper—
r qugi-nt'lzer operates on the transform generated
.l’l'edilcti: Isa lossy operation that can result in a Sig—

_ 'thiskind nfln the bitrate. The quantization method
1:31; The s“: Video encoder is usually scalar and non—

fltion as 31' quentizer SlmpllfiCS the complexuy of
-n_unifom°°mpated 'to vector quantization (VQ).

quantization interval is Sized according

cgplS and Techniques of Video Coding and the H.261 Standard 557

to the distribution of the transform coefficients in order

to minimize the bitrate and the distortion created by the

quantization process. Alternatively, the quantization in—
terval size can be adjusted based on the performance of

the human Visual System (HVS). The Joint Pictures Expert
Group (IPEG) standard includes two (luminance and color

difference) l-IVS sensitivity weighted quantization matri—
ces in its "Examples and Guidelines” annex. IPEG coding
is discussed in Sections 5.5 and 5.6.

3. Variable length coding: The lossless VLC is used to ex—

ploit the “symbolic” redundancy contained in each block

oftransform coefficients. This step is termed “entropy cod-

ing" to designate that the encoder is designed to minimize
the source entropy. The VLC is applied to a serial bit stream
that is generated by scanning the transform coefficient

block. The scanning pattern should be chosen with the
objective of maximizing the performance of the VLC. The

MPEG encoder for instance, describes a zigzag scanning
pattern that is intended to maximize transform zero coef-

ficient run lengths. The H.261 VLC is designed to encode
these run lengths by using a variable length Hufifman code.

The feedback loop sequentially reconstructs the encoded spa-
tial and prediction error frames and stores the results in order

to create a current prediction. The elements required to do this

are the inverse quantizer, inverse spatial operator, delayed frame
memory, motion estimator, and motion compensator.

1. Inverse operators: The inverse operators Q‘1 and T“ are
applied to the encoded current frame It.“ or the current
prediction error Big in order to reconstruct and store the

frame for the motion estimator and motion compensator
to generate the next prediction frame.

2. Delayed frame memory: Both current and previous frames
must be available to the motion estimator and motion

compensator to generate a prediction frame. The number

ofprevious frames stored in memory can vary based upon
the requirements of the encoding algorithm. MPEG-1 de—

fines a B frame that is a bidirectional encoding that requires
that motion prediction be performed in both the forward

and backward directions. This necessitates storage of mul—
tiple frames in memory.

3. Motion estimation: The temporal encoding aspect of this
system relies on the assumption that rigid body motion is

responsible for the differences between two or more suc—

cessive frames. The objective of the motion estimator is to
estimate the rigid body motion between two frames. The

motion estimator operates on all current frame 16 x 16

image blocks and generates the pixel displacement or mo—

tion vector for each block. The technique used to generate

motion vectors is called block-matching motion estimation
and is discussed further in Section 5.4. The method uses

the current frame Ii. and the previous reconstructed frame
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it.-. as input. Each block in the previous frame is assumed
to have a displacement that can be found by searching for
it in the current frame. The search is usually constrained

to be within a reasonable neighborhood so as to minimize

the complexity of the operation. Search matching is usu—

ally based on a minimum MSE or MAE criterion. When a

match is found, the pixel displacement is used to encode

the particular block. Ifa search does not meet a minimum

MSE or MAE threshold criterion. the motion compen-

sator will indicate that the current block is to be spatially
encoded by using the intraframe mode.

4. Motion compensation: The motion compensator makes
use of the current frame motion estimates M Vk and the

previously reconstructed frame lit--1 to generate the cur-
rent frame prediction Pk. The current frame prediction is

constructed by placing the previous frame blocks into the
current frame according to the motion estimate pixel dis-

placement. The motion compensator then decides which

blocks will be encoded as prediction error blocks using

motion vectors and which blocks will only be spatially en—
coded.

The generalized model does not address some video compres-

sion system details such as the bit—stream syntax (which supports

different application requirements), or the specifics of the en-

coding algorithms. These issues are dependent upon the video
compression system design.

Alternative video encoding models have also been researched.

Three-dimensional (3—D) video information can be compressed

directly using VQ or 3-D wavelet encoding models. VQ encodes

a 3-D block ofpixels as a codebook index that denotes its “closest

or nearest neighbor" in the minimum squared or absolute error

sense. However, the VQ codebook size grows on the order as the

number ofpossible inputs. Searching the codebook space for the
nearest neighbor is generally very computationally complex, but

structured search techniques can provide good bitrates, quality,
and computational performance. lice-structured VQ (TSVQ)

[13] reduces the search complexity from codebook size N to log
N. with a corresponding loss in average distortion. Thesimplicity
of the VQ decoder (it only requires a table lookup for the trans-

mitted codebook index) and its bitrate-distortion performance

make it an attractive alternative for specialized applications. The

complexity of the codebook search generally limits the use of
VQ in real—time applications. Vector quantizers have also been
proposed for interframe, variable bitrate, and subband video
compression methods [4].

Three—dimensional wavelet encoding is a topic ofrecent inter—
est. This video encoding method is based on the discrete wavelet
transform methods discussed in Section 5.4. The wavelet trans—

form is a relatively new transform that decomposes a signal into

a nmltiresolution representation. The multiresolution decompo-
sition makes the wavelet transform an excellent signal analysis

tool because signal characteristics can be viewed in a variety of
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time-frequency scales. The wavelet tran
practice by the use ofmultiresolution o
The wavelet filterbank is well suited lb
of its ability to adapt to the multires
video signals. Wavelet transform cnco

chical in their time- frequency l‘cprcs
able for progressive transmission [6].

to possess excellent burrito-distortion characteristics.
Direct three-dimensrmtal Video compresstWS'.‘ .

from a major drawback for real-time enmding a. d.
sion. in order to encode a sequence of images in o: '-
the sequence must be buffered. This introdums a bu ;;
computational delay that can be very noticeable in. ‘
interactive video communications. "

Video compression techniques treating visual info
accordance With I-lVS models have recently been hi
These methods are termed “second-generation or ob
methods, and attempt to achieve very large compm
by imitating the operations of the HVS. The HVS .r
also be incorporated into more traditional video com
techniques by reflecting visual perception into vario'
of the coding algorithm. HVS weightings have been d
the DCT AC coefficients quantizer used in the MPEG- um

A discussion of these techniques can be found in Chap r.
Digital video compression is currently enjoying tre

growth, partially because of the great advances in V

and microcomputer technology in the past decade. Th
nature of video communications necessitates the use of

purpose and specialized high—performance hardwared k
the near future, advances in design and manufacturingt
gies will create hardware devices that will allow greater. -_

ability, interactivity, and interoperability of video appli
These advances will challenge future video compresst

nology to support format—free implementations.

sform is imp} .
t' subband filt‘
I Video an“,
olution Chara.
dings are “at . . .
entation and _

ThEY have alm-

.1

.‘

iaIt

3 Video Compression Application

Requirements

A wide variety of digital video applications currently "
range from simple low—resolution and low-bandwidth ‘
tions (multimedia, PicturePhone) to very high-rafting” -.
high-bandwidth (HDTV) demands. This section will P
quirements of current and future digital video 2‘9le
the demands they place on the video cornlart-‘Si‘ic’i:II “9""

As a way to demonstrate the importance of “id." __
sion, the transmission of digital video television stgii
sented. The bandwidth required by a digital tclmtISl"II
approximately one-half the number of picture Elm-13
els) displayed per second. The analog pixel Size in d
dimension is the distance between scanning lines: 3"
zontal dimension is the distance the scanning SP0t mo
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Bw = (cycles/frame)(FR)

= (cycles/line) (NL)(FR)

(0.5)(aspect rati0)(FR)(NL)(RH)
0.84

= (0.8)(FR)(ML)(RH)’ (3)

 

= system bandwidth,
=.—‘ number of frames transmitted per second (fps),
= number of scanning lines per frame,

: .= horizontal resolution (lines), proportional

' to pixel resolution.

‘onal Television Systems Committee (NTSC) aspect ra—

y3, the constant 0.5 is the ratio of the number of cycles to
Jumber oflines, and the factor 0.84 is the fraction ofthe hor-

arming interval that is devoted to signal transmission.
NTSC transmission standard used for television broad-

. the United States has the following parameter values:

' 29.97 fps, N; = 525 lines, and RH = 340 lines. This
video system bandwidth Bw of 4.2 MHz for the NTSC
tsystem. In order to transmit a color digital video signal,

uiring 8 bits. The NTSC picture frame has 720 x 480 x 2
inance and color pixels. In order to transmit this in—

n for an NTSC broadcast system at 29.97 frames/s, the

. Bbandwidth is required:

la] Bw 2 l/zbitrate = 1/,(2997 fps) x (24 bits/pixel)

x (720 x 480 x 2 pixels/frame)

= 249 MHz.

resents an increase of ~59 times the available system
th. and ~41 times the full transmission channel band-

'fijMHZ) for current NTSC signals. HDTV picture res-
- equities up to three times more raw bandwidth than

'Plfi'! (Two transmission channels totaling 12 MHz are
_ 0r terrestrial HDTV transmissions.) It is clear from

«If PIG that terrestrial television broadcast systems will
' m“ digital transmission and digital video compression

e the overall bitrate reduction and image quality re-
r I‘IDTV signals.
_. PIE not only points out the significant bandwidth
Plus Fm digital video information, but also indirectly
,P the issue of digital video quality requirements. The
"cmccll bitrate and quality or distortion is a funda—

:1 sic Concepts and Techniques of Video Coding and the H.261 Standard 559

mental issue facing the design of video compression systems.

To this end, it is important to fully characterize an applica—

tion’s video communications requirements before designing or

selecting an appropriate video compression system. Factors that

should be considered in the design and selection ofa video com—
pression system include the following items.

1. Video characteristics: video parameters such as the dy-
namic range, source statistics, pixel resolution, and noise

content can affect the performance of the compression sys—
tem.

Transmission requirements: transmission bitrate require-

ments determine the power of the compression system.

Very high transmission bandwidth, storage capacity, or
quality requirements may necessitate lossless compression.
Conversely, extremely low bitrate requirements may dic-

tate compression systems that trade off image quality for
a large compression ratio. Progressive transmission is a key

issue for selection of the compression system. It is gen-
erally used when the transmission bandwidth exceeds the

compressed video bandwidth. Progressive coding refers to
a multiresolution, hierarchical, or subband encoding of
the video information. It allows for transmission and re-

construction ofeach resolution independently from low to
high resolution. In addition, channel errors affect system
performance and the quality of the reconstructed video.

Channel errors can affect the bit stream randomly or in
burst fashion. The channel error characteristics can have

different effects on different encoders, and they can range

from local to global anomalies. In general, transmission

error correction codes (ECC) are used to mitigate the ef-

fect of channel errors, but awareness and knowledge ofthis
issue is important.

3. Compression system characteristics and performance: the

nature of video applications makes many demands on the

_video compression system. Interactive video applications

such as videoconferencing demand that the video com-
pression systems have symmetric capabilities. That is, each

participant in the interactive video session must have the

same video encoding and decoding capabilities, and the

system performance requirements must be met by both
the encoder and decoder. In contrast, television broad-

cast video has significantly greater performance require—

ments at the transmitter because it has the responsibility

of providing real-time high quality compressed video that
meets the transmission channel capacity. Digital video sys—

tem implementation requirements can vary significantly.

Desktop televideo conferencing can be implemented by

using software encoding and decoding, or it may require
specialized hardware and transmission capabilities to pro—

vide a high—quality performance. The characteristics ofthe

application will dictate the suitability of the video com—

pression algorithm for particular system implementations.

t0
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The importance of the encoder and system implementa—
tion decision cannot be overstated; system architectures

and performance capabilities are changing at a rapid pace
and the choice of the best solution requires careful analysis

of the all possible system and encoder alternatives.

4. Rate—distortion requirements: the rate—distortion require-
ment is a basic consideration in the selection of the video

encoder. The video encoder must be able to provide the

J bitrate(s) and video fidelity (or range of video fidelity)
required by the application. Otherwise, any aspect of the

system may not meet specifications. For example, if the bi—

|| trate specification is exceeded in order to support a lower

| MSE, a larger than expected transmission error rate may
cause a catastrophic system failure.

5. Standards requirements: video encoder compatibility with

existing and future standards is an important considera-
tion if the digital video system is required to interoperate

with existing or future systems. A good example is that ofa
desktop videoconferencing application supporting a num-

ber of legacy video compression standards. This results in

requiring support of the older video en coding standards on

new equipment designed for a newer incompatible stan—

dard. Videoconferencing equipment not supporting the

old standards would not be capable or as capable to work

in environments supporting older standards.

These factors are displayed in Table 1 to demonstrate video

compression system requirements for some common video com-

munications applications. The video compression system de—

signer at a minimum should consider these factors in making
a determination about the choice of video encoding algorithms
and technology to implement.

TABLE 1 Digital video application requirements
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4 Digital Video Signals and Formats 1

Video compression techniques make use of Signal m —
order to be able to utilize the body of digital Sign;
sis/processing theory and techniques that have bitten d ...
over the past fifty or so years. The design of a Video '
sion system, as represented by the generalized model in
in Section 2, requires a knowledge of the Signal Chara-
and the digital processes that are used to create the diglq .
signal. It is also highly desirable to understand video'.
systems, and the behavior ofthe HVS.

4.1 Sampling of Analog Video Signals

Digital video information is generated by sampling
sity of the original continuous analog video signal
in three dimensions. The spatial component of the v1
ha] is sampled in the horizontal and vertical dimensio '
and the temporal component is sampled in the time d1”

(1). This generates a series of digital images or image
I(i, j, k). Video signals that contain colorized informs

whose intensities are likewise sampled in three dimens‘

sampling process inherently quantizes the video signallm.
the digital word precision used to represent the intensi I"

video representation can be reproduced with arbitrary c};
to the original analog video signal. The topic ofvideo'- _ "

and interpolation is discussed in Chapter 7.2.

pling theorem. This theorem defines the conditions 11nd Application Bitrate Req. Distortion Req.

Network video 1.5 Mbps High
on demand 10 Mbps medium

Video phone 64 Kbps High distortion

Desktop multimedia 1.5 Mbps High distortion
video CDROM to medium

Desktop LAN 10 Mbps Medium
videoconference distortion

Desktop WAN 1.5 Mbps High distortion
videoconference

Desktop dial—up 64 Kbps Very high
videoconference distortion

Digital satellite 10 Mbps Low distortion
television

HDTV 20 Mbps Low distortion

DVD 20 Mbps Low distortion

10

Transmission Req. Computational Req. Standards Req.

Internet MPEG—1 MPEG-1

100 Mbps MPEG-2 MPEG-2
LAN MPEG-7

lSDN p x 64 H.261 encoder H.261
H.261 decoder

PC channel MPEG—1 decoder MPEG—1
MPEG-2
MPEG—7

Fast ethernet Hardware decoders MPEG—2,

100 Mbps H.261
Ethernet Hardware decoders MPEG-1,

MPEG—4:
H.263

POTS and Software decoder MPEG-4,
internet H.263

Fixed service MPEG—2 decoder MPEG—2
satellites

12—MHZ MPEG4 decoder MPEG2
terrestrial link

PC channel MPEG-2 decoder MPEG-2  
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‘analog signals can be “perfectly” reconstructed. If these
115 are not met, the resulting digital signal will contain
omPcmems which introduce artifacts into the recon-

The Nyquist conditions are depicted graphically for
ensional case in Fig. 2.

_ dimensional signal I is sampled at rate f;. It is band-
% are all real—world signals) in the frequency domain

1"" frequency bound of f3. According to the Nyquist
Goren-1, ifa bandlimited signal is sampled, the result—

-- 3-5PECEI'un1 is made up of the original signal spectrum
ePilicates of the original spectrum spaced at integer
“he sampling frequency f5. Diagram (a) in Fig. 2

F magnitude |L| of the Fourier spectrum for I. The
"e of the Fourier spectrum IL,| for the sampled sig—
"-'°‘:Vn for two caseS. Diagram (b) presents the case

a, imglnal signal I can be reconstructed by recovering
- sPeflral island. Diagram (c) displays the case where

Sampling criteria has not been met and spectral
hut; The spectral overlap is termed aliasing and oc—
£d< zfs- When f5 > 2 f3, the original signal can be

by 11$ng a low—pass digital filter whose passband

ILI

-fs 0 fa I
(3)

IL]

-f —3/2f, -f, -'/2f, -f3 0 f5 M, L 3/2], f

(b)

IL,I

~f -3/2fs 1”: -fs 0 fa f, 3/2f, f
(C)

FIGURE 2 Nyquist sampling theorem, with magnitudes ofFourier spectra for (a) input I; (b) sampled
input 15, with f, > 21);; (c) sampled input 15, with f, < ZfB.

is designed to recover ILl. These relationships provide a basic

framework for the analysis and design of digital signal process-
ing systems.

Two-dimensional or spatial sampling is a simple extension of

the one-dimensional case. The Nyquist criteria has to be obeyed
in both dimensions; i.e., the sampling rate in the horizontal direc-

tion must be two times greater than the upper frequency bound
in the horizontal direction, and the sampling rate in the vertical

direction must be two times greater than the upper frequency

bound in the vertical direction. In practice, spatial sampling grids
are square so that an equal number ofsamples per unit length in
each direction are collected. Charge coupled devices (CCDs) are

typically used to spatially sample analog imagery and video. The
sampling grid spacing of these devices is more than sufficient

to meet the Nyquist criteria for most resolution and applica-
tion requirements. The electrical characteristics of CCDs have a

greater effect on the image or video quality than its sampling grid
size.

Temporal sampling ofvideo signals is accomplished by captur-
ing a spatial or image frame in the time dimension. The temporal
samples are captured at a uniform rate of ~60 fields/s for NTSC
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television and 24 fps for a motion film recording. These sampling

rates are significantly smaller than the spatial sampling rate. The
maximum temporal frequency that can be reconstructed accord—

ing to the Nyquist frequency criteria is 30 Hz in the case oftelevi—
sion broadcast. Therefore any rapid intensity change (caused, for

instance, by a moving edge) between two successive frames will
cause aliasing because the harmonic frequency content of such a

steplike function exceeds the Nyquist frequency. Temporal alias-

ing of this kind can be greatly mitigated in CCDs by the use of

low—pass temporal filtering to remove the high—frequency con-
tent. Phoroconductor storage tubes are used for recording broad-

cast television signals. They are analog scanning devices whose

electrical characteristics filter the high—frequency temporal con-
tent and minimize temporal aliasing. Indeed, motion picture

film also introduces low—pass filtering when capturing image

frames. The exposure speed and the response speed ofthe photo

chemical film combine to mitigate high—frequency content and

temporal aliasing. These factors cannot completely stop tempo—

ral aliasing, so intelligent use of video recording devices is still
warranted. That is, the main reason movie camera panning is

done very slowly is to minimize temporal aliasing.

In many cases in which fast motions or moving edges are not
well resolved because of temporal aliasing, the HVS will interpo—

late such motion and provide its own perceived reconstruction.

The HVS is very tolerant of temporal aliasing because it uses its

own knowledge ofnatural motion to provide motion estimation

and compensation to the image sequences generated by tempo—

ral sampling. The combination of temporal filtering in sampling

systems and the mechanisms ofhuman visual perception reduces
the effects of temporal aliasing such that temporal undersam—

pling (sub-Nyquist sampling) is acceptable in the generation of

typical image sequences intended for general purpose use.

4.2 Digital Video Formats

Sampling is the process used to create the image sequences used
for video and digital video applications. Spatial sampling and

quantization of a natural video signal digitizes the image plane

into a two-dimensional set of digital pixels that define a digi-

tal image. Temporal sampling of a natural video signal creates

a sequence of image frames typically used for motion pictures

and television. The combination of spatial and temporal sam—

pling creates a sequence of digital images termed digital video.

As described earlier, the digital video signal intensity is defined

as 1(i, j, k), where O 5 i 5 M, 0 5 j E Nare the horizon-
tal and vertical spatial coordinates, and 0 5 k is the temporal
coordinate.

The standard digital video formats introduced here are used

in the broadcast for both analog and digital television, as well as

computer video applications. Composite television signal digital
broadcasting formats are introduced here because of their use

in video compression standards, digital broadcasting, and stan-

dards format conversion applications. Knowledge ofthese digital
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TABLE 2 Digital composite television param' 't! '_
Description NTSC

Analog video bandwidth (MHz) 4 2
Aspect ratio; hor. size/van. size 4);.)
Frames/s 29 97
Lines/s 5&5
Interlace ratio; ficlds:frames 2.1
Subcarrier frequency (MHz) 3 :58
Sampling frequency (Ml-12) 1:4 4
Samples/active line 757
Bitrate (Mbps) 1145

video formats provides background for understan
national video compression standards developed by
the 180. These standards contain specific recom-
use of the digital video formats described here.

Composite television digital video formats are

digital broadcasting, SMPTE digital recording, an6;,
of television broadcasting formats. Table 2 contain -

and digital system parameters for the NTSC and Fly
ing Lines (PAL) composite broadcast formats.

Component television signal digital video format?

(CCIR) Recommendation 601. It is based on comp.
with one luminance (Y) and two color difference gig"-
C1,). The raw bitrate for the CCIR 601 formatis 162 1
contains important systems parameters of the CCI _
video studio component recommendation for be _

PAL/SECAM (Sequentiel Coulem’ avec Memoire).
The ITU Specialist Group (SGXV) has recomme _

formats that are used in the ITU H.261, H.263, and

video compression standards. They are the Standa

mat (SIF), Common Interchange Format (CIF), andll't
rate version of CIF, called Quarter CIF (QCIF). Tog,

formats describe a comprehensive set of digital v1___'

that are widely used in current digital video appliv‘
and QCIF support the NTSC and PAL video formats.

TABLE 3 Digital video component television
parameters for CCIR 601

Description NTSC PA U55.-

Luminance channel 55
Analog video bandwidth (MI-12) 5-5

Sampling frequency (MHz) 13-5 1:1:
Samples/active line 710 1031i
Bitrate (Mbps) 108 ' I

Color difference channels

Analog video bandwidth (MHZ)
Sampling frequency (Ml-l2)
Samples/active line

Bitrate (Mbps) 5"!

2.9. 3*“ .'
6.?5 6.7-5-358 ..55
3 fl
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SIF cm, and QCIF digital video formats
SIF

NTSC/PAL CIF QCIF

352 360(352) 180(176)

240/288 288 144

176 180(176) 90(88)
. .1 resolution

(31.) Finis
"lotion (Cr, Cb) 120/ ”4 144 72

8 8 8
1:1 1:1 1:1
30 30, 15, 10, 7.5 30, 15, 10, 7.5
4:3 4:3 4:3

- 1(bPP)
. fieldsfmmes

Th: (fPS)
Mo; her. size/

24.9 6.2
12.4 3.1

parameters. The SIP format defines different vertical reso—
afalues for NTSC and PAL. The CIF and QClF formats also

the H.261 modified parameters. The modified parame-

integer multiples of eight in order to support the 8 X 8
dimensional DCT operation. Table 4 lists this set of

mdeo standard formats. The modified H.261 parameters
{1 in parentheses.

 

mpression systems generally comprise two modes that

information redundancy in the spatial and the temporal
’ ' Spatial compression and quantization operates on a

_ ge block, making use of the local image characteristics
' the bitrate. The spatial encoder also includes a VLC
flfie: the quantization stage. The VLC Stage generates
Encoding of the quantized image block. Lossless cod-

Ssed in Chapter 5.1. Temporal domain compression
fOptical flow models (generally in the form ofblock—

pouch estimation methods) to identify and mitigate
. .undaney.

9" Presents an overview ofsome widely accepted en-
l"ll-1&5 used in video compression systems. Entropy

elossless encoders that are used in the VLC stage of
_ Pressmn system. They are best used for information

are memoryless (sources in which each value is in-

} sEn‘il’mt‘fill. and they try to minimize the bitrate by
'1;be lEHgth codes for the input values according to

argbggg'ndensityfunction (pdf). Predictive coders are
a “Value has :OUIces'that have memory, 1.e., a source in

statistical dependency on some number

ncepts and Techniques of Video Coding and the H.261 Standard
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be fed to a VLC to reduce the bitrate. Entropy and predictive

coding are good examples for presenting the basic concepts of
statistical coding theory.

Block transformations are the major technique for represent—
ing spatial information in a format that is highly conducive to
quantization and VLC encoding. Block transforms can provide

a coding gain by packing most of the block energy into a fewer

number of coefficients. The quantization stage of the video en-

coder is the central factor in determining the rate-distortion

characteristics of a video compression system. It quantizes the
block transform coefficients according to the bitrate and dis—

tortion specifications. Motion compensation takes advantage of

the significant information redundancy in the temporal domain
by creating current frame predictions based upon block match—

ing motion estimates between the current and previous image
frames. Motion compensation generally achieves a significant in—

crease in the video coding efficiency over pure spatial encoding.

5.1 Entropy and Predictive Coding

Entropy coding is an excellent starting point in the discussion of

coding techniques because it makes use ofmany ofthe basic con-
cepts introduced in the discipline ofInformation Theory or Sm-

tistical Communications Theory [7]. The discussion ofVLC and

predictive coders requires the use of information source models to

lay the statistical foundation for the development of this class of

encoder. An information source can be viewed as a process that
generates a sequence of symbols from a finite alphabet. Video

sources are generated from a sequence of image blocks that are

generated from a “pixel” alphabet . The number ofpossible pixels
that can be generated is 2", when n is the number ofbits per pixel.

The order in which the image symbols are generated depends on
how the image block is arranged or scanned into a sequence

of symbols. Spatial encoders transform the statistical nature of

the original image so that the resulting coefficient matrix can be
scanned in a manner such that the resulting source or sequence

of symbols contains significantly less information content.
Two useful information sources are used in modeling video

encoders: the discrete memoryless source (DMS), and Markov

sources. VLC coding is based on the DMS model, and the pre-
dictive coders are based on the Markov source models. The DMS

is simply a source in which each symbol is generated indepen—
dently. The symbols are statistically independentand the source is

completely defined by its symbols/events and the set ofprobabili—
ties forthe occurrence for each symbol; i.e., E = {21, e2. . . . , e,,}

and the set {p(e1), p(e2), ..., p(e,,)}, where n is the number of

symbols in the alphabet. It is useful to introduce the concept of

entropy at this point. Entropy is defined as the average informa—
tion content ofthe information source. The information content

of a single event or symbol is defined as

1
. = 4

1(e,) log P(€i) ( )
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The base of the logarithm is determined by the number of

states used to represent the information source. Digital infor—
mation sources use base 2 in order to define the information

content using the number of bits per symbol or bitrate. The

entropy of a digital source is further defined as the average in—
formation content of the source, i.e.,

ll 1

H(E) = ; p(e.-> 10g, m

— Z p(e,-) log2 p(e,—) bits/symbol. (5)i=1

This relationship suggests that the average number of bits per

symbol required to represent the information content of the

source is the entropy. The noiseless source coding theorem states
that a source can be encoded with an average number ofbits per

source symbol that is arbitrarily close to the source entropy. So

called entropy encoders seek to find codes that perform close to

the entropy of the source. Hufifman and arithmetic encoders are

examples of entropy encoders.
Modified Huffman coding [8] is commonly used in the image

and video compression standards. It produces well performing

variable length codes without significant computational com-
plexity. The traditional Huffman algorithm is a two—step process

that first creates a table of source symbol probabilities and then
constructs codewords whose lengths grow according to the de—

creasing probability of a symbol’s occurrence. Modified versions
of the traditional algorithm are used in the current generation of

image and video encoders. The H.261 encoder uses two sets of
static Huffman codewords (one each for AC and DC DCT co—

efficients). A set of 32 codewords is used for encoding the AC

coefficients. The zigzag scanned coefficients are classified accord—

ing to the zero coefficient run length and first nonzero coefficient

value. A simple table lookup is all that is then required to assign
the codeword for each classified pair.

Markov and random field source models (discussed in Chap-

ter 4.2) are well suited to describing the source characteristics of

natural images. A Markov source has memory ofsome number
of preceding or adjacent events. in a natural image block, the

value of the current pixel is dependent on the values of some the
surrounding pixels because they are part ofthe same object, tex-
ture, contour, etc. This can be modeled as an mth order Markov

source, in which the probability ofsource symbol e, depends on
the last m source symbols. This dependence is expressed as the

probability of occurrence of event e,- conditioned on the occur—

rence 0fthe last m events, i.e., p(e,~ | e.-_1, e,-_2, . . . , e,-_,,,). The
Markov source is made up of all possible n'" states, where n is

the number of symbols in the alphabet. Each state contains a set

of up to n conditional probabilities for the possible transitions

between the current symbol and the next symbol. The difi'eren-

rial pulse code modulation (DPCM) predictive coder makes use
0fthe Markov source model. DPCM is used in the MPEG-1 and
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H.261 standards to encode the set of quantiZed DC
generated by the discrete cosine transforms, 6‘9

The DPCM predictive encoder modifies the 1:
source model considerably in order to reduce i
does not rely on the actual Markov source sta

it simply creates a linear weighting of the last In W
order) to predict the next state. This significantly 1’-
complexity of using Markov source prediction at the: i
an increase in the bitrate. DPCM encodes the differen a
between the actual value and the predicted value, i.e
where the prediction E is a linear weighting of m Pun-it
The resulting differential signal d generally has red -

as compared to the original source. DPCM is used 111
tion with a VLC encoder to reduce the bitrate. The 5' I

entropy reduction capability of DPCM makes it a g
for use in real-time compression systems. Third or -_

tors (m = 3) have been shown to provide good peril“
natural images [9].

scof- '5'
{st-,9 .4;
tlstiq

5.2 Block Transform Coding: The Discrete:
Cosine Transform "

Block transform coding is widely used in image and ,
pression systems. The transforms used in video encod-
tary, which means that the transform operation has-a

eration that uniquely reconstructs the original inpu _
successively operates on 8 X 8 image blocks, and it is.
H.261, H.263, and MPEG standards. Block transform .

of the high degree of correlation between adjacent in:

to provide energy compaction or coding gain in the hi

domain. The block transform coding gain, GT0 is dé

ratio of the arithmetic and geometric means of the
block variances, i.e.,

| N—l 2
E £i=fl U5

Grc = 1010310 N4 juni=0 or;

where the transformed image block contains N siib
of is the variance of each block subband i, for (2..
Gm also measures the gain ofblock transform cod!!!
coding. The coding gain generated by a block nan:
alized by packing most the original signal energy ‘39
a small number of transform coefficients. This result" '
less representation of the original signal that 15 the
quantization. That is, there may be many transfo .
containing little or no energy that can be ComPlFm '
Spatial transforms should also be orthonormal. I _'
correlated coefficients. so that simple scalar qua!”
used to quantize the coefficients independently: _ ._

The Karlomen—Lnéve transform lKLTl “Bales, ..._ '
coefficients, and it is optimal in the energy packIBE‘

 



15

 
 
 

 

 
 
 

 
 

 
 

 

 
 

 
 

 

sic Concepts and Tech

at widely used in practice. It requires the calcu-
'mage block covariance matrix so that its unitary

a1 eigenvector matrix can be used to generate the KLT
, This calculation (for which no fast algorithms ex-

d the transmission of the eigenvector matrix, is required
'I transformed image block. _ .
DCT is the most widely used block transform for dlglta]
find video encoding. It is an orthonormal transform, and
gain found to perform close to the KLT [10] for fiI‘St-Order

sources. The DCT is defined on an 8 x 8 array of pixe15,

‘ 7 7 -. . (2 + I)

cv) = zz m n (4-H)i=0 j=0

‘ l

x cos (gt—LE), (7)

Tisn

@- I aim

\

ejnverse DCT (IDCT) is defined as
7

i ' 7 (21' + Dun
_ I J) = CHCI' Z2 F01, .V) Cos (T)u=v v=0

(2} + l)v1r

x cos ( 16 >. (8)

for u = 0, C“ = 1 otherwise,

for v = 0, C,. = 1 otherwise

. ind j are the horizontal and vertical indices ofthe 8 X 8
.. y. and u and v are the horizontal and vertical indices

coefficient array. The DCT is the chosen method for

' 'fom'ts for a couple of important reasons. The DCT
_” 103 n) implementations using real calculations. It
' Pier to compute than the DFT because it does not

use of complex numbers.
. Dd reason for its success is that the reconstructed

‘_ 9' IDCT tends not to produce any significant discon-
The lDIOCk edges. Finite discrete transforms create a

1 _ Slgnal that is periodic. Periodicity in the recon—

'I a] can Produce discontinuities at the periodic edges
' or PIXEI block. The DCT is not as susceptible to

f3 the DFT. Since the cosine function is real and

(9:) = COST—X), and the input F (u, v) is real, the
- . a functlon that is even and periodic in 2n, where

‘M. “if the Oil'iginal sequence. In contrast, the IDFT
- Ift‘etl'ul:tuin that is periodic in u, but and nec-

‘ Ohailzpheinonienon is illustrated in Fig .3 for the
”assign“ M
"and r '3 sequence f0) depicted in part Fig. 3(a) is

c'50nstructtrd in Fig. 3(1)) by using the DFT—

niques of Video Coding and the H.261 Standard 565

I“) IN)

(a) (b) t

(C)

FIGURE 3 Reconstruction periodicity ofDFT vs. DCT: (a) original sequence;
(b) DFT reconstruction; (c) DCT reconstruction.

IDFT transform pairs, and in Fig. 3(c) by using the DCT—IDCT
transform pairs. The periodicity of the IDFT in Fig. 3(b) is five

samples long and illustrates the discontinuity introduced by the
discrete transform. The periodicity of the IDCT in Fig. 3(c) is 10

samples long, as a result of the evenness of the DCT operation.

Discontinuities introduced by the DCT are generally less severe
than those of the DFT. The importance of this property of the

DCT is that reconstruction errors and blocking artifacts are less
severe in comparison to those of the DFT. Blocking artifacts are

visually striking and occur because of the loss of high—frequency
components that are either quantized or eliminated from the
DCT coefficient array. The DCT minimizes blocking artifacts

as compared to the DFT because it does not introduce the same
level ofreconstruction discontinuities at the block edges. Figure 4
depicts blocking artifacts introduced by gross quantization ofthe
DCT coefficients.

This section ends with an example of the energy packing capa—

bility of the DCT. Figure 5 depicts the DCT transform operation.

The original 8 x 8 image subblock from the Lena image is dis—

played in Fig. 5(a), and the DCT transformed coefficient array
is displayed in Fig. 5(b).

The original image subblock in Fig. 5(a) contains large values

in every position, and is not very suitable for spatial compression
in this format. The coefficient matrix (b) concentrates most of

the signal energy in the top left quadrant. The signal frequency
coordinates (u, v) = (O, 0) start at the upper left position. The

DC component equals 1255 and contains the vast majority of

the signal energy by itself. This dynamic range and concentration

of energy should yield a significant reduction in nonzero values
and bitrate after the coefficients are quantized.

5.3 Quantization

The quantization stage ofthe video encoder creates a lossy repre-

sentation of the input. The input, as discussed earlier, should be
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(8)

FIGURE 4 Severe blocking artifacts introduced by gross quantization of DCT coefficients: (a) original, (b) recon-
structed. (See color section, p. C—27.)

conditioned with a particular method of quantization in mind.

Vice versa, the quantizer should be well matched to the character-

istics of the input in order to meet or exceed the rate-distortion

performance requirements. As is always the case, the quantizer
has an effect on system performance that must be taken under

consideration. Simple scalar versus vector quantization imple—
mentations can have significant system performance implica—
tions.

Scalar and vector are the two major types of quantizers. These
can be further classified as memoryless or containing memory,

and symmetric or nonsymmetric. Scalar quantizers control the

values taken by a single variable. The quantizer defined by the
MPEG-1 encoder scales the DCT transform coefficients. Vec-

tor quantizers operate on multiple variables, Le, a vector of

I36 141 143 153 152 154 154 156
143 150 153 156 160 156 155 155
149 155 161 163 158 155 156 155
158 161 162 161 160 158 160 157

i, ' =
f( j) 157 161 160 162 161 157 154 155

160 160 161 160 160 156 156 156
160 161 160 161 161 157 157 156
162 162 161 161 162 157 157 157

(a)

1255 —8 —9 —6 1 —l -3 I
—26 —20 —5 4 -l l 0 l
-9 —5 l —1 0 D —1 0

FUM‘): —6 —2 0 l —l 0 0 0l 0 1 2 0 —1 —1 0
—2 l 2 0 1 1 0 —-l
—l 0 (J —2 0 O l —l

1 0 —l -2 O l —l 0

(19)

FIGURE 5 8 x 8 DCT: (a) original lena 8 X 8 image subblock: (b) DCT coef-
ficients.
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variables, and become very complex as the number of

increases. This discussion will introduce the reader to 1"
scalar and Vector quantizer concepts that are relevant. "
and video encoding.

The uniform scalar quantizer is the most fundamen

quantizer. lt possesses a nonlinear staircase input—outp ‘
acteristic that divides the input range into output levels
size. In order for the quantizer to effectively reduce the.

the number of output values should be much smaller

number ofinput values. The reconstruction values are-f:

be at the midpoint ofthe output levels. This choice is ex '
minimize the reconstruction MSE when the quantizati' '

are uniformly distributed. The quantizers specified in thél
H.263, MPEG-1, and MPEG-2 video coders are nearly

They have constant step sizes except for the larger (lea

(the input range for which the output is zero).

Non-uniform quantization is typically used for non?
input distributions, such as natural image sources. T1115
quantizer that produces the minimum MSE for a non- _I
input distribution will have non-uniform steps. Compfl
the uniform quantizer, the non-uniform quantizer has-I
ingly better MSE performance as the number bf qqan‘ -.
steps increases. The Lloyd—Max [11] is a scalar quant
that utilizes the input distribution to minimize the MS
given number ofoutput levels. The Lloyd—Max places ill .
struction levels at the centroids of the adjacent input-‘9 ‘
tion steps. This minimizes the total absolute error WU "'
quantization step based upon the input distribution» .

Vector quantizers (discussed in Chapter 5.31 desert-I
input into a length 1: vector. An image for instance! _ .--
vided into M x N blocks of 11 pixels each, or the 5111.333 13-1-
be transformed into a block of transform cout'ffiClerf‘s "

sulting vector is created by scanning the two-dintcnflg I
elements into a vector of length n. A vectm; X 15 9"?
choosing a codebook vector representation X that is lls"
match.” The closest match selection can be made by ml
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. i of the vector Xi denotes the codebook entry that
receiver to decode the vector. Obv10usly the com-
décoder is much simpler than the encoder. The srze

k dictates both the coding efficiency and recon-

log3 m
n

 

bitrateVQ = bits/pixel, (10)

'm is the number of bits required to transmit the
I “the codebook vector X,-. The codebook construction

a important issues that are pertinent to the perfor—
't 'e video coder. The set ofvectors that are included in

Ink determine the bitrate and distortion characteris-
constructed image sequence. The codebook size and

'etermines the search complexity to find the minimum

ed on the Lloyd—Max scalar quantizer algorithm. It
ed because the system parameters can be generated

of an input “training set” instead of the true source

he TSVQ design reduces VQ codebook search time

_ increase the efficiency of video encoders. Motion
; 'd video encoders are implemented in three stages.

sflgc estimates objective motion (motion estimation)
lthe previously reconstructed frame and the current

in.” Sechd stage creates the current frame prediction
- mPensaIion), using the motion estimates and the

eConstructed frame. The final stage differentially en—
. Prediction and the actual current frame as the pre-

"911 Therefore, the receiver reconstructs the current
-- “mg the VLC encoded motion estimates and the

d VLC encoded prediction error.
—. , estimation and compensation are common tech-

- Ti‘f‘enmde the temporal aspect ofa video signal. As
“It {EEEPIOCk'baEd Tum ion compensation and motion

. {the largeglt-lesgsed in video compressmn systems are-ca-
Iatiom; re uctlon 1n the raw Signal brtrate. Typical
- - generally outperform pure spatial encodmgs

tidal-12:10?“ The inter-frame redundancy contained in
“Sign-tailor] Offl dtgttal Image-sequence accounts for

enEOdeg-s II:Jmfpresston capability that canbe achieved
fit: baCkgro er rame redundancy can be Simply mod-

unds and movmg foregrounds to illustrate
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the potential temporal compression that can be realized. Over a
short period oftime, image sequences can be described as a static

background with moving objects in the foreground. If the bacle
ground does not change between two frames, their difference is

zero, and the two background frames can essentially be encoded

as one. Therefore the compression ratio increase is proportional
to two times the spatial compression achieved in the first frame.

In general, unchanging or static backgrounds can realize additive
coding gains, i.e.,

Static Background Coding Gain or

N o (Spatial Compression Ratio of Background Frame),

(11)

where N is the number of static background frames being en—

coded. Static backgrounds occupy a great deal of the image area

and are typical of both natural and animated image sequences.
Some variation in the background always occurs as a result of
random and systematic fluctuations. This tends to reduce the

achievable background coding gain.

Moving foregrounds are modeled as nonrotational rigid ob-
jects that move independently of the background. Moving ob—

jects can be detected by matching the foreground object between
two frames. A perfect match results in zero difference between

the two frames. In theory, moving foregrounds can also achieve
additive coding gain. In practice, moving objects are subject

to occlusion, rotational and nonrigid motion, and illumination

variations that reduce the achievable coding gain. Motion com—
pensation systems that make use of motion estimation methods

leverage both background and foreground coding gain. They
provide pure interframe differential encoding when two back—
grounds are static; i.e., the computed motion vector is (0,0). The
motion estimate computed in the case of moving foregrounds

generates the minimum distortion prediction.

Motion estimation is an interframe prediction process falling
in two general categories: pel-recursive algorithms [15] and

block-matching algorithms (BMAs) [16]. The pal-recursive me—
thods are very complex and inaccurate and restrict their use in

video encoders. Natural digital image sequences generally display
ambiguous object motion that adversely affects the convergence

properties of psi—recursive algorithms. This has led to the intro-

duction of block-matching motion estimation, which is tailored

for encoding image sequences. Block-matching motion estima—
tion assumes that the objective motion being predicted is rigid
and nonrotational. The block size of the BMA for the MPEG,
H.261, and H.263 encoders is defined as 16 x 16 luminance

pixels. MPEG—Z also supports 16 X 8 pixel blocks.

BMAs predict the motion of a block of pixels between two

frames in an image sequence. The prediction generates a pixel

displacement or motion vector whose size is constrained by the
search neighborhood. The search neighborhood determines the

complexity of the algorithm. The search for the best prediction
ends when the best block match is determined within the search

neighborhood. The best match can be chosen as the minimum
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Search Neighborhood

Ik"(i+x,j+y)

MV(m=x, n=y)
Best Match in

Frame k-l 
FIGURE 6 Best match motion estimate.

MSE, which for a full search is computed for each block in the

search neighborhood:

BestMatchMgE

. 1 N N _ . . _ ‘ .
= WEIR ZUWD- 1k ’(1+m.1+n)]2, (12)

" i=1 j=l

where k is the frame index, I is the temporal displacement in

frames, N is the number of pixels in the horizontal and vertical

directions ofthe image block, 1' and j are the pixel indices within
the image block, and m and n are the indices ofthe search neigh-
borhood in the horizontal and vertical directions. Therefore the

best match motion vector estimate MV(m = x, n = y) is the

pixel displacement between the block 1" (i, j) in frame k, and
the best matched block I"_1 (i + x, j+ y) in the displaced frame
k — l. The best match is depicted in Fig. 6.

In cases in which the block motion is not uniform or if the

scene changes, the motion estimate may in fact increase the bi-

trate over a spatial encoding ofthe block. In the case in which the
motion estimate is not effective, the video encoder does not use

the motion estimate and encodes the block by using the spatial
encoder.

The search space size determines the complexity ofthe motion
estimation algorithm. Full search methods are costly and are not
generally implemented in real—time video encoders. Fast search-

ing techniques can considerably reduce computational complex-
ity while maintaining good accuracy. These algorithms reduce

the search process to a few sequential steps in which each sub—
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sequent search direction is based upon the results ofthe _
step. The procedures are designed to find local Optimal 861;.
and cannot guarantee selection of the global optimal -'

within the search neighborhood. The IogarithmicsearCh‘[.-_
gorithm proceeds in the direction of minimum disturtibfln'.
the final optimal value is found. Logarithmic seat-chin“I 31.
implemented in some MPEG encoders. The tlireemep.
[18] is a very simple technique that proceeds along a best
path in three steps in which the search neighborhood is 1-. 'f:
for each successive step. Figure 7 depicts the three.
algorithm.

A 14 x 14 pixel search neighborhood is depicted, The
area sizes for each step are chosen so that the total sear .
borhood can be covered in finding the local minim

search areas are square. The length of sides of the search a' "I
step 1 are chosen to be larger than or equal to 1/2 the length
range of the search neighborhood (in this example the}

area is 8 X 8). The length ofthe sides are reduced by 1/2 a 1"
of the first two steps are completed. Nine points for each-G-
compared by using the matching criteria. These consist

central point and eight equally spaced points along they"
ter of the search area. The search area for step 1 is cent;
the search neighborhood. The search proceeds by center;
search area for the next step over the best match from the

ous step. The overall best match is the pixel displacement
to minimize the matching criteria in step 3. The total 11

of required comparisons for the three-step algorithm is I
represents an 87% reduction in complexityversus the full _- '

method for a 14 X 14 pixel search neighborhood. I
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' goons-GP” and

en Encoding Standards and H.261

rnationally recognized video compression stan-
developed by the ISO, the International Elec-

(IEC), and the ITU standards organi—

r inte

- been _
. - cal Commissron

EG is a working group operating within ISO and IEC.
, - sits activity in 1988, MPEG has produced ISO/IEC
Wee-1) and ISO/[EC 13818 (MPEG-2). The MPEG-1
'I‘on was motivated by T1 transmission speeds, the CD-

,. a'the multimedia capabilities of the desktop computer.
, dad for video coding up to the rate of 1.5 Mbps, and it
' ad of five sections: system configurations, video cod-

.. . o coding, compliance testing, and software for MPEG—1
The standard does not specify the actual video coding

but only the syntax and semantics of the bit stream, and

generation at the receiver. It does not accommodate
video, and it only supports CIF quality format at 25

,1 ty for MPEG-2 was started in 1991. It was targeted for
I mites, broadcast video, and a variety of consumer and

unications video and audio applications. The syntax

hnicai contents of the standard were frozen in 1993. It is
offour parts: systems, video, audio, and conformance

MPEG-2 was also recommended by the ITU as H.262.

is considering more advanced forms of video appli-

eractivity that technology will make possible in the

-years. The MPEG—4 project is targeted to give users

' 'ility to achieve various forms of interactivity with the
= content of a scene, and to mix synthetic and nat-

diD and video information in a seamless way. MPEG-4
3y comprises two major parts: a set of coding tools for

3' 81151 objects, and a syntactic language to describe both the
018 and the coded objects. From a technical viewpoint,
notable departure from traditional coding standards

3‘: possibility for a receiver to download the description
tax used to represent the audiovisual information. The

. otmation will not be restricted to the format of con-
thdeo, i.e.. it wili not necessarily be frame based. This is
° to produce significant improvements in both encoder
find functionality.
U Recommendation H.261 was adopted in 1990 and

ideo encoding standard for videoconferencing and
- serwces for transmission over the integrated Ser-

ta{Newark (ISDN) at p x 64 Kbps, p = 1, . . . , 30.
. 1b“ the Video compression methods that were later

YfleglpEG standards and is presented in the fol-
éphoh (fiiTU Experts Group for Very Low Bit-Rate

"Mtg”? 3C) has produced the H.263 recommenda-
1n [)8ch glad Telephone Neewarks (PSTN). whleh was

,‘ . um” 11;:- l9?3 [181. it IS an extended vermin of
' 1'. 313 TI: 1 Irccttenai motion compensation and sub-

- encoder 1s based on hybrid DPCMIDCT cod-

Techniques of Video Coding and the H.261 Standard
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ing and improvements targeted to generate bitrates of less than
64 Kbps.

6.1 The H.261 Video Encoder

The H.261 recommendation [3] is targeted at the videophone
and videoconferencing application market running on

connection-based ISDN at p X 64 kbps, p = 1, ..., 30. It ex-
plicitly defines the encoded bit stream syntax and decoder, while

leaving the encoder design to be compatible with the decoder
specification. The video encoder is required to carry a delay of

less than 150 ms so that it can operate in real—time bidirec-

tional videoconferencing applications. H.261 is part ofa group

of related ITU recommendations that define visual telephony

systems. This group includes the following.

1. H.221: defines the frame structure for an audiovisual chan—

nel supporting 64—1920 Kbps.

2. H.230: defines frame control signals for audiovisual sys—
tems.

3. H.242: defines audiovisual communications protocol for

channels supporting up to 2 Mbps.
4. H.261: defines the video encoder/decoder for audiovisual

services at p x 64 Kbps.
5. H.320: defines narrow-band audiovisual terminal equip-

ment for p X 64 Kbps transmission.

The H.261 encoder block diagrams are depicted in Fig. 8(a)

and 8(b). An H.261 source coder implementation is depicted

in Fig. 8(c). The source coder implements the video encoding
algorithm that includes the spatial encoder, the quantizer, the

temporal prediction encoder, and the VLC. The spatial encoder
is defined to use the two-dimensional 8 x 8 pixel block DOT

and a nearly uniform scalar quantizer, using up to a possible 31

step sizes to scale the AC and interframe DC coefficients. The

resulting quantized coefficient matrix is zigzag scanned into a
vector that is variable length coded using a hybrid modified run

length and Huffman coder. Motion compensation is optional.
Motion estimation is only defined in the forward direction be-
cause H.261 is limited to real-time videophone and videocon-

ferencing. The recommendation does not specify the motion

estimation algorithm or the conditions for the use of intraframe
versus interframe encoding.

The video multiplex coder creates a H.261 bitstream that is
based on the data hierarchy described below. The transmission

buffer is chosen not to exceed the maximum coding delay of
150 ms, and it is used to regulate the transmission bitrate by

means of the coding controller. The transmission coder embeds

an ECC into the video bit stream that provides error resilience,

error concealment, and video synchronization.

H.261 supports most of the internationally accepted digital
video formats. These include CCIR 601, SIF, CIF, and QCIF.

These formats are defined for both NTSC and PAL broadcast sig-

nals. The CIF and QClF formats were adopted in 1984 by H.261
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FIGURE 8 ITU—T H.261 block diagrams: (a) video encoder, (b) video decoder; (c) source encoder implementation.

in order to support 525—line NTSC and 625-line PAL/SECAM

video formats. The CIF and QCIF operating parameters can be
found in Table 4. The raw data rate for 30 fps CIF is 37.3 Mbps

and 9.35 Mbps for QCIF. CIF is defined for use in channels in

which p 3 6 so that the required compression ratio for 30 fps
is smaller than 98:1. CIF and QCIF formats support frame rates

of 30, 15, 10, and 7.5 fps, which allows the H.261 encoder to

achieve greater coding efficiency by skipping the encoding and
transmission ofwhole frames. H.261 allows zero, one, two, three

or more frames to be skipped between transmitted frames.

H.261 specifies a set of encoder protocols and decoder op—
erations that every compatible system must follow. The H.261

Coding Controller
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‘ Loop Filtcr‘ I .Motion -
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video multiplex defines the data structure hierfil'cl'lllr m?
coder can interpret unambiguously. The video data _
defined in H.261 is depicted in Fig. 9. They are the P1
group of block (GOB) layer. macroblock (MB) layer an
sic (8 x 8) block layer. Each layer is built from the? .
lower layer and contains its associated data payload). 3";
that describes the parameters used to generate the fi
The basic 3 x 3 block is used in intrafrarne DCT enca -

MB is the smallest unit for selecting intrafi'flme or
encoding modes. I: is made up of four adjacent 8 Xe 15‘
blocks and mo subsampled 8 x 8 color different: -_. - I
and CR as defined in Table 4) corresponding to the
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Group of Blocks GOB (QCIF)

 
Macroblock Structure

FIGURE 9 H.261 block hierarchy.

'e GOB is made up of 176 x 48 pixels (33 MBs) and

.f'construct the 352 X 288 pixel CIF or 176 X 144 pixel
’ cture layer.

aders for the GOB and picture layers contain start codes
the decoder can resynchronize when errors occur. They
.. ' other relevant information required to reconstruct

Soquence. The following parameters used in the head-
)data hierarchy complete the H.261 video multiplex.

yer:

 
 

 
 

 

 
 
 
 

 
 
 

 
 

_ start COde (PSC). 20-bit synchronization pattern
- M10000 0000 0001 0000).

' ral mfereflce (TR). 5-bit input frame number.
- fo'mation (PTYPE), indicates source format, CIF =

' F= 0, and other controls.
msarted bits.

' Ofblocks start code (GBSC). 16-hit SYHChronization
00 0000 0000 0001).

number (GN)
per CIF frame.

£1212: Information (GQUANT), indicates one of 31
Step Sizes to be used in a GOB unless overrid—

MWil'flbloclt M UAN
:r‘nsertcd bit; Q T para meter.

a 4—bit address representing the 12

Macroblock layer:

- Macroblock address (MBA) is the position of a MB within
a GOB.

. Type information (MTYPE) for one of 10 encoding modes
used for the MB. This includes permutations of intraframe,

interframe, motion compensation (MC), and loop filter-

ing (LF). A prespecified VLC is used to encode these
modes.

. Quantizer (MQUANT), 5-bit normalized quantizer step
size from 1—31.

- Motion vector data (MVD), up to 11—bit VLC describing

the differential displacement.

' Coded block pattern (CBP), up to 9—bit VLC indicating the
location of the encoded blocks in the MB.

Block layer:

- Transform coefficients (TCOEFF) are zigzag scanned and

can be 8-bit fixed or up to 13—bit VLC.
- End of block (EOB), symbol.

The H.261 bit stream also specifies transmission synchroniza-

tion and error code correction by using a BCH code [19] that

is capable of correcting 2-bit errors in every 511-bit block. It

inserts 18 parity bits for every 493 data bits. A synchronization
bit is added to every codeword to be able to detect the BCH
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codeword boundaries. The transmission synchronization and

encoding also operates on the audio and control information

specified by the ITU H.320 Recommendation.
The H.261 video compression algorithm depicted in Fig. 8(c)

is specified to operate in intraframe and interframe encoding
modes. The intraframe mode provides spatial encoding of the
8 x 8 block and uses the two-dimensional DCT. Interframe mode

encodes the prediction error, with motion compensation being

optional. The prediction error is optionally DCT encoded. Both
modes provide options that effect the performance and video

quality of the system. The motion estimate method, mode selec—
tion criteria, and block transmission criteria are not specified,

although the ITU has published reference models [20, 21] that
make particular implementation recommendations. The coding

algorithm used in the ITU-T Reference Model 8 (RM8) [21] is
summarized in three steps, and is followed by an explanation of

its important encoding elements.

1. The motion estimator creates a displacement vector for
each MB. The motion estimator generally operates on the
16 x 16 pixel luminance MB. The displacement vector is

an integer value between :l:IS, which is the maximum size

of the search neighborhood. The motion estimate is scaled
by a factor of 2 and applied to the CR and CB component
macroblocks.

2. The compression mode for each macroblock is selected

by using a minimum error criteria that is based upon the

displaced macroblock difiference (DMD),

DMD(i, j, k) = b(i, j, k) — b(i — 11,, j — d2, k — 1),

(13)

where b is a 16 x 16 MB, 1' and j are its spatial pixel indices,
k is the frame index, and d1 and d; are the pixel displace-

ments ofthe MB in the previous frame. The displacements

range from —15 5 d1, d2 5 +15. When ti; and d2 are
set to zero, the DMD becomes the macroblock difference

(MD). The compression mode determines the operational
encoder elements that are used for the current frame. The

H.261 compression modes are depicted in Table 5.

TABLES H.261 MB video compression modes 

Mode MQUANT MVD CBP TCOEFF

lntra J
Intra J J
Inter J J
Inter J J J
Inter + MC J
Inter + MC J J J
Inter + MC J J J J
Inter + MC + LF J
Inter + MC + LF J J J
lnter + MC + LF J J J J 
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3. The video multiplex coder PrOCesses
generate the H.261 video bit Streamefieh
discusaed above. - ":1

There are five basic MTYPE encodin. . IT! . ' I
carried out in step 2. These are as foll g 0:11.: d.OWS.

Use intraframe or interframe mode?
Use motion compensation?

Use a coded block pattern (CBP)?
Use loop filtering?

- Change quantization step size MQUANT?

To selectthemacroblockcompressionmode the"‘~" w) .; 1.

of the input macroblock, the MD, and the DMD
by the best motion estimate) are compared as 5311

1. If VAR(DBD) < VAR(MD) then interfr
compensation (Inter + MC) coding is sele '
the motion vector data (MVD) is lransmitte
dicates that there are three Inter + MC mo‘
for the transmission of the prediction error:

or without DCT encoding of some or all ofth
basic blocks.

2. “VAR input” is defined as the variance of the
roblock. If VAR input < VAR(DMD) and "
VAR(MD), then the intraframe mode (Intra

Intraframe mode uses DCT encoding ofailfe
blocks.

3. IfVAR(MD) < VAR(DMD), then interframe]?

is selected. This mode indicates that the molt]:

zero, and that some or all of the 8 x 8 pte___
(MD) blocks can be DCT encoded.

The transform coefficient CBP parameter is used-J
whether a basic block is reconstructed using the' 00:,

basic block from the previous frame, or if it is one '
mitted. In other words, no basic block encodin

the block content does not change significantly _
rameter encodes 63 combinations of the four 1min

and two color difference blocks using a variable
The conditions for using CBP are not specified-
recommendation. .

Motion compensated blocks can be chosen to be“
tered before the prediction error is generated by .3
loop. This mode is denoted as Inter + MC + LF'm' '
low—pass filter is intended to reduce the quantization
feedback loop, as well as the high-frequenCY "01“ ‘
introduced by the motion compensator. H.261 "'
tering as optional and recommends a separabie M0 __
spatialfilterdesign.whichisimplementedbycasca '
tical one—dimensional finite impulse respOI'ISe (F

coefficients ofthe 1 -D filter are [1, 2, ll for Pixels wha-
and [0, 1, 0] (no filtering) for pixels on the bloc: -

The MQUANT parameter is controlled by r
transmission buffer in order to prevent enterflttl‘i'Jr 0
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dynamic range of the DCT macroblock coeffi-
5 bgtween [-20t17, . . . . 2047]. They are quantized
#127, _ _ _, 127] using one ofthe 31 quantizer step

gagging by the GQUANT parameter. The step size
:Ifiteger in the range of [2, ..., 62]. GQUANT can

_ den at the macroblock layer by MQUANT to clip or
--r:'.’e-range prescribed by GQUANT so that the transmis—

I I" better utilized. The ITU—T RMS liquid level control
' es the inspection of 64-Kbit transmission buffers

ms 11 macroblocks. The step size of the quantizer
increased (decreasing the bitrate) if the buffer is full;
"the step size should be decreased (increasing the bi-

ufi'er is empty. The actual design of the rate control

is not specified.
CT macroblock coefficients are subjected to variable

in! before quantization. The threshold is designed to
- a number of zero valued coefficients, which in turn

fluenumber ofthe zero run lengths and VLC coding effi—
- ITU-T RM8 provides an example thresholding algo-

the H.261 encoder. Nearly uniform scalar quantization

' 'ead zone is applied after the thresholding process. All

”fonts in the luminance and chrominance macroblocks
ed to the same quantizer, except for the intraframe DC
The intraframe DC coefficient is quantized by using

scalar quantizer whose step size is 8. The quantizer

Seats are not specified, but the reconstruction levels are
its-H.261 as follows.

QUANT odd,

I. = QUANT X (2 X COEFF_VALUE + 1),

for COEFF_LEVEL > 0,

"VEL = QUANT X (2 x COEFF_VALUE — 1),

for COEFF_LEVEL < 0.

 
.fQUANT even,

‘ :' = QUANT x (2 x COEFF_VALUE +1) — 1,

1 _ for COEFF_LEVEL > o,

"BL = QUANT x (2 x COEFF_VALUE — 1) + 1.

for COEFF_LEVEL < O.

 
 
 
 

 

 
 

 

. fiftiLUE = 0, then REC_LEVEL = 0, where
é tint-i ereconstruction value, QUANT is 1/2 the mac-
=l--'ze:a1t;°n step size ranging 141, and COEFF_VALUE

CT coefficient.

3:“!ng efficiency. lossless variable length cod-
“mined leqUantized DCT coefficients. The coefficient

of to comma-Elgug manner in order to maximize the
the c '3 'ClEr‘It run lengths. The VLC encodes events

oflibmation of a run length of zero coefficients
Zero Coefficient, and the value of the nonzero 
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coefficient, i.e., EVENT = (RUN, VALUE). The VLC EVENT

tables are defined in [3].

7 Closing Remarks 

Digital video compression, although only recently becoming a
standardized technology, is strongly based upon the informa-

tion coding technologies developed over the past 40 years. The

large variety of bandwidth and video quality requirements for
the transmission and storage of digital video information has

demanded that a variety of video compression techniques and
standards be developed. The major international standards rec—
ommended by ISO and the ITU make use ofcommon video cod—

ing methods. The generalized digital video encoder introduced

in Section 2 illustrates the spatial and temporal video compres-
sion elements that are central to the current MPEG—1, MPEG-

2/H.262, H.261, and H.263 standards that have been developed

over the past decade. They address avast landscape ofapplication
requirements, from low— to high—bitrate environments, as well

as stored video and multimedia to real-time videoconferencing
and high-quality broadcast television.

The near future will drive video compression systems to incor-

porate support for more interactive functions, with the ability
to define and download new functions to the encoder. New en—

coding methods currently being explored by the MPEG-4 and

MPEG-7 standards look toward object—based encoding in which
the encoder is not required to follow the international video

transmission signal formats. These object-based techniques are

expected to produce significant improvements in both encoder
efficiency and functionality for the end user.
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fines is devoted to subband and wavelet video compres-
e‘ start out by showing the unity between these two ap-

They will be revealed to be essentially the same for
0; hence our chapter title of subband/wavelet com-

Thus our chapter can be viewed as a companion to
‘ Piers on wavelets (Chapter 4.1) and wavelet image
imi- (Chapter 5.4). We review image and video com-

5-1'3 from the standpoint of subbands and wavelets.
bbfindlwavelet video compression itself in the next
ludlng the hybrid 0r recursive as well as nonrecursive

lt.1'33_lt'-18e a subband/ wavelet transformation in the tem-
-,Ctl0'11 also. There is the possibility of improving com—

111:2”), lay-performing the temporal filtering along
mm; :0“, II:NI0[I011 estimation is employed. In both

n '38 Improved by coding across the scales or
“515 by introducing a special zero symbol and forming

mixture,

103$ reasons, initiall
based
ls tre

y related to compression efficiency,

approach has been pursued. This means that
‘1th as being made up from separate objects

. ‘ 3““de Frag.
‘ Ion I" a"? lhrm rum-w

moving and deforming in time. The main advantages of object-
based coding have turned out to be in the areas of provid—

ing additional functionalities, such as object—based scalability
and compression capability for composited images and videos.
We present an object—based version of spatiotemporal subband/

wavelet coding. Then we briefly present the topic of invertible

motion compensated spatiotemporal coding. Here, even in the

presence of half-pixel motion compensation, the synthesis op-
eration can reconstruct the exact source video in the absence of

quantization errors. These two techniques could be combined

to achieve invertible subband/wavelet coding of spatioternporal
objects.

Currently with this writing, the IPEG 2000 standards body
is adopting a subband/wavelet method for image coding. How-
ever, existent and emerging video compression standards are

based on block processing using the discrete cosine trans—

form (DCT) as the decorrelating transformation, followed by
quantization and variable length coding. In this chapter we

will review various methods for replacing the DCT by more

general subband/wavelet transformations, both in hybrid cod—

ing employing spatial subbands, and in 3-D (spatiotemporal)
subbands.
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FIGURE 1 l-D subband/wavelet analysis and synthesis filter bank.

1.1 Subbands and Wavelets Reviewed

Subband methods started from work in digital signal process—

ing in the area of speech compression. A major step was the

invention ofquadrature mirror filters (QMFs) by Esteban and

Galland [1] in 1977. A very often used set of QMF filters ap-

peared in Johnston’s 1980 paper [2]. These filters, when applied
in a 2-D separable manner, were found to be good for image

coding too [3]. We summarize some results below. More details
on subband/wavelet filters can be found in [4].

1.2 Subband/Wavelet Filter Sets

In Fig. 1, neglecting the coding errors and transmission losses,
we can write

2(0)) = 1/2 [Go(w)Ho(w) + 61(0)) HI ((0)1 X00)
+l/zlGo(w)Ho(w+'n')

+Gl(w)H1(m+rr)]X(oJ+Tr). (1)

or equivalently in the Z transform domain:

G0(Z)]T [Huerta—2)] [ X(Z) :|(31(2) H1(Z) H1(’Z) I2(2) = 1/2|: X(—z)
A common goal is to design this analysis/synthesis filter bank

to have the perfect reconstruction (PR) property, i.e., it ((1)) :
X (m).

The second term in Eq. (1) is due to aliasing, which can be

made to disappear (necessary and sufficient) by setting

G0(m)Ho(u)+Tr) + G1(o.))H1(u)+'rr) =0. (2)

The necessary and sufficient solution to Eq. (2) in the Z-trans-
form domain is

G0(Z)] I: H1(—Z):|= C 2 3[61(2) () —Ho<—z) ()
for some C(z), which is usually taken to be a constant c. In the

Fourier domain, this is then equivalent to

Go(m) = 6H1(w + 1T),

61(00) = ——cHo(w + 1r), (4)

and in the spatial (time) domain,

3001) = C(—1)”h1(")s

3101) = —C(-1)"ho(n)- (5)

26

 

 
 
 
 
 
 
 

 
 
 

 

 
 
 

 
 

 
 
 

 
 
 

 

 
 
 

 
 

 
 

 
 
 
 

 

Handbook of Image and Video pr ..,..

Upon cancellation of the aliased component in the 0
overall transfer function is given by utli‘li ; - 2

A

 

T0”): & = ElHo(‘D)I‘11(UO+7?)— H0(u)+ --
X0») 2 "Has-.-

T<z> = X”) = E[1r'10(Z)HI(—Z) — Ho(—z>H
X(Z) 2 1(3)].

Ideally the filter bank output should be a delayed rep. 11:13:?{1'
input: "|

T(UJ) = 2‘1“”).

The necessary and sufficient condition for this is [5]

‘/2[Ho(Z)H1(-Z) — Ho(—2) H1 (2)] = const 2‘2“, 1 '

where Z denotes the set of integers.

Here, we summarize some design considerations forsub

wavelet filters, some of which are conflicting. For imé
video coding, these criteria need not be satisfied mg .

approximations are sufficient. "

1. Easy to implement (computationally efficient). T '

be achieved through one or more: symmetric fi

efficients, short—length filters, multiplierless imp -
tion of the convolution, and fast transform equt .
the convolution.

2. The waveletbasis functions generated by he are orth'
That is, the impulse response of filter kg and its 5 __

sions (by even shifts) form an orthogonal set. This At -
that there is no redundancy in the transform to h

3. For the same reason as above, the wavelet basis .

generated by kg and h I should be orthogonal.

4. PR holds in the absence of coding and channel at

The aliased components in the subbands should .
This is because the upper subband mayhave to be
because of bit—rate constraints. It is achieved

the frequency response of ho as close as possible ' J. ..
an ideal half—band filter. _‘

6. The filters should have linear phase, which is iqu
image compression.

7. The overall transfer function T(m) should be

flat at zero frequency. This is important because i
in images is concentrated near zero frequencY
undesirable to introduce much distortion there. ; 2

8. The coding gain should be maximized. This “0 -' M
signal adaptive design of the filters.

9. The filters should be such that the energy 0fth '
concentrated in a single subband (as “1th as '
This criterion is necessary for coding effiCIenCy'

10. Step response of the filters should have small 9
Otherwise, ringing artifacts occur in the cnco

11. Regularity: Iterated synthesis applied to a seq“
sisting of only one nonzero entry should 10"

5"
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11 after several iterations. This feature is needed
eve band is made zero while encoding at low bit
Jone sub

- the subband signals should be uncorre-

. _ ThatiS: {mazero-l‘hean wide-sensestationary(WSS)

"r‘J -' , . .
| El1,(k)xj(1)} = Ufaijakl Vk: la B J €{0>1}-(9)

4“ I‘wnuld let us encode various subbands and their com-
m“ independently, in the Gaussian case.

. ::a subband filter set is orthogonal if criteria 2 and
'g'ficd, We note that considerations 5 and 10 conflict.

ne cannot achieve zero overshoot and also an ideal
cy..;esponse, one can use a cost function for the opti-
"which is a combination ofboth the step and frequency
" of the filters. Numerous approaches have been re—

the literature to design filters h,- and g;, i = 0, 1, that

" arty or approximately Eqs. (5) and (7), in addition
‘310 he other considerations given above. The QMF fil-

he property that the high—pass and low-pass filters are
mmetric about to = "tr/2, but with only approximate
construction. The biorthogonal case is a generaliza—

a PR orthogonal design wherein separate orthogonal
net's can be used for analysis and synthesis. In such a case

d g.- are less constrained than the orthogonal case in
_. __ has been claimed that this extra freedom can result in

' i: _ ; improvement in coding efficiency. Biorthogonal filter
ii; considered in [6, 7], and the now widely used wavelet

ékthogonal filter set was first used for image coding in [61.

[diagonal and biorthogonal PR filter banks having the reg-
.property are related to wavelet theory (cf. Chapter 4.1).

ale! transform splits the signal space in two, and then recur—
'l_its the lower frequency halfspace in two, and so on. This
for images by separable filtering, as mentioned above;
[the rows first and then the columns (cf. Chapter 5.4). For

glibiextension, one can continue this separable approach by
ED of temporal domain filtering to accomplish an overall
, .Spatiotemporal subband/wavelet transformation.

Pfimal Subband/Wavelet Filters

d“ is] designed a linear phase biorthogonal filter, using
tion of step-response and frequency—response errors

igbjective function.

Ences l9, 101 design a paraunitary filter bank that opti-
. , ‘i‘ifd'ns gain for a given input signal. Assuming a con-

.- Hammer performance factor [11], the coding gain over
de modulation (PCM) of a two—band subband scheme
mThcigonal filter bank is given by

V; (a; + 5:5.)
1 'f:

(63-. ctr. )
Gssr: = . (10)

.92 a 2 _ . _
‘9 nd 0x, are the variances ofsubband Signals x0 (11) and

577

x, (n), respectively. Maximizing this gain involves finding the fil-
ter set that minimizes the variance of one of the two subbands.

When the spectrum of the input signal x(11) is nonincreasing
and has components beyond 0.) = 11/2, which is true for many

natural images, the design goal would be to approximate ideal

half-band filters. A definitive treatment of this approach to op-

timal orthonormal coders is given by Vaidyanathan [12], where
it is argued optimal biorthogonal coders cannot beat the per—

formance of orthonormal coders if the power spectrum of the
signal is flat over the subbands. Signal adapted finite-order fil—

ter design has been presented by Moulin et a1. [13]. Again, by

means of separable or row—column processing, this method can

be extended to images and then onto image sequences or video.

1.4 Comparison of Two Subband[Wavelet
Filter Sets

The power of filter sets for compression depends, of course, on

the nature of the frequency decomposition as well as the na-

ture of the filter. For this reason, it is of interest to compare the

peak signal—to-noise ratio (PSNR) performance ofsome ofthese

filters on a standard 10 subband wavelet decomposition versus
a 16 subband full decomposition. The latter non-wavelet de-

composition is sometimes called the ‘wavelet packet’ case. Some
authors have found better PSNR performance of the full band

case [14] over the wavelet, sometimes called dyadic or octave
band, decomposition.

Knowing of the variety of filters that are available, there arises

the question ofhow these various filters work in a coding context.
Here we report on our test for the Lena image only and for two

popular filters, the biorthogonal Daubechies 9/7 set [6] and from
the oldest QMF design, we select Johnston’s 16B [15]. The 1613 is
one ofthe first QMF filters and has been used for both audio and

image coding from the early times. The more recent 9/7 filter

has come from wavelet theory and is generally regarded as the

best nonadapted filter to use currently for image compression.
Both filters are used in a dyadic or octave band decomposition

as well as a full or complete tree decomposition. The octave

band decomposition is for three levels resulting in a traditional

wavelet decomposition with 10 subbands. The full decomposi—

tion is for two levels and results in 16 subbands. A more thorough

study of the effects of using different filters has been done by

Villasenor [16]. Many notable individual coding results are

posted at the website www.icsl.ucla.edu/'ipl/psnr_results.html.
We look at the Lena image and just two filters. The coder

used is a one—class version of subband finite-state scalar quanti—

zation (SB-FSSQ) described in [17], and so does not implement

prediction across the subbands or scales. The PSNR results are
contained in Table 1, but can be summarized as follows. First

the l6-band or nonwavelet decomposition is best at or above

0.5 bits/pixel, i.e., at higher qualities. At lower rates the 10-

band octave or traditional wavelet decomposition works better.

Having said this, we note that the PSNR difference between the
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TABLE 1 PSNR comparison of Daubechies 9/7 vs. Johnston 1613
filtcr sets on the Lena image 

 

Daub 9f? Johnston 1613
10-band Ifi—band lO—band lé—band

bpp PSNR bpp PSNR bpp PSNR bpp PSNR

0.96 39.2 1.00 39.5 1.00 38.6 1.01 39.4
0.74 38.0 0.76 38.2 0.73 37.2 0.74 38.0
0.49 36.2 0.50 36.3 0.50 35.8 0.50 36.2
0.25 33.2 0.24 32.9 0.25 33.0 0.24 32.9
0.13 30.4 0.12 29.5 0.12 30.2 0.13 29.7 

four cases at any given bit rate is never more than 1 dB and
often much less. For example at 0.5 bpp, a 16-subband John-

ston filter decomposition results in a PSNR of36.2 dB, while the
Daubechies 9/7 results in 36.3 dB, only a 0.1—dB difference. Both
filter results are better for the full subband decomposition than

for the wavelet decomposition. lfwe use a full 16—subband tree,
the maximum observed difference is 0.2 dB. Visual differences

are not judged as significant.

2 Video Compression Basics 

Here we review some video compression basics relevant to spa—

tiotemporal coding. We look at motion estimation and compen—
sation first. This is followed by the transformation and quantiza—
tion. Then we introduce the issue of scalability, which has been

an interesting research topic, as well as being of concern to in-
ternational standards bodies. The scalability properties of the

spatiotemporal or 3—D filtering approaches has been considered
one of their foremost advantages.

2.1 Motion Compensation

The motion estimation problem (cf. Chapter 6.1) for spatiotem-

poral subband/wavelet coding is somewhat different than that

ofhybrid coding. This is because in the scalable case, which is the
main focus of the spatiotemporal coding, the lower frame—rate

sequences are created by the motion compensated spatiotempo-
ral filtering. Thus this is the ideal low frame~rate image sequence

being communicated to the receiver. Any artifacts created by
motion field errors will be seen directly in the lower frame rate
output.

2.2 Transformation and Quantization

The role of the transformation is generally to reduce the de—

pendence between the video samples. For example, linear trans-
formations such as DCT and subband/wavelet filter trees and

banks are known to reduce the correlation between transformed

samples. In the Gaussian case, correlation and dependence are

synonymous. More generally correlation and dependence typ-
ically reduce together, though this is not always the case. It is
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important to note that the transformatiOn
tropy. A scalar or vector quantizer is the
vide the desired data compression. Whil

tizer (from a mean—square error viewPoi
performance, most modern coders use u
quantizers, with a central dead zone to r
subband.

does not
H called

e the optinalt_ _
nt) will 11m. ,

niform Step "'
eject noise int

2.3 Sealabilities

Many applications of video coding require some 50
bility, that is, the ability to usefully decode from 0111 -_
of the full compressed file. That is to say, we want om
coded file, consisting of a telescoping set of embedde -
offers increasingly greater spatial resolution, higher
or a better signal—to-noise ratio (SNR). One motivafiOn n I I
ability is for multicast on a heterogeneous computer né: 3'
a certain part of the net contains only low-resolution te r.

then only that part of the scalable bit stream has to P‘ I
there. Some receiving computers of varying clock 5 '_
only be able to keep up with lower resolution or lower—
rate parts of the transmitted signal. Then an SNR scalab e";

and appropriate decoder software will permit them all
usable image and keep up with the transmission. Alteitn

for a resolution or frame—rate scalable coder, we avoid'ithei

width inefficiency of the ad lioc solution of dropping.-
the receiver.

3 Subband/Wavelet Compression

There are basically two types ofsubband/wavelet video'fio

sion. One makes use of a frame-difference coder for the‘t-a
direction amounting to a temporal differential PCM (!
loop. Such a coder is called a hybrid coder when coup
either a block transform or a subband/wavelet based coflfit

spatial dimension. The other option is to use subband
coding for the temporal dimension too. Before presel‘iflfi
3-D or spatiotemporal subband/wavelet coder, we pau'sc'
at the hybrid coder briefly.

3.1 Hybrid Subband/Wavelet Coder

This is motion compensated predictive coding with s 4
wavelet filters used for the transformation instead of!
used in a standards—based coder like MPEG. Most .5 _‘ -

wavelet video coders are hybrid coders too. The class'qfi'
coders is characterized by a very efficient one-framel .
structure. While very efficient for implementation: 3'30 . .
the need for motion compensation to a traine-by-ffa
this recursive structure can be a problem with regard w
propagatim, scalability. picture in faslforward. and
tion of the coder. The latter arises because of the d .
frame nature of the hybrid coder’s recursive Strucmre‘
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El temporal Subband/Wavelet Video Compression, o

.tiotemporal Subband/Wavelet Coder

ofcoder is a spatiotemporal or 3-D subband/wavelet
12913150", in contrast to the hybrid coder, which uses sub—

.. 'ivelel filters only fer the spatial transformation. There
qEmil-3mm; ofthese spatiotemporal subband/wavelet coders
yof interest; they differ in their use of motion compen-

.- Without Motion Compensation
he simplest type of spatiotemporal subband/wavelet

The advantages of no motion compensation are

- ." 'mputalional simplicity,
':; . don-s fiom motion artifacts,

rtransmission error concealment, and

ted error propagation.

umber ofsuch 3—D subband coders have been advanced in
store [18—20]. Some have claimed to offer pictures equi—

to those of MPEG2 at similar rates [18, 21]. This is re—
esince no motion compensation is used. Of course the

. me will vary with the motion content in the scene and
u'ttr the motion estimator is able to track it or not. For track-

erate to high motion, we believe that motion compen—

till the best approach. Without motion compensation,

multiple images or ghosts) when there is much motion.

serious disadvantage for scalable frame-rate coding.

.With Motion Compensation

afford to use motion compensation in our video coder,
gain the added efficiencies ofthis method. There are two

the simpler of which uses just one global motion vec-
._ = this suitable for camera—pan compensation [22]. Stud-

ndicared that camera pan constitutes a large portion of
011 seen in entertainment television. The next step is to

Ed~size block-based motion estimate and compensation.
cc‘mputzltiori even can yield a variable block size and more
Emotion field [23—25], or still denser near-continuous

fields. These latter two more accurate motion fields

Portam for spatiotemporal scalable methods, in which
a n Compensated filter is used to generate the low frame-

905: Which are the ideal videos that will be subject to the
. nt coding. Any motion compensation artifacts in these

Porn} Sbeands will inevitably show up in the received
Ed 10Wer frame-rate Videos.

-J'.

[ill Egg

D Coding and Embedding

Facially when high compression ratios are needed, the
‘ Step size for the high—frequency subbands is large.

of the Central dead band of the normally used scalar
‘ t 15 makes its zero output value quite probable. Zero

579

coding is a way to take advantage of this fact by attempting
to code clusters or runs of these zero values together. This is

done in MPEG by coding the run lengths in a so-called zigzag
scan of the DCT coefficients. In subband/wavelet image coders,

not only zero runs but zero clusters have been efficiently coded,

most notably in the zero—tree image coder ofShapiro [26], who

codes the zeros across spatial scales by introducing a special sym-
bol called the zero—tree root for the often occurring situation in
which a quantizer zero at one scale is associated with zero val—

ues at all finer spatial scales. This coder has been improved by
Said and Pearlman in their set partitioning in hierarchical trees

(SPIHT) [27], which processes lists ofsymbols related to signif-
icant and insignificant sets of wavelet coefficients. This image
coder has been extended to video as 3-D SPIl—IT in [21]. These

coders are made embedded by coding bit planes of coefficients

in a most-significant—bit—first strategy, which results in a coded

bit stream in which one can stop decoding after each bit plane

and get the image or video represented to that level of signifi-

cance. Thus this embedded property facilitates the SNR type of
scalability that is desirable when compression is done once for

many possible decodings at various quality levels, such as the

computationally limited PC mentioned above. Resolution and

frame—rate scalability were not addressed in these papers. Inter-
estingly, the four class SB-FSSQ coder [17] has better PSNR than
the embedded zero—tree wavelet (EZW) coder [26] on the Lena
image.

4 Object-Based Subband/Wavelet

Compression 

At least two problems have prevented object-based video coding

systems from outperforming standard block—based techniques.
Object segmentation is a very difficult problem because of its

sensitivity and complexity. Also, we have the additional need to

transmit the contour or shape ofthe object, leading to additional
bit rate. So, the gain in coding the objects must outweigh the need
to transmit the additional contour information.

An object-based coder addressing these issues was presented

in [28]. The extraction of the moving objects is performed by a
joint motion estimation and segmentation algorithm based on

Markov random field (MRF) models (cf. Chapter 4.2). In this
approach, the object motion and shape are guided by the spa—

tial color intensity information, thus utilizing the observation
that in an image sequence, motion and intensity boundaries

usually coincide. This not only improves the motion estima—

tion/segmentation process itselfin extracting meaningful objects

true to the scene, but it also aids the process of coding the object
intensities because a given object has a certain spatial cohesive-

ness. The MRF formulation also allows temporal linking of the

objects, thus creating spatiotemporal objects. This helps stabilize

the object segmentation process in time, and more importantly
for coding, allows the object boundaries to be predicted tem—

porally by using the motion information. An efficient temporal
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updating scheme to encode the object boundaries results in a

significant reduction in bit rate while preserving the accuracy
of the boundaries. With the linked objects, uncovered regions

can be deduced in a systematic fashion. New objects are detected

by utilizing both the motion and intensity information. The
interiors of the objects are encoded adaptively, meaning that ob-

jects well described by the motion parameters are encoded in an
“inter” mode, while those that cannot be predicted in time are

encoded in an “intra” mode. This is analogous to P blocks and I

blocks in the MPEG coding structure (cf. Chapters 6.4 and 6.5),

where we now have P objects and I objects. I-object coding is
feasible because the object segments are based on intensity in-

formation. The subband/wavelet approach [29] is adopted in

spatial coding the objects. Both hybrid [28] and spatiotempo-
ral [30] versions ofthis object—basedsubband/waveletcoderwere

developed.

4.1 Ioint Motion Estimation and Segmentation

The main objective is to segment the video scene into objects that
are undergoing distinct motion and to find the parameters that

describe the motion. We have adopted a Bayesian formulation
based on an MRF model to solve this challenging problem. The

MRF approach was initially used in motion segmentation and
motion estimation in separate works. Because of the interdepen-

dency ofthe two problems, algorithms to perform the motion es-
timation and segmentation jointly have been proposed [31,32].

4.1.1 Problem Formulation

Let I‘ represent the frame at time t of the discretized image se-
quence. The motion field d' represents the displacement between

I‘ and I“1 for each pixel. The segmentation field 2‘ consists of
numerical labels at every pixel, with each label representing one

moving object, i.e., z‘(x) = n (n = 1, 2, . . ., N), for each pixel
location x on the lattice A. Here, N refers to the total number of

moving objects. With the use ofthis notation, the goal ofmotion

estimation/segmentation is to find {d’, z‘] given It and I‘_1. We
further assume that d"1 and z"1 are available, making it possi—
ble to impose temporal constraints and to link the object labels.

We adopt the maximum a posteriori (MAP) formulation to

provide estimates d', 2‘ by maximizing the joint conditional
density p(d’, z’ | 1‘, 1‘“). With the use ofBayes’ rule, this is sim—

plified to the equivalent maximization of the product of mixed
conditional densities and probabilities:

p(I‘_1|d',z’,I')p(d‘]z',I')P(z'|l’), (11)

each of which will be explained in the paragraphs that follow,

where we incorporate various assumptions and models about
our motion and segmentation field in formulating these terms.

4.1.2 Probability Models

The first term of Eq. (11) is the likelihood functional that de-

scribes how well the observed images match the motion field
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data. It reflects the relationship between the

between frame I — l and t that are corrupte
Thus, the actual observed image I' is regal-
sion of the original image G’, or [‘00 =

ing such factors as illumination changes, we assume th
of gray level between the two frames to be Only db" . .
motion, and we have G'(x)=G"‘(x_d(x))_ If mi '
assumed to be white Gaussian with zero mean an;
(72, p(l"' |d', z’, I’) is also Gaussian with put—i Id”-
Q,’l expl-UIU'“l ld', I’)} where the energy I
We Id'J') = Zma'oo —r-1(x_dquz;zzmnormalization constant. ' " '

The second term of Eq. (11) is the a priori dEflsityr
tion p(d' | z’, I‘) and thus enforces prior constrain
motion field. We adopted a coupled MRF model
govern the interaction between the motion field and '

tion field both spatially and temporally. The probab'
and corresponding energy function is given as p(d I.
Q;' EXPl—Ud(d’|1‘)}and '

Stay-lem'.‘
d by addiiii
ded as a u

G'(X) + 11

Um I z') = M Z 2 Mon — d‘(y)II28(z'(x) -219"
X YeNx

+ M 2 MM) — d"‘ (x — d'(x>>u2

— A; Z We) — (x — d‘(X))).

where refers to the usual Kronecker delta function-,1}

Euclidean norm in R2, and/\fx indicates a small neighbor}!
x. The first term encourages motion vectors be locally :

but only within each object. The second term links the".
vectors along the motion trajectory. The last term a °

the object labels to be consistent along the motion Haj-1”

Now as to the third term on the right-hand side of II

P(z‘ II'), it models out a priori expectations for
ject label field itself. In the temporal direction, we -I'-

ready modeled the object labels to be consistent a1:
motion trajectories. Our model incorporates the spa
tensity information (I‘) based on the reasonable'
tion that object discontinuities coincide with spatial"
sity boundaries. The segmentation field is a discret
MRF, P(zl II') = Q;l exp{—Uz(z‘ | I')} with the anal“
tion given as Uz(z' I I‘) = 2x 2), EM V,(z(x), Z(Y)l '-

-v if 2(X) =2(y).5(X)=
0 if 2(X) = 200,50!) 75" -_

+y if 20:) 7E z(Y), 5(x) ‘
0 if 20:) ¢ 20'), 5(X) #35

VC(Z(X), 2(Y) | I‘) =

on field that '
Here, 5 refers to the spatial segmentati deli?

termined from I. As a simplification, we treat 5 as a

. n n its iii-14""
lThe Kronecker delta function 8(-) as'SIgns the value 5 - Iwhe _

is 0 and 8 = 0 otherwise.
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' temporal Subband/Wavelet Video Compression

. n be calculated uniquely from I alone. According
c; if the spatial neighbors x and y belong to the

' griSl'I‘VI’MEd object (5(x) =s(y)), then the two pix-
couraged to belong to the same motion-based ob—

enis achieved by the i'y terms. In contrast, if x and
.. 'to different inten5ity—based objects (s(x) ¢s(y)), we
gnforce z to be either way, and hence the 0 terms in

J This slightly more complex model ensures that the
"b‘ject segments we extract have some sort of spa—

-' tier-Less as well. This is a very important property for

prime coding strategy, presented in the paragraphs that

 

 
 

 
 
 

 

 
 

 
 
 

 
 

 
 

 

"mutation Approach

t of the equivalence of MRFs and Gibbs densities, i.e.,
'nsities that can be written as the exponential of the neg—

an energy function (cf. Chapter 4.2), the MAP solution
list-o aminimization of the sum of these energies. To ease

T iputation, a two-step iterative hierarchical procedure is
' ted, in which the motion and segmentation fields are

' an alternating fashion, assuming the other is given.
_ Ifi'eld annealing is used for the motion field estimation,

' fire object label field is found by a deterministic iterated
nal modes (ICM) algorithm [33].

idea Object Segmentation Results

' 2 and 3, the segmentation results for Miss America are

. in a horizontal versus time plot, corresponding to a

_ hitive discontinuities at the intensity boundaries. Also,
. observed that the object boundaries relate well to the

__BJECts in the scene.

  
'2 - .

"'8‘" “"1ljgsAnierica horizontal vs. time display. (Reprinted by permission
“160 Compression, P. Topiwala, ed., KluwerAcadcmicPublishers
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FIGURE 3 Segmented horizontal vs. time display. (Reprinted by permission
from Image and Video Compression, P. Topiwala, ed.. KluwerAcademic Publishers
1998.)

4.2 Coding of Video Objects

The coding of the object interior is performed by adaptive cod—

ing. Objects that can be described well by the motion were en—

coded by motion compensated predictive (MCP) coding in hy-
brid object-based (OB)—MCP [28], and those that cannot were

encoded in the “intra” mode. The coding was done indepen—

dently on each object, using spatial subband/wavelet coding.
Since the objects are arbitrarily shaped, the efficient signal ex-

tension method proposed by Barnard [29] was applied.

Although the motion compensation was relatively good for

most objects at most frames, the flexibility to switch to the intra—
mode (I mode) in certain cases is inevitable. For instance, when

a new object appears from outside the scene, it cannot be prop-

erly predicted from the previous frame. Thus, these new objects
must be coded in the I mode. This includes the initial frame

of the image sequence, where all the objects are considered new.
Even for “continuing” objects, the motion might be too complex

at certain frames for our model to describe properly, resulting in

poor prediction. This is another case when objects should be en—
coded in the 1 mode. Such classification ofobjects into I objects

and P objects is analogous to P blocks and I blocks in current

MPEG video standards (cf. Chapters 6.4 and 6.5). Each ofthese
linked spatiotemporal objects can also be coded by a 3-D spa-

tiotemporal coder as in [30], offering scalability and robustness
advantages over the hybrid OB-MCP method, and with, it turns
out, almost the same performance.

4.2.1 Object Motion Field

The motion analysis provides us with the boundaries of the
moving objects and a dense motion field within each object.

An affine parametric representation can provide a smooth and
efficient fit to each object’s motion. Potential new objects can

be found for regions where the fit fails. By modeling the mo-
tion ofthe temporally linked objects with affine parameters, one

 



32

 
582

TABLE 2 PSNR results for OB—3DSBC,—————_

 

Bit Rate OB-3DSBC H.263

Sequence (kbps) Channel (PSNR) (PSNR)

Miss America (15 fps) 20 Y 37.5 37.9
U 38.9 38.5
V 37.6 37.4

Carphone (15 fps) 40 Y 33.1 33.4
U 38.3 38.6
V 38.9 38.]. 

Source: From Image and Video Compression, P. Topiwala, ed.. Kluwer
Academic Publishers 1998.

reduces the bit rate to encode the object boundaries significantly

[28, 30]. Furthermore, one can extract uncovered regions simply

by comparing the object location and motion parameters be—
tween two frames.

Because the objects are linked in time, covered/ uncovered re-

gion extraction merely involves projecting the motion vectors in
time and comparing labels. More specifically, for the uncovered

regions in frame 2‘ to be found, each pixel is projected back to
frame I — 1 according to its synthesized motion vector. The un-

covered pixels are simply those whose object labels don’t match
along the trajectory.

4.2.2 Coding the Object Boundaries

We have already seen that temporally linked objects in an object-
based coding environment offer various advantages. However,

the biggest advantage comes in reducing the contour informa-
tion rate. Using the object boundaries from the previous frame
and the affine transformation parameters, one can predict the

boundaries with a good deal of accuracy. Some small error oc-
curs near boundaries, and one can simply encode these by using

1-bit flags.

4.3 Object Motion/Segmentation Coding

The object—based 3-D subband/wavelet coding (OB—3DSBC)
coder was tested on the QCIF resolution Miss America and

Carphone sequences. Simulations were performed at the frame
rate of 15 frames/s. The object segmentation and motion analy-

sis from [28] was used. The target bit rate was 20 kbps at the full
frame rate for Miss America and 40 kbps for Carphone, with the

bits being divided equally among the group of pictures (GOPs)

except for the first one. The first GOP was assigned twice as many
bits as the other GOPs to account for the I-tLL band. For com—

parison, we obtained results at the same frame and bit rate with
an H.263 standard coder (cf. Chapter 6.1). The average PSNRs
are summarized in Table 2.

Figure 4 displays full-rate reconstruction results from the var-
ious methods for Carphone, with corresponding H.263 results

shown in Fig. 5. In terms of the PSNR, we can see that the
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FIGURE 4 0B»3DSBC coder result. (Reprinted by permission [1-0
Video Compression, P. Topiwala, ed., Kluwer Academic Publishers 1“

OB-3DSBC is somewhat worse (by 0.2—0.4 dB) than; fl
coder. The OB—MCP coder results are slightlybetter 131.13'

are shown in [28]; however, the difference in visual qu
OB—3DSBC is minimal. On the plus side, the 015-31353
us a natural scalability option in frame rate, i.e., the flefi
decoding the given bit stream at multiple frame-rates

5 Invertible Subband/Wavelet

Compression

The spatiotemporal coding presented in Section 3 has [ii
lem of requiring interpolation to create the lower
videos. Even in the absence of any quantization error, the

polation step will cause some distortion in the lower fr II

work that well for high quality (read high bit rates). To
the technique to high quality and also high resolutionwtI

necessary for high—efficiency coding. Also, the motion co-
sation itself is a big cause of artifacts at the lower [Tam
where it is more inaccurate.

 
  

  

. . mi
FIGURE 5 H.263coderresult.(Reprinted bypermissmnfromiflms"
Compression. P. Topiwala, ed., Kluwer Academic Publishers i995»)
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. .»-fiatemlmml Subband/Wavelet Video Compression

of its high—energy compaction and nonrecursive cod-
re. spatiotemporal (3—D) subband/wavelet coding

. bill?“ compensation (MC—3DSBC) has been demon-
'a outperform conventional hybrid coders in compres—
ciency [23, 25, 34] and in robustness for video trans-

Ell!
 
 

widely acknowledged that motion compensation with
[accuracy is necessary in order to effectively reduce the
‘f the displaced frame difference (DFD). Since the high-

-: output of the temporal two—tap analysis filter bank
in [347 35] is the scaled difference of the previous and
frames, they adopted half— pixel accuracy for MC tempo—
" g in order to reduce the energy of the high-frequency

tIrhe images therein had to be interpolated at both analy-
synthesis stages, and the resulting systems were thus not

mfg; Therefore, reconstruction error was introduced even

:3 any coding distortion. This excluded the technique from
"5 nalityvideo coding applications and also limited the num—

__alysislsynthcsis stages allowed. In [25, 34], two stages of
a! decomposition were applied in order to avoid buildup

e ..-_tructi0n error from the analysis/synthesis system. For
I - application, only one stage could be used in [36].

' ‘er- enhance coding efficiency, the images of the lowest
.1 band from the same GOP were encoded by temporal

i'vTherefore, the overall system still could not fully avoid
_ ."coding structures and their disadvantages.

g}, we presented an invertible 3—D or spatiotempo—

Iliad!wavelet system with half-pixel—accurate motion
tion for video coding. We term it invertible motion—
ed 3DSBC, or IMC-SDSBC. There we looked at

_ decomposition of the progressively scanned image
' as a kind of downconversion of the sampling lattice

. interlaced format to the progressive format, follow-
Iggestion in [38]. We thus extended the method of [38],

_. If”. Interlacedlprogressive scan conversion, to our anal—
uthSIS System IMC—3DSBC. An important feature of the

. is that it guarantees perfect reconstruction while
er~'§__).'C0r11p£:lction is retained.
" .OWn that optimal bit allocation for conventional hy—

rt- 15 VFW complex because of the frame-to—frame
Damnation structure resultingfrom the DPCM cod-
2111 Contrast, in a subband-based coder, coefficients

' subbands are quantized and coded independently.
It! allocation is therefore possible. However, since

£215 still used to encode frames ofthe lowest tempo—
. 'eafllfl' MC-3DSBC [25, 34], bit allocation could
.31de for the GOPs. In the new system, the input
giposed into four temporal stages without build—up
aflx‘ieflmn The GQP consisting of [6 frames does
f'Side iiindent‘codlng structure at all. Therefore, if

“Coded itljlormation are neglected, each GOP can be
3th Psli‘flfiopemlional rate-distortion sense.
'MPEG_-: Coding results versus bit rate of 013-

" [T5453 for the color 51F version of the
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"-": IMC-SDSBC

'-.“: MC-SDSBC

 

FIGURE 6 Mobile Calendar PSNR vs. bit rate for hybrid and spatiotemporal
subbnnd/wavclet object coders + MPEGZ (TMS).

Mobile Calendar test clip. Note that the improvement of MC—

3DSBC drops off, and will actually saturate, at the higher bit rates,
while IMC—3DSBC does not. Notice the 2—3 dB improvement

over MPEG—2, which is largely due to optimization, but which
in turn is easier for nonrecursive coders.

6 Summary and Look Forward

This chapter has presented 3-D or spatiotemporal coding us—

ing subband/wavelet methods. We have first reviewed avail—
able filters and compared results. We related the spatiotemporal

methods to hybrid methods such as MPEG and hybrid sub—
band/wavelet. We have presented spatiotemporal coding for a

low bit—rate, object—based coder, and we addressed the needs

for higher rates and resultant quality by showing a method for
invertible motion compensated spatiotemporal coding. We be-
lieve that future work should extend the invertible coder to code

objects and at higher qualities and bit rates.
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i ' troduction

I. tional digital image and image sequence coding has his—
- y-relied on a number of simple yet powerful concepts.

nginal image is converted into a digital format by sampling
lice and time, and by quantizing in brightness or color.

. ges defined by using this basic data format are referred
ing in “canonical form.” Codewords have been assigned

ges in a variety of ways, motivated by the information

' framework. Examples of messages include pairs of adja-
PEXEIS. groups of pixels within a geometrically simple data

ndent structure (e.g., a square image block), or a linear
_ie transform of these pixels (such as the discrete cosine
rm, or DCT). Statistical distributions of the messages

Hen used to determine optimal codeword assignments.
' "lPl'ession performance of these types of schemes satu-

tuck}; Natural images and image sequences are anything
“Wary. meaning that the statistical properties of image

Variable over space and time. Although interesting, adap-
Pl'f‘fl is impractical. Furthermore, the entropy of a nat—

"21' e nigzhardly known and depends heavily, ifnot uniquely,
- ' Bi used to estimate image statistics and statistical

mtles. Last but not least, data independent structures
flesian sampling grids (or square data blocks, as used

’ f0! example) cannot describe nonstationarities and' Ca . .

“330$ serve as effic1ent data structures for images andr- "Wences.

Provcmems have C
as,

| ‘ }

d ome by representing visual data in terms
efined by their contour and texture, possibly corre—

' 9mm‘FP'Od u >‘ Ih‘lllfltlu'. Pressmen "1 any form reservcd-
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sponding to objects or to parts of objects. This approach closes
the gap between technical systems and the human visual system

(HVS), the latter usually being the last element of an image pro-
cessing system. It also makes itpossible to emphasize visually sen-

sitive data while neglecting visually insignificant information. Of

course, the raw data resulting from sampling and quantization
must be transformed into this representation. Once the regions

are obtained, there is still a challenging step to connect regions

belonging to the same visual object. As a byproduct to compres—
sion and representation efficiency, this approach has paved the
way to a number of new functionalities, such as interaction with

regions and objects. This so—called second—generation concept

is now widely accepted and has become the basic philosophy of
the new MPEG-4 standard (Chapter 6.5).

Unfortunately, there is no single compression method or algo-

rithm that can efficiently compress all possible image regions or

objects, just as there is no single tool to repair a car. The ultimate

representation is then to assign the tool to the information. Each

type of visual information. region or object, can be compressed

by the most efficient algorithm. The label of the algorithm is
appended to the data and algorithms are accumulated in a tool

box. This approach is called dynamic coding.

The chapter is organized as follows. In the next section,

second-generation coding is presented as the basis for object-
based coding. Section 3 describes an efficient and relatively sim-

ple way ofencoding video information using objects. It has three
main components based on the handling. respectively. of shape,

motion, and texture. The components ofthe scheme are designed
in such a way that each one allows progressive transmission
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or retrieval. Integrating these components into an overall pro—

gressive coding scheme is described in Section 4. The dynamic
coding concept, together with a few illustrations. is developed in
Section 5, before the conclusions in the last section.

2 Second-Generation Coding 

The most widely used approach to represent still and moving

pictures in the digital domain is based on pixels. This is mainly
because pixel-based acquisition and reproduction of digital vi—
sual information are mature and relatively cheap technologies,

as they produce uniformly sampled data. In parallel, we can View
the lowest level of the HVS (rods and cones in the retina) as a

non—uniformly sampled acquisition system [1, 2]. Compared to

its technical counterpart, this system has, however, incredible

complexity and sophistication in its higher levels. In a pixel-

based representation, an image or a video is modeled as a set of

pixels (with associated properties such as a given color or mo-
tion) the same way the physical world is made of atoms. Until

recently, pixel—based image processing was the only digital repre-

sentation available for the processing ofvisual information, and

therefore the majority of techniques known today rely on this

representation. It was in the mid-19805 that, for the first time,
motivated by studies ofthe mechanisms ofthe human vision sys—

tem, researchers developed other representation techniques [3].
The main idea behind this effort was that, since the HVS is in the

majority of cases the final stage in the image processing chain,

then a representation that matches the HVS will be more efficient

in the design ofimage processing and coding systems. Non-pixel-
based representation techniques for coding (also called second-

generation coding) have been found to be superior in coding

efficiency at very high compression ratios, when they are when
compared with pixel-based representation methods [3].

Figure 1 depicts a representation pyramid illustrating various

methods used to represent visual information and their relation-

ships. Linear transform and (motion—compensated) predictive

coding, which can be considered special cases of pixel—based rep-
resentation techniques, have also shown outstanding results in

compression efficiency for the coding of still images and video.

One reason is that digital images and video are captured and

therefore mainly available in a pixel-based form, as this is the

only way we can acquire them today. In order to apply a non-

pixel-based approach, either the input data should be captured in
a non-pixel-based form, or the available pixel-based data have to

be converted to a non-pixel—based representation, which brings
additional complexity but also other inefficiencies. Examples of

such conversions are depicted in Fig. I and can vary from simple

visual primitive extraction methods to more sophisticated ob-
ject segmentation and tracking techniques. An important class

of non-pixel—based representation schemes is that of content—

based representation. In this approach, an image is seen as a set
of visual primitives (edges, contour, texture, etc.) containing the
most salient visual information in the scene.
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primitiveextraction

Pixel-based representation

FIGURE 1
structure. Visual information representation pyramid and its

Among content—based representations, region-based-"_

mately object—based visual data representations are very.- u
tant classes. Here, regions are defined as segments in an-
that share a common property, while objects are define

ofregions that represent a semantically meaningful enti all,
image [4]. In object-based representations, objects repl‘

els. An image or a video is seen as a set of objects that ea
broken into smaller elements. In addition to texture (col

motion properties, shape information is also needed int
to completely define any object. The shape in this case '0

seen as a force field keeping together the elements ofan im_

video object like atoms in a molecule or a physical objttf-.‘tt.G
you grab a corner of an object, the rest comes with it beca "
force field has glued all atoms of the object together. The ‘
true in an object—based representation, where the role ofth
field is played by shape. Thanks to this property, objeCt -
representation brings a very important feature at no cost; “'- ‘
interactivity. lnteractivity is defined by some as the clemefl“
defines multimedia [5]. This is one ofthe main reasons f0 ‘3
an object—based representation was adopted in the MPEG
dard; see Chapter 6.5 and [6]. As pointed out earlier, be.“ "
the fact that the majority of digital visual information ‘
pixel-based representations, converters are needed in otdfll'
fi'om one representation to another. The passage from 3
based representation to an object—based representfillon
performed by using manual, semiautomatic. or autom '-
mentation techniques. This subject will not be covered here
is addressed in Chapter 4.8. The inverse operation If acme
rendering. blend ing. or composition, which are typically “.-
computer graphics applications. Objcct-based rcpt-258:8
are also very suitable to be cast in the same fl'itlf'l'm.“":’r '(2
ural and synthetic data coding, since synthetic obieds ' -
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flaggased Video Coding

be treated in the same way as any natural object and
the scene (see Fig. 1). A large number ofobject—based

to mes have been proposed in the literature. The main
“he hese techniques reside in one ofthe following

qtcesamong t

c method used for the coding ofshapes of objects' specifi _ ‘
‘ d used for the codtng of texture and color infor—

rte-memo _
tion in objects .

a method used to estimate and to code the motion of
9m . . .

|;l 'e-W3Y in which the complete system 15 Integrated, usmg
'l he above components

:5 chapter, we will not cover all possible variants and
”cites to object-based video coding. Interested readers can

[0 tutorial articles and books for this purpose [18, 20].
II the remainder ofthis chapter will concentrate on object-

glideo coding algorithms that provide major functionalities

fed from such an approach while providing other useful

- {fie-data representation pyramid, one could think ofyet an—
-reprcscntation in which visual information is represented

ibing its content. An example would be when you de-
"t'o someone a person he or she has never seen: She is tall,

has long black hair, blue eyes, etc. As this kind of represen—

- {KIT-Would require some degree of semantic understanding,
geld call it a “semantics—based representation.” One way

ding a semantics-based representation is to start from an

‘ebased or content-based representation, as again, it seems
hmans do it this way [1, 2]. An example of an implementa—

a semantics-based representation would be a descriptor

c that describes objects and their properties (position,
at color, texture, shape, etc.), as well as their relations
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to each other (close, far, connected, above, etc.). The semantic

description can be based on other simpler semantic descriptors

in a hierarchical manner. For instance, a house could be by it—
self a semantic descriptor, which can be also divided into other

semantic descriptors such as doors, windows, roof, walls, etc.,

which could each be divided into simpler semantic descriptors

(geometric objects with various shapes, colors and textures, etc.).
The difficulty in a semantics-based representation is to make the

description as application independent as possible. The coding
scheme described in this chapter provides a mechanism that
allows efficient access to the salient visual information in an im-

age sequence that is useful for semantics-based representation,
while still providing other features desired in a content-based

and object-based representation, such as interactivity with ob—
jects and compression efficiency.

3 Object-Based Video Coding 

This section describes a complete object-based video coding

scheme that addresses many requirements desired in applica—
tions that would necessitate a content-, object-, or even seman—

tics-based representation. It starts by giving a general overview

of the algorithm used for the coding of arbitrarily shaped video
objects. The general block diagram of this technique is depicted
in Fig. 2. As in other object-based coding schemes, one would

expect to distinguish three key components, namely, shape, mo—
tion, and texture coding blocks. In this scheme, shape coding
is replaced by geometric coding, which refers to information

about the outline of objects (shape) as well as its internal visual
primitives (edges, corners, etc.).

In addition to the above, as in many video coding schemes,

the algorithm operates either in intramode (I), when an object

 

meansItq
Motion coding

  l

t,
FIGURE 2 Overview of the object—based video object coding structure.
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Geometry data

 
  
 

Texture data

FIGURE 3 Overview ofthe intracoding mode syntax.

  
is coded independently, or in a predicted (P) intermode, when a

video object is coded taking into account information available
on its past. Intramode provides random access points in the bit

stream, as well as some robustness to propagation of transmis-

sion errors as it does not refer to any prior information. Ideally,

intracoded video objects should occur at each scene change,

when new objects appear. In practice, they occur at a prede-
fined. fixed rate, e.g., every 0.5 s. Figure 3 gives an overview of the

intracoding mode syntax. The geometric information is coded

first. The object shape is encoded by using a progressive polyg-

onal approximation, which amounts to a simple vertex coding

method when a lossy representation or quasi-lossless shape cod-
ing is good enough. Given the mesh outer boundary, interior

nodes are selected at high—gradient points by using a minimum
distance constraint. The object’s outer boundary and inner ver-

tices form a triangular mesh, which is described by coding each

vertex position. The entropy associated with a vertex position is

in general a function of the size of the video object. By taking
into account the forbidden positions, one can reduce this en-
tropy and consequently the amount of bits needed to code the
geometry.

Once the geometry (mesh) is coded, the mean color value of

each triangle is directly transmitted. The pointwise difference
between the original image and the mean value constitutes the

texture error image. A shape—adaptive DCT is applied to encode

the resulting zero-mean triangular error patches. The transform

is followed by uniform quantization ofthe AC coefficients, zigzag
scan, run—length representation, and adaptive arithmetic coding,
as in MPEG. At the decoder side, the inverse operations are
applied.

Figure 4 gives an overview of the intermode coding syntax.

First, the geometric update is encoded: a list ofdeleted boundary
vertices, a list of inserted boundary vertices and their positions,
shape motion vectors for predicted vertices, and texture motion

vectors for every node (boundary as well as interior). The sign

and the absolute value of each vector components are encoded
separately with an adaptive arithmetic code (Chapter 5.1), and
a special value is defined to indicate that the node is deleted.

Then, texture updates are encoded. For each triangle, a one—

bit flag indicates to the decoder whether it is updated or not.

The choice ofwhether to update a triangle or not depends on its

error measure and a threshold value that is a function oftargeted
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bitrate or desired quality. To perform an L1
adaptive DCT is applied to each error tr
uniform quantization of the AC coeffici
length representation. and adaptive aritl
intramode. At the decoder side,

inverse DCT are applied.

It is important to mention at this point that in a
a mechanism to generate Video objects (by manual 3'
semiautomatic, or fully automatic segmentation) ’t
should also design a content-based mesh on the l’ideo
by selecting nodes on high spatial gradient Points su' :
described in [7, 9, 13]. In this case, an adaptive trian'
partition is constructed from the resulting set ofnode
of Delaunay triangulation [17]. Only the node positio
geometry) need to be transmitted for the decoder to re ,.
this content-based partition. Ifan arbitrarilyshapedvid'e
is considered, its outer boundary is approximated by-ai;
(vertices), transmitted to the decoder. and constrained I
triangulation is applied. Consecutive occurrences of

jects are predicted by means of forward node tracking:
compensation is based on an affine triangular warpinga'
where the motion of any pixel is linearly interpolated "‘
of surrounding triangle vertices. Only the node motion-
need to be determined and transmitted to the decoder e
the mesh deformation along the video sequence. ‘ - I

The bitstream syntax is organized in a separable I. ._'
as to allow efficient and independent access to geome
shape), motion, and texture information in a quality
way, so that the salient information comes first and can
coded without the need to reconstruct all of the data.”

information includes a coarse shape description by p9 'g
tices; mesh node positions (which are selected based
image features, such as edges and corners); coarse t
in intraframes (for instance, one DC component per

angle—flat image approximation); and coarse mesh, '

(defined by the tracking trajectories of a limited set 0 _

cant vertices). This codec provides many functionalitiest '
for video compression, video object coding, and manlp

as well as content-based retrieval in video databases [1?
In the following paragraphs the major componenlfil

coding algorithm are described in further detail; and m,
sights are provided.

,Pdate. mes,
langle. comb

ems. zigzag
lmetic Ceding,

motion compensation

d”

   
 

Geometry data

Texture data

. iii-Xv
FIGURE 4 Overview of the intercoding lTlOdE syn
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abject Shape and Geometry Coding

kin-based coding techniques, information about the shape
- ties objects has to be coded and made available in the bit—

_ _. This component is the major difference between object—
«5 and more conventional pixel-based techniques, as the
.= information is not needed in the latter and is therefore

Wild. A progressive contour coding based on a polygo-

pfirofimation of the shape boundary is used to code the
beef every video object [12]. The corresponding progres—

lygona] encoding (PPE) method exploits the previously
ed coarser polygons to achieve efficient compression of

‘ Rant contour refinements, defined either geometrically or

._ code (when lossless shape coding is desired). This rep-
: on offers several interesting features. First, being quality

w“ :EEOmetrical, and semantic, it is particularly suitable for

{and retrieval that is based on video object shapes, as
for Video manipulation. Indeed, the decoder can easily
be first bits in the shape bit stream that correspond to
. Salient vertices, typically high—curvature points along
.3 COHtOur. Figure 5 gives an example of a video object
been decoded in a progressive manner from coarse to

a

Level 1 polygonal vertex

\>
remove pixels

11 ecessary.
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Embedded polygonal approximation

250

.- -— AN

200 - ( r1. _‘ I

T .
150 ‘ r Lossless

h - A Quasi—lossless

100 ' l 0 LossyD
A

l - __ _____n ——n
50 ‘

O 50 100 150 200
w

FIGURE 5 Example ofvideo object decoding, using PPE from coarse to fine to lossless. (See color section, p. 0—28.)

fine, and up to a lossless level. Shape matching methods such
as vertex—based modal matching or comparisons based on the
Hausdorff distance can then directly exploit this coarse vertex

representation [10, 13]. Second, a geometrical shape boundary

description can be integrated into an object—based mesh coding
scheme. Coarse vertices simply define the outer mesh boundary,
and constrained Delaunay triangulation can be applied to de-

fine a corresponding arbitrarily shaped triangular mesh partition
[1,9,17,19].

In order to support lossless shape representation, as required

by high—quality applications for appropriate object texture ren-
dering, a solution has to be designed to efficiently and losslessly

compress video object shapes while maintaining a reasonable

complexity. Such a solution is based on altered boundary trian-

gles, which is enabled by a specific property of the PPE repre-
sentation: the lossless contour refinement is constrained into a

geometrical stripe one or two pixels wide on both sides of the
coarser polygonal approximation, if the latter was defined under

an accuracy of one or two pixels respectively. The boundary tri—
angles in the mesh can then be easily adapted to fit the lossless

shape boundary, by checking only pixels in a thin stripe along

the mesh boundary, as illustrated by Fig. 6. A detailed example of

Level 1 polygonal vertex

add pixels :
lossless contour

FIGURE 6 Lossless shape refinement with altered triangles. Left: mesh triangle and its
corresponding original contour, which is no farther than one pixel away from the boundary
Edge; right: it is possible to obtain the original shape by adding and removing pixels where
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El interior pixel [j

I exterior pixel

FIGURE 7 Example of refinement along a boundary edge, resulting in an altered triangle.
Squares indicate 2-D pixels; circles and lines represent the interpixel discrete segment. (a) Coarse
shape boundary; (b) local stripe to refine; (c) refined pixels; (d) final lossless shape boundary.

this stripe-based boundary refinement is given in Fig. 7. Figure 8
shows the coarse mesh, the refined mesh, and the correspond-

ing updated pixels for a mesh—based partition of a typical video
object.

In the intermode, a temporally predicted shape can be used in

order to reduce the shape coding overhead and to take advantage

of temporal correlation regarding the contour information. To

this end, the progressive polygonal approximation method is ap—

plied to each occurrence ofvideo objects, and the resulting coarse
vertices are matched to the previous corresponding video objects

(polygon matching). Information about deleted, inserted, and
tracked vertices is sent to the decoder in the form of binary lists,

followed by the prediction motion vector or the inserted vertex

position depending on the transmitted vertex status. Refinement
vertices are still intra—encoded by means of the PPE algorithm,

as they are likely to correspond to details that are expected to be

temporally unstable. Experimental results show a gain of about
40% by using such predicted shape coding schemes when com-
pared with intrashape coding for rigid and even slightly nonrigid
video objects [13].

3.2 Object Motion Estimation, Compensation,

and Coding

In triangular mesh-based video codecs, the motion at each node
defining the mesh is determined and transmitted to the de—
coder, which applies affine warping as the motion compensation

method to interpolate the motion in each mesh triangle [8, 9,
15, 16, 19]. Various node motion estimation methods have been

 
FIGURE 8 Left: triangular mesh partition; center left: coarse boundary; center right: exact boundary with altered triangles;
right: pixels processed in a shape-refinement process (black: removed pixels; white: added pixels).
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m pixel to remove

investigated so far in the literature. The simplest techm.
srsts of performing block matching by defining a sq ..
centered on the node to track. Forward or backward bio

ing may be used [15], the former being more suited a a;
trajectory tracklng along the video sequence [19], A '

this method, called pixel matching, consists ofweightingi .
ror computation in the block matching process so th-

importance is given to the error at and immediately!
node itself, as the aim is a node motion estimation ra

a block motion estimation [15, 16]. Experimental resul

that block matching methods outperform pixel matchin

rithms in terms of motion compensation quality, esp
the presence of mild to complex motion [13]. The ma‘

back of block matching as well as pixel matching lies i. __

that they do not take into account the affine warping-p
the motion optimization. Consequently, the comment!

ror is not exactly the computed error in the motion es'til

procedure, and a suboptimal solution may be obtained. .
To overcome this limitation, two major methods h

reported in the literature: closed-form connectivity-p11,

solutions [8] and hexagonal matching refinement [14].-

method operates on a dense optical flow field, possibly-"1?
from a prior video segmentation and tracking stage. Th. "
motion field requirement together with its relative com?
explain its infrequent use in practice. The hexagonal ma..,=.
refinement method aims at taking into account the \.
based motion compensation in the motion estimation]?
It was initially applied to regular (hexagonal) trianglflfl‘l:
tions [14], but several authors have adapted it to conteflt‘
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g Hexagonal matching refinement. Left: triangulation is applied
n the positions of predicted refinement nodes and previously deter-
W nodes; right: the refinement node position is actually optimized

i, 1 '1: the warping error in the corresponding surrounding polygons.

. meshes, fitting arbitrarilyshaped video objects [9, 16].

preach relies on an initial guess for mesh node motion,
”provided by a block matching technique. Based on this
ss'olution, the motion vector at each node is optimized by

‘.. "sing the affine compensation error in connected trian-
uming the motion ofconnected nodes is fixed (see Fig. 9).

. timization is repeated for each node and iterated over the

:13. set of nodes until stability is reached. Each pass of the

q n I guarantees that the error decreases when compared

seleinitial guess error. However, in addition to its complex-
algorithm may also suffer from other limitations, such as

ptimality and high sensitivity to initial guess values, as
ed n [22]. In practice, while being much more complex

ofboth implementation and computation, the hexago—

ehing refinement method does not necessarily generate

insults than the direct block matching method. The latter
are preferred as the motion estimation algorithm, and

51 here (and for the base layer in the progressive coding
,2 described further).

 
 

- - manure Representation

mplcte video compression scheme, texture approxima—
. d-encoding are needed in the intracoding mode, but also

I-pding modes when prediction residual errors should
' d- Until very recently, mesh-based video representations

:1 ‘embedded in standard video coding schemes with
than devoted to their efficient integration [21]. The

i" _bJeCt-based coding algorithm is designed to provide a
‘1’ '[e and consiStent video compression scheme, where the

..ept:esentation method is suitable to the triangular par-
QCIeted with the warping motion model and applicable
mf'iittodirlg and intercoding modes.

[Kai intraframe meshvbased image approximation
.- ’ “liens“? Values are transmitted only at the mesh nodes,

" Plxd Values are interpolated from them; for instance,
9f an affine model applied to the mesh triangles. The

“gridofthis approach is the underlying assumption of
' [11336 Surface, which clearly does not support edge

rfl._1:311:21:continu‘nies. As pointed out earlier, a flat approx—
_ 'chi m rcpresent the intensny of each‘tnangle which

“3 One value per mesh triangle. Figure 10 shows

591

an example of such a coarse representation, based on nodes

selected on features such as edges and corners. This coarse field
corresponds to salient features easily accessed in the bit stream
and suitable for fast discrimination between images, for instance

in a content—based retrieval scheme [13]. The corresponding re-

constructed image is then further refined by means of transform
coding of the residual texture error.

In order to efficiently approximate and encode the texture

data in intracoding as well as intercoding modes, a transform

method is used. Such methods are very popular in image and
video compression. Their major drawback lies in the fact that

they were originally designed for pixel—based compression of

rectangular images, as opposed to content-based approaches.
However, with the emergence ofthe MPEG—4 standard, different

solutions have been recently proposed that partly overcome this
problem, such as padding and shape—adaptive transforms [6, 11].

In the framework of mesh—based compression, both Wang
[21] and Altunbasak [7, 8] have reported the use ofquadrilateral

warping combined with conventional block—based DCT. How—
ever, the major drawback of this method lies in the additional

low—pass filtering effect introduced in the compression scheme
by the direct and inverse digital warping procedures [22 ]. There-

fore, rather than transforming the triangles to fit a quadrilat-
eral region over which conventional transforms may be applied.

another approach consists of directly applying a transform to

the triangular domain, such as the pseudo—orthonormal shape-
adaptive discrete cosine transform (PO-SADCT) [I 1]. With such

a transform, there are as many coefficients to code as there were

pixels in the shape. In addition. these coefficients are gathered

in the top-left part of the shapes bounding box, which makes
further quantization and run-length coding similar to the con—

ventional DCT coding scheme. The decoder only needs the shape
information to apply the inverse operations and reconstruct the

approximated segment. The efficiency ofthe SADCThas been as-

sessed in the case of8 X 8 boundary blocks (conventional blocks
partly overlapping the border ofa video object), for both intra—

texture and displaced frame difference (DFD) coding. Variants of

the SADCT method have been described in [I 1]. Among them,

 
FIGURE 10 Examplcofapplication oftexturecoding.Leftllatapproximalion
(mean or DC intensity values ofmesh triangles); Right: PO-SADCI‘ coding of
remaining AC coefficients per triangle (compression ratio, 32: l; PSNR. 30.6 dB).
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the PO-SADCT method has been shown to be suitable for cod-

ing zero-mean texture data, such as DFD and error coding in

general. Here, this transform is applied to partition triangles
corresponding to intracoding mode as well as intercoding mode

prediction residual errors. It is then followed by conventional
uniform quantization, zigzag scan, run—length representation,
and adaptive arithmetic coding, as in MPEG.

Figure 10 shows an example of the application of this texture

coding scheme and its coding efficiency for compression of a still

picture.

4 Progressive Object-Based Video Coding

The object-based video compression scheme discussed in the
previous section may also be adapted to achieve progressive cod—

ing desired in a number of applications. As contour and texture
coding techniques used in this coding algorithm are both inher—

ently progressive, the key to achieve an overall progressive coding
scheme would be to adopt a progressive geometry (mesh) and

motion coding.

Let us consider a progressive mesh from its coarsest to finest
levels. At the coarsest level, the mesh is designed as usual, us—

ing a minimum distance constraint. By progressively reducing
this constraint, one may define new nodes along image edges.

This technique enables a progressive mesh design. The shape
accuracy may be improved at the same time by using the PPE

method. Examples of a few levels of a progressive mesh built
on top of a typical video object according to the above process

are given in Fig. 11. When encoding the location of a node at a

given resolution level, some positions within an S-neighborhood
around a previously transmitted node (contour or interior node,
from coarser levels or from the current layer) are invalid. The

entropy associated with this node location is therefore reduced
accordingly, as well as the number of bits needed for its coding.

As the mesh node density progressively increases, the quality

of the resulting motion approximation will improve, as long as

the mesh has not reached the optimal size [9, 13]. The motion

coding cost also increases with the number of motion vectors
to transmit. It may therefore be interesting to first transmit the

major node trajectories, then progressively refine them as more
bits become available. In order to improve the rate-distortion

performance, it is possible to exploit the previously transmitted
motion information when encoding the refinement motion vec-

tors. In particular, under the hypothesis of a reasonably smooth

 
FIGURE 11 Example ofa progressive geometry (mesh) construction by suc-
cessive refinements from left to right.

 

 
 
 
 
 
 

 
 

 
 
 

 

 
 
  

  
 

   
 
  
  
 

  
 

  
  
 

  
 
  
 
 
  
 
 
 
 
 
 
 

  
 
 

  

 
  
 
 

 

 
 
 

  
 
 

 
 

predicted motion

FIGURE 12 Example ofprogressive motion prediction

tors for level I + l nodes are known, it is possible to predlevel I nodes.
Once 1h:
ict motto

motion field, coarse motion vectors can be used as " "
of the refinement trajectories, as illustrated by Fig_ 1.-
of compression, such a prediction will be efficient as]
hypothesis ofa smooth motion field remains true. Ind' _

case, if motion estimation and resulting motion VECto" l ;. _
are performed relative to the predicted position, rathe - I
reference position, null and small displacements been
likely. '

By enabling a suitable motion prediction for refinem"
at both the encoder and decoder sides, progressive mo
mission also facilitates local optimization ofthe refine t' a;
tion vectors. Indeed, under the hypothesis that the initial

tion derived from coarser motion vectors provides a sari

initial guess, triangulation can be applied at this stage.
ment motion vectors can then be further optimized by-
hexagonal matching refinement, as illustrated in Fig. 9
posed to direct block matching, this method takes into

the warping-based rendering process in the optimal c

ment computation. As explained earlier, its major drawbh
in its inherent complexity and in the fact that it imposes

triangulation, which is suboptimal when the initial gue

from the local optimum. By predicting the refi nement

from displacement vectors at surrounding coarser nodesfr

ever, the initial guess is expected to be close enough t .
nal solution. In addition, many nodes corresponding to ‘

motion and contour approximation are fixed, which ‘
the search space and accordingly the necessary compute"
particular, if all the nodes connected to a refinement 11'
fixed (e.g., nodes v] to v5 in Fig. 9), there is no ne€d t
the optimization on the corresponding polygon, which-1
ates convergence. For the reasons mentioned above, h
matching is performed for estimation ofmotion VEC’E
resolution mesh from a coarser one. Experiments Show;
approach produces superior results in terms of rate (it
when compared with other motion estimation meth0d5_-.

A complete progressive scheme can then be designed!) :
bining progressive shape, geometric, and motion Cf! .. -
texture refinement, applied at each layer to the error H113
erated at the previous coarser layer and cropPEd by The
shape mask [13]. Such a progressive transmission Ethern-
be required when both high-quality decoders and 10‘”
coders receive the encoded bit stream, so that the fort:
take advantage of all of the data while the latter only -
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right side.

art ofit. Independent ofthe decoder performance, scal—
srnissioii also provides decoders with the possibility to

' rowse and preview a coarse version of the Video, at a
{the resources required by complete decoding.

l‘ ['8 l3 depicts results from a progressive decoding of a
widen object using the described coding algorithm. When

qg'ressive representation is achieved by means ofa quality-
e‘ heme carefully designed to this end, the availability of

ate layer enables specific processing at the decoder side.
eular, it facilitates sequence matching, indexing, retrieval,

the analysis stage performed at the encoder for the sake

,‘ression can be exploited (and saved) at the decoder side,

Ontour extraction or motion analysis. In this coding

: , examples of information potentially exploitable at

include the following: the shape contour information,
urate or approximated by a set of vertices; the mesh

- , where nodes are defined along edges and in highly

(1 areas; the motion vectors; the node trajectories; and the
clot representation.

'nature. In multimedia applications, all sort of visual
Uld be transmitted between terminals. Among all the
. .38 already investigated in the literature, some perform

' “Particular regions of an image than others. Typically,
'Ilf‘l-WaVelet schemes are known to perform well in areas

hire, Whereas techniques based on object representation,
“.hOlogica| OPErators perform well in areas with sharp

m“tours. Similarly. methods using linear transforms
001' resuits in areas with text or graphics. Dynamic

:solution to solve the drawbacks existing in a given
--at¢llersttll maintaining its strong performance where
. , ‘ he basic Idea behind dynamic coding is simple

wilds-:1. Tilt: visual information (a frame of video, or
.' or 1 5.511 divided into several regions with Similar

using‘ 213””! fompresston method. Eacl‘t region !S em
118: Hi multitude ofcompressmn techniques. Among

clue-5’ the one which is the most cfficrent is cho-
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FIGURE 13 Example ofprogrcssive decoding ofa lypical video object. From left to right are decoded results from lowest

quality (70 l<l)ps) to medium quality (170 kbps), to highest quality (320 khps). The original video object is shown to the

sen, and the compressed bit stream of the region using the best
coding technique is sent to the decoder along with informa—

tion specifying which technique was chosen for its coding. As
an example, in areas with texture, a subband/wavelet technique

would be used, while areas with strong edges and contours will

be coded with morphological—based or other more appropriate

techniques. Similarly, text areas will use an encoding technique
more appropriate for an efficient compression ofsuch data.

The concept of dynamic coding implicitly defines a general

coding syntax. Video objects are further segmented into regions,

each represented by their respective representation model. The

syntax therefore relies on two degrees of freedom, namely, the

video object partition into its constituting regions and their as—
sociated representation models.

As depicted in Fig. 14, the resulting syntax is both open and

flexible. Indeed, different classes of partitioning can be consid-

ered, ranging from the whole image as a single object to arbitrar—

ily shaped video objects segmented into regions of predefined

or arbitrary shapes. Additionally, each region resulting from a

particular segmentation can be coded with respect to a model
chosen from a multitude ofrepresentation methods. Figure 15

gives an example of dynamic coding of a rectangular still im-

age by putting in competition a linear and a nonlinear subband

decomposition scheme. As it can be seen from this figure, the
highly texture regions are best represented when a linear filter

bank is used for subbancl decomposition, while sharp edges and

contours are better maintained by using a nonlinear filter bank.

A dynamic approach applied to this image allows the use ofthe
best configuration in the region where it is appropriate and pro-
duces the best results.

6 Conclusions 

In this chapter an object-based video coding scheme was pre-

sented that supports arbitrarily shaped video objects, possibly
with a lossless shape accuracy. To this end, a progressive polyg-
onal contour approximation is integrated in a complete, con—

sistent, coding scheme. In this context, various node motion

estimation methods are used, and the application ofthe shape—

adaptive DCT transform to residual error representation in a

content—based, triangular mesh partition is described. The adap—
tation of this scheme to achieve progressive compression was

43

  



44

 

594

Video object
Partition into

regions .............................

Arbitrary
shape

Pre-defined
Arbitrary shape

Blocks   
 

FIGURE 14 Dynamic coding principle.

also discussed and solutions were presented for geometric and

motion representations. As opposed to standard compression
schemes, including MPEG-4, the proposed scheme supports a

separate, content based, quality—scalable syntax where the most
salient information is transmitted first and the shape, motion,

and texture information fields can be accessed separately in the
bit stream. This hierarchical, semantic organization of the en-

coded data is of particular interest for content-based indexing

and retrieval applications, while still allowing an efficient im-

plementation of this scheme for compression and object-based
interactivity.

The second part of the chapter briefly introduced the notion

ofdynamic coding ofvisual information. Dynamic coding offers

 
FIGURE 15 Dynamic coding of a still picture at a compression factor of 50:1. (:1) Compressed by a linear subband
decomposition; (b) compressed by a nonlinear subband decomposition,- (c) compressed by dynamic coding that pits the
two methods against each other.
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Representation
model to code

each region

 
the opportunity of combining several compression lei: n;

on different objects or regions where most appropriate.”
shown in a simple example how a dynamic coding app r
provide superior results by a clever combination of alg ._

in regions where specific compression techniques produéoi
results.
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._. 89kground and Structure of MPEG-1
' .i. daActivities

‘ _9pment of digital video technology in the 19805 has

'1 DSSiblc to use digital video compression in various kinds
" .1 tions. The effort to develop standards for coded rep-

.Of moving pictures, audio, and their combination

out in the Moving Picture Experts Group (MPEG).
37°“? formed under the auspices of the International
911 for Standardization (ISO) and the International

,mcal Commission (IEC). It operates in the frame-
0““ ISO/IEC Technical Committee 1 (ITC l) on

Technology. which was formerly Working Group
fSUbCOmmittee 29 (SC29). The premise is to set

3- 5°! coding moving pictures and the associated au-
.- _ storage media at ~l.5 Mbit/s so that a movie can

ed and stored in a CD-ROM (Compact Disc—Read

_ 6:12). The resultant standard is the international stan-
’P.c3t§1Cture compression, ISO/[EC 1 1172 or MPEG-

irfl ._-t0ffi1"‘3 Experts Group-Phase 1). MPEG—1 stan-
. . died"; Parts, including systems (11172-1), video

«J 172'3).conformance testing(11172-4),and
I: “laugh ( l l . .172—5 . ,9.93“. ) ln l’l'llS chapter we wrll focus only
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The activity of the MPEG committee started in 1988 based on
the work of ISO IPEG (Joint Photographic Experts Group) [1]
and CCITT Recommendation H.261: “Video Codec for Audio-

visual Services at p x 64 kbits/s” [2]. Thus, the MPEG—1 standard
has much in common with the JPEG and H.261 standards. The

MPEG development methodology was similar to that of H.261
and was divided into three phases: requirements, competition,

and convergence [3]. The purpose of the requirements phase is

to precisely set the focus of the effort and determine the rule for

the competition phase. The document of this phase is a “pro-

posal package description” [4] and a test methodology [5]. The
next step is the competition phase, in which the goal is to obtain

state of the art technology from the best of academic and indus-
trial research. The criteria are based on the technical merits and

the tradeoff between video quality and the cost of implementa—

tion ofthe ideas and the subjective test [5] . After the competition

phase, various ideas and techniques are integrated into one solu-
tion in the convergence phase. The solution results in a document
called the simulation model. The simulation model implements,

in some sort of programming language, the operation of a ref-
erence encoder and a decoder. The simulation model is used to

carry out simulations to optimize the performance of the cod-
ing scheme [6]. A series of fully documented experiments called
core experiments are then carried out. The MPEG committee
reached the Committee Draft (CD) status in September 1990
and the Committee Draft (CD 11172) was approved in Decem—
ber 1991. International Standard (IS) 11172 for the first three
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Frame N-1

FIGURE 1

parts was established in November 1992. The IS for the last two

parts was finalized in November 1994.

1.1.2 MPEG-1 Target Applications and Requirements

The MPEG standard is a generic standard, which means that it is

not limited to a particular application. A variety of digital stor-

age media applications ofMPEG-1 have been proposed based on

the assumptions that the acceptable video and audio quality can
be obtained for a total bandwidth of ~1.5 Mbits/s. Typical stor—

age media for these applications include CD-ROM, DAT (digital
audio tape), Winchester-type computer disks, and writable op—

tical disks. The target applications are asymmetric applications

in which the compression process is performed once and the de—
compression process is required often. Examples ofthe asymmet-
ric applications include video CD, video on demand, and video

games. In these asymmetric applications, the encoding delay is

not a concern. The encoders are needed only in small quanti-
ties, whereas the decoders are needed in large volumes. Thus,
the encoder complexity is not a concern, whereas the decoder

complexity has to be low in order to result in low-cost decoders.

The requirements for compressed video in digital storage me-
dia mandate several important features ofthe MPEG-1 compres-

sion algorithm. The important features include normal playback,

frame—based random access and editing of video, reverse play-

back, fast forward/reverse play, encoding high-resolution still

frames, robustness to uncorrectable errors, etc. The applications

also require MPEG1 to support flexible picture sizes and frame
rates. Another requirement is that the encoding process can be

performed in reasonable speed by using existing hardware tech-

nologies and that the decoder can be implemented by using a
small number of chips at low cost.

Because MPEG-1 video coding algorithm is based heavily on

H.261, in the following sections we will focus only on those that
are different from H.261.

1.2 MPEG-1 Video Coding Versus H.261

1.2.1 Bidirectional Motion Compensated Prediction

In H.261, only the previous video frame is used as the reference

frame for the motion compensated prediction (forward predic—
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A video sequence, showing the benefits ofbidirectional prediction.

 
 

 
 
 

 

 
 
 

 
 
 

 

 

tion). MPEG—1 allows the future frame to be used as the:
frame for the motion compensated prediction (back :
diction), which can provide better prediction. For -

shown in Fig. 1, if there are moving objects, and if on]
ward prediction is used, there will be uncovered areas
the block behind the car in Frame N) for which we to _,
able to find a good matching block from the previous :5

picture (Frame N — 1). In contrast, the backward predi ’
properly predict these uncovered areas since they are a
the future reference picture, i.e., frame N + 1 in this - r. II

also shown in Fig. 1, if there are objects moving into th I
(the airplane in the figure), then these new objects _- ;,

predicted from the previous picture but can be predictg
the future picture.

1.2.2 Motion Compensated Prediction

with Half-Pixel Accuracy

The motion estimation in H.261 is restricted to only

pixel accuracy. However, a moving object often moves to _

tion that is not on the pixel grid but between the pixels.

allows half—pixel—accuracy motion vectors. By esfimatin
placement at a finer resolution, we can expect improvj

diction and, thus, better performance than motion es
with integer-pixel accuracy. As shown in Fig. 2, since til
pixel value at the half-pixel locations, interpolation is

to produce the pixel values at the half-pixel positions:
interpolation is used in MPEG-1 for its simplicity. AS
the motion estimation is performed only on luminancév,

vntagm-pw grid _
Pixel values on Integer-9MX

Interpolaled P'W' \falual a
. grid ugh-.9 winner m1

pixel values on MW

Half-pixel grid

FIGURE 2 Half—pixel motion estimation-
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"Eng motion vectOr is sealed by 2 and applied to the
:8 blocks. This reduces the computation but may not

1 be optimal. Motion vectors are dlffell'entia‘lly encoded
if. to the motion vector in the precedingadamant11-11“:w

areason is that the motion vectors ofadmcertt ftglons
entrelatcd. as it is quite common to have relatively uni-
on over areas of picture.

5.1 Video Structure

, , cg Input Format

c I MPEG—1 input format is the source input format
was derived from CCIR601, a worldwide standard for

studio. CCIR601 specifies the Y Cb Cr color coor-

here Y is the luminance component (black and white
‘ n). and Cb and Cr are two color difference signals
ante components). A luminance sampling frequency

2 was adopted. There are several Y Cb Cr sampling
_ ch as 4:4:4, 4:2:2, 4:1:1, and 4:220. In 4:414, the sam-

tfve lines for PAL (Phase Alternating Line) and 480

" f for NTSC (National Television System Committee)).
in a 720 X 480 resolution for NTSC and a 720 x 576

gCCIR601 at 30 frames/s is then ~ 166 Mbits/s. Since

_ ‘ tto compress a CCIR601 video to 1.5 Mb/s with good
ty, in MPEG—1, typically the source video resolution

Rd to a quarter ofthe CCIR601 resolution by filtering
Fling. The resultant format is called source input for-

‘ has 21360 x 240 resolution for NTSC and a 360 x 288
for PAL. Since in the video coding algorithm the block

’9‘ lfi is used for motion compensated prediction, the
915 in both the horizontal and the vertical dimen—

_ ' be multiples of 16. Thus, the four leftmost and
_ Dtels are discarded to give a 352 x 240 resolution for
“ms (30 frames/s) and a 352 x 288 resolution for PAL

'fialncsfs). The chrominance signals have halfof the
t_1_tions in both the horizontal and vertical dimensions

- DI! samples a : Chrominance samples

 
(b)

nd chrominance samples in formats for (a) 4:414, (b)

 
_~ ((1)

' 'Luminnucca
-- “I‘ll 422:0,

599

WWW
Group of piclures ] Group of piclures
 

FIGURE 4 MPEG group ofpictures.

(4:220, 176 x 120 for NTSC and 176 X 144 for PAL). The uncom—

pressed bit rate for SIP (NTSC) at 30 frames/s is ~30.4 Mbits/s.

1.3.2 Group Of Pictures and I-B-P Pictures

In MPEG, each video sequence is divided into one or more

groups of pictures (GOPs). There are four types of pictures de-
fined in MPEG—1: I, P, B, and D pictures, ofwhich the first three

are shown in Fig. 4. Each GOP is composed ofone or more pic-
tures; one of these pictures must be an I picture. Usually. the
spacing between two anchor frames (1 or P pictures) is referred

to as M, and the spacing between two successive I pictures is
referred to as N. In Fig. 4, M = 3 and N = 9.

1 pictures (intracoded pictures) are coded independently with
no reference to other pictures. I pictures provide random access

points in the compressed video data, since the 1 pictures can be

decoded independently without referencing to other pictures.
With I pictures, an MPEG bit stream is more editable. Also,

error propagation due to transmission errors in previous pictures

will be terminated by an 1 picture, since the I picture does not

have a reference to the previous pictures. Since I pictures use
only transform coding without motion compensated predictive
coding, it provides only moderate compression.

P pictures (predictive-coded pictures) are coded by using
the forward motion—compensated prediction similar to that in

H.261 from the preceding I or P picture. P pictures provide
more compression than the I pictures by virtue of motion—

compensated prediction. They also serve as references for B pic-

tures and future P pictures. Transmission errors in the 1 pictures
and P pictures can propagate to the succeeding pictures, because

the I pictures and P pictures are used to predict the succeeding
pictures.

B pictures (bidirectional-coded pictures) allow macroblocks

to be coded by using bidirectional motion—compensated predic-

tion from both the past and future reference I or P pictures. In the

B pictures, each bidirectional motion—compensated macroblock
can have two motion vectors: a forward motion vector, which

references to a best matching block in the previous I or P pic-
tures, and a backward motion vector, which references to a best

matching block in the next I or P pictures as shown in Fig. 5. The

motion compensated prediction can be formed by the average
of the two referenced motion compensated blocks. By averaging

between the past and the future reference blocks, the effect of

noise can be decreased. B pictures provide the best compression
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Backward motion vector

 
 

 
 

 

Forward motion vector

Past reference picture

FIGURE 5 Bidirectional motion estimation.

compared to I and P pictures. 1 and P pictures are used as ref—
erence pictures for predicting B pictures. To keep the structure

simple and since there is no apparent advantage to use B pic—

tures for predicting other B pictures, the B pictures are not used
as reference pictures. Hence, 13 pictures do not propagate errors.

D pictures (DC pictures) are low-resolution pictures ob-

tained by decoding only the DC coefficient of the discrete cosine
transform coefficients of each macroblock. They are not used in

combination with I, P, or B pictures. D pictures are rarely used,

but they are defined to allow fast searches on sequential digital
storage media.

The tradeoff of having frequent B pictures is that it decreases

the correlation between the previous I or P picture and the next

reference P or I picture. It also causes coding delay and increases

the encoder complexity. With the example shown in Fig. 4 and

Fig. 6, at the encoder, if the order of the incoming pictures is
l, 2, 3, 4, 5, 6, 7, . . ., the order of coding the pictures at the en-
coder will be 1, 4, 2, 3, 7, 5, 6, ... . At the decoder, the order of

the decoded pictures will be 1, 4, 2, 3, 7, 5, 6, . . . . However, the

display order after the decoder should be 1, 2, 3, 4, 5, 6, 7. Thus,
frame memories have to be used to put the pictures in the correct

order. This picture reordering causes delay. The computation of
bidirectional motion vectors and the picture—reordering frame
memories increase the encoder complexity.

In Fig. 6, two types ofGOPs are shown. GOPl can be decoded
without referencing other GOPs. It is called a closed GOP. In
GOP2, to decode the eighth B and ninth B pictures, the seventh

Encoder Input:
1123 SB 4P 5B GB 7P 8B 9810111512813P14B15B16P4-.....

 pv4——-— -+— -—-— 

GOPi GOP2

Decoder Input:
1! 4P 23 GB 7P 5B 6510185 9513P11B12816P14B1SB
4— —-—H

GOP1

CLOSED OPEN

FIGURE 6 Frame reordering.
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Best matching macroblock

Future reference picture

P picture in GOPl is needed. GOP2 is called an Open GOP
means the decoding of this GOP has to reference other-

1.3.3 Slice, Macroblock, and Block Structures

An MPEG picture consists ofslices. A slice consists ofa c

ous sequence of macroblocks in a raster scan order {fro

right and from top to bottom). In an MPEG coded bit s.
each slice starts with a slice header, which is a clear co

As a result ofthe clear-codeword slice header, slices are fit
level of units that can be accessed in an MPEG coded bits

without decoding the variable-length codes. Slices are _

tant in the handling of channel errors. If a bit stream can - .

bit error, the error may cause error propagation bemused
variable-length coding. The decoder can regain synchro “
at the start of the next slice. Having more slices in a bit-Sn"
allows better error termination, but the overhead will in

A macroblock consists of a 16 x 16 block of luminan

ples and two 8 x 8 block ofcorresponding chrominance
as shown in Fig. 7. A macroblock thus consists of four .
blocks, one 8 x 8 Cb block, and one 8 x 8 Cr block. 5315109
macroblock contains mot ion-compensated prediction int? 1
tion (coded motion vectors and the prediction error5)- T11. ‘2
four types of macroblocks: intro, forward predicted, b3-
predicted, and averaged macroblocks. The motion inf
tion consists of one motion vector for forward— and b?!-
predicted macroblocks and two motion vectors for bidlffiu'
ally predicted (or averaged) macroblocks. P pictures €81?"
intra- and forward-predicted macroblocks. B pictures ‘33“
all four types of macroblocks. The first and last macrobli’ .
a slice must always be coded. A macroblock is (1955333 "l
skipped macroblock when its motion vector is zero and -.
quantized DCT coefficients are zero. skipped mflcmi’lud‘!
not allowed in l Pictures. Nonintracoded macroblocksmp' r .
pictures can be skipped. For a skipped macroblock, the (13. ..
just copies the macroblock from the previous picture-
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EICE 15

mat}! of the Major Differences Between
1 Video and H.261

d with H.261, MPEG—1 video differs in the following

' h lBG-l uses bidirectional motion—compensated predic-

"I __ coding with half-pixel accuracy, whereas H.261 has
' bidirectional prediction (B pictures) and the motion
tors are always in integer-pixel accuracy.

EG-l supports the maximum motion vector range of

_ __ 12 to +511.5 pixels for half-pixel motion vectors and

i 024 to +1023 for integer-pixel motion vectors, whereas
.61 has a maximum range of only :|:15 pixels.

_ BG—l uses visually weighted quantization based on the
' ithat the human eye is more sensitive to quantization

hrs related to low spatial frequencies than to high spatial
qualities. MPEG—l defines a default 64-element quanti-

fihim matrix, but it also allows custom matrices appropri-
‘ if” different applications. H.261 has only one quantizer

the 1ntra~DC coefficient and 31 quantizers for all other
lfaciems.
.61 OIIIY Specifies two source formats: CIF (common

eclmtc format; 352 x 288 pixels) and QCIF (quarter

a{11251; 144 pixels). In MPEG— 1 , the typical source for-
«w (352 x 240 for NTSC, and 352 x 288 for PAL).

War, the users can specify other formats. The picture

are as large as 4k x 4k pixels. There are certain pa-
: "fiber (Elisha bit streams that are left flexible, such as the

' 1:13 6 [mes per picture (less than 4096), the number
Emilia: me (less than 4096), picture rate (24, 25, and

. 5}! and 14 choices of pel aspect ratios.IEMP ..
.. 11' EG _1> 1: R and B pictures are organized as a flexible
' '13 ofPictures
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—-

Cr Chrominance

FIGURE 7 Macroblock and slice structures.

6. MPEG-1 uses a flexible slice structure instead of group of
blocks (GOB) as defined in H.261.

7. MPEG-1 has D pictures to allow the fast-search option.
8. In order to allow cost-effective implementation of user

terminals, MPEG-l defines a constrained parameter set,

which lays down specific constraints, as listed in Table 1.

1.5 Simulation Model

Similar to H.261, MPEG—l specifies only the syntax and the de—

coder. Many detailed coding options such as the rate—control
strategy, the quantization decision levels, the motion estimation

schemes, and coding modes for each macroblock are not spec-
ified. This allows future technology improvement and product
differentiation. In order to have a reference MPEG—1 video qual—

ity, simulation models were developed in MPEG—1. A simula-
tion model contains a specific reference implementation of the
MPEG—1 encoder and decoder, including all the details that are

not specified in the standard. The final version of the MPEG-1
simulation model is “simulation model 3” (8M3) [7]. In 5M3,

the motion estimation technique uses one forward or one back—

ward motion vector per macroblock with half-pixel accuracy. A

two—step search scheme, which consists of a full-search in the

range of 21:7 pixels with the integer-pixel precision, followed

TABLE 1 MPEG—1 constrained parameter set 

 Parameter Constraint

Horiz. size __<_720 pels
Vert. size 5:576 pels
Total No. ofMacroblocks/picture §396

__<.396 x 25 = 330 x 30
§30 frames/s

Bit rate £1.86 Mbits/s
Decoder Buffer §376832 bits

0

Total No. ofMncroblocks/second
Picture rate

5

l
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by a search in eight neighboring half-pixel positions, is used.
The decision ofthe coding mode for each macroblock (whether
or not it will use motion—compensated prediction and intra or

inter coding), the quantizer decision levels, and the rate-control

algorithm are all specified.

1.6 MPEG-1 Video Bit-Stream Structures

As shown in Fig. 8, there are six layers in the MPEG-1 video
bit stream: the video sequence, group ofpictures, picture, slice,

macroblock, and block layers.

A video sequence layer consists of a sequence header, one or

more groups of pictures, and an end—of—sequence code. It con—
tains the setting of the following parameters: the picture size
(horizontal and vertical sizes), pel aspect ratio, picture rate, bit
rate, the minimum decoder buffer size (video buffer verifier size),

constraint parameters flag (this flag is set only when the picture

size, picture rate, decoder buffer size, bit rate, and motion pa-
rameters satisfy the constraints bound in Table 1), the control

for the loading of sixty—four 8-bit values for intra and nonintra
quantization tables, and the user data.

The GOP layer consists ofa set of pictures that are in a con—

tinuous display order. It contains the setting ofthe following pa-
rameters: the time code, which gives the hours—minutes-seconds
time interval from the start of the sequence; the closed GOP

flag, which indicates whether the decoding operation requires

pictures from the previous GOP for motion compensation; the
broken link flag, which indicates whether the previous GOP can
be used to decode the current GOP; and the user data.

The picture layer acts as a primary coding unit. It contains
the setting of the following parameters: the temporal reference,

which is the picture number in the sequence and is used to
determine the display order; the picture types (I/P/B/D); the

decoder buffer initial occupancy, which gives the number ofbits

that must be in the compressed video buffer before the idealized

decoder model defined by MPEG decodes the picture (it is used to

prevent the decoder buffer overflow and underflow); the forward

I Video sequence l

Sequence header GOP GOP GOP

GOP header

[— Picture header
 

Slice header Macroblock Macroblock Macroblock .... l Macroblock Slice |ayer

Efiaaroblockheader | BIookO i Block1 Block2 Block3 Block4 MacroblOCklayer

—. . ' —- r
lDlfierenl'al DC coefficient AC coefficient AC coefficient AC coefficient I End-Of-Block BlOCk laye

FIGURE 8 MPEG—1 bit-stream syntaxlayers.
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motion vector resolution and range for p an
backward motion vector resolution and ran
and the user data.

.The slice layer acts as a resynchronization unit. It con...-
slice vertical posrtion where the slice starts, and th I
scale that is used in the coding of the current slice e

The macroblock layer acts as a motion comparing; ;
It contains the setting of the following parameters. u} r m
stuffing bits, the macroblock address increment, the I a" I,
type, quantizer scale, motion vector, and the coded I:
tern, which defines the coding patterns of the six filo
macroblock. "

The block layer is the lowest layer of the video seq .7.
consists of coded 8 X 8 DCT coefficients. When a magi};
encoded in the intra mode. the DC coefficient is encod-
to that in JPEG (the DC coefficient ofthe current mact’fi
predicted from the DC coefficient of the previous me
At the beginning of each slice, predictions for DC
for luminance and chrominance blocks are reset to -

differential DC values are categorized according to tl'i
lute values and the category information is encoded us 1'1"

(variable—length code). The category information ind]

number of additional bits following the VLC to re '-
prediction residual. The AC coefficients are encode s'

that in H.261, using a VLC to represent the zero run _
the value of the nonzero coefficient. When a macrob .

coded in nonintra modes, both the DC and AC coeffi-
encoded similar to that in H.261. .. '-

Above the video sequence layer, there is asystern layer it}
the video sequence is packetized. The video and audio bl. ..
are then multiplexed into an integrated data stream.' _I‘
defined in the systems part. i

d B pi._
88 for B"?

1.7 Summary

MPEG-1 is mainly for storage media applications.
the use of B picture, it may result in a long end-lot.-

GOP Sequence end code Sequence layer -'

Picture GOP layer
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G-l encoder is much more expensive than the decoder
the large search range, the half-pixel accuracy in mo—

. n and the use of the bidirectional motion estima-
Fugfiéq syntax can Slipport a variety of frame rates
' Lift-”- various storage media applications. Similar to

. Asia-e0 coding standards, MPEG-1 does not specify every
—.. do“ (motion estimation, rate control, coding modes,
"don. preprocessing, postprocessmg. ctc.). Thls. allows
.1]an technology improvement and product differen-

5 Activities

“6-2 standard represents the continuing efforts of the
t'mmittcc to develop generic video and audio coding

after their development of MPEG-1. The idea of this
.. . ase of MPEG work came from the fact that MPEG-1

for applications at ~l.5 Mb/s with input source
'ch is a relatively low—resolution progressive format.

' erquality, higher bit-rate applications require a higher
'11 digital video source such as CCIR601, which is an

format. New techniques can be developed to code the
video better.

"HG-2 committee started working in late 1990 af—
mpletion of the technical work of MPEG—1. The

.3 tests of video algorithms were held in‘ Novem—

followed by the collaborative phase. The Commit-
' (CD) for the video part was achieved in November

'1': MPEG—2 standard (ISO/IEC 13818) [8] currently

. f nine parts. The first five parts are organized in
fashion as MPEG-1: systems, video, audio, confor-

g. and simulation software technical report. The

Parts of MPEG—2 reached International Standard

Vii 'in November 1994. Parts 4 and 5 were approved
{996. Part 6 of the MPEG—2 standard specifies a

2"digital storage media control commands (DSM—CC).
1the Specification of a nonbackward compatible au-

§IWas originally planned to be the coding of 10-
“! Was discontinued. Part 9 is the specification of

Interface (RTI) to transport stream decoders. which
filmed f°r adaptation to all appropriate networks car-

“:1 tr‘lnsport streams. Parts 6 and 9 have already
‘-.1 smflsdlnternational Standards in luly 1996. Like

.. R's"; ard. MPEG-2 video coding standard spec-
many enclglsyntax'and the semantics of the decoding

- Iain t o mgoptlonswere left unspecified toencour-
- g Ethnology Improvement and product differen—

3, ' . .

igthiCh was originally intended for HDTV (high-
. a telewslon} at higher bit rates, was merged with

603

MPEG—2. Hence there is no MPEG-3. The MPEG—2 video cod-

ing standard (ISO/IEC 13818-2) was also adopted by ITU-T, as
ITU-T Recommendation H.262 [9].

2.1.2 Target Applications and Requirements

MPEG—2 is primarily targeted at coding high-quality video at

4—15 Mb/s for video on demand (VOD), digital broadcast tele—

vision, and digital storage media such as DVD (digital versatile
disc). It is also used for coding HDTV, cable/satellite digital TV.

video services over various networks, two-way communications,

and other high-quality digital video applications.

The requirements from MPEG-2 applications mandate sev-

eral important features ofthe compression algorithm. Regarding

picture quality, MPEG-2 has to be able to provide good NTSC
quality video at a bit rate of approximately 4-6 Mbits/s and

transparent NTSC quality video at a bit rate of approximately
8—10 Mbits/s. It also has to provide the capability of random

access and quick channel switching by means ofinserting I pic-

tures periodically. The MPEG-2 syntax also has to support trick

modes, e.g., fast forward and fast reverse play, as in MPEG-1.
Low—delay mode is specified for delay—sensitive visual commu—

nications applications. MPEG—2 has scalable coding modes in

order to support multiple grades ofvideo quality, video formats,
and frame rate for various applications. Error resilience options
include intra motion vector, data partitioning, and scalable cod—

ing. Compatibility between the existing and the new standard

coders is another prominent feature provided by MPEG—2. For

example, MPEG—2 decoders should be able to decode MPEG-1
bit streams. If scalable coding is used, the base layer of MPEG-2

signals can be decoded by a MPEG—1 decoder. Finally, it should

allow reasonable complexity encoders and low-cost decoders be
built with mature technology. Since MPEG-2 video is based heav—

ily on MPEG—1. 1n the following sections, we will focus only on
those features which are different from MPEG-1 video.

2.2 MPEG-2 Profiles and Levels

MPEG—2 standard is designed to cover a wide range of applica—

tions. However, features needed for some applications may not

be needed for other applications. If we put all the features into

one single standard, it may result in an overly expensive system

for many applications. It is desirable for an application to imple—

ment only the necessary features to lower the cost of the system.

To meet this need, MPEG-2 classified the groups of features for

important applications into profiles. A profile is defined as a spe-

cific subset of the MPEG-2 bit-stream syntax and functionality

to support a class of applications (e.g., low—delay video confer-

encing applications, or storage media applications). \IVithin each

profile, levels are defined to support applications that have differ-

ent quality requirements (e.g., different resolutions). Levels are
specified as a set of restrictions on some of the parameters (or
their combination) such as sampling rates, frame dimensions,

and bit rates in a profile. Applications are implemented in the

allowed range ofvalues ofa particular profile at a particular level.
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TABLE 2 Profiles and levels 

 

 

Profile

Simple Main SNR scalable Spatially High 4:220
Level 422:0 4:220 4:220 scalable 42220 or 422:2

High 62.7 Ms/s 100 Mbit/s
1920 x 1152 80 Mbit/s for Slayers
(60 frames/s)

High—1440 47 Ms/s 47 Ms/s 80 Mbit/s
1440 X 1152 60 Mbit/s 60 Mbit/s for 3 layers
(60 frames/s) for 3 layers

Main 10.4 Ms/s 10.4 Ms/s 10.4 Ms/s 20 Mbit/s

720 X 576 15 Mbit/s 15 Mbit/s 15 Mbit/s for 3 layers
(30 frames/s) for 2 layers

Low 3.04 Ms/s 3.04 Ms/s
352 x 288 4 Mbit/s 4 Mbit/s

(30 frames/s) for 2 layers

Table 2 shows the combination of profiles and levels that are
defined in MPEG—2. MPEG-2 defines seven distinct profiles:

simple, main, SNR scalable, spatially scalable, high, 4:222, and

multiview. The last two profiles were developed after the final

approval of MPEG-2 video in November 1994. Simple profile
is defined for low-delay video conferencing applications. Main

profile is the most important and widely used profile for general

high-quality digital video applications such as VOD, DVD, Dig—
ital TV, and HDTV. SNR (signal-to—noise ratio) scalable profile

supports multiple grades ofvideo quality. Spatially scalable pro-

file supports mulliple grades of resolutions. High profile sup-

ports multiple grades of quality, resolution, and chroma for-
mat. Four levels are defined within the profiles: low (for SIP

resolution pictures), main (for CCIR601 resolution pictures),

high-1440 (for European HDTV resolution pictures), and high
(for North American HDTV resolution pictures). The 11 com-

binations of profiles and levels in Table 2 define the MPEG—2

conformance points that cover most practical MPEG—2 target

applications. The numbers in each conformance point indicate
the maximum bound ofthe parameters. The number in the first
line indicates the luminance rate in samples/s. The number in
the second line indicates bit rate in bits/s. Each conformance

point is a subset ofthe conformance point at the right or above.

For example, a main-profile main-level decoder should also de-

code simple—profile main—level and main-profile low-level bit

streams. Among the defined profiles and levels, main-profile at
main—level (MP@ML) is used for digital television broadcast in

CCIR601 resolution and DVD—video. The main-profile at high—

level (MP@l—IL) is used for HDTV. The 42222 profile is defined to

support the pictures with a color resolution of 4:222 for higher
bit—rate studio applications. Although the high profile supports

4:222 also, a high—profile codec has to support SNR scalable pro-

file and spatially scalable profile. This makes the high-profile

codec expensive. The 42222 profile does not have to support the
scalabilities and thus will be much cheaper to implement. Mul-

tiview profile is defined to support the efficient encoding of the
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application involving two video sequences from twa-

shooting the same scene with a small angle between :11 -,'

2.3 MPEG-2 Video Input Resolutions
and Formats

Although the main concern of the MPEG-2 committee wiry-e...

port the CCIR601 resolution, which is the digital TV rest:

MPEG—2 allows a maximum picture size of 16k x 161: I
also supports the frame rates of 23.976, 24, 25, 29.9

As for the color subsampling formats, MPEG-2 supports
42222, and 42424. MPEG-2 uses the 42220 format as in 941'

except that there is a difference in the positions of the _ _
nance samples as shown in Figs. 9(a) and 9(b). On one It
MPEG—1, a slice can cross macroblock row boundaries.“ . '

fore, a single slice in MPEG—1 can be defined to cover the _
picture. On the other hand, slices in MPEG—2 begin and
the same horizontal row of macroblocks. There are two .- _

slice structure in MPEG-2: the general and the restrict
structures. In the general slice structure, MPEG-2 slim ‘_"- '
not cover the entire picture. Thus, only the regions en
in the slices are encoded. In the restricted slice structura-

macroblock in the picture shall be enclosed in a slice.

x : Luminance samples 0 : Chrominance Sam. _ _

XOXXOX XXX XO'XKOX 
(b) _.._I._. .

:25]. . r".
FIGURE 9 Position ofluminance and chrominance samples for 4 -- -
in (:1) MPEG—1, (b) MPEG—2.
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_. 56.1 and MPEG—2 Video Standards

 

 

(a) (b)

FIGURE 10 (a) Progressive scan, (b) interlaced scan.

MPEG-2 Video Coding Standard Compared
MPEG-1

Interlaced Versus Progressive Video

0 shows the progressive and interlaced video scan. In the
' 3 need video, each displayed frame consists of two interlaced

or example, frame 1 consists of field 1 and field 2, with

ing lines in field 1 located between the lines of field 2.
' Mt'rast, the progressive video has all the lines of a picture

ed in one frame. There are no fields or half~pictures as with

rlaced scan. Thus, progressive video requires a higher
rate than the frame rate of an interlaced video, to avoid a

display. The main disadvantage of the interlaced format
tnwhen there are object movements, the moving object may

distorted when we merge two fields into a frame. For
9, Fig. 10 shows a moving ball. In the interlaced format,
the moving ball will be at different locations in the two

When we put the two fields into a frame, the ball will
"’ l . toned. Using MPEG-1 to encode the distorted objects in

" ‘ is of the interlaced video will not produce the optimal
Interlaced video also tends to cause horizontal picture

' l' -. "dither and thus introduces more high—frequency noises.

shows the interlaced video format. As explained earlier,

flied frame is composed of two fields. From the figure,
d (field 1) occurs earlier in time than the bottom field

i Both fields together form a frame. In MPEG-2, pictures

$321? P: and B pictures, like in MPEG-1. To optimally
. d pic: erlaced Video, MPEG-2 can encode a picture either

é-ldsl'lre or a frame picture. in the field-picture mode,
re isin the frame are encoded separately. Ifthe first held

' r P all I13lctu1'e,the second field in the picture can be
enccplflurem as the second field can use the first field

P1Cture. However, if the first field in a picture is ael '
d platul‘e, the second field has to be the same type of
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time ——>

field1 field1

X fie|d2 x field2
O 0

vertical X x
O O

X X
0 O

X X
0 O

X X
0 O

frame1 frameZ

FIGURE 11 Interlaced video format.

picture. In a frame picture, two fields are interleaved into a pic-
ture and coded together as one picture, similar to the conven-

tional coding of progressive video pictures. In MPEG-2, a video

sequence is a collection of frame pictures and field pictures.

2.4.2.1 Frame-Based and Field-Based Motion-Compensated
Prediction. In MPEG-2, an interlaced picture can be encoded

as a frame picture or as field pictures. MPEG-2 defines two dif-

ferent motion-compensated prediction types: frame-based and

field-based motion-compensated prediction. Prairie-based pre-

diction forms a prediction based on the reference frames. Field-
based prediction is made based on reference fields. For the sim-

ple profile in which the bidirectional prediction cannot be used,

MPEG-2 introduced a dual—prime motion-compensated predic-

tion to efficiently explore the temporal redundancies between

fields. Figure 12 shows three types of motion-compensated pre-

diction. Note that all motion vectors in MPEG-2 are specified
with a half-pixel resolution.

Frame predictions in frame pictures: in the frame-based pre—
diction for frame pictures, as shown in Fig. 12(3), the whole

interlaced frame is considered as a single picture. it uses the

same motion-compensated predictive coding method used in

MPEG-1. Each 16 x 16 macroblock can have only one motion
vector for each forward or backward prediction. Two motion

vectors are allowed in the case of the bidirectional prediction.

Field prediction in a frame pictures: the field-based prediction
in frame pictures considers each frame picture as two separate

"are "8319 ”81mg “8:19 field1 field2 tield1 field2
X X X X dv
/ X * _ .

O /O O O dmv? V [’0
x /x x x x x, /o o o 740 /D ‘v 0
x /x x x x dug /x

‘/ o 740 ” 0. °0 /0 dmv % X
X /X X X 0 OO O O <——0

reference reference reference

(a) (b) (C)

FIGURE 12 Three types of motion-compensated prediction: (a) frame,
(1)) field, (c) dual prime.
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FIGURE 13 Blocks for frame—based or field-based prediction.

field pictures. Separate predictions are formed for each 16 x 8
bloek of the macrobiock as shown in Fig. 13. Thus, field-based

prediction in a frame picture requires two sets ofmotion vectors.
A total of four motion vectors is allowed in case of bidirectional

prediction. Each field prediction may select either the field 1 or
the field 2 of the reference frame.

Field prediction in field pictures: in field—based prediction

for field pictures, the prediction is formed from the two most

recently decoded fields. The predictions are made from reference

fields, independently for each field. with each field considered as

an independent picture. The block size of prediction is 16 x 16;
however, it should be noted that the 16 x 16 block in the field

picture corresponds to a 16 x 32 pixel area in the frame picture. A
field—based prediction in field pictures requires only one motion

vector for each forward or backward prediction. Two motion
vectors are allowed in the case of the bidirectional prediction.

16 x 8 prediction in field pictures: two motion vectors are used
for each macroblock. The first motion vector is applied to the

16 x 8 block in field I and the second motion vector is applied
to the 16 x 8 block in field 2. A total of four motion vectors is

allowed in the case of bidirectional prediction.

Dual—prime motion-compensa ted prediction can be used only

in P pictures. Once the motion vector “v” for a macroblock in a
field of given parity (field 1 or field 2) is known relative to a ref-

erence field of the same parity, it is extrapolated or interpolated

to obtain a prediction of the motion vector for the opposite par-
ity reference field. In addition, a small correction is also made

to the vertical component of the motion vectors to reflect the
vertical shift between lines of the field 1 and field 2. These de-

rived motion vectors are denoted by dv1 and dv2 (represented

by dash line) in Fig. 12(c). Next, a small refinement differential
motion vector, called “dmv”, is added. The choice ofdmv values

(—1, 0, +1) is determined by the encoder. The motion vector v

and its corresponding dmv value are included in the bit stream
so that the decoder can also derive dvl and dv2. In calculating

the pixel values of the prediction, the motion—compensated pre-
dictions from the two reference fields are averaged, which tends
to reduce the noise in the data. Dual—prime prediction is mainly

for low—delay coding applications such as videophone and video

conferencing. For low—delay coding using simple profile, B pic-
tures should not be used. Without using bidirectional prediction,

dual-prime prediction is developed for P pictures to provide a
better prediction than the forward prediction.

  
 
 
 
 

 
 
 

 

 
 

 
 

 

 
 
 
 
 

 
 
 

 
 

  

FIGURE 14 Frame/Field format block for DCT, I

2.4.2.2 Frame/Field DCT. MPEG-2 has two DEET '
frame—based and field—based DCT, as shown in Fig. 14'
frame—based DCT mode, a 16 x 16-pixel macroblock

into four 8 x 8 DCT blocks. This mode is suitable for that
the background or in a still image that have little motio

these blocks have high correlation between pixel values
jacent scan lines. In the field-based DCT mode, a macro

divided into four DCT blocks where the pixels frbm‘
field are grouped together into one block. This mode?

for the blocks that have motion because, as explaine‘ ,____1="-.:

causes distortion and may introduce high— frequency 110' I
the interlaced frame.

2.4.2.3 Alternate Scan. MPEG—2 defines two differen

scanning orders zigzag and alternate scans as shown ‘
The zigzag scan used in MPEG—1 is suitable for progr

ages where the frequency components have equal imp __
each horizontal and vertical direction. In MPEG—2, an a! I:

scan is introduced based on the fact that interlaced inns]!

to have higher frequency components in the vertical
Thus, the scanning order weighs more on the higher 1' _
quencies than the same horizontal frequencies. In MPEG '
selection between these two zigzag scan orders can be F“
a picture basis.

Alternate [interlacefiliiz .

 
 

Zigzag (progressive)

!'Is1I

flfififillflfl
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fill

an
fill
an
E:

a
I
H
E

E
H
E
a

 
FIGURE 15 Progressive/interlaced scan.
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g is also called layered coding. In scalable coding,
d in a base layer and several enhancement layers.

, abase layer is decoded, basic video quality can be ob-
the enhancement layers are also decoded, enhanced
It? (e'gq higher SNR, higher resolution, higher frame

“be achieved. Scalable coding is useful for transmls-
'_noisy channel since the more important layers (e.g.,
layer) can be better protected and sent over a channel
er error performance. Scalable coding is also used in

sport over variable—bit—rate channels. When the chan-
dth is reduced, the less important enhancement layers
transmitted. It is also useful for progressive transmis-

- 3; ‘ch means the users can get rough representations of the
rug: with the base layer and then the video quality will be

I‘ more enhancement data arrive. Progress transmission
for database browsing and image transmission over the

f; gg'tiin
. _ 3‘s. code

_' 2 supports three types ofscalability modes: SNR, spa-
' temporal scalability. Each of them is targeted at sev—

a ‘cations with particular requirements. Different scalable

.r. u be combined into hybrid coding schemes such as hy—

'al-temporal and hybrid spatial-SNR scalability. In a
LEG-2 scalability mode, there can be two layers ofvideo:

d enhancement layers. The hybrid scalability allows up
-.1'ayers.

' NR Scalability

'SNR scalability provides two different video qualities

" i‘ngle video source while maintaining the same spatial
:poral resolutions. A block diagram of the two-layer SNR

L encoder and decoder is shown in Figs. 16(a) and 1603).
1y. In the base layer, the DCT coefficients are coarsely

fl and the coded bit stream is transmitted with mod-

ality at a lower bit rate. In the enhancement layer, the

BaseJayercoded
bit stream out

I»

Q' VLC )-DI
Enhancement

layer coded
bit stream out

iDCT : Inverse DCT
Q : Quantization
10 : Inverse Q

 
(a)

DCT : Discrete Cosine Transform
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difference between the nonquantized DCT coefficients and the

coarsely quantized DCT coefficients from the lower layer is en-
coded with finer quantization step sizes. By doing this, the mod-

erate video quality can be achieved by decoding only the lower—

layer bit streams while the higher video quality can be achieved
by decoding both layers.

2.5.2 Spatial Scalability

With Spatial scalability, the applications can support users with

different resolution terminals. For example, the compatibility
between SDTV (Standard Definition TV) and HDTV can be

achieved with the SDTV being coded as the base layer. With
the enhancement layer, the overall bit stream can provide the
HDTV resolution. The input to the base layer usually is created
by downsampling the original video to create a low—resolution
video for providing the basic spatial resolution. The choice of
video formats such as frame sizes, frame rate, or chrominance

formats is flexible in each layer.
A block diagram of the two—layer spatial scalable encoder and

decoder is shown in Figs. 17(a) and 17(b), respectively. In the

base layer, the input video signal is downsampled by spatial deci-

mation. To generate a prediction for the enhancement layervideo

signal input, the decoded lower layer video signal is upsampled
by spatial interpolation and is weighted and combined with the

motion—compensated prediction from the enhancement layer.
The selection ofweights is done on a macroblock basis and the

selection information is sent as a part of the enhancement—layer
bit stream.

The base— and enhancement-layer coded bit streams are then

transmitted over the channel. At the decoder. the lower-layer bit
streams are decoded to obtain the lower-resolution video. The

lower—resolution video is interpolated and then weighted and
added to the motion—compensated prediction from the enhance—

ment layer. In the MPEG—2 video standard, the spatial interpo-

lator is defined as a linear interpolation or a simple averaging for
missing samples.

Base-layer
coded Base-layer
bit stream in decodedVideo out

coarse '

Q MCP

—+-_.Ei_ + IDCT
Enhancement layer tine iMOP.
coded 0
bit slream in Enhancement

layer decoded
VLC : Vaneble-Lenglh Coding video out
VLD :VariebIe-Lenglh Decoding

MCP : Motion-Compensaled Prediction

0))
FIGURE 16 SNR scalable (a) encoder, (b) decoder.

56

 
 



57

In

 

608

-»
Enhancement layer

coded bit slream out

VLC
Base—layer

coded bit stream out

W : Weight 
FIGURE 17 Spatial scalable (a) encoder, (b) decoder.

2.5.3 Temporal Scalability

The temporal scalability is designed for video services that re-
quire different temporal resolutions or frame-rates. The target

applications include video over wireless channel where the video
frame rate may need to be dropped when the channel condition

is poor. It is also intended for stereoscopic Video and coding of
future HDTV format in which the baseline is to make the migra-

tion from the lower temporal resolution systems to the higher

temporal resolution systems possible. In temporal scalable cod—
ing, the base layer is coded at a lower frame rate. The decoded
base-layer pictures provide motion—compensated predictions for
encoding the enhancement layer.

2.5.4 Hybrid Scalability

Two different scalable modes from the three scalability types,

SNR, spatial, and temporal, can be combined into hybrid scal—
able coding schemes. Thus, this results in three combinations:

hybrid of SNR and spatial, hybrid of spatial and temporal, and

hybrid of SNR and temporal. Hybrid scalability supports up to
three layers: the base layer, enhancement layer 1, and enhance—

ment layer 2. The first combination, hybrid of SNR and spatial
scalabilities, is targeted at applications such as HDTV/SDTV

or SDTV/videophone at two different quality levels. The sec-

ond combination, hybrid spatial and temporal scalability, can
be used for applications such as high temporal resolution pro-

gressive HDTV with basic interlaced HDTV and SDTV. The last
combination, hybrid SNR and temporal scalable mode, can be

used for applications such as enhanced progressive HDTV with
basic progressive HDTV at two different quality levels.

2.6 Data Partitioning

Data partitioning is designed to provide more robust transmis—
sion in an error-prone environment. Data partitioning splits the

block of 64 quantized transform coefficients into partitions. The

lower partitions contain more critical information, such as low-
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Enhancement layer
coded bil stream In

W ,
Bahama“ .
domed "1|:th

"a

Ease-layer
coded on stream in

(b)

frequency DCT coefficients. To provide more robust u

sion, the lower partitions should be better protected or. I I
ted with a high priority channel with a low probabiii.
while the upper partitions can be transmitted with a

ity. This scheme has not been formally standardized -

but was specified in the information annex of the MPE

document [7]. One thing to note is that the partition
are not backward compatible with other MPEG-2 b1_ ' _

Therefore, it requires a decoder that supports the d- m -
data partitioning. Using the scalable coding and data

ing may result in mismatch of reconstructed picturesi'u‘
coder and the decoder and thus cause drift in video 'q"

MPEG—Z, since there are I pictures that can terminate arid
agation, depending on the application requirements.__
be a severe problem.

2.7 Other Tools for Error Resilience

The effect of bit errors in MPEG—2 coded sequences-

pending on the location of the errors in the bit 5! _
occurring in the sequence header, picture header, ands '-'
can make it impossible for the decoder to decode the -
the picture, or the slice. Errors in the slice data that
important information such as macroblock header, D9
ficients, and motion vectors can cause the decoder t0.
chronization or cause spatial and temporal error P
There are several techniques to reduce the effects ofer
the scalable coding. These include concealment 1110
the slice structure, and temporal localization by the

pictures/slices/macroblocks. . to'
The basic idea of concealment motion vector 15 ._.

motion vectors with the intra macroblocks. Since 1‘11
roblocks are used for future prediction, they may ca
video quality degradations if they are lost or corrUP‘. , 4
mission errors. With a concealment motion Wag:
can use the best matching block indicated 13V the m
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“vector to replace the corrupted intra macroblock. This
gas the concealment performance of the decoder. -
v . HG» each slice starts with a sltce header, which is a umque

that can be found without decoding the variable-length
.hese slice headers represent possible resynchronization

”aficr a transmission error. A small slice size, i.e., a smaller
in. of macroblocks in a slice, can be chosen to increase the

. . cyot'synchronization points. thus reducing the effects of
' - "al propagation of each error in a picture. However. this
ad to a reduction in coding efficiency as the slice-header
' d information is increased.

a temporal localization is used to minimize the extent
- propagation from picture to picture in a video se-

1 .-; e.g-, by using intra coding modes. For the temporal
I ‘umpagation in an MPEG video sequence, the error from

.1; P picture will stop propagating when the next error-
teture occurs. Therefore, increasing the number of I pic-

flimlmacroblocks in the coded sequence can reduce the
.'. .33 caused by the temporal error propagation. However,

‘1pitturesfslicest'macroblocks will result in a reduction of
efficiency, and it is more likely that errors will occur in

Itetures. which will cause error propagation.

.ttll
a

fl.“ "

e-

Model

to other video coding standards such as H.261 and

MPEG-2 only specifies the syntax and the decoder.

ctailed coding options are not specified. In order to have

3156 MPEG—2 video quality, test models were developed in
:2. The final test model ofMPEG~2 is called “test model 5”

_ 01. TMS was defined only for main profile experiments.
- flu ctr-compensated prediction techniques involve frame,

' d dual—prime prediction, and have forward and back-
tion vectors as in MPEG—1. The dual—prime was kept

__. Profile but restricted to P pictures with no intervening
‘35. A two—step search, which consists of an integer-pixel

l‘l-followed by a half-pixel search, is used for motion esti-
The mode decision (intra/inter coding) is also specified.

file was restricted to only two quantization matrices,
Hill table specified in MPEG—1 and the nonlinear quan—

es. The traditional zigzag scan is used for inter coding
alternate scan is used for intra coding. The rate—control

» m TMNS consists ofthree layers operating at the GOP,
; f3, and the macroblock levels. A bit allocation per pic-

: “mrmlned at the GOP layer and updated based on the
-- 955 and the complexity of the pictures.

{EC-2 Video and System
earn Structures '

-‘ glimlfgre of the MPEG-2 video bit stream is shown
Wlthya EG-l sequence starts with a sequence header

. ‘MPEGnlend of sequence. MPEG-2 syntax is a super-- ‘ SYntax. The MPEG-2 bit stream is based on

609

   Sequence Extension . _ ExtensionExlenston 3. User 8. User

_ Picture Picture Coding _ Extension SequenceHeader Extension 8. User ’ End

FIGURE 18 MPEG—2 data structure and syntax.

  
 

     

the basic structure of MPEG-1 (refer to Fig. 8). There are two

types of bit stream syntax allowed: ISO/IEC 11172—2 video se-
quence syntax or ISO/IEC 13818-2 (MPEG—2) video sequence
syntax.

If the sequence header is not followed by the sequence ex—
tension, the MPEG-1 bit-stream syntax is used. Otherwise, the

MPEG—2 syntax is used, which accommodates more features

but at the expense of higher complexity. The sequence exten-
sion includes a profile/level indication, a progressive/interlaced

indicator, a display extension including choices of chroma for—

mats and horizontal]vertical display sizes, and choices ofscalable
modes. The GOP header is located next in the bit—stream syntax

with at least one picture following each GOP header. The picture

header is always followed by the picture coding extension, the

optional extension and user data fields, and picture data. The
picture coding extension includes several important parameters

such as the indication of intra-DC precision, picture structures

(choices of the first/second fields or frame pictures), intra—VLC

format, alternate scan, choices of updated quantization matrix,

picture display size, display size of the base layer in the case of the
spatial scalability extension, and indicator of forward/backward

reference picture in the base layer in the case of the temporal scal—
ability extension. The picture data consist ofslices, macroblocks,

and data for the coded DCT blocks. MPEG-2 defines six layers

as MPEG- 1. However, the specification of some data elements is

different. The details of MPEG—2 syntax specification are docu-
mented in [8].

2.10 Summary

MPEG-2 is mainly targeted at general higher quality video ap—
plications at bit-rate greater than 2 Mbit/s. It is suitable for

coding both progressive and interlaced video. MPEG-2 uses

frame/field adaptive motion-compensated predictive coding and
DCT. Dual—prime motion compensation for P pictures is used for

low-delay applications with no intervening B pictures. In addi—
tion to the default quantization table, MPEG—2 defines a nonlin—

ear quantization table with increased accuracy for small values.
Alternate scan and new VLC tables are defined for DCT coef—

ficient coding. MPEG-2 also supports compatibility and scala-
bility with the MPEG—1 standard. MPEG-2 syntax is a superset

of MPEG-1 syntax and can support a variety of rates and for—
mats for various applications. Similar to other video coding stan-

dards, MPEG-2 defines only syntax and semantics. It does not
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specify every encoding options (preprocessing, motion estima-

tion, quantizer, rate-quality control, and other coding options)
and decoding options (postprocessing and error concealment)
to allow continuing technology improvement and product dif—
ferentiation. It is important to keep in mind that different im—

plementations may lead to the different quality, bit rate, delay,
and complexity tradeoffs with the different cost factors. An
MPEG-2 encoder is much more expensive than an MPEG-2 de—

coder, because it has to perform many more operations (e.g.,

motion estimation, coding-mode decisions, and rate—control).
An MPEG—2 encoder is also much more Expensive than an H.261

or an MPEG—1 encoder as a result of the higher resolution and

more complicated motion estimations (e.g., larger search range,
frame/field bidirectional motion estimation). References [11-

25] provide further information on the related MPEG—1 and
MPEG—2 topics.
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g the past two decades, we have witnessed an increasing

. e: of multimedia applications and services in many areas,
' 9, entertainment, education, and medicine. Multimedia

ologies improve interpersonal communication, promote
. understanding of complex ideas, provide increased access
I‘llities to information, and allow higher interactivity levels
film media.

'Vast amount of digital data that are associated with mul—
-' applications, and the complex interactions between the
. Wipes ofdata, such as text, speech, music, images, graph-
(1- Video, make the representation, exchange, storage, ac-
' d r1lfimii’ulatien of these data a challenging task. In order

" dc interC'I-‘erability between different multimedia appli-
ind Promote further use of multimedia data, there is a

{Standardize the representation of, and access to, these

{ti-23:8 already been significant work in the fields of
._ 55km [ Slalom by means of compression, storage, and

tent “(as iglfllowever, there has been little emphaSis‘on
y inter-ac? i it)! and manipulation: The new-generation
a. le to acute multimedia applications require that the

Pressed am(:ieSs and manipulate multimedia data in both
' ternfltion compressed forms. This has fueled several

al standardization actiVities, such as those of

Wk We

55!“): Zil’dpflrted by the Natural Sciences and Engineering Research
the National Research Council (NRC) ofCannda.
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the Moving Picture Experts Group (MPEG), officially known as
Working Group 11 of the ISO/[EC lTCl/SC29 technical com-

mittee. MPEG is currently developing two emerging standards:

MPEG-4, which is standardizing an object—based coded repre—
sentation of multimedia data, and MPEG—7, which is standard-

izing a multimedia content description interface.

MPEG—4, like the MPEG-1/2 [1, 2] and ITU—T H.263/

H.263+ [3,4] standards, which are discussed in Chapters 6.4
and 6.1, respectively, offers high compression performance lev—

els, making much more efficient the storage and transmission of

audiovisual data. However, the other key objectives of MPEG—
4 are to enable content—based access and provide functionalities

such as error resilience, scalability, and hybrid coding ofsynthetic

and natural data [5, 6]. On the other hand, MPEG-7 is expected
to enable effective and efficient content-based access and manip—

ulation of multimedia data, and to provide functionalities that

are complementary to those of the MPEG-4 standard. With the
use of an MPEG—4/MPEG-7 compliant system, it will be possi-

ble to randomly access, manipulate, and process individual ob-

jects within a scene. For example, consider the video scene given

in Fig. 1. Using an MPEG-4/MPEG-7 compliant decoder, the
user will be able to search for podiums that are similar to the
one in the video scene, or search for fish that are similar to
the one shown on the screen. The user can also search for cur-

tains that have a texture similar to that of the background. Next,

besides providing a comprehensive description of the emerg-

ing MPEG-4 and MPEG—7 visual standards, we show, through
examples, how MPEG-4 and MPEG-7 will together enable
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FIGURE 1 An audiovisual scene. (See color section, p. C—28.)

many desired functionalities and provide a complete multimedia
solution.

2 The MPEG-4 Standard

The MPEG—4 standard addresses system issues such as the mul—

tiplexing and composition of audiovisual data in the systems

part [7], the decoding ofthe visual data in the visual part [8],

and the decoding of the audio data in the audio part [9]. The

initial goal of MPEG—4 was to provide tools and algorithms

for very low bit rate coding of audiovisual data. However, the

scope has changed considerably in order to address the require—
ments of the new generation multimedia applications, which

include multimedia communications (broadcast and interper—

sonal), Internet, interactive video games, video surveillance, and

multimedia databases [10,11]. Besides the need to achieve high

compression performance levels, these applications require in—

teractivity with individual objects, hybrid coding of natural and

synthetic objects, and a high degree of scalability and error re—
silience [6,12—14]. MPEG—4 addresses all of these requirements

by providing the following functionalitics: (1) improved cod-

ing efficiency by providing compression tools that are optimized

for objects with a wide range of source material and bit rates,

(2) object—based interactivity by enabling a high degree of user

interaction with the individual audiovisual objects, (3) generic

coding by providing tools for the efficient representation ofboth

natural and synthetic objects, (4) object-based and temporal ran—

dom access, (5) temporal, spatial, quality and object—based scal—

ability, and (6) robust operation in error-prone environments.

2.1 Audiovisual Object Representation

An object—based representation is necessary to enable the above

functionalities. MPEG-4 achieves object—based representation
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by defining audiovisual objects and coding the -
bit stream segments [6,7, 15]. An audiovisml ”‘3? mt?- _
consists ofa visual object component, an audio is?)
nem,oracombinationofthesecornpo:1et‘tts_The h] ..
ofthe audio and visual components ofindivi'dUaI [Eva _. a
such that the audio component can lie ( l] svnthefig '. .
and (2) mono, stereo, or multichannel lit-g; Elm-0:9? .
and the visual component can be natural Orsl'nlhefin
amples of AVOs include a sound recorded with a mi; 1'. .
speech syntlteStzed-from a text, a person recorded by r,
camera, and a 3-D Image with text overlay. - q

. MPEG—4 supports the composition ofa set Ofauditj _
jects into a scene, also referred to as an audiovima']._
order to allow interactivtty with individual AVOs Withifii‘
it is essential to transmit the information that dam
AVOs spatial and temporal coordinates. This inform -
ferred to as the scene description information and is ' ._ . _
as a separate stream and multiplexed with AVO eletnén
streams so that the scene can be composed at the u N
This functionality makes it possible to change the cum]

of AVOs without having to change the content of AVQ ‘.
An example of an audiovisual scene, which is comp

natural and synthetic audio and visual objects, is pr _
Fig. 1. AV objects can be organized in a hierarchicah
Elementary AVOs, such as the blue head and the associa

can be combined together to form a compound AVO, i

ing head. It is possible to change the position ofthe AVG"
them or make them visible, or manipulate them in a n __u'_
ways depending on the nature oftheir characteristics. For,

pie, ifit is a visual object, the user can zoom and rotate i

an audio object, the user can change its pitch, as well as-h' .
listening point. Also, the quality and spatial and tem- .
olutions of the individual AVOs can be modified. For .-.

in a mobile video telephony application, the user can ' I'

higher frame rate and spatial resolution for the talking
than those ofthe background objects.

Audiovisual scenes are reconstructed and presented'bl‘
visual terminals at the receiver’s end. As seen from

audiovisual terminal receives the bit stream from a net .

storage device, demultiplexes the bit stream to retrieve . .,
tary streams, decompresses the primitive AV objects, an
performs composition and rendering of the rccottSEl‘lI
objects by using the corresponding scene description .
tion. An AV terminal also manages upstream data U311 ._
user commands that require server—side interaction. '

aim

2.2 The MPEG-4 Visual Standard:

Technical Description

The emerging MPEG-4 visual standard, officiallyd
lSO/IEC 14496—2 [8], aims at providing standardize. .
cessing elements that allow efficient storage, transmit: ‘ .
manipulation ofvisual data [16]. While the MPEG'4 v1 . -.
dard, like its predecessors, defines only the bit stream $3113 a '
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Scene description

information

Elementary streamson

Back-channel
information

Upstream
 

Demultiplexer
data

Network Layer/ Storage Device

FIGURE 2 An audiovisual terminal. (See color section, p. C—29.)

_. filing process, the precise definitions of some compli—
' ““ “g algorithms are presented in two verification mod—

‘ for synthetic and natural hybrid coding (SNHC) [l7],
'e'chET one for natural video coding [)8]. Although the

4standard does not define the encoding process, both the
_ ._ and decoding processes are discussed in this chapter.
5 [It representations and compression algorithms may

um solutions for different applications, bit rates, and

”f Therefore, MPEG—4 provides four different types of
_ 0'53 Vl‘deo object coding for the coding of a naturally or

1? Originated, rectangular, or arbitrarily shaped video
“’3 Object coding for the coding of a visual object repre-

'3 mesh structure; model-based coding for the coding

.5! File rePresentation and animation of the human face
Y, and still texture coding for the wavelet coding of still

Ire. .

If:"0W1“; sections, we first describe each ofthe MPEG—4
iglfiodmg tools. Next we discuss the scalability and

1 “use tools, Followed by a presentation of the appli—

cations and profiles ofthe MPEG—4 visual standard. Finally, we

provide an example that illustrates how MPEG—4 can be used for
the coding of rectangular and arbitrarily shaped video objects.

2.2.1 Video Object Coding

A video object (V0) is an arbitrarily shaped video segment that

has a semantic meaning. A 2—D snapshot of a V0 at a partic—

ular time instant is called a video object plane (VOP). A VOP
is defined by its texture (luminance and chrominance values)

and its shape. MPEG—4 allows content-based access to not only
the video objects, but also temporal instances of the video ob—

jects, i.e., VOPs. In general, MPEG-4 coding of a VOP involves

coding of motion, texture, and shape information. However,

when the VOP is a rectangularly shaped video frame, MPEG—4

video coding becomes quite similar to that specified in MPEG—1/
MPEG-2 [1,2] and H.263 [3]. In fact, an MPEG-4 visual termi-
nal must be able to decode all the bit streams ofH.263 baseline
encoders.
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I Baclcward

prediction

Forward " “a.____.,/

| prediction

FIGURE 3 VOP prediction types.

To enable access to an arbitrarily shaped object, such an object

has to be separated from the background and the other objects.

This process is called segmentation, and it can be performed in
real time during encoding (on line), or in nonreal time prior to

encoding (off line). The segmentation process is not standard-
ized in MPEG-4. However, there are a number ofautomatic and

semiautomatic tools available for segmentation [19]. Also, it is

possible to generate image sequences that are segmented ini-

tially by using techniques such as chroma keying [20], in which
a unique color is used to separate the background from a video
object.

MPEG-4 video object coding consists of shape coding (for

arbitrarily shaped V05), motion compensated prediction to re—
duce temporal redundancies, and DCT-based texture coding of

the motion compensated prediction error data to reduce spatial

redundancies. The video coding is performed at the macroblock
level. VOPs are divided into macroblocks, such that they are rep-

;Tcxture coderl  
  
 
 

  
 

 
 

  

 

 
 

Mode
selection

FIGURE 4 Basic block diagram of an MPEG-4 video coder.
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resented with the minimum number of macroblutk5
bounding rectangle. Similar to MPEG-1 and MPEG—2
supports intracoded {1), temporally predicted (P) mid '
tionaliy predicted (B) VOPs. all ofwhich are illustratEd l3

Figure 4 shows the basic VOP encoder structure. ’11-, . - 3
consists mainly of two parts: a' hybrid of a motion can: '- °
predictor and a DCT—based coder, and a shape Code?
first part, motion estimation and compensation are pe-
(except for I—VOPs) on texture data, followed by DCT
tization. Then, the difference between the predicted d3
original texture data is coded by variable length codin

Motion information is also encoded by using V1.01?”-
VOP is reconstructed as in the decoder, that is, by appl:
verse quantization, applying inverse DCT (IDCT), and
the resulting data to the motion compensated predictii
The resulting VOP is then used for the prediction offiltu,"
The shape coder encodes the binary shape and the tra .,

information of the object. Since the shape of a VOP “5
change significantly between consecutive VOPs, predicu l
ing is employed to reduce temporal redundancies. Thus .I“

multiplexed with the headers to form the coded VOP b

At the decoder end, the VOP is reconstructed by comb'
tion, texture, and shape data decoded from the bit str-.

2.2.1.1 Motion Vector Coding. In the bit stream, the-

arc predicted by using a spatial neighborhood of three ‘3“
and the prediction error is variable length coded. Motiotf

 Scan/
Variable

Length

 
  

Bit stream
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tricted MVs. where MVs are allowed to point
d area of a reference VOP, overlapped motion
d the use of four MVS per macroblock.

me VOPS are, in general, arbitrarily shaped, there may
a": gorrespondins pixel available for the prediction of the
gum! In order to guarantee that every pixel of the cur-

P can be predicted, some or all of the boundary and
Lib-locks of the reference VOP have to be padded by ex-

11. The boundary blocks are padded by first repeating
81')! pixels in the horizontal direction. and then repeat-

‘boundary pixeis in the vertical direction while averaging
hose values were obtained by horizontal padding. When

"énc'e pixel belongs to a block that is completely outside
all, then the block is filled by extended padding. where

l e assigned average values that are determined by the

of “fires

‘hc code
" tion. an

. . ring blocks.

Texture Coding. Intrablocks, as well as motion com-

on prediction error blocks, are texture coded. Similar to
I éliMPEG-Z and H.263 (described in Chapters 6.4 and 6.1,

' 'f'ely), DCT-based coding is employed to reduce spatial

 
 

_ shaped VOP, then the pixels that are outside the VOP

‘ ' ded before DCT coding. For intra-VOP boundary mac-
' ' , padding is performed as described in the previous sec—

__ frames for residual blocks, the region that is outside the
 
 

 
 

ante. but at the expense of an increased implementa-

'-'."'mP1mtiry. Macroblocks that are completely inside the VOP

 0fthe blocks is followed by quantization, zigzag scan-
. . '. variable length coding. Note that adaptive DC/AC pre-

fflflhods and alternate scan techniques can be employed
em coding of the DCT coefficients of intra blocks.

Boundary
blocks

Outside block
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Boundary
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Transparent
block

Opaque
block

FIGURE 6 Binary alpha plane.

2.2.1.3 Shape Coding. MPEG-4 supports coding ofshape in—
formation to enable content-based access to individual video

objects in a scene [6, 8, 18, 20]. MPEG—4 is the only video cod—
ing standard that supports shape coding, besides H.263+ [4],

which provides some limited shape coding support by means
of its chroma-keying coding technique. Because of its limita-
tions on shape rate control and its unstable performance for

complex shapes, the chroma-keying coding technique was not

considered for shape coding in MPEG-4 [20]. Polygon—based

and bitmap—based shape coding techniques were found to be

better candidates. Because of its high compression performance
and low complexity, a bitmap—based shape coder was adopted.

In bitmap-based shape coding, the shape and transparency of

a VOP are defined by their binary and gray-scale (respectively)

alpha planes. A binary alpha plane indicates whether or not a

pixel belongs to a VOP. A gray—scale alpha plane indicates the
transparency of each pixel within a VOP. MPEG—4 provides tools

for both lossless and lossy coding ofbinary and gray-scale alpha

planes. Furthermore, both intra shape and inter shape coding
are supported.

Binary alpha planes are divided into 16 x 16 blocks, as illus-

trated in Fig. 6. The blocks that are inside the VOP are signaled

as opaque blocks and the blocks that are outside the VOP are sig—

naled as transparent blocks. The pixels in boundary blocks (i.e.,
blocks that contain pixels both inside and outside the VOP) are

scanned in a raster scan order and coded by using context—based

arithmetic coding. In intracoding, a context is computed for each

pixel using 10 neighboring pixels, which are shown in Fig. 7(a),

by using the equation C = 2ka 2", where k is the pixel index,
and ck is “0” for transparent pixels and "I” for opaque pixels.

  Pixels of the Pixels of the

current block previous block

Pixels of the
current block

pixel to be
coded

(a) (b)

same location 

enclosed in a rectangular bounding box and divided into FIGURE 7 Templatepixels that form the context ofarithmetic cotlerf0r(n) in-
tracoded and (b) intercoded shape blocks.

 

Pixels from neighboring blocks are used to build the context if
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Sprite (panoramic image of the backgroturd)

 
FIGURE 8 Sprite coding ofa video sequence. (Courtesy ofDr. Thomas Sikora.) (See color section, p. C—30.)

the context pixels fall outside the current block. The computed
context is used to access the table of probabilities. The selected

probability is used to determine the appropriate code space for
arithmetic coding. For each boundary block, the arithmetic en—

coding process is also applied to the transposed version of the
block. The representation that results in less coding bits is con-
veyed in the bit stream.

In inter shape coding, the shape ofthe current block is first pre-
dicted from the shape of the temporally previous or future VOP

(depending on the VOP coding type) by performing motion es—

timation and compensation in integer pixel accuracy. The shape
motion vector is then coded predictively. Then, the difference

between the current and the predicted shape block is arithmeti—
cally coded. The context for an intercoded shape block is com—

puted by using a template of nine pixels from both the current
and temporallypreviousVOP shape blocks, as shown in Fig. 7(b).

Lossy coding of the binary shape is achieved by either not
transmitting the difference between the current and the pre-

dicted shape block (in inter shape coding). or by subsampling

the binary alpha plane by a factor of 2 or 4 prior to arithmetic

encoding (in both intra— and intercoding). In order to reduce the
blocky appearance of the decoded shape caused by lossy coding,

an upsampling filter is employed during the reconstruction.
Transparency of pixels can take values in the range of 0

(transparent) to 255 (opaque). If all of the pixels in a VOP

block are opaque or transparent, then no transparency informa-
tion is transmitted for that block. Otherwise, gray-scale alpha

planes, which represent transparency information, are divided

into 16 X 16 blocks and coded the same way as the texture in the
luminance blocks.

2.2.1.4 Sprite Coding. In MPEG—4, sprite coding is used for

representation ofvideo objects that are static throughout a video

scene, or their changes can be approximated by warping the orig-

inal object planes [8, 21]. Sprites are generally used for trans—

mitting background in video sequences. They are coded in the
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Arbitrary shaped foregrotmd VO
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same way as intra VOPs and are saved in a buffer at thede n ' :‘

reconstruct the video sequences. An example of a sprite is" I.
in Fig. 8. As seen here, a sprite may consist of a panorami
of the background, including the pixels that are occluded!

other video objects. Such a representation can increase ‘
efficiency, since the background image is coded only once-‘1'

beginning of the video segment, and the camera motiq I
as panning and zooming, can be represented by a few t_
mation coefficients in the rest of the frames.

 

2.2.2 Mesh Object Coding

A mesh is a tessellation (partitioning) ofan image into pol
patches. Mesh representations have been successfully:
computer graphics for efficient modeling and rendering

objects. In order to benefit from functionalities provided
representations, MPEG-4 supports 2-D mesh represented '

natural and synthetic visual objects, and still texture?
with triangular patches [8, 22]. The verticcs of the tr ‘-'_
mesh elements are called node points, and they can be .
track the motion ofa video object, as depicted in Fig. 9-.
compensation is performed by spatially piecewise War-P
the texture maps that correspond to the triangular patch
representation provides a good model for spatially €011
motion fields. ‘

An initial 2-D triangular mesh can be either a unth
or a Delaunay mesh. An example of a uniform mesh 15

Mesh object afler motionA uniform, initial mesh object

gflflflflfl

 
FIGURE 9 Mesh object with triangular PH‘Ches'
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‘ 10 Mesh representation of a video object with triangular patches.
_ ofDr. Murat Tckalp.) (See color section, p. C—30.)

9. A uniform mesh can be represented by a small set of

'elers: the width and height of the mesh rectangle, and

type of the mesh structure. On the other hand, Delaunay
sis-provide more flexibility by allowing initial node points

Eat any location. The locations of the node points are coded

ntially with respect to the previously coded node point
_inate. The ordering of the node points is such that the

u dary node points are coded first, followed by coding of the

or node points. As seen in Fig. 10, a Delaunay mesh can be
‘ d to the image content for a more accurate representation
video object. The selection process of the node points for

tinny mesh and the tracking of mesh node points are not
‘1 ed in the MPEG—4 standard.

.'ilat to VOPs, instances of mesh objects are called mesh
'Eplanes (MOPS). The structure (in the case of intracoding)

tion (in the case of intercoding) of MOPS are variable
coded into a nonscalable bit stream. The texture of the

"-3 ending visual object has to be coded separately.

'3 Functionalities. A mesh—based representation of an
“enables many functionalities. It improves content—based

" MP“ h)r enabling the merging of synthetic objects with
Objects. It also allows us to transmit only selected key

.. which can be animated to construct intermediate frames
‘dEfEZOder. Moreover, mesh modeling can efficiently repre—
s'ml‘luous motion, resulting in less blocking artifacts at
.ratesas cfimpared with the block—based modeling. It also

frecgg‘tem‘baeed retrieval of video objects by providing
' )eet mlltxtory information and syntax for vertex-'0b' . . . .

Ject Shape l'Epresentatlon. which 15 more efficrent than
13 representation.

,MWel-Based CodingLb .
Plfised representation enables vpry low bit rate video cod-ICa ‘ . . . .

ara‘mns by Prowdmg the syntax for the transmrssron
_ meters that describe the behavior of a human being,
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rather than transmission of the video frames. MPEG-4 supports
the coding oftwo types of models [8,23,24]: aface object model,
which is a synthetic representation of the human face with 3-D
polygon meshes that can be animated to have visual manifesta—

tions of speech and facial expressions, and a body object model,
which is avirtual human body model represented with 3-D poly-

gon meshes that can be rendered to simulate body movements.

2.2.3.1 Face Animation. It is required that every MPEG—4 de-

coder that supports face object decoding has a default face model

that can be replaced by downloading a new face model. Either

model can be customized to have a different visual appearance

by transmitting facial definition parameters (FDPs). FDPs can
determine the shape (i.e., head geometry) and texture of the face
model.

A face object consists of a collection of nodes, also called fea-

ture points, which are used to animate synthetic faces. The an—
imation is controlled by face animation parameters (FAPs) that

manipulate the displacements offeature points and angles offace
features and expressions. MPEG-4 defines a set of 68 low—level
animations, such as head and eye rotations, as well as motion of

a total of 82 feature points for the jaw, lips, eye, eyebrow, cheek,
tongue, hair, teeth, nose, and ear. These feature points are shown

in Fig. 11. MPEG—4 also defines high-level expressions, such as
joy, sadness, fear, and surprise, and visemes for determining the

mouth movements for speech animation. High—level expressions

consist ofa set oflow—level expressions. For example, the joy ex—

pression is defined by relaxed eyebrows and open mouth, with
the mouth corners pulled back toward the ears. Figure 12 il-

lustrates several video scenes that are constructed by using face
animation parameters.

The FAPs are coded by quantization followed by arith-

metic coding. The quantization is performed by taking into
consideration the limited movements of the facial features. Al—

ternatively, DCT coding can be applied to a vector of 16 temporal

instances of the PAP, improving compression efficiency, but also

increasing delay.

2.2.3.2 Body Animation. Similar to the case of a face object,

two sets of parameters are defined for a body object: body def—
inition parameters (BDPs), which define the body through its

tongue

LUJJJJ
rrm‘m

teelh
 
0 Feature points

FIGURE 11 Feature points used for animation.
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Joy Sadness Surprise

FIGURE 12 Examples offace expressions coded with FAPs. (Courtesy ofjocrn
Ostermann.)

dimensions, surface and texture, and body animation parame-

ters (BAPs), which define the posture and animation of a given

body model. Body animation is being standardized in the Version
2 of the MPEG—4 standard.

2.2.4 Still Texture Coding

The block diagram of an MPEG-4 still texture coder is shown

in Fig. 13. As depicted in the figure, the still texture is first de—

composed using a 2-D separable wavelet transform, employing
a Daubechies biorthogonal filter bank [8]. The discrete wavelet

transform is performed using either integer or floating point
operations. Also, a shape adaptive wavelet transform can be em-
ployed for coding arbitrarily shaped texture.

The DPCM coding method is applied to the coefficient values
of the lowest frequency subband. A multiscale zero—tree coding

method [26] is applied to the coefficients of the remaining sub-

bands. Zero-tree modeling is used for encoding the location of

nonzero wavelet coefficients by taking advantage of the fact that

if a wavelet coefficient is quantized to zero, then all wavelet coef-
ficients with the same orientation and the same spatial location

at finer wavelet scales are also likely to be quantized to zero. Two

different zero-tree scanning methods are employed to achieve

spatial and SNR scalability. After DPCM coding of the coeffi-
cients of the lowest frequency subband, and zero—tree scanning

ofthe remaining subbands, the resulting data are coded by using
an adaptive arithmetic coder.

2.2.5 Scalability

Scalability means that a bit stream consists of a separately decod-

able base layer, and associated enhancement layers. This struc-

Lowest band  
 uam izci

Discrete
Wavelet

Transfon'n

Still texture
data

iuaulizc
Other bands

FIGURE 13 Block diagram of the still texture coder.
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ture is especially desirable for heterogeneous_ . en

the syntax for prioritized transmission. MPEG
ditional frame—based temporal, spatial, and qual
as well as object-based scalability. Object-base
lows one to add or remove video objects, as w
the objects within a scene. MPEG~4 supports b
temporal object-based scalability. With the use of
ality, it is possible to represent the objects of I - .
higher spatial or temporal resolution, while allegau. . ‘
width and computational power to the object“ '
important. '

2.2.6 Error resilience

MPEG-4 offers error resilience tools to address the-a
robust operation over error-prone channels. These to
divided into three groups: resynchronization, data I
and data recovery [8, 27].

If an error occurs during the transmission of the.

then resynchronization is required to recover data at}
the effects of errors. MPEG—4 allows rcsynchroniza

playing a method that is similar to the group of m - .'
approach ofH.263 [3]. The difference is that, in order

periodic resynchronization markers, the number ofm

in an MPEG—4 packet may be variable, depending on'
her of bits required to represent each macroblock. Ban;
packet contains information such as macroblock n

quantizer, necessary to restart the decoding operation
error is encountered.

Data partitioning allows the separation between t "

and texture data, along with additional rcsynchronimii
ers in the bit stream to improve the ability to localize

This technique provides enhanced concealment capab
example, if texture information is lost, motion inform
be used to conceal the errors. Error concealment, how
standardized in MPEG—4.

Reversible variable length codes (RVLCs) can be '
for the coding of macroblock texture information f0
error resilience. RVLCs can be decoded in both the f0

backward directions. Thus, if part of a bit stream. -
decoded in the forward direction because of errorfa {13' ' -
recovered partially by decoding in the backward dire '
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TABLE! MPEG—4 visual profiles

Profile Group Profile Name
Simple
Simple scalable
Core
Main
N-bit

Simple face animation
Scalable texture

Natural video

synthetic video

Simple basic animated
2—D texture

Hybrid

Hybrid (natural/synthetic)
Video

G Standards: MPEG-4 and MPEG-7
619

#____________———_—
Supported Functionalities

_____-__________.___—_—__
Error resilient coding of rectangular video objects
Simple profile + frame—based temporal and spatial scalability
Simple profile + coding of arbitrarily shaped objects
Core profile + interlaced video + transparency coding + sprite coding
Core profile + coding video objects with pixel depths between 4 and 12 bits

Basic coding of simple face animation
Spatially scalable coding of still texture objects

Simple face animation + spatial and quality scalability + mesh-based
representation of still texture objects
Coding ofarbitrarily shaped objects + temporal scalability + face
object coding + mesh coding of animated still texture objects_._.————-———————

 

 
 
 
 
 

 
 

 
 
 

 
 

 
 

 
 
 
 

 

 
 

 
 
 
 
 

 

 

 

" Iications and Profiles

5 designed to address a wide range of multimedia ap-
which cover interactive video communications (e.g.,

‘EPhDUY and conferencing), noninteractive Video com—
‘ons (e.g., video e-mailing and multimedia broadcast—

tal storage media (e.g., optical disks), content-based
video databases, video surveillance, and interactive

.mes. Since the MPEG—4 syntax is designed to be very

- i‘d-includes many tools to enable a wide variety of ap—

_ e implementation ofa decoder that supports the full

I most often be impractical. Therefore, the MPEG-4 vi-
d (1 defines a number of subsets of the syntax, referred

I . as” (Table 1), each targeting a specific group of appli—
ot-example, the simple profile targets low-complexity
a] 3! applications. such as mobile video communica-

'main profile targets interactive broadcast and DVD

--, the N—bit profile targets surveillance applications,
' able texture profile targets applications that require

fixture scalability levels, such as mapping texture onto
'deo games.

5.

34 Video Coding Example

11'; We present an example to illustrate the capabil-
presston performance levels of an MPEG—4 com-

enmdefi We performed our simulations by using

MES-4 encoder software [28] to encode the video
. ”9’", which shows a fish that changes direc-

_ ‘ -'-r:t:“3- :he segmented sequence is coded fol-
‘11)rofi]:0 hes ofoperation that represent two dis—

«- 't‘csults' l 8 simple profile and the core profile.
_. frames :re given in Fig. 14. The figure shows the

H. “umber Orfrclfpondmg to the two used profiles,
Pfl-informo' Its used to represent motion, tex-
. tquence anon. In the example, the 100 frames

.a Con t are encoded at 10 frames per second
5 ant cluantizer of 10. The first frame isthe r
est 0f the frames are intercoded. In the

object-based coding case (i.e., core profile), lossless shape coding

is employed. Figure 14(a) shows the original input frame (the
first frame of Bream), and Fig. 14(b) shows the reconstructed

frame after using an encoder that is compliant with the sim-

ple profile (no shape coding). In this example, the simple pro—
file coder achieves a 56:1 compression ratio with relatively high
reconstruction quality (34.4 dB). If the quantizer step size were

larger, it would be possible to achieve up to a 200:1 compression

ratio for this sequence, while still keeping the reconstruction

quality above 30 dB.

The Bream video sequence consists mainly of two objects: a

fish (foreground object), and a water background (background

object). Using the core profile encoder, we encode these two

objects into two separate bit streams. Figure 14(c) shows the

shape of the foreground object. We encode only the pixels that
are inside the shape, which are indicated by a darker color. Tex-

ture padding of the boundary blocks is shown in Fig. 14(d).

Figure 14(6) shows the foreground object as it is decoded and
displayed. In this example, 10%, 14%, and 73% of the total bits
are spent to represent the shape, motion vectors, and texture in-

formation, respectively. The rest of the bits are used for headers

and bit stuffing. These ratios would change depending on the

sequence. For example, if the shape of the sequence is changing
rapidly, then more bits will be spent for shape coding.

Figure 14(f) shows the background ofthe sequence. The com-

bination of background and foreground objects is shown in

Fig. 14(g). A compression ratio of 80:1 is obtained. Since the
background object does not vary significantly with time, the
number ofbits spent for its representation is very small. Here, it

is also possible to employ sprite coding by selecting background
as a sprite.

The PSNR versus rate performance of the frame-based and

object—based coders for the 100 frames of the Bream video se—

quence is presented in Fig. 15. As seen here, for this sequence, the
PSNR bit—rate tradeoffs of object—based coding are better than

those of frame-based coding. This is mainly due to the slowly

varying foreground and background objects. However, for scenes

with complex and quickly varying shapes, since a considerable
amount of bits would be spent for shape coding, frame—based
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Quantizer 10
oded frames 10 Frames/s

Motion bits 36 Kbits/s
Texture bits 180 Kbits/s

Shape bits 0 Kbits/s
Total bits 217 Kbits/s
PSNR 34.4 dB

Quantizer 10
Coded frames 10
Motion bits 18
Texture bits 92

Shape bits 13 ‘1,
Total bits 125 '

PSNR 32.7 m

(c) ' (d) I ' (e)

Quantizer 10
Coded frames 10 Frames/s
Motion bits 8 Kbits/s
Texture bits 16 Kbits/s

Shape bits 0 Kbits/s
Total bi ts 25 Kbits/s
PSNR 41.4 dB

Motion bits 26 K
Texture bits 108 Kb
Shape bits 13
Total bits 150 

(f) (g)

FIGURE 14 Illustration of MPEG-4 coding, simple profile vs. core profile: (a) original frame; (1)) frame—based coded
frame; (c) shape mask for the foreground object; (d) coded foreground object (boundary macroblocks are padded);
(e) foreground object as it is decoded and displayed; (f) background object as it is decoded and displayed; (3) foreground
+ background objects (e + f). (Bream video sequence is courtesy of Matsushita Electric Industrial Co., Ltd.) (See color
section, p. C—31.)

_—“—————‘——i
PSNR Bit-rate Tradeoff

4;U- .1.—

4;O

 1—PSNR(dB) 9-1 kll

—°—- frame based (no objects)

30 - f - i - foreground object

‘ - ->K- . - foreground and background objects]
 

25 't“—"——'—'——r——'—‘—

0 100 200 300 400 500 600 700

Bit rate (Kbits/sec)

 
FIGURE 15 PSNR performance for the 100 frames of the Bream video sequence,
using different profiles ofthe MPEG-4 video coder.
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__ mills MPEG Standards: MPEG-4 and MPEG-7

ould achieve better compression levels, but at the cost
1 “ed content-based access capability,I

1-1» a MPEG-7 Visual Standard

- the current multimedia applications require that the vi-
- be effectively and efficiently accessed and manipulated.

“flan-based methods have been applied to the access and
In anion of Visual content, where keywords are associated

. I [1 visual component. In order to overcome the limita-

" ' 'f-zhe text—based methods, which typically require human
._ e in describing visual content, feature—based methods

.33 introduced. Low-level features, such as texture, shape,
151-, and high-level features, such as composition informa—

-§ ave been employed in many of the existing content—based
and manipulation (CBAM) systems. As they arise from

em applications. these systems make use ofvarious feature
tations. For instance, the same “shape” feature may be

I ted by Fourier descriptors, geometric descriptors, etc.
re, data accessibility and interoperability between these

I re quite limited.
m‘ ' ed framework for content representation can overcome

' its problems. Moreover, such a framework would be very
in the evaluation of current systems by various research
' astry organizations, as well as for future research and de—

: ent. Hence, it is not surprising that current international
dization committees, such as the MPEG committee, have
on the standardization of a “multimedia content de-

'én interface” (MPEG-7). The major challenges facing the
' .-7 standardization activity is that visual data can have dif—
fOr-niats (e.g., uncompressed, compressed), different types

‘ Ill pictures. audio, video), can be described by using het-
.t'rOus feature representations, and can reside in different
_-hical locations.

-7 requirements for the systems, visual, and audio parts
.' _‘d}’ been developed [29, 30]. Here, we focus on the
Pflrt of the MPEG—7 standard. We first describe the cur-

1n the access and manipulation ofvisual data. Next, we

.{gfifbieah’es 0fthe MPEG-7 visual standard and its nor-
-« Patients. Finally, we illustrate, through an example,J

. -. E(3-7 will impact the CBAM of visual data.

-Based CBAM of Visual Data

“he texPhased search methods that have been proposed
‘ :le emP10yed in the search engines of the World Wide
. fifll-t:re several types of text—based search engines, such
WY col; lags Alta Vista, Lycos), catalogue—based (e.g.,

ltePa‘ ’ meta- (e.g., Netsearch), and specialist (e.g., Big—
'3 . tent Io??? searCh engines. Full-textsearch engines analyze
fife-Itch [a] es In order to find the desired text. Catalogue-
tighten} .50 knOwn as index—search) engines use classifi-

' ' 5 In order to help the users identify the files that

621

TABLE 2 Examples of text-based search engines for visual content 

 Type Name Reference Data Format

Still images Icon Browser 33 GIF
Image Surfer 34 JPEG
Lycos Media 35 JPEG
Virtual Image Archive 36 GIF, IPEG
Yahoo Image Surfer 37 JPEG

Video Whoopie 38 MPEG, AVI, and others
Lycos Media 35 MOV 

have been marked by human agents as being potentially useful
to a particular topic. Meta-search (also known as multisearch)

engines allow the users to search for keywords, using several
search engines sequentially or simultaneously. Specialist search

engines provide responses that are relevant to specific applicationareas.

All of the above text—based search methods can be applied to
the access and manipulation of the visual content by assigning
keywords to each visual component [31, 32]. Examples of such
text search engines used for CBAM of visual content are shown

in Table 2. Some of the existing standards, such as HTML, pro-

vide methods to associate a text descriptor with a still image.
However, HTML does not provide a mechanism for attaching
other sets of descriptors to images. The SGML standard over-

comes this problem. Unfortunately, the vocabulary is restricted,
and similarity—based retrieval cannot be performed. Moreover,

human assistance in describing the content and entering the de-
scription in the database is required.

3.2 Feature-Based CBAM of Visual Data

Feature—based methods have been proposed in order to overcome

the limitations of the text—based search methods for accessing

visual content. The features that are employed by the CBAM

methods can be divided into two classes: low—level and high-
level features [39]. The low-level features can often be extracted

automatically. However, the extraction of the high—level features

usually requires human assistance.
Most of the current research in content—based access and ma-

nipulation ofvisual data has focused on using low-level features
such as texture, shape, and color [40, 4] ]. Texture—based CBAM

of visual data has been applied in [41,42]. These systems use
texture analysis methods that are based on structural, statistical,

spectral, stochastic model—based, morphology—based, or mul—
tiresolution techniques [43—46]. Shape-based CBAM methods

of visual data have been proposed [47, 48] that employ various
boundary—based (e.g., chain codes, geometric, and Fourier de—

scriptors) or region—based (e.g., area, roundness) shape models.
Color features have been extensively used for the CBAM of im-

age databases [49,50], because oftheir invariance with respect to
image scaling and rotation. The color features have been fre-

quently represented by computing the average color, the domi—

nant color, and the global/local histograms [49].
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In many cases, using only one low-level feature may not be
sufficient to discriminate between several objects. Therefore,
combinations of two or several low-level features, as employed

in [39, 51—55], can improve significantly the outcome of the
CBAM of visual data.

3.3 Objectives of the MPEG-7 Visual Standard

MPEG—7 is the most recent standardization activity of the MPEG

group. The goal ofMPEG—7 is to provide a standardized descrip-
tion that allows effective and efficient access and manipulation
of the multimedia content [29, 30, 56]. MPEG-7 will standardize

a set of descriptors (Ds), a set of description schemes (D85), 3

description definition language (DDL) , and schemes for the cod—

ing ofthe descriptions [29,56]. MPEG—7 will not standardize the
tools that are used to generate the description (e.g., segmentation
tools, feature extraction tools) and the tools that use the descrip-

tion (e.g., content recognition tools). The MPEG-7 requirements

posed indirectly on the visual description tools would likely yield
effective and efficient tools for segmentation, feature extraction,
and visual recognition.

3.4 Visual Description

In this section, we describe the normative components, i.e., the

D5, the DSs, the DDL, and the coding schemes, ofthe visual part
of MPEG-7.

3.4.1 Descriptors

For a given visual content (e.g., images, video), a set of features
can be extracted. A feature is defined as a distinctive charac-

teristic of the content. In order to compare several features, a

meaningful representation of each feature (descriptor) and its
instantiation for a given data set (descriptor value) are needed.

Figure 16 illustrates the relationship between data, features, and

descriptors. Using feature extraction, one projects the input vi-
sual content space onto the feature space. The result of the pro-

jection is a set of features [f1, f2, .. ., f,-, . . . , fN] associated
with any item of the visual content, where N is the total num—
ber of features that are extracted. Then, each feature f; of the

feature vector can be represented by several descriptors. Exam—

ples of descriptors associated with the input features are pre—

AV content space Feati
(data)

FIGURE 16 Relationship among
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TABLE 3 Examples of features and their descriptors

Feature Descriptor

Texture contrast, coarseness, directionality,
Co—occurrence matrix, DCT coeffic
Wold coefficients

Shape geometrical descriptors (area,
descriptors, chain code

Markov model, I
tents, WBVEIet

perimeter, etc), Pg

Color color histogram, color moments
Appearance text, Fourier coefficients

sented in Table 3. For instance, the shape feature ma _
resented by geometric descriptors or Fourier descriptol; I
of these descriptors are standardized in MPEG-7 fig“ t5 l
long to the standardized descriptor space). The Prfijecfifi‘
the visual data space to the feature space, Which is hi4
dardized in MPEG-7, is not unique since different app ,
may require different features for describing the sam
content. The projection from the feature space to the d-

space, which is being standardized in MPEG-7, is also not
since several descriptors may be assigned to the same featuu ’
MPEG—7 descriptor should be relevant and effective. This;

antees that the descriptor expresses precisely and comp! _ '
associated feature. Moreover, it should have expression
cessing efficiency. This guarantees the existence of an _

method for computing the descriptor value. Descripto'
bility with the application and with the data are also my
Finally, the descriptor should provide a multilevel rep
tion of the associated feature. Other requirements are in
in [30].

3.4.2 Description Scheme

A description scheme (DS) is the pair {8, R}, where S '1
structure consisting of several components, and R is th
relationships between the components of 5. These comp

are descriptors, descriptors and other descriptionscheme 4.

scription schemes. Similar to an MPEG—7 descriptor, an MP"
description scheme must be relevant and effective. More!) ' _

must have expression efficiency, extensibility, and scalability}: Fr?
the application and with the data. DS relevance and effect“!
are guaranteed if the DS components and relationshipShe
these components are also relevant and effective. Exill’ it"

.‘ /' .
m Descriptor spacean

 

'thl' I'. (II' _./ .

Ire space ..--/,::"/ MPEG—.7
If-T-rldflfl? descriptor spnc‘c. N 'l.:..lll:'.(l""

data, features, and descriptors.
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. c issuarantecd by obeying the parsimony principle, i.e..
an]? ing the minimum number ofDS components and re—

. ._ '12; between these components. Finally, the DS should
' ltilevel representation of the data. Other MPEG—7l.- a mu -

d8 nts are described in [30].nircme

' Description Definition Language

' scription definition language (DDL) is the language used
eéify the description schemes. MPEG—7 requires that the

i _ :be explicit by following an unambiguous grammar. More—
' e DDL should have compositional capabilities, by allow-

DSs to be created and existing DSs to be extended. Most

rtantly. the DDL should be platform independent [57].

' Coding of the Descriptions

d description is a representation of the description that
'efficientstorage and transmission. MPEG-7 will standard
or resilient and low complexity methods for the efficient

. g'of the descriptions [57}.

MPEG-7 Example: A Generic Visual Scene

‘ "' section. we discuss how MPEG—7 will provide solutions to
blems associated with CBAM ofvisual data. Consider the

‘sual scene illustrated in Fig. 1. Suppose that we want to

c a picture that is similar to the one shown in the figure by

_ tting the same query “retrieve all the pictures containing

.. 0. two different CBAM systems: System A and System B.
A employs Fourier descriptors (coefficients ofthe Fourier

Sfo'rm of the fish boundary) for shape feature representat—
Therefore, it will process the query by retrieving all the

in the library having similar (according to a specific sim—
measure) Fourier descriptors to those ofthe fish extracted

e query. System B uses geometric descriptors (e.g., area,
.- ter) for shape feature representation, and it will then pro—
33 query by retrieving all the objects in the library having

'Emmetric descriptors to those extracted from the fish.

eéponse of the systems A and B to the submitted query
”2'3le be different, even if both systems were to access the

iii-Sufi] library. This is due to the following two reasons.
i e query may be processed differently by these systems.

.BPIE' SYStem A may accept sketch~based queries, whereas
rmay aCC6pt picture-based queries. Second, even if the
e to be Processed in an identical manner, the different

:{figgpresentations and different simiiarity measures,
S'fOr m I'Iltelv Yield different results. This will likely pose

3.. .134 addOSK of today s CBAM applications. . .
I :d dascriri'sses the above problems by provrdmg a stan—

re MPEPGI? interface. That us, if System A and Sys-
the Sam - .comphant, the shape feature representation
tact-i I: In the sense that the two systems would use
it“: anerti. Moreover, an MPEG-7 compliant system

er retrieval performance level than that of

lb

623

existing CBAM systems because of the following reasons. First,

MPEG—7 would attach descriptors only to the relevant features.
For instance, no descriptors would be attached to the texture

feature for the black character shown in Fig. 1. Second, in an
MPEG—7 description, the relevant features would be prioritized.

For example, a higher importance level would be assigned to

the shape descriptors than to the color descriptors for the fish.
Finally, MPEG-7 would provide a hierarchical description of the

audiovisual scene, as illustrated in Fig. 17. This would allow for
coarse to fine representations of the audiovisual content and

improve the description’s accuracy.

4 Conclusions: Towards a Complete
Multimedia Solution

In this chapter, we have presented a comprehensive technical

description of the visual parts of the two emerging MPEG stan-
dards: MPEG—4 and MPEG—7. We showed, through examples,

how these standards will enable many desired functionalities,

such as efficient content-based representation, access, and ma-

nipulation ofmultimedia data, which are not addressed properly

by today’s multimedia standards.

MPEG-4 becomes an international standard in January 1999.
A second version ofMPEG-4, which will be backward compatible
with the first version and will feature more functionalities and

profiles, is expected to be completed by the end of 1999. The

work of MPEG-7, however, is still in its infancy. In fact, the

MPEG-7 call for proposals has just been issued (October 1998).

MPEG-7 is expected to become an international standard in

September 2001 [29].

MPEG-4 achieves high compression levels, making effi-
cient the communication of multimedia content. Through its

object—based representation and modeling tools (e.g., mesh,

sprite), MPEG-4 allows us to combine graphics, text, and syn—
thetic/natural objects in a single bit stream. MPEG-4 also features

scalability and error resilience functionalities enabling efficient
and robust transmission ofmultimedia data. MPEG-7 will build

on MPEG-4, making use of the object-based representation and

modeling tools, and providing complementary functionalities.
MPEG—7 will facilitate, and even enable, the effective and effi—

cient content—based access and manipulation ofmultimedia data

by providing a standardized description interface.

A decoder that is compliant with both MPEG—4 and MPEG—7
will enable efficient and highly interactive multimedia applica—
tions. Consider our example of the visual scene shown in Fig. 1.

While watching the TV, the user may want to search for “shirts”
that have similar texture to the fish shown on the screen. Be-

cause of the object—based representation provided by MPEG-4,

the “fish" object can be easily accessed by the user. Also, since
MPEG-4 allows the embedding of user data in the bit stream,

it is possible to attach MPEG-7 standardized texture descrip—
tors to the corresponding object bit stream. Therefore, the user
can access a database without performing expensive decoding.
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i segmentation, and feature extraction, which would have been
i. ' required with other representations (e.g., IPEG, MPEG-l/

i MPEG-Z). The user may also want to search for video sequences
that contain persons who are “walking”. If the underlying bit

stream were compliant with MPEG-Z, the only way to achieve

f this would be to decode the bit stream, reconstruct the video
sequences, perform spatiotemporal segmentation, and estimate
the motion field corresponding to the person video object. On
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FIGURE 17 Example of description associated with the audiovisual scene.

 
 

 

 

the other hand, the MPEG-4 mesh model can accurately _
sent continuous motion. Assuming MPEG—7 etal'ltiiilr':l1""""s .
motion, the corresponding descriptors can be used bY E?
to search for objects with similar motion trajectorieS- A“?-
case is that in which the user wants to search for P9550115! ,.
are “smiling”. MPEG—7 may standardize descriptors that - (.2
pressed in terms of MPEG-4s FAPS, described in the Wm:
section. Since it is possible to tell the mood of the SPe

akel‘ Ii. . '2
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' sad angry) by the FAPs, the search for a “smiling" person
1.19 eaSHV performed, again without perforating expensive
'5”, such as decoding, segmentation. and feature extrac-

il‘ eThese expensive processes have to be performed only once
"'3 encoder end, making MPEG-WMPEG-et compliant sys-

' .well suited for many applications.

"gather! MPEG-4 and MPEG-7 will provide a complete mul—
-' a system solution by allowing the efficient and effective
escalation. exchange, storage, access, and manipulation of
Emerita data. They are expected to enable key technologies

it new generation multimedia applications, revolutionizing

_ multimedia world.
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