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Abstract 

As ATM (Asynchronous Transfer Mode) neimorking switches and access equipment 

begin to be deployed on a wider scale, the de~relopment of applications which uti- 

lize high-bandwidth transport services is becoming a focus of research. TCP/IP was 

not designed to handle the real-time t r a c  generated by broadband multi-media 

applications so a broadband transport protocol which supports the development of 

broadband real-time applications is needed. 

We propose a transport protocol middeware which includes broadband-specific 

transport senrice functions such as virtual connection setup, bandwidth reservation, 

and session synchronization, and which provides a development environment that 

integrates real-time delivery, quality of service guarantee, control and management. 

This transport service middle-ware is based on RTP (Real-time Transport Protocol) 

from IETF (Internet Engineering Task Force). The thesis discusses the design and 

implementation of QRTP (Queen's Real-time Transport Protocol) and evaluates the 

performance of the software. 
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Glossary 

AAL ATM Adaptation Layer- 

ACK Acknowledgment. 

API Application Program Interface. 

ASA Adaptation Senrice Agent. The process (thread) performing MAS functions. 

ATM .4synchronous Transfer Mode. 

ATMARP ATM Address Resolution P rotocoI. This protocol handles the conversion 

from IP address to ATM address and reverse. 

CTS Common Traosport Sublayer. A sublayer in QRTP layer which performs trans- 

port functions for QRTP TPDUs. It is under Media Adaptation Sublayer. 

IETF Internet Engineering Task Force- 

MCA Master Control Agent in QRTP implementation. 

MAS Media Adaptation Sublayer. A sublayer in QRTP layer which performs media 

adaptation to and from QRTP TPDUs. 

MIB Management Information Base. 
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PVC Permanent Virtual Circuit. As opposed to SVC, PVC is established manually 
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RTP Real-time Transfer Protocol standard proposed by Audio/Video Work Group 
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(OC-3), 465 Mpbs (OC12). It is in Physical Layer in OSI Reference Model. 

SSRC Synchronized Source. See definition in IETF RTP. 

SVC Switched Virtual Circuit. SVC, as opposed to PVC (Permanent Virtual Cir- 

cuit), is established automatically by programs sending ATM setup messages 

to network. 

TPDU Transport Protocol Data Unit. 

TS A Transport Service Agent. The process (threads) performing CTS functions. 
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Chapter 1 

Introduction 

This thesis is motivated by the development of ATM (-4synchronous Transfer Mode) 

network technology and the demand for multimedia applications. -As a switching 

technology, ATM presents enormous advantages over the traditional network tech- 

nology such as Synchronous Transfer Mode (STM) and traditional LAN (Local .Area 

Network) technology [Hui94]. Great development effort invested in both ATM tech- 

nology, and underlying physical layer technologies such as SONET (Synchronous O p  

tical NETwork), has secured the reliable and efficient high-speed services offered by 

ATM networks. 

One of the advantages of ATM is that the single switch architecture can handle 

data celk of different media types. This feature presents a great opportunity for 

multimedia application development and deployment. On the other hand, demand 

for applications which utilize video, audio, high-definition images, and real-time data 

has increased with the growing co~ec t iv i ty  of Internet and Intranets. 
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4 CHAPTER 1. LNTRODUCTION 

The applications which interest us the most are those involving video and audio, 

such as video conferencing and video-on-demand (VOD). Traditional network proto- 

cols, such as TCP/IP can be used to develop such applications, however inefficiencies 

exist. It is yet to be seen whether IP Next Generation (IPng) [DHSG] over .4TM, 

which is still under development, wiU be ideal for multimedia application develop 

ment over ATM. Our research looks into constructing a real-time transport protocol 

which communicates over ATM network and conforms to the Real-time Transport 

Protocol (RTP) standard. 

1.1 Problem Statement 

As ATM becomes widely deployed as a broadband network technology, support for 

application development is becoming an important issue, especially for applications 

such as video and audio conferencing, which involve real-time data transfer. Devel- 

opment of these applications requires a middleware which functions as a transport 

protocol, and which provides an easy-to-use application programming interface ( API) . 

Such a protocoI was first proposed by the Internet Engineering Task Force (IETF) 

[IETF-AVT951 as Real-time Transport Protocol (RTPV2). RTPV2 was implemented 

over TCP/UCP/IP as a user-extended transport protocol in various audio and video 

tools. However, RTPV2 has not been implemented over ATM. Therefore, one of our 

targets is to construct a basic software structure which implements RTPV2 over ATM. 

Once RTPV2 has been implemented, the next challenge is to identify the main 

elements which control the delivery of real-time services to applications. Quality of 

Service (QoS) is a core concept in ATM technology and has been clearly defined in 
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1.1. PROBLEM STATEMENT 

ATM standard specifications [ATMFORUM-UNI96, ATMFORUM-PNNI961. How- 

ever, how to provide QoS from the higher layer is still a research issue. We believe 

that resource reservation and dynamic control of senrice entities, including scheduling, 

are in most part, sufficient for most real-time applications. The challenge is therefore 

to implement certain resource management and dynamic control algorithms and to 

evaluate their effectiveness. 

Application development is also an important component of the research since it 

is vital to the testing of the function of the transport protocol middleware. We have 

selected video and audio conferencing tools as our primary test applications. The 

method employed to measure the performance of the middleware is also important, 

since it must allow us to not only collect performance-related information on a timely 

basis, but also analyze the impact of the information collection process on the per- 

formance. 

Other research issues addressed in the thesis are the following: 

Synchronization between different information flows, which is a requirement 

presented by some real-time applications such as audio and video conferencing. 

Multicasting, which is required in a multi-user environment. 

Flow control, which is associated with the performance of the transport protocol. 

.4 management protocol, which is required to manage and control the operation 

of the tramport protocol. In particular, we look at  using a standard protocol 

such as Simple Network Management Protocol (SNMP). 
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6 CHAPTER 1. INTRODUCTTON 

1.2 Goals of the Research 

Based on the problems and issues presented above, the goals of the research are the 

following: 

1. Design and implement a basic set of s o h a r e  modules on top of the ATM 

network layer which provides real-time transport services to applications. 

2. Evaluate the performance of this protocol with respect to meeting the require- 

ments of typical real-time applications. 

3. Study the other issues involved in real-time broadband application and extend 

the transport protocol to provide solutions to these issues. 

The underlying assumptions for the research are the following: 

The ATM network can provide reliable broadband network communication (so 

retransmission can be omitted for real-time purposes). 

Development and testing are based on single processor workstations, Sun Sparc 

4's, with real-time thread support in the operating systems, for example, Solaris 

The network is a simple ATM network, with 2 or 3 Sun Sparc 4 stations con- 

nected to 2 Newbridge 36150 ATM switches via 0G3 interfaces '. 140 Mbps 

connections are used between switches. 

Video and audio programming are based on high-level interfaces offered by the 

Solaris 2.5 operating system, such as the XIL library, instead of any low level 

media manipulation interface. 
- - - - - - - - - ' OC-3 is an optical fiber networking standard with bandwidth of 155 Mbps. 
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Fixed size protocol data units are used- 

In this thesis we will present an architecture, called QRTP (Queen's Real-time Trans- 

port Protocol), which has the following features: 

0 An easy-to-use MI. 

0 A hybrid addressing scheme which uses LP addresses to initialize or discover 

session endpoints, and uses ATM addresses for sending payload data directly 

over the ATM stack. 

A standard protocol data unit format for the Internet community, which will 

provide future compatibility with other IETF -4VT (Audio Video Transport) 

applications. 

0 A layered design which provides low protocol data unit loss and maximum 

guaranteed processing delay. 

0 A multi-entity concurrent processing model which further ensures better QoS 

under heavy transport load. 

A clearly defined management scheme and management information base (MIB). 

0 Flexibility in the use of middleware because it can be tailored for needs of 

different applications. 

1.3 Outline of the Thesis 

The thesis is organized as follows. In Chapter 2 we provide background to the thesis. 

It presents terminology and basic concepts and then discusses related work in the 
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areas of ATM, IP over ATM, and development support for broadband applications. 

We next summarize the functional requirements of a real-time transport protocol, 

and its relationships with upper level applications and low level networks, then the 

design details in Chapter 3. Chapter 4 describes the protocol mechanisms. Chapter 5 

describes the implementation. Implementation of the middleware is done in C, using 

Solaris threads. Based on the middleware implementation, two applications which 

are used to test the package were also developed. Application development is briefly 

described in Chapter 6. In Chapter 7 a performance evaluation of the middleware is 

presented. The concluding remarks, a summary of the contribution of this work, and 

future research directions are given in Chapter 8. 
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Chapter 2 

Background and Related Work 

Broadband multimedia communication is developing at  an unprecedent rate. Both 

industry and research institutes are working towards producing more senices by 

taking advantages of the bandwidth made available by ATM networks. While the 

network architecture has been the focus of standardization, end-point architecture 

design has been left to different service providers. As a result, different protocol stacks 

have been developed for merent  target domains. Such protocols include HTPNET 

[CG94], IR,M (Integrated Reference Model), OPENSIG (Open Signaling) [Laz92], and 

the Tenet protocol suite (BFMMVZ941. However, in the long run, these structures 

will converge as different computer network services and telecommunication services 

converge, because they all use the same underlying network structure. Before we 

study the entities related to the real-time transport protocol, it is necessary to paint 

an overall picture of the current components of broadband multimedia s e ~ c e s ,  their 

relationships, and where our research fits in. 
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10 CHAPTER 2- BACKGROUND AND RELATED WORK 

2.1 Terminology and Basic Concepts 

This section presents terminology and basic concepts for real-time multimedia appli- 

cations over broadband networks- 

2.1.1 Real-time Transport Service 

we define a real-time transport service as a service provided by the transport layer 

(OSI Reference Model Level 4) to distributed multimedia applications. This service 

is characterized by (1) fast and time-bounded data dehery; (2) guarantee of event 

temporal characteristics during playbacks; (3) synchronization between ditferent data 

flows; (4) support of multicasting for a multi-user environment; (5) good buffering 

and flow control mechanism to reduce data loss, and (6) QoS monitoring and control 

mechanisms- 

Fast and Time-bounded Delivery. 

ATM technology implemented on the top of SONET can provide high band- 

width (155 Mbps in case of OC3)  to d o w  tr&c fiom multiple applications, 

each of which can reserve some bandwidth, to be multiplexed onto the same 

connection. ATM supports statistical multiplezing, which means that -4TM ac- 

cess equipment can multiplex tr&c onto virtual circuits and statistically, rather 

that constantly, guarantee the quality of services to each t r a c  source. There- 

fore, although an ATM network can provide fast delivery, in order to achieve 

time-bounded real-time services, a transport protocol must perform two tasks: 

(1) present proper QoS requirements to the ATM networks, and (2) implement 

a transport layer QoS control and resource reservation mechanism to ensure 

that the delay time within the transport layer is bounded. In our research, for 
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2.1. TERMINOLOGY AND BASK CONCEPTS 11 

any payload data sent over an A '  network, we seIect the Constant Bit Rate 

(CBR) class for ATM QoS because it ensures a red circuit-like connection with 

dedicated bandwidth [ATMFORUM-Tbf 951. 

0 Temporal Characteristics in Playbacks 

For real-time applications, it is important to preserve two characteristics of 

an information flow, namely, the order of the events, and the time interval 

between any neighboring events. For example, in video conferencing, if the 

remote participant makes one move followed by another move 10 seconds later. 

then in the playback the time interval between these two moves should also be 

10 seconds. This requirement means that not only must the data representing 

the event be delivered to the remote end point within the time boundary, but 

it must be delivered to the application for playback a t  the exact time- 

Synchronzzatzon 

Synchronization means that the events in one data Bow are to be correlated 

with those in another. An example of synchronization is lipsync in video- 

conferencing, where voice stream flow is synchronized with video stream flow. 

In our research we consider synchronization between two data flows. 

Buffering and Flow Control 

The ATM network layer performs very little flow control for the class of QoS 

we have selected. Flow control is left to the transport or application layer. At 

the transport layer, flow control ensures that the receiving entity can accept all 

the protocol data units transmitted by the sender, and that loss is reduced to 

a minimum- 
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QoS monitoring and Control 

As defined by Stalling [Stallings93], performance management comprises two 

functional categories-monitoring and controlling. In a real-time transport ser- 

vices environment, it is important for users to monitor the operational status. 

Also, i t  is ideal if an intelligent management application can automatically moni- 

tor the senices and assert control decisions on the services. Performance related 

information, mostly equivalent to the QoS information which user applications 

are concerned about, should be organized into proper groups and presented by 

the management system in a clear format. 

2.1.2 Broadband Applications Over ATM 

There are a wide range of broadband applications currently being developed in both 

industry and academic research institutes which use broadband networks for new ser- 

vices. Examples are residential broadband services such as video-on-dernand (VOD) 

and video shopping, and business broadband services such as desktop video con- 

ferencing, telerobotics applications and telemedicine. Broadband applications can be 

broken into two categories based on the communication directions: (1) conversationaI 

senn'ces and (2) presentational services. 

Conversational services such as video conferencing involve symmetric communi- 

cation among the parties. The QoS requirements presented by all applications 

endpoints are the same. 

Present ationd services such as VOD involve asymmetric communications, with 

a large amount of bandwidth from the presenter of the information to the re- 

ceiver (downstream) and a small bandwidth being used for upstream. 
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Applications can also be categorized based on the number of participants in the 

application operat ion. We can identify two categories: (1) unicast sewices, and (2) 

multzcas t senrices. 

0 Unicast services involve at most two parties in a point-to-point communication. 

0 Multicast services involve multiple endpoints in a point-to-multipoint or rnultipoint- 

t o-multi point communication. This requires the transport services to offer capa- 

bilities such as: (1) the ability to allow application endpoints to join, withdraw 

from an established information flow, and (2) the abiliw to deliver copies of the 

same data to all participants of a session. 

In our work we have attempted to construct the transport senrice protocol such that it 

can be used to serve all categories of applications but we have only built conversational 

multicasting test applications. 

2.1.3 Quality of Service 

There are many different metrics which can be used to indicate the performance of 

different applications. For exampie, Nahrstedt gives a set of audio and video QoS 

parameters and values [NAHRS5]. We define transport layer QoS to include metrics 

which are common for most applications, namely, end-to-end delay, inter-azrival jitter 

and error rate. 

1. Bandwidth (B W) is the number of TPDUs (Transport Protocol Data Units) 

that transport entities can process per second. 

2. End-to-end delay (EED). 

EED is the time between a TPDU entering the QRTP transmitting entity, and 
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the same TPDU departing the QRTP receiving entity at the remote end. This is 

made up of the following components: (1) queuing delay at the QRTP sending 

entity, (2) processing delay at the QRTP sending entity, (3) transmission delay 

from local ATM endpoint to remote ATM endpoint, (4) queuing delay at the 

remote QRW receiving entity, and (5) processing delay at the remote QRTP 

receiving entity. Since we use a fixed size protocol data unit, (2), (3) and (5) are 

constant, and the important Msiables are (1) and (4), which change depending 

on traffic load. 

3. Inter-am*val jitter is the difference between the smallest inter-amid interval 

and the largest one. 

This is important because we are considering constant rate media for real-time 

applications. If the inter-arrival jitter at the sender is 0, but it is large at 

the receiving end then the perceived QoS to the user is degraded. Therefore 

the QRTP receiving entity should perform some buffering and timing when 

forwarding received TPDUs to applications. 

4. Error rate is the percentage of TPDUs lost or received with error. 

For some real-time applications such as audio conferencing and important data 

fetching, a high error rate will result in unacceptable results. 

For each metric, an application endpoint presents a required value and a bound 

relative to the required value which can be translated into ATM layer QoS, traffic 

descriptor and bearer descriptor, and presented as part of ATM signaling requests 

when setting up the connection for information flow. As well, the metrics will be 

used by QRTP entities for QoS control at the transport level. 
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2.1.4 Resource Reservation and Scheduling 

As we stated earlier, proper resource reservation and scheduIing are critical for QoS 

control so the concepts of resource, resource reservation and scheduling have to be 

defmed and the relations among these concepts and QoS have to be studied. 

We define resources in this research to include (1) endpoint system CPU process- 

ing power (measured in number of TPDUs per second); (2) access to network (ATM) 

interfaces for sending and receiving data; and (3) buffer space for holding TPDUs 

waiting to be processed. Resource reseruatzon is composed of two actions: (1) using 

the ATM signaling interface to reserve ATM layer resources for the transport layer 

connections, and (2) associating resource reservation information with the data struc- 

ture that represents the transport layer connection. This structure is used iu QoS 

control when the connection is operational. Resource reservation can be denied if the 

endpoint system internal information shows there are not enough resources available 

to meet the requirements. 

Scheduling is using the reservation information on endpoint system CP U process- 

ing power to arrange the serving of different connections in order to meet the QoS 

requirements set when these connections are initialized. 

2.1.5 Session 

Session is the terminology used by [IETF-AVT951 to represent a transport layer RTP 

connection between applications. We extend this definition so that a session is a 
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User P b e  Control P h e  Management Plane 

Figure 2.1: Overall state of broadband application protocol stack 

transport level (OSI Level 3), end-to-end or multiparty connection, with certain re- 

sources dedicated to it. Two types of data are sent over sessions: control data, which 

includes session establishment and destroy, and user join and withdraw messages and 

payload data which is the data actually provided by the application services. 

2.2 State of Broadband Multimedia Communica- 

tion: An Overview 

Figure 2.1 illustrates the overall protocol stack structure of broadband applications. 

Broadband systems are usually separated into three planes: Control, User and Man- 

agement [Stallings93]. Broadband application research began in the telecommunica- 

tion sector with the goal of providing new services to their customers. Applications 

such as Audio/Video Multimedia Service (AMS), Circuit Emulation Service (CES), 
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and Voice and Telephony over ATM (VTOA) are still in the works [Dob96]. As ATM 

starts to serve as a switching technology in a scale ranging fiom backbone telecom- 

munication network to desktop workstations, distributed computer applications, mul- 

timedia and telecommunication applications start to converge. In addition, digitized 

multimedia development, transfer, and storage present more advantages and new ser- 

vices, so more multimedia applications are based on data communication stacks over 

ATM. 

Most of the distributed applications run on the TCP/IP networks. IP over ATM 

was quickly designed and adopted after ATM technology was deployed. Some is- 

sues remain in the TCP/IP/ATM stack. One of them is the transmit-acknowledge 

cycle implemented by TCP [Clark92]. Since ATM provides high bandwidth, an 

acknowledgment-based cycle delay will waste network bandwidth. Chan et. al. also 

pointed out this problem [CS96] and adopted a direction of implementing Long- 

Fat Network (LFN) extension in workstations to increase buffer space to solve it. 

Other researchers take the view that a light-weight transport protocol which omits 

functions such as acknowledgment and error checking is needed for broadband ap- 

plications. RTP (Real-time Transport Protocol) [IETF-AVT951 and XTP (Xpress 

Transport Protocol) are examples of this approach. 

IP over ATM was standardized [IETF-IPATM951 by the Internet Engineering 

Task Force (IETF) and it was designed to internetwork an ATM network with an IP 

network, and provide TCP/IP stack support for ATM networks. An advantage of us- 

ing TCP/IP for broadband application development is that applications are portable 
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since the TCP/IP socket interfaces are standard. A major disadvantage of using 

TCP/IP is inefficiency due to the fact that the ATMARP (ATM Address Resolu- 

tion Protocol) table or cache has to be consulted for each IP packet to translate 

IP addresses to ATM addresses. Although I '  over ATM has its disadvantages, it 

has been implemented on most of the existing ATM access products, such as  access 

switches and adaptor cards, and most still believe IP can be a core network service in 

broadband networks. IF Next Generation (IPNg) [DH96] work is expanding IP into 

a multimedia network service with extended address space. IP multicasting solutions 

are considered to compensate for the lack of multipoint-to-multipoint connection in 

ATM network [AU95]. 

The signaling protocol is an important component of a broadband communication 

network. Signaling is the process of establishing connections (or virtual circuits) and 

reserving resources. For ATM, both user-network and network-network signaling 

have been standardized [ATMFORUMUNI~B] [ATMFORUM0PNNI96]. However, 

how IP endpoints signal connections between them is still an open issue because the 

current IP connection set up interface does not support resource reservation features. 

RSVP[BZB93] is a £%st step toward solving it. RSVP was designed to give IP signaling 

and QoS capability. ST2 was designed as an alternative to RSVP and it is easier 

to map from ST2 to ATM than mapping &om RSVP to the ATM [Jac96]. ATM 

API (Application Program Interface) is still an issue that needs to be standardized 

[Dob96] and questions remain whether native ATM suppr,rt or IP over ATM should 

be accessed by ATM API. 
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2.3 Work in Broadband Applications 

To provide a typical example of interactive conversational multimedia applications, 

IETF has implemented a suite of audio/video multimedia conferencing tools over 

RTP (Real-time TkSUZSfer Protocol) [Sch96]. In this suite there is a master control 

tool sdp, which discovers on-going audio and video sessions. From within sdp, vic can 

be activated for video conferencing sessions, and vat  can be activated for audio con- 

ferencing sessions. RTP headers carry vital real-time conferencing information such as 

timestamp, sequence number, and a list of sources which contribute to payload data. 

One shortcoming of these RTP implementations is that RTP is not implemented as 

a separate layer or module. Instead, RTP code is embedded in application code so 

reusability is compromised. 

There are many multimedia presentational applications currently being developed, 

including video on demand (VOD), video shopping, and an experimental multimedia 

news senrice mode1 based on broadband networks [Ooi95]. Most of these applications 

can be abstracted into a multimedia database system, with users running database 

clients and content providers running database servers. It is different &om traditional 

database transactions, however, in the sense that downstream data has to be contin- 

uous for smooth playback at the client end. This imposes performance requirements 

on both the database server and the transport protocol entities used to deliver down- 

stream data. Media adapt at ion, which inwlves converting ap plication-specific media 

that conform to transport requirements to network packets that conform to network 

requirements, is an important component in the development of applications. 

EX.1103.035DELL



20 CNAPTER 2- BACKGROUND AND RELATED WORK 

2.4 Workin Related Protocol Stacks 

The goal of the research in protocol stacks, or middlewaxes, is to support broad- 

band multimedia application development. Some of the research projects in this area 

include the following: 

0 kstack. kStack [AKS96] is a research very similar to ours. It builds a trans- 

port protocol over native ATM stack, to support general applications (rather 

than real-time applications). It is implemented on personal computers (PCs) 

with emphasis on QoS control and task scheduling. Interrupt and interrupt ser- 

vice routines (ISRs) are used for synchronous service of TPDUs. Performance 

measurement from kStack can be used to be compared against our evaluation. 

a RTP[ETF-AVT951 is on-going work within IETF's Audio/Video work group to 

define a real-time transport protocol format for packetized audio and video de- 

livery over the Internet. Conferencing applications using it have been developed 

and axe in wide use. 

Tenet protocol suites[BFMMVZW, BFG+95] is a suite of transport protocols 

including Real-time Message Transport Protocol (RMTP) and Continuous Me- 

dia T m p o r t  Protocol ( C M T P )  which run over the Real-time Internet Protocol 

(RTIP). Rate control and deadline-based scheduling, which are mathematically 

proven to provide deterministic and statistical QoS bounds [BFG+95, B M9 11, 

are implemented. This suite is Nnning on a few ATM testbeds. But to the best 

of our knowledge there is no report on applications developed using Tenet. 
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OPENSIG[Laz96, La2921 produced the Integrated Reference Model (ELM). IRM 

functions are carefidly separated into 5 planes and each plane is layered accord- 

ing to its functions. The User Infomation Thnsport plane (U-plane) handles 

payload transport and uses Intelligent Multiplezers (IM) to control the service 

of Link buffers by links. IM in turn uses a resource and QoS control database 

maintained by other planes, such as the Resource Monitoring and Management 

(D-plane) and the Resource Management and Control (M-plane), to make in- 

telligent decisions on scheduling of services. 

The Xpress Ransport Protocol (XTPJ[XTP95] consortium conducts research 

into implementing Xpress Transport Protocol (XTP) , which has a variety of 

features such as QoS negotiation, selective acknowledgment, explicit multicast- 

ing, message scheduling and concurrent service model. An XTP header includes 

control commands (common, error and trafEc) and control information (address, 

traftic, diagnostic) that can be configured and tailored to user applications. The 

disadvantage is that XTP is overly complicated for real-time, fast data trans- 

fer. XTP has been implemented by researchers at the University of British 

Columbia [MN95]. 

IP over ATM [IETF-IPATM951 is an IETF working effort [IETF-IPATM951 

to establish Internet Protocol (Version 4) over ATM network, so that ATM 

can be used as a data link layer. Main issues that have been solved include 

the address resolution protocol (ATMARP), signaling of virtual circuits by IP 

entities [PLMHGMgB] , and support of multicasting [Arm95]. However, it still 

remains how IP over ATM can utilize the QoS features presented by ATM. 

That is, there has to be IP level signaling mechanism which supports resource 
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reservation and real-time QoS guarantee [BCB+Sq. Both RSVP and ST are 

being considered for that purpose. 

RSVP (Resource Resemtion Protocol) [BZB93] was designed and implemented 

in experimental scale to support lP level QoS signaling. A User can employ the 

RSVP API [BH95], or command interface, to specify QoS requirements for a 

specific IP flow. The resource reservation is receiver-based, which means each 

receiver specifies the QoS it obtains when the data is delivered. QoS is either 

controlled or guaranteed, depending on the level of priority. The RSVP daemon 

works with the IP packet filter to separate packets into different classes, and 

works with the IP packet scheduler to provide different QoS to different classes. 

ST2 and ST2+ are both IETF efforts to defme an IP protocol which supports 

resource reservation signaling and QoS guarantee in transmission. Native ATM 

support for ST2 and ST2+ is more logical and easier than the combination of IP 

over ATM and RSVP [Jac96]. ST2+ contains two protocols: SCMP for control 

and signaling, and ST for payload delivery. 

2.5 ATM API and Protocol Development Envi- 

ronment s 

An Application Program Interface is important for higher layer entities in order to 

provide access to services offered by a lower layer. The ATM Forum is currently 

working towards standaxdizing an ATM API [Dob96]. The on-going effort includes 
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a IBM ATM APL IBM has produced a socket extension for native ATM access 

[HSC+96]. Programmers use the standard socket interface but with new param- 

eters for accessing ATM services. Rate-controlled connections are supported. 

Applications can specify ATM QoS parameters and issue switches virtual circuit 

(SVC) signaling requests. 

Fore System A P I  [Fore96]. Fore Systems offers two types of ATM APIs. One 

is a TCP/IP/ATM socket API for Legacy TCP/IP applications, and the sec- 

ond is for accessing ATM native services- Socket interfaces are exactly the 

same as the traditional one- Native ATM API allows applications to use 

SPAN (Signaling Protocol of ATM Network), which is compatible with UM 

3.1 [ATMFORUM-UNI96], to issue signaling requests to the ATM network. In 

addition, there are API calls dowing applications to send and receive data over 

an ATM network. 

x-Kernel [M095] is a protocoi construction tool based on a concept of dynamic 

protocol stack building process. It provides a framework for protocol design- 

ers to define the protocol stacks and then compile the stack into a set of C 

files (including the main program of the protocol senrice daemon), to which 

the protocol implementation code can be added. Code generated by x-Kernel 

handles all the interactions between protocols (queues, buffers, etc.). It also 

provides the implementation of most popular protocols such as IP, TCP, and 

UDP. Developers can expand the pool of protocols and combine them within 

certain limits. x-ATM [TC96], developed at University of IUinois, is an exten- 

sion of x-Kernel which includes some vendor specific ATM interfaces. Using 

both toolkits, new transport protocols can be designed to utilize existing low 
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level protocols and fit specific needs. Another contribution of x-Kernel is the 

concept of using a concurrent service model of "one-thread-per-message" which 

effectively increases the performance and reduces packet loss. A shortcoming of 

both x-kernel and 2-ATM is that, when developing an application, application 

code is built into the same program with the lower protocols. This means every 

application instance contains a complete protocol so centralized control of pro- 

tocol senrice is impossible. A way around this problem is to use the protocols 

to implement a daemon, and then design a message-based interface which all 

applications use to communicate with the daemon. This, however, violates the 

x-Kernel concept of only using the provided inter-layer interfaces. 

Summarizing the research effort on ATM API, there are three directions: (1) extension 

of existing socket APIs, (2) development of new ATM APIs, and (3) development of 

integrated toolkit which integrates other protocols into a single stack. It is yet to be 

seen which one ATM Forum favors. 

2.6 QoS 

Nahrstedt uses Anderson's theoretical result [And931 to study QoS guarantee with 

proper resource management and scheduling [NAHR95]. Internet Engineering Task 

Force (IETF) Resource Reservation Work Group has proposed Resource Reservation 

Protocol (RSVP) [BZB93] as an P signaling protocol which reserves resources to 

provide controlled or guaranteed quality of service to distributed applications. Other 

researchers have also performed similar research. 
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2.7 Summary 

A large effort has been put into research of both broadband applications and red- 

time protocols. However, no standards or guidelines have been produced. IETF's 

RTP is a good start for standardization, and it is necessary to produce a generic RTP 

implementation over ATM. QoS and signaling are concerns in designing any such 

protocol. Resource reservation and service scheduling at end systems are the keys. 

End system performance, buffering and Bow control are important when the network 

bandwidth is to exceed end point system processing bandwidth. 
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Chapter 3 

QRTP Architecture 

In this chapter we present the design of the Queen's Real-time Transport Protocol 

(QRTP). The goal of the design is to produce a protocol architecture which supports 

real-time communication over ATM networks. It must (1) support a connection- 

oriented communication model, in which end-to-end connection is set up before pay- 

load communication commences; (2) support multicasting and group management; 

(3) d o w  applications (users) to specify QoS requirements for the connections; (4) 

have good overall performance and low loss rate; (5) support constant bit rate (CBR) 

communication; (6) provide an easy-to-use API for accessing the services, and finally, 

(7) utilize native ATM services efficiently. 

The design goal in turn leads to a number of important design decisions. We 

seek to improve the performance of the protocol entities by using a concurrent service 

model, based on real-time UNIX threads. We also choose to use a vendor specific 

ATM API to access native ATM services, bypassing the IP/ATM stack. The standard 

IETF RTP V2 protocol data format was selected as the packet format because of its 

27 
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real-time information, and the flexibility of allowing user-extended headers. 

3.1 Protocol Data Format 

The RTP V2 protocol data unit (TPDU) format [IETF-AVT951 has been specified by 

IETF's Audio/Video Transport Work Group. It contains information such as payload 

type (for example, &PEG I), sequence number (for reconstruction purposes), t rans 

mission timestamp (for real-time control purposes), List of parties contributing to the 

payload (in case of multiplexing media from different sources into the same TPDU), 

and source identification. We extend the header, by using the header eztension por- 

tion, to include implementation-specific information such as receiving timestamp (for 

receiver performance evaluation), window size (for dynamic definition of window size 

in selective acknowledgment), packing flag (to indicate whether multiple payload units 

are to be packed into the same TPDU to save processing time), and number of pay- 

load units packed if packing flag is set. 

Currently we use a fixed TPDU size of 3000 bytes for easy and fast receiver pro- 

cessing. We decided not to segment (reassembly) TPDUs into (from) smaller units 

because the AAL layer already partitions data into 4&byte ATM data cells and per- 

forming segmentation and reassembly in the transport layer could seriously degrade 

the end-system performance. 

We illustrate the TPDU format in Figure 3.1. In our design, we have a total 

header length of 100 bytes (including extended header), which is an overhead of 3%. 

The description of the original RTP header fields are found in the RTP specification 
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[LETF-AVT951. The contents of the RTP header extension are explained below: 

Window size- Due to the real-time nature of applications, and the large de- 

lay bandwidth product in broadband networks, not all data packets can be 

acknowledged because it wastes too much bandwidth. However, selective ac- 

knowledgment is optional for flow control purposes. We adopt a policy which 

sends back one ACK for each window of packets, where the size is defined by 

this field. 

0 Transmittzng timestamp (rns). Although the original specification includes a 

timestamp in the header, it is hard to keep both the seconds portion and the 

microseconds portion of the timestamp in the same field. In our implementation 

timestamps are at a microsecond precision to facilitate precise measurement of 

queuing delay at  sender end. 

Receiving timestamp, a timestamp similar to the transmitting timestamp above, 

but at the receiving end. 

Packing flag. 1 if packing occurs, 0 otherwise. 

Packed number of units. If packing flag is 1, then this field contains number of 

payload units packed into a TPDU, 

a Payload size. - . o w  the user to redefine the packet size. 

M/U Fhg. This binary flag, which is a bit, identifies whether a TPDU is for 

multicasting or for unicasting. When a user sends TPDU to session owner, it 

can be either unicasting from the user to owner, or multicasting to al l  users. 

Owner service agent makes decision based on this flag. 
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Figure 3.1: Protocol Data Unit 

3.2 Protocol Middleware Structure 

sequence number CC 

The overall structure of the QRTP middleware is illustrated in Figure 3.2. It is a 

separate layer, which lies between the application and network layers, and is verti- 

cally separated into three planes: the Control Plane, Management Plane and User 

Plane. The Control plane has one entity, the Master Control Agent (MCA), which 

communicates control traffic &om (to) applications to (from) the lower layers and 

ultimately to (from) remote ends. Horizontally, QRTP is separated into two layers: 

the Media Adaptation Sublayer ( M A S )  and the Common Transport Sublayer (CTS). 

At a sender endpoint, MAS sublayer entities, which are called Adaptation Service 

.4gents ( A s h ) ,  convert user media payload into one or more RTP TPDUs, and en- 

queue them onto the TPDU queues. CTS entities, which are called Transport Service 

M PT 
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Figure 3.2: Overall structure of QRTP 

Agents (TSAs), dequeue the TPDUs and send them to the remote end via the cor- 

responding ATM virtual circuit, which is established when the session is established. 

At a receiver endpoint, the same process takes place in the reverse order. In one 

endpoint system, there is only one MCA and MA, but there are multiple ASA/TSA 

pairs. Each ASA/TSA pair serves one or more sessions. 

There is an important global data structure, called the Protocol Control Block 

(PCB), for every session. It is used in the TCP/IP implementation [WS95] and we 

adopt a similar structure for storing connection-oriented session control and management- 

related information. This information includes session identification, list of users, 

underlying ATM information such as VCI/VPI (Virtual Circuit ID and Virtual Path 

ID) pair, and most importantly, performance information. It is used by an MCA to 

assert control on different sessions (such as scheduling). It is also used by service 
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agents (such as ASAs and TSAs) in senring sessions, and by management agents to 

provide vital management information to remote managers. 

Such a design has the following important features: 

0 Interactive cornmrlnicat ion between session owner and session users. 

Transport layer point-to-multipoint and multipoint-t o-multipoint communica- 

tion. 

0 A concurrent service model which allows easy scheduling of senices for individ- 

ual sessions for real-time services. 

A clear separation of control, management and user functions. 

Utilization of the native -4TM stack for payload delivery. 

A clear separation of the user media adaptation function and the TPDU delivery 

function, and a variable size queue to pass payload data between them. 

A receiver endpoint ASA handles most of the real-time functions such as rese- 

quencing while the TSA handles simple receiving of TPDUs in order to reduce 

TPDU loss rate. 
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3.3 Protocol Entities 

3.3.1 Master Control Agent 

The Master Control Agent (MCA) is the main driver in an endpoint. It handles tasks 

such as (1) establishing or destroying a session when requested by a local applica- 

tion (SessionJnit or Session- Terminate request) ; (2) adding or removing a remote 

or local application as a user of an existing session when requested by a remote 

MC A or local application (handling Session- Join or Session- Withdraw request) ; (3) 

sending requests on behalf of local application to a remote MCA to join or to be 

be removed from, a remo t ely-initialized session (handling Session- JoinAemote or 

Session- WithdrawXernote request and sending Sessionloin or Session- Withdraw re- 

quests to remote MCA); (4) controlling and managing of d other senrice agents on 

the endpoint system; (5) obtaining and assigning ATM Virtual Circuit IDS to sessions. 

Event handling by the MCA is as follows: 

When the QRTP senice starts, and an MCA is being initialized, the sequence 

of events is as follows. First, the communication channel between MCA and 

applications is initialized. Data structures such as the lists of sessions and users 

are initialized. All of these data structures are made global so that they are 

accessible by other agents. 4 Management agent (MA) is started and it begins 

listening for management query requests. Finally, the MCA listens for requests 

from both local and remote entities. 

When receiving a Sessionfi t  request, the sequence of events is as follows: (1) 

The MCA compares the resource requirement information in the request with 
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the internal resource data structure. If there is not sufEcient resources available, 

then the MCA responds with a negative response and aborts the initialization 

process, otherwise the MCA continues. This is called admission control. (2) 

The MCA creates a new session and the data structures representing it. (3) 

The MCA initializes communication channels for sending and receiving payload 

data. If ATM SVC signaling is used, then signaling requests are sent out. 

If an ATM PVC (Permanent Virtual Circuit) has already been provisioned, 

then connect the PVC with the MCA. In either situation, the MCA stores the 

VPI/VCI pair in the session data structure so that any subsequent payload 

data wi l l  be sent out over the specified VC. (4) The MCA creates two ASA and 

TSA pairs. One pair (T-ASA and T-TSA) for transmitting, the other (R-ASA 

and R-TSA) for receiving. The agents will use the global session information 

maintained by the MCA. (5) The MCA sends response information, including 

the information needed to communicate with T-ASA and R-ASA agents, to the 

application that is requesting the initialization. For any subsequent payload 

transport, the application communicates with the ASAs only. (6) The MCA 

hands the duty of senring of the session to agents then Listens for new requests 

again. This process, along with the QRTP initialization, is illustrated in Figure 

When receiving a SessionJoin request, the sequence of events is: (1) If the 

request information indicates a local user, the MCA establishes a local commu- 

nication path between ASAs of the session and the user, or (2) if the request 

information indicates a remote user, the MCA sends local session information, 

including the -4TM VCI/VPI pair and ATM address to the remote end MCA. 
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Use -ion services 

Figure 3.3: MCA behavior when receiving Sessionfit request 

The remote end MCA should issue signaling or a PVC connection request to 

connect local TSAs with remote TSAs. (3) The MCA adds the user information 

to the list of users for the session. 

When receiving a SessionJoinJlemote request, the sequence of events is: (1) 

The local MCA translates the request into a Session-Join request to send to a 

remote MC.4. (2) The local MCA sends a Session-Join request to the remote 

MCA then waits for a response. (3) A local MCA receives a response from a 

remote MCA, which contains connection information (such as ATM address, 

remote VPI/VCI pair) for remote TSh.  (4) A local MCA creates a new local 

session and the data structures representing it. (5) Communication channels 

for sending and receiving payload data is initialized. If ATM SVC signaling is 

used, then signaling requests that connect the remote TSAs (See (4)) with local 

TSAs are sent out. If ATM PVC is used and it has already been provisioned, 
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Append rcmo<e user 

1 

Figure 3.4: MCA behavior when receiving Session-Join and Session-JoinRemote 
request 

then connect the PVC with MCA. In either situation, associate the VPI/VCI 

pair with the session data structure so that any subsequent payload data will be 

sent out over the specified PVC. (6) The local MCA creates two .4SA and TSA 

pairs. One pair for transmitting (T-ASA and T-TSA), and one pair for receiv- 

ing (R-MA and R-TSA). The agents will use the global session information. 

(7) Local MC A sends response information, including the information needed 

to communicate with T-ASA and R-ASA agents, to joining application. The 

requesting application will contact only ASAs subsequently. (8) MCA hands 

the service of the session to agents then listens for new requests again. The 

above two cases are illustrated in Figure 3.4. 

When receiving Session-Withdraw request, a Session- Withdraw request is sent 

to appropriate remote MCA. 
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When receiving Session-WithdrawRemote request, identified user is removed 

from the session's user list. 

3.3.2 Adaptation Service Agent 

The behavior of a receiving ASA (R-ASA) is defined as follows: (1) If the receiving 

TPDU queue is not empty, dequeue a TPDU from the queue, (2) extract the user 

data £?om the TPDU, (3) perform real-time control h c t i o n s  such as out-&sequence 

detection and recovery, and synchronization. (4) Go back to (1). 

The behavior of a transmitting ASA (T-ASA) is defined as follows: (1) Accept 

user data, (2) construct TPDU which includes header (constructing TPDU following 

specification in RTP Profile [Sch96], referred as  adaptation process), (3) enqueue 

TPDU onto the sending queue, (4) repeat (1) to (3). 

3.3.3 Transport Service Agent 

The behavior of a receiving TSA (R-TSA) is defined as following: (1) Receive TPDU 

from ATM layer, (2) enqueue TPDU onto the receiver TPDU queue. Functions of 

the R-TSA are deliberately kept simple since the ATM VC buffer is limited and in 

a heavily-loaded situation, the longer an R-TSA takes to perform its task, the more 

TPDUs that will be lost. 

The behavior of a transmitting TSA (T-TSA) is defined as following: (1) If sender 

TPDU queue is not empty, dequeue TPDU, (2) send TPDU over the ATM VC which 

is used by the session. 
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3.3.4 Management Agent 

Upon receiving management information query, Management Agent finds the session 

being queried, consults PCB for the session, extracts the information, constructs a 

response and sends the response to the querying management application. 
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Chapter 4 

Protocol Mechanisms 

Stallings [Stallings93] provides a thorough description of generic transport protocol 

mechanisms. His analysis of mechanisms are based on classes of network services. We 

follow a similar pattern. 

The IS0 defines three types of network service: 

Type A: network connections with an acceptable residual error rate and accept- 

able rate of signal failures. Within Type A, there are three subclasses: 

- Reliable, sequencing network service with arbitrary message size. 

- Reliable, nonsequencing network service with arbitrary message size. 

- Reliable, nonsequencing network service with maximum message size. 

Type B: network connections with acceptable residual error rate but unaccept- 

able rate of signaled failures. 

Type C: network connections with residual error rate not acceptable to the 

39 
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transport service user. 

The ATM network based on a SONET physical layer, provides a reliable network 

senrice. Within the subclasses of Type A, ATM belongs to the one which features 

reliable nonsequencing network service with arbitrary message size. It is nonsequenc- 

ing because in a wide-area network which might involve public carriers, there is no 

guarantee that end-to-end ATM traffic is not out-of-sequence. Although there is a 

guarantee that the A4.L layer will reconstruct data packets &om possible out-of- 

sequence ATM cells, there is no guarantee that the inter-packet order will not be 

out-of-sequence. Based on this observation, aspects of the protocol mechanism which 

must be discussed include: addressing, multiplexing, Buffering, connection establish- 

ment and termination, resequenczng, synchronization and multicasting. 

4.1 Addressing 

The issue concerned with addressing in QRTP is simply this: a user of a given trans- 

port entity wishes to establish a connection (session) with a user of some other trans- 

port entity. We use a hybrid addressing scheme. That is, two steps are followed to 

establish the comec tion: 

End-points and services are identified by names or IP addresses, connections 

are established using IP address information, and 

payload transfer uses ATM addresses or ATM VPI/VCI pairs which identify 

the network connection. 

Step 1 generates a mapping between session identifications and ATM VPI/VCI pairs, 

and a connection at the ATM layer within the network connecting end to end. The 
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ATM connection establishment can be automatic (using IP/ATM signaling), or man- 

ual (using network management tool). Step 2 uses the mapping to extract ATM 

connection iaformation then uses the established connection to send or receive data- 

All these addressing details are hidden fkom applications. 

The MCA on any host listens on a known port. When an application requests 

to establish a session or to join an existing session, the request message contains the 

IP address of the remote end(s) that it might want to communicate with, and s e s  

sion identification (if the request is about an existing session). The MCA uses the 

IP address as a parameter to call ATM signaling or connection binding functions to 

set up ATM connections between ends. The ATM address information, in the form 

of an ATM VPI/VCI pair (they are functionally equivalent), is stored in the global 

session information maintained by the MCA, and is readable by QRTP service agents 

(T-TSA and R-TSA). As a result, on each endpoint system, there is a one-to-one 

mapping between pair [IP address;session number] in the control plane and ATM 

VPI/VCI pair in the user plane. This process is illustrated in Figure 4.1. 

The remaining issue is: before an application sends data to remote ends, how 

does i t  know the IP address of the destinations? The fact is that it does not have 

to. When an application requests a new session, a session identification is given. 

Subsequently as more remote endpoints join the session, an MCA maintains a list of 

users (participants) for each session. When the originator of the session sends data, 

it only has to indicate its session identification. It is the T-TSAYs task to extract 

participants' address information from the session database maintained by the MCA 
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- - - -- Session establishment message flow 

- + - - - - Session joining message flow 

Figure 4.1: Hybrid addressing mechanisms 

and deliver data to aU participants on the list. 

4.2 Multiplexing 

There are three types of multiplexing: (1) one-to-one (no multiplexing), (2) up- 

ward multiplexing and (3) downward multiplezing. According to definitions given by 

S td ings  [Stallings93], upward multiplexing occurs when multiple higher-level con- 

nections are multiplexed on, or share, a single lower-level connection. Downward 

multiplexing (splitting) means that a single higher-level connection is built on top of 

multiple lower-level connections. 

Between an application entity and QRTP entities, it is either one-to-one or upward 

multiplexing. One-to-one occurs when one session is used to serve one application 
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entity. Upward multiplexing occurs when more than one applications are sharing a 

session. The later case imposes more difficulty on protocol design. 

Between QRTP and lower layers, it is strictly one-to-one multiplexing, because 

the current ATM implementation does not allow multiple receivers to share the same 

VPI/VCI pair (therefore the same VC) at the same end point, although multiple 

senders can share the same VC. 

-4s a result, we have a one-to-one mapping between [IF' address;session number! 

pairs and virtual circuits at the A'TM layer. A very important reason for such a deci- 

sion, which is also described by [-4KS961, is that multiplexing will lose the individual 

QoS specification of sessions involved, 

4.3 Buffering 

The purpose of flow control is to control the rate of transmission so that the receiv- 

ing side buffer does not overflow and result in TPDU loss. A fundamental question 

is, is flow control a desirable mechanism for real-time multimedia applications? We 

conclude that it is not for the following reasons: (1) If flow control is employed, so 

that the sender entity is transmitting a t  a rate acceptable by receiver, real-time data 

is maybe lost at the sender side; (2) in a broadband network, if we employ any sort 

of transport layer flow control algorithm which involves acknowledgment, bandwidth 

will be wasted due to end-to-end delay and the Large delay-bandwidth product. For 

example, an ACK message which takes 200 ms end-to-end delay in a wide area net- 

work will result in waste of 3000 bits (about 59 ATM cells) on a 15 Mbps virtual 
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circuit; and (3) flow control complicates the processing of both T-TSA and R-TSA 

and degrades their performance. 

Our solution for TPDU loss is a combination of fat R-TSA processing turn- 

around, and a variable size buffer- R-TSA simply receives TPDUs and queues them, 

for further processing by an R-ASA. Also, our concurrent service model has the po- 

tential of employing multiple R-TSAs for a session under heavy load which further 

reduces the loss rate to a negligible level. A selective acknowledgment-based flow 

control algorithm is employed and it is optional. 

There is a tradeoff between loss rate and play-back delay and it can be controlled 

by queue length. If we fix the queue length to a small value, then under heavy load 

a large number of TPDUs d be discarded at the R-TSA since there is simply no 

place to queue them. But for the TPDUs which do get queued and processed by 

an R-MA, there is a short queuing delay, therefore there is a short playback delay 

between sender and receiver. This might be desirable for applications such as low- 

quality video conferencing, where quality of images is not as important as playback 

delay. 

One the other hand, if we fix the queue length to be a large value, or we keep 

it variable, then all the TPDUs received by an R-TSA will be queued, even under 

heavy load. That may potentially result in longer queuing delay and therefore longer 

playback delay between sender and receiver. This is more desirable for applications 

whose speed is not as important as data integrity, such as medical data collection and 
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App tication MCA A S m A  ATM Network 

Figure 4.2: States in session establishment 

transfer and video-on-demand (VOD) . 

The advantage of QRTP is that such a tradeoff can be configured for different 

applications because the length of queues between TSAs and ASAs is adjustable. 

4.4 Co~ect ion  Establishment and Terminat ion 

In previous subsections we have discussed the sequence of session establishment when 

discussing the behavior of entity MCA. In this subsection we present an illustration 

of states (Figure 4.2). 
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4.5 Resequencing 

Due to the reason described previously, we have to assume TPDUs may arrive out- 

of-sequence. Inside the RTP header, we have the sequence number needed to correct 

such an occurrence. Algorithms for checking for out-of-sequence TPDUs are given 

in Appendix A.1 of the RTP specification [IEXF-AVT951. The specified algorithm, 

however, does not attempt to correct any out-oEsequence TPDUs so we present an 

algorithm for both detection and correction. The fact that we store TPDUs in a 

flexible receiving queue makes the task easier. The algorithm for sequence detection 

is illustrated in Figure 4.3. The algorithm for resequencing is in Figure 4.4. We 

assume TPDUQ is the queue of current TPDUs, currentPDU is a pointer to TPDUs 

in the queue, GUQueue is the list of pointers to the TPDUs with a sequence num- 

ber "gap" in kont of it, and DelayedQueue is the list of pointers to TPDUs whose 

sequence number is smaller than the maximum of sequence numbers of all TPDUs 

in front of it. As an example, illustrated in Figure 4.5, suppose we have a sequence 

of TPDUs, with sequence numbers (12, 13, 14, 13, ..., 19, 20) when they are sent by 

sender T-TSA. When they are received by R-TSA the sequence numbers are (12, 14, 

15, 17, 19, 13, 18, 16, 20). After running the detection algorithm, GAPQueue = (14, 

17, 19, 20), DelayedQueue= (13, 18, 16). After running the correction algorithm, the 

corrected portion of TPDU queue is (13, 14, 16, 17, 18, 19, 20), so the new TPDU 

queue is (12, 13, 14, 15, 16, 17, 18, 19, 20). 

Although the algorithm is important, its performance impact can be a concern 

for two reasons: (1) in order to correct the out-of-sequence problem the TPDU queue 

has to be locked while correction is taking place, and (2) if the algorithm is run 
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sequenceDetection<input/output TPDUQ, output GAPQueue, output DelayedQueue) 
C: 
initialize GAPQueue and DelayedQueue: 
previous = head of TPDUQ; 
current = second of TPDUQ: 
maxseq = current->seq; 
while (current is not end of TPDUQ) 

if < current->seq > 1 + previous->sea 
{ 

delete current from TPDU; 
add current into GAPQueue; 
mzrxseq = current->seq; 

1 
else if (current-wseq e maxseq) 
C 

delete current from TPDU; 
add current into DelayedQueue; 

1 
current-eat->next: 
previou~-previous->next; 

l 
1 

Figure 4.3: Sequence Detection Algorithm 

sequenceCorrection<input GAPQueue, input DelayedQueue. input/outeut WDUQI 
I 
current = head of DelayedQueue; 
while (current != NULL) 
{ 
currentGAP=head of GAPQueue; 
while (currentGAP !=NULt) 
{ 
if (currentGAP->seq=current-wseqt 1 ) 
C 

insert <*current) in TPDUQ; 
insert <*currentGAP) in TPDUQ; 
remove currentGAP from GAPQueue; 
remove current from GAPQueue; 
break; 

1 
else 
C 

currentGAP = curreatGAP->next; 
1 

1 
current=current->next: 

Figure 4.4: Sequence Correction -4lgorithm 
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- 
TO R-ASA 

Figure 4.5: Algorithm for TPDU resequencing 

too frequently it takes too large a percentage of processing time. Both issues can be 

addressed with a longer detection and correction intend, if the rate of out-of-sequence 

packets is small. 

4.6 Synchronization of Different Sessions 

16 12 

Synchronization between different sessions is important in real-time applications. For 

example, University of Ottawa researchers identified that a 120 ms mismatch in lip- 

synchronization between an audio and video stream wil l  be perceived as disturbing 

by users of a multimedia news service [LLG95]. It is therefore important to identify 

a synchronization algorithm for QRTP. However, they are mostly concerned about 

applications in which multimedia data is stored on a media server and users fetch 

data and play it back in a synchronized manner. Our research is concerned with 
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transmitting and playing back Live data (such as video conferencing). The Wer-  

ence is that, while synchronization information (called a synchronization scenario in 

University of Ottawa's Stream Synchronization Protocol [LLG95]) can be defined for 

each multimedia data f3e beforehand in a multimedia server, it is impossible to store 

synchronization information for live data that has not yet been generated. As a re- 

sult, synchronization information is specified between sessions at  the transport layer. 

Our design makes adding a synchronization algorithm easy. The process is il- 

lustrated in Figure 4.6. The synchronization process works a s  follows. After both 

sessions, say, A and B, have been established, a request for synchronizing them, 

SessionSync(A,B), is sent to the local MCA (sending side). The local MCA sends 

another request, SessionSync(A, B), to the remote MCA (receiving side). The remote 

MCA adds B to the list sync-sessioaist in the data structure of session A, and 

-4 to the List sync-sessionlist in the data structure of session B. 

When the data is being transferred over both sessions, the TPDUs are times- 

tamped at the T-ASAs of both A and B. We assume this algorithm handles only 

sessions from the same source, so these timestamps can be used to synchronize ses- 

sion A and B. At the receiving side, before dequeuing TPDUs of session A, the R-ASA 

of session A compares the timestamp of the head of session A's receiving queue, Tat 

with the timestamp of the head of session B receiving queue, z. If T. is at least 

ms greater than Ts, where ms is the tolerable skew, then session A is ahead and 

semice of session A is stopped. At the same time, R-ASA of session B will do the 

same comparison, and it will find session B is behind session A, so it will keep senring 
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I 1- 
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3 d B  
to A's Tmesnmp TPDUs 

T-ASA . . . .-C[ 
Send queue A 

MCA A 
Timestamp TPDUs 

T-ASA 
. - - - - r j  

sync list 
SendqueueB 

f 4, add B to sync list 

- 

MCA 

A to sync I st 
Rccv queue B t 

- - 

2. Nouficadon to receiving MCA i 

- Synchronization information flow 
- - * . - - - - -  DamRow 

Figure 4.6: Synchronization of QRTP Sessions 

until B is synchronized or ahead of A. With this algorithm, the maximum possible 

skew will be the maximum sending delay at the sending side. 

This design has following advantages: (1) no predefinition of synchronization is 

needed, (2) configuration of synchronization is dynamic because it can be specified 

while sessions are working, (3) no extra synchronization protocol or controller is 

needed because we utilize timestamp information and AS As. 

4.7 Multicasting 

We can approach multicasting in two ways. One is using ATM layer point-to- 

multipoint virtual circuits, and the other is maintaining a list of participants for 

every session and sending copies of the same data to all participants at QRTP layer. 
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Both approaches are easy to implement in QRTP. In the former case, a single virtual 

circuit identification, which identifies a point-t o-multipoint virtual circuit, is associ- 

ated with all participants of the session. The assumption of this approach, of course, 

is that the switching equipments support multicasting circuits. In the latter case, no 

ATM layer multicasting capacity is required. Multiple participants are added into 

the paxticipants list of the session and for each there is a merent  ATM layer vir- 

tual circuit. A Multicasting operation is simply a combination of multiple unicasting 

operations. We are currently using ATM-layer multicasting tree (VC) for transport 

multicasting. 

Multipoint-to-multipoint multicasting is made possible by the interaction commu- 

nication between session owner and users. Owner, in this case, serves as multicasting 

server, which relays the information (specifically marked as multicasting) to all users 

who are on the user list of the session. 

Error Control 

Error control, including checksum, acknowledgment and retransmission, is an impor- 

tant part of TCP/IP. Since we use native ATM stack, AAL5 performs error control 

more efficiently with on-board firmware. Therefore in current implementation we do 

not perform error control at the transport layer. 
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4.9 Quality of Services Control 

4.9.1 Specification 

Transport layer QoS specification contains a fixed set of parameters. Compared to 

the application layer, a transport layer protocol provides limited types of services, 

therefore definition of their qualities is more limited. QoS is defined for each session, 

and contains the following attributes. Each of the attributes have parameters to 

represent its characteristics: maximum, minimum, average, and standard deviation. 

1. End-to-end delay D. Suppose at time TI a transport sending entity emits a 

TPDU j, and at time T2 the receiving entity accepts this TPDU then D ( j )  is 

T2 - TI. 

2. End-to-end delay jitter J. For a set of TPDUs indexed from 1 to j, J(j) is dehed 

as Max(D( j )  ) - Min ( D ( j )  ) . Here D (j) is the set of delay values suffered by all 

TPDUs. 

3. TPDU processing delay t at both sending and receiving ends. Suppose To is the 

time at which transport sending entity accepts TPDU j from an application 

entity, and T3 is the time the receiving entity at the receiving party sends this 

TPDU j to application entity, and TI and T2 are as defined in Dj definition, 

then tj = (T3 - To) - (T2 - TI) .  That is, it is the different between application 

end- to-end delay and transport layer end-to-end delay. 

4. TPDU error rate e. Suppose P TPDUs are sent out, and C TPDUs are correctly 

received by applications, then = ( P  - C)/P.  
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5. TPDU generation rate, R This is the rate at  which TPDUs are emitted by the 

sending application entity. 

6 .  TPDU processing rate, S- This is the rate at which TPDUs are processed by 

the receiving entity. 

7. TPDU size L, in units of bytes. 

4.9.2 Passing Requirements to ATM 

The .4TM Forum defined QoS guidelines for the ATM layer in its User-network In- 

terface Specitication (Version 3.1) (UNI 3.1) [ATMFORUM-UM961. UM 3.1 QoS 

specifies both QoS parameters which should be common among ATM vendors, but 

also dehes  four classes of services and four levels of QoS corresponding to them. 

These service classes are: Class A, circuit emulation, constant bit rate video; Class 

B, variable bit rate audio and video; Class C, Connection-Oriented Data Transfer; 

Class D, co~ectionless data transfer. As defined by the ATM Forum, packetized 

video and audio in teleconferencing and multi-media applications will use Class 2 ser- 

vice. Based on this specification, any virtual circuit (VC) established by an MCA, for 

this type of applications will have both forward QoS and backwud QoS set as class 2. 

Once we have determined the transport level QoS for a particular application, me 

need to translate the values derived for parameters described in the last section into 

the values for Information Elements (IEs) of an ATM setup message. ATM Forum 

defines a set of QoS parameters for ATM layer, which includes cell transfer delay 

(average and variations), loss ratio and error ratio, etc. These parameters are moni- 

tored by measurement points in an ATM network. When they degrade, the internal 
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network implementation should address factors related to the degrading. However, 

in UNI 3.1 there is not yet a clear mapping between QoS of the bearer service and 

the network performance of connection elements supporting this service. That is, the 

monitored performance parameters are not comparable with bearer specification and 

t r a c  specification by signaling users. 

How this specification should be done is illustrated in Figure 4.7. Some informa- 

tion elements are not critical but retained for completeness. 

4.9.3 Enforcement and Policy: Resource Management and 

Scheduling 

With the QoS information model defined, we next look at the control procedure 

that will convey the QoS information to the system and networks, in order to obtain 

the services satisfying the requirements. Control activities have to be carried out in 

signaling stage or opemtional stage. In the signaling stage, an application process 

on one end establishes transport sessions with other ends, presents end-to-end QoS 

requirements to lower layers, and reserves resources at lower layers. In the operational 

stage, lower layer control entities, such as the MCA at the transport layer and the 

network management entity at  the ATM layer, monitor the QoS parameters and 

assert certain control actions when QoS degrades. 
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Table 1: QRTP SPeeiacation of ATM Layer QoS 

ATM QoS 
Information 
ELements 

Values Explanation 

Determined by the type of signaling protocol chosen by the device vendor. Protocol Dis- 
criminator 

Message Type Type of the control message. 

Message Length Length of control message. 

AAL Parame- 
ters 

Indudes information such as AAL type to use. 

AIM Traffic 
Descriptor 

lncludes peak rate specification. 
- - - - - - - - 

Peak rate = 
(QRTP TPDU 
generation rate)/ 
48. 

Broadband 
Bearer CapabiI- 
ity 

Specif) the characteristics of traffic service (CBR ABR or VBR). Traffic Type = 
001 (constant 
bit rate). 

Address Infor- 
mation for 
CaIled and Call- 
ing Parties 

These information specifies how calling and called party can be reached 

Connection 
Identifier 

Virtual Circuit Identifier (VCI) and Cia1 Path Identifier (VPI) requested Variable 

Quality of Ser- 
vice Parameter 

Quality of Service leveL w= 
oooooo lo (= 
Class 2). 

Figure 4.7: Specification of ATM QoS by QRTP 
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Signaling Stage: Establishment 

As we described in Section 4.9.1, application QoS can be broken down into different 

QoS subsets, each associated with one type of media. Complete QoS information 

for a application can be easily speci6ed in terms of QoS attributes for each media 

object, then internally converted into transport layer QoS, represented by the fixed 

QoS parameters (D, J, t, e, R, S, L).  

In a real-time multimedia system, it would be important for applications to check 

the availabilify of local system resources before signaling the network connections. 

Once it is confirmed that local resources are available, the QRTP API function 

sass i o n h i t  is called, with transport Layer QoS parameters passed as arguments. 

This generates a request message to the local MCA, which first checks the availabil- 

ity of local transport resources, based on the defined mapping between local transport 

resource requirement and QoS parameters. If local resources are sufficient, it then 

passes the request to the remote MCA, which performs the same local transport 

resource c o n b a t i o n  and sends back a response to either admit or deny session es- 

tablishment. If the response is denial, then session creation fails. If it is an admission, 

then local MCA translates part of the transport level QoS parameters to ATM layer 

QoS requirements, which are embedded in ATM SETUP message, then sends it to the 

ATM network. ATM Call Admission Control will handle the VC establishment and 

ATM resource reservation, then pass back result. If the setup is admitted, then a 

VCI is passed back for use. Otherwise denial is sent back. 

At this point the establishment process is finished and the transport service for 
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the session is then handled by a newly spawned TSA, which is given the assigned 

VCI. The VCI is also part of the arguments the TSA will pass to KTM API calIs such 

as Fore System's almsend0 to send data via the established VC. 

Operational Stage: Monitoring and Control 

Quality of service control by QRTP is a straight forward credit-based mechanism. The 

objective of the control is to distribute the endpoint processing power according to 

the QoS level assigned to each session, or amount of bandwidth guaranteed to each 

session. 

At each endpoint system, there is a semaphore which is global within the endpoint 

transport system. Before any service agents (ASAs and TSAs) serve its session it has 

to obtain the lock. That is, at any point there is only one R-AS.4 is operating. By 

using this semaphore we schedule the operations of agents serving different sessions. 

Before a session attempts to obtain the semaphore, it has to have at least one 

credit. Credits are assigned by the MCA according to the session initialization re- 

quests. There are two ways of assigning credits, according to two slightly different 

criteria. The first criteria is QoS level and the second one is bandwidth. When a 

session has credit, and it has obtained the semaphore, it can serve as many TPDUs 

as it has the number of credits, before it has to release the semaphore. That means, 

within a fixed amount of time, a session will occupy an amount of processing time 

proportional to its requested bandwidth or QoS level. 
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Figure 4.8: QoS Operational Monitoring and Control Procedure 

Monitoring and measurement of QoS at the transport layer is done internally 

within the MCA, and at ATM layer by the ATM controller softwaxe usually residing 

on a control card of ATM switch, or the adaptation card. Another approach is to 

design a separate SNMP network management agent that obtains QoS information 

from a standard MIB (Management Information Base) [ATMFORUM-UNI961 [AT961 

defined for each ATM virtual circuit or virtual path. An ATM MIB provides a rich 

set of performance information from which a complete picture of operational QoS can 

be derived. Work that needs to be done that is beyond this thesis includes a design 

of a mapping between this set of information and user's requirements, then onto the 

actions that have to be taken when user's requirements are not met. This is, however, 

within the scope of ATM design. The monitoring and control procedure is illustrated 

in Figure 4.8. 
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4.9.4 Example 

Here we apply the proposed QoS specification and information model to an example. 

Suppose for a packetized video on demand application, the video server X should 

deliver 30 movie frames per second to client Y. Each hame consists of 1024x768 &bit 

color pixels. Here we assume the worst case that no compression is applied (for exam- 

ple, if MPEG-1 is used, all frames are base B-frames). This means the application bit 

generation is 188,743,680 bits. Other application level QoS requirements are: error 

rate less than 6 frames per second; end-to-end delay should be constant; no fiame 

should arrive at the client out-of-sequence. 

At the transport layer, we select TPDU size L as 1024 bytes. Based on this in- 

formation, Di should be assigned a value based on distance and network topology 

between client and server. Ji is less than I.? microsecond. This means if hame -4 

and frame B are both sent out within one second, and kame A suffers the longest 

delay, and frame B takes the shortest delay, they should still be a t  most 1 second 

apart, otherwise arriving rate for that second can be less than 30 frames. So approx- 

imately for every RTP TPDU which has size 1024 bytes, jitter 4 tolerated for PDUs 

is 1.7 microsecond. Since 23040 TPDUs have to be processed by transport layer, each 

TPDU can only take ti 43 microseconds. Since maximum error rate is 20%, so is 

20%. R is 23040 TPDUS, and S is also 23040 TPDUs. 

At ATM layer, ATM forward and backward QOS are defined as Class 2. Forward 

and backward maximum SDU values are set to 8192 bits. AU peak rate values are set 

to be 3,932,160 ATM cells per second. Since this VOD application is an end-to-end 
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application we set User Plane Connection Configuration to be 01. 

QoS parameters derived above are passed to various control entities, including 

MCA and ATM network for signaling. 

4.9.5 Session Scheduling 

Session scheduling is an important method to ensure that TPDUs from a session for 

which higher QoS is specified is devoted more endpoint CPU power (hence transport 

bandwidth). We base our design on two basic mechanisms: (1) a locking mechanism 

which uses a unique endpoint mutex lock, and (2) a credit-based TPDU service model 

in R-ASA. See Figure 4.9 for an example on how this scheme operates. 

For each R-ASA, before it serves the TDPUs in the its incoming TPDU queue, 

it locks a mutex lock, which is global within the QRTP endpoint. This makes sure 

there is at most one R-ASA utilizing the CPU processing time that QflTP has. Then 

it loops, serving one TPDU in each loop. The critical part is that, the number of 

times the R-ASA loops before it gives up the lock, is determined by the level of QoS 

it requests. For example, a session with QoS level 5 can serve 5 TPDUs before it 

contends for the lock again, while a session with QoS level 1 can only serve 1 TPDU 

every round. When the lock is free, it is determined randomly, by the operating sys- 

tem who gets the lock next. 

This algorithm is simple and simulation shows that it indeed yields more process 

ing power to the sessions with high QoS level. 
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---- ---------------- 
Wait for 

CPO-lock 

Figure 4.9: QoS Scheduling 
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Chapter 5 

QRTP Implement at ion 

Implementation of QRTP is done in the C language, based on the assumptions that 

(1) a thread Library is supported by the operating system, and (2) an ATM API is 

provided for programming. In this chapter we will take a rather high-level view of the 

implementation of modules and examine some implementation issues. In Section 5.1 

we give an overview of the implemented system. In Section 5.2 we introduce the main 

data structures used in the implementation. The modules are described in Section 

5.3. In Section 5.4 some implementation issues are described. 

5.1 Overview 

There are three types of modules in the QRTP implementation, as illustrated in 

Figure 5.1. They are: 

1. Interface library modules. These are the modules which implement the client 

API used to access QRTP services, and handle the communication between 

application and protocol entities. These modules are archived into a single 
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Protocol Entity 
Modules 

Base Data Structure Implementations and Utility Modules 

Figure 5.1: Main modules 

library, libqrtp. a, which can be Linked with application code. 

2. Protocol entity modules. These are modules performing the tasks of the MCA, 

ASAs, TSAs and MAS. They run as separate process or threads and communi- 

cate among themselves and with applications. These modules are linked into a 

single executable, qnpd. 

3. Base data structure and utility modules. These are data structures (such as 

session) and their associated manipulation functions (such as session initializa- 

tion), or utility data structures and manipulation functions (such as queue and 

queue manipulation). 

5.2 Data Structures 

The main data structures are 
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RtpProtocolDataU't- This is a data structure implementing the R P  V2 

TPDU format. It contains the standard RTP header, an extension header, 

and a fixed length payload. In the extension header, extra real-time control 

information has been entered to suit our needs (see Figure 3.1). 

RTPSess ion- This data structure contains attributes of a session, and a Protocol 

Control Block which contains performance-related information. Since there is a 

one-to-one mapping between an existing session and an ATM VC, there is also 

an attribute holding the ATM VPI/VCI pair which represents the ATM VC 

that supports the connection. 

RTPSessionList- This data structure represents the list of sessions. 

QoSTransport. This data structure represents the QoS information of each 

session. 

.4long with these data structures, there are manipulation functions associated with 

them. 

One data structure which needs elaboration is RTPSessionList, which is a list of 

RTPSession data structures. The list, which is shown in Figure 5.2 is a global data 

structure within an MCA, and it is accessible by all service agents. Attached to every 

RTPSession, there is not only session information, but also buffer queues of TPDUs 

to send and TPDUs received, snd other operational information that change when 

the session is in operation. That is, RTPSession is not only used as an information 

repository of a session, but also an operational buffer of the session. 
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Session tist 

Figure 5.2: Data structures 

The Protocol Control Block (PCB) of a session is part of the session data structure. 

It contains attribute sets that are updated by different protocol entities. These sets 

are all part of the session global data structure but do not overlap so they can be 

updated without any locking mechanism. PCB contains the following information 

sets (see Appendix C) : 

1. Information updated by the MCA which includes sessionStartUpTime and 

recvwin (receiving window size). 

2. Information updated by T-ASA agents which includes the queuing time of the 

last TPDU onto the sending queue. 

3. Information updated by T-TSA agents which includes 

totalSentPdus, total number of TPDUs sent; 

currentTotalSendQueueDelay, to td  queuing delay so far. 
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4. Information updated by R-TSA agent, which includes: 

0 cunentWinExpectedPdus, total number of TPDUs expected. This is used 

to check TPDU loss; 

0 cunentUindowActPdus, total number of TPDUs received in the current 

window; 

a totalExpectedPdus, total expected TPDUs; 

a totalRecvPdus, total received TPDUs; 

0 totdlLossPdus, total lost TPDUs. 

5. Information updated by R-ASA agents, which includes: 

currentTotalRecvQueueDelay, total queuing delay by all TPDUs so far; 

a lastPduTime, the time when last TPDU is processed by R-ASA, which is 

used to calculate processing rate and inter-arrival rate; 

current Int erPDUIntenal, current arrivd interval; 

lastRecvPDUSeq, last received TPDU sequence number; 

t otalRecvOut Of Seq, total out-of-sequence TPDU numbers. 

5.3 Modules 

5.3.1 Application Interface Functions 

Interface functions are used by applications to access the services offered by QRTP. 

Services are available via message exchange, and interface functions encapsulate the 

sending, receiving and processing of the messages. 
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F'unctions: qrtphit and qrtpRemove 

Function qrtpInit takes a pair [session initiator host address, session id] as  one pa- 

rameter. The other parameter is QoS level specified for the new session. Its function 

is either to (1) initialize a new session, or to (2) join the session identified. It first 

establishes a connection with the local MCA, then sends a message of type SES- 

SION-IMT (if case (1)) or SESSIONREMOTE-JOIN (if case (2)) to the local MCA. 

It then listens for a response back from the MCA. Iffor some reason the session cannot 

be set up, the MCA responds with a negative response and the application is notified. 

If the response is positive, then it contains the contact information (such as a socket 

id) of the AS.4 agents that will serve the session from this point on. This information 

is stored in the application and is used to access the session. UNRC sockets are used 

to communicate with the local MCA. 

Function qrtpRemove sends messages to the local MCA to terminate a session. 

As well, it clears up all the internal data structures associated with the session, 

Function: qrtpSend 

After an application establishes a session, it sends data over the session by calling 

this function. The function simply passes the data to the T-ASA agent via a UNIX 

socket. 

Function: qrtpRecv 

After an application establishes a session, it receives data over the session by calling 

this function. The function simply passes the data from the R-ASA agent via a UNM 
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socket - 

Function: qrtpSync 

This function is called to synchronize two sessions. Best effort is made to ensure that, 

when two sessions are synchronized, if the sending times of TPDUs from two different 

sessions are within a certain range of each other, they will be served at the receiver 

end within the time interval as well. 

Function: qrtpwithdraw 

This function is called by an application entity to withdraw from a session- 

5.3.2 Agent Functions 

Functions and internal logical flow of the MCA, ASAs, TSAs, and MA were described 

in Section 3.3. They are implemented as a separate layer on a U N M  host. The MCA 

is unique in a single endpoint. It is implemented as a UNM process (a main function) 

and performs control functions only. It listens on a known port and communicates 

with local applications via a U M X  socket. It runs in an endless loop, Listening for 

requests £iom local applications for remote MCAs. The MCA employs a concurrent 

service model, which means it retrieves a request, forks off a thread to serve it, then 

listens for the next one. It is the parent process of the service and management 

agents (TSAs, ASAs, MA), which are each implemented as UNDC Solaris threads. 

These agents are started within an  MCA by calling thr-create and have access to 

any global data structures, including the session lists maintained by the MCA. Each 

session's service agents access the session information in memory. An MA obtains 
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management information and provides to management applications. 

AU agents work concurrently. There are critical areas where scheduling is needed. 

Access to sending queues and receiving queues of the same session by different agents 

is controlled by semaphores. 

5.4 Implementation Issues 

5.4.1 ATM Connection Establishment and Usage 

We use the Fore ATM API to access Fore Sparc/SoIaris ATM Network Interface 

Cards, which are connected via Newbridge 36150 ATM switches. Since at this stage 

the ATM switches we use do not support signaling, switched virtual circuits (SVCs) 

can not be set up dynamically. As a result, we have to use permanent virtual cir- 

cuits (PVCs) to support sessions. When an MCA is setting up a session, it calls 

at~connect-pvc to connect with an incoming PVC (identified by VCI/VPI pair). A 

file descriptor, which represents the ATM connection, is returned and stored in session 

information. After T-TSA and R-TSA for the session axe started, they use the file de- 

scriptor as a parameter, to call atm-send or atnuecv, for sending and receiving data- 

In the current implementation, mapping between session IDS and ATM VPI/VCI 

pairs is defined in a database file, which is loaded into the global memory of the MCA 

when it is started. The MCA then assigns VCI/VPI to every session when the session 

is established. Only one receiver can use one VC to receive data. The reason is, if 

multiple recipients were allowed to listen on the same ATM VC, any one of them might 
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get the data and no one else would get it, thus the wrong receiver might "interceptn 

the data fiom the correct one. However, multiple senders can share the same VC for 

sending data. In multimedia applications, receivers often have to identify the source of 

data. As a result, if multiple senders share the same VC: source definition is achieved 

with the use of the SSRC field RTP header. In this implementation, to simplify the 

current implementation, we assume there is a one-to-one mapping between a session 

and a VC- 

5.4.2 Protocol As Part of Application Process vs. Separate 

Eat it ies 

Two options were available to us when implementing QRTP: 

a Implementing QRTP as a Library of function calls, which is linked with the 

application code into a single executable. 

Implementing QRTP as a totally separate set of entities, which communicate 

with application entities via a message-based interface, provided in form of a 

library. 

The advantages of the first option are: (1) interaction between application and trans 

port functions is as easy as function calls which makes it simple to pass information, 

(2) passing of control and payload information &om application to transport services 

is within memory therefore fast. The advantages of the second option are: (1) all 

sessions on an endpoint will be under control of one single MCA, which is impossible 

under the first option, (2) global resource reservation and QoS control among ses- 

sions are easier, (3) adding new control functions is easier since we cao design them 
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as separate threads which are started by MCA, and it will have access to all session 

control data, and (4) this is the model used by the Internet services, where Internet 

daemon inetd serves the Internet communication of all applications on a host. We 

selected the second option based on the advantages presented. Our selection presents 

good separation of functions and global control of the QRTP services on an endpoint. 

The main shortcoming, however, is that communication between QRTP users and 

QRTP daemon must be done via UNM sockets instead of via memory as in the h s t  

option. 

5.4.3 TSA only vs. Combination of ASA and TSA 

Originally we attempted an implementation where there were no ASAS between the 

application entity and TSAs. Our experiments revealed that, while the sender side 

works fine, the receiver side is unable to process the received PDUs fast enough. -4s 

a result, a large number of TPDUs (30%) are lost. We looked at three solutions: 

(1) Increasing the number of TSAs so that we have a concurrent service model for 

each session, at the receiver's side, and there is always at least one TSA Listening 

for incoming TPDUs when others are processing received TPDUs; (2) reducing the 

workload of the TSA to merely receiving PDUs and saving them in the buffer, and 

creating another entity, called an Adaptation Service Agent, to further process the 

TPDUs, convert them back into payload and send to applications; (3) perform flow 

control to slow the sender down. We concluded (3) is not desirable in a real-time 

situation. (1) is a better solution but experimentation showed that although PDU 

loss rate reduces when the number of TSAs increases, the loss rate does not reduce 

further after the number of TSAs reaches a threshold. Therefore (1) is not a good 
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answer, either. We implemented (2) and experiments showed that when the sender 

endpoint and the receiver endpoint processing power is equivalent, the maximum 

loss rate is virtually 0% and playback delay is s m d .  We concluded that: with a 

combination of TSAs and ASAs, we can achieve low loss rate and small playback 

delay. Our experiments proved that with an extra a few 1/100 seconds of delay, 

which is negligible to human perception, we avoid at least 30% of TPDU loss which 

is extremely visible. 
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Chapter 6 

Application Development Using 

QRTP 

Figure 6.1 outlines the general structure of the example applications which use the 

QRTP API. In the following sections we describe some applications that we deveioped 

to evaluate QRTP. 

6.1 QRTP Control Utility 

To acquire both a testing application and a control interface, we implemented a QRTP 

controller, which has both a GUI and a command line based interface. The functions 

of the controller are (1) to issue control commands to the MCA, (2) to perform mon- 

itoring functions, which means users can issue queries to the management agent and 

get responses detailing the status of each session. 

Figure 6.2 is a snapshot of the controller when we initialize a session. When we 

75 
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CBARTPSessionAccessLafo *session 1. *session2; 

int main() 
C 

dataType buffer; 
char* otherHostNarne; 
int otherSessionId; 

/* Set up a session that this application owns */ 
session 1 = qrtpInit(Session-hit, NULL, 0);  

- - - 
/* Send data to other participants */ 
qrtpsendmuffer, session 1); 

- - - 
/* Terminate session */ 
qrtpRernove(session 1 ) ; 

/* Join a session that other application owns */ 
session2 = qrtpInit(Session-Join, otherHostName, otherSessionId) ; 

-- -  
/* Receive data */ 

qrtpRecv@uffer, session2); 
- * -  

return 0; 
1 

Figure 6.1: Overview on how MIS are used 
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Figure 6.2: Tk-based QRTP Controller when provisioning a session 

select Provision, the controller presents a dialog box, asking for session name, host 

name and session ID. Once the information is entered, we press Commit to send the 

SESSION-INIT request to the MCA. After the session is initialized, we can display it 

by selecting L i s t  Local Sessions which sends a query to the MA requesting the 

list of local sessions, and displays them at the Leftmost box when the response arrives. 

6.2 A Live Video Broadcasting Application 

The video broadcasting application was ported from source code of an example 

shipped with Sun's XIL library. Its operation is rather simple: 

1. An MCA is started on dl hosts involved; 
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2. a video sender application entity (videosend) is started from a workstation 

where a camera is residing (the source of the video); 

3. Gdeosend establishes a new session with its local MCA; 

4. a video receiving application entity, videorecv, is started on each of the other 

workstations; 

5. each of the instances of videorecv joins the session established in Step (3), by 

contacting their local MCAs; 

6. broadcast video images source host to all destinations. 

This application tests the basic correctness of QRTP and demonstrates the following 

main features: 

a Multicasting capability. 

Low loss rate (by running a monitoring application, qrtpstat at the same time 

to measure and calculate the loss). 

a Ability to handle live, real-time data to the best extent of host processing power. 

Connection-oriented communication. 

Video image capture and compression are done by using Solaris Xi1 library function 

calls. Both Cell-B and JPEG compression can be used. Video data blocks, captured 

using Xi1 functions, are sent using the function qrtpSend and received using the 

function qrtpRecv. In Figure 6.3 we set the display of the sender and multiple 

receivers onto the same screen so we can capture them in the same snapshot. 
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Figure 6.3: Running video broadcasting &om source to two destinations. 
An interesting experiment is to visually observe playback delay of the clock image. If 
exactly 60 seconds elapsed at the sender side image (hand going exactly one circle), 
then the receiver side image should show the hand going exactly one circle in exactly 
60 seconds. If it takes more than 60 seconds, then we may conclude significant delay 
is inserted into the transport process. 
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6.3 An Audio Broadcasting Application: audioslult i 

The application audio-malti is used to test how QRW can be used to perform 

packetized audio transport. Both the sender and the receiver run the same tool. 

The sender has access to a prerecorded audio file, and it first initializes a session. 

Receivers then join the session. Once a user tells the sender to start, it fetches audio 

data from the file and sends it in real-time to all receivers. Receivers play back the 

data, also in real-time, on the audio systems- 

6.4 An Application Testing Synchronization 

In order to test how well the synchronization works, the application simdtaneously 

sets up two sessions between two processes. The controller is used to synchronize two 

sessions and synthetic data is sent over both sessions. The departing time and arriving 

time, at  the application level, are recorded by the sender and receiver, respectively. 

The same experiment is then performed without synchronization. Results from both 

experiments are compared. The conclusion is that the unsynchronized experiment 

yields larger inter-session gap, in terms of end-to-end delay. 
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Performance Evaluation 

The objective of the performance evaluation is to review how efficiently the current 

implementation provides services, and to discover the advantages and disadvantages 

compared to a conventional TCP/IP stack. One important part of the performance 

evaluation is to evaluate whether the use of the hybrid addressing scheme is justified. 

This requires an experiment to compare the performance of payload transport over 

IP/ATM and over ATM stack directly. 

7.1 Queen's University Multimedia Networking ATM 

Testbed 

The Queen's University Multimedia Networking ATM Testbed is illustrated in Fig- 

ure 7.1. Two Newbridge 36150 ATM switches are connected via Queen's Universiw 

backbone optical fiber network. Two Sparc 5 workstations are each connected to one 
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Figure 7.1: Queen's ATM Testbed 

of the switches and each is equipped with multimedia devices such as a camera, a mi- 

crophone and speakers. The bandwidth between workstations and the switches is 155 

Mbps (SONET O G 3 ) ,  while the connection between switches is 140 Mbps (LATM). 

-4t the workstation end, Fore System's SBA200 ATM network interface cards (NICs) 

are used to connect to the switches. There are two ways to access the switches: via 

standard TCP/IP stack or via native ATM stack. The first method is supported 

by an IP over ATM implementation and a standard socket interface. The second 

method is supported by an ATM API from Fore Systems. Switched virtual circuit 

(SVC) signaling is supported by the Fore NIC cards but not supported on Newbridge 

ATM switches. So, we must manually provision a VC and have the MCAs at  both 

ends c o ~ e c t e d  to it before proceeding with the testing. 
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7.2 General Method 

The general methodology was to have controlled traftic generated from one endpoint, 

sent to a remote endpoint, and then fed back to the originating endpoint. The t r f i c  

samples collect information along the path and are used for calculating performance 

information. ~~c is simply sent out from sender as quickly as possible, and in- 

t e n d s  are inserted to control the load of the system. Performance information is 

measured with one session running in the system performing both sending and re- 

ceiving. Readers should be reminded that the tr&c load was generally Light on the 

current ATM testbed when data collection was performed. 

Our performance measurement and analysis focuses on latency, throughput, and 

loss mte. Figure 7.2 depicts the measurement points (A, By C, D, E, F) in the 

communication process at  which we collect performance information. The information 

includes 

0 The time an application sends out a sample and the time it receives the same 

sample back. The time interval is used measure the user-to-user delay. 

Receiving queue waiting time (queuing delay), referred as Dr., hereafter, is 

calculated fiom observed values at point D and E. It is used to measure the 

application transmitting rate. 

Arrival intervals of payloads from application sender to transmitting ASA agent 

(T-ASA), referred as Ismdcrm*ZIol hereafter, are collected horn point A. 

0 Sending queue waiting time (queuing delay), referred as DImdq hereafter, is 

calculated from observed values at point B and C. 
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QRTP : I T-ASA R-ASA 

QRTP 

Figure 7.2: Performance Evaluation Information Collection Points 

Arrival intervals of payloads fkom R-ASA to application receiver, referred as 

Ir,,am-vd hereafter, is collected at point F. It is used to measure the receiving 

rate, which is the effective throughput of the system. 

7.3 Latency 

7.3.1 Methods 

Latency is the end-to-end delay between applications (referred as L hereafter). In our 

experiment, we measure the round-trip delay and estimate the end-to-end delay is 

half of the round-trip delay. There are extra values inserted into the estimated delay 

obtained with this method but the real delay will only be better than the estimated 

value. Each user data unit sample is marked with a sending timestamp when it is 

sent to the local QRTP T-ASA. The remote end sends it back immediately when it 
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is received. When it is received by the original sending application, the sample is 

marked with a receiving timestamp. Timestamp information of all samples are pro- 

cessed after the run has been finished, to calculate the means and standard deviations 

of samples of round trip delay. Since delay is related to the traffic load (sending rate) 

and throughput (processing rate), information regarding the relationships between 

latency and these metrics are also collected. 

At the same time, we are interested in main elements of the latency. We can 

decompose D as follows: 

where Dorm is the transmission delay in ATM network, and Dmrans + DrrmalU + 
D,,, + Dtasa is the s u m  of the service time at all four entities through which traffic 

passes. Experiments revealed that the sum of Datm +Dhmans + DmmonS +D,,, + Dma 

is on the order of microseconds, while D,,,, and Dsmdq are on the order of 1/100 

seconds. Therefore the statistics behaviour of these two metrics interests us the 

most. When the QRTP daemon is started with the option of performing performance 

tracking, it logs the timestamp information of selected TPDUs, which is recorded at  

different measurement points. The log is kept in the memory because writing to disk 

would take extra time. The shortcoming of keeping the log in the memory is that 

the log has to be small so as not to affect performance of the daemon. This log is 

analyzed to extract the mean delay at different buffer queues. This helps us to draw 

conclusions on where the majority of the delay comes from. 

For the round-trip delay experiments, sample size is determined according to a 
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method given by Jain [Jaingl]. The method is described as following: 

N = ( ~ O ~ Z S / T X )  

where 

0 z is the normal quantile necessary for a twesided confidence interval at some 

specified level of confidence; 

s is the standard deviation of the original sample; 

r is the desired accuracy level; 

x is the mean of the originat sample; and 

n is the resultant necessaq sample size. 

We require an accuracy of 5% and confidence level of 95%. We select different traffic 

loads, under each of which round-trip delay information is collected. The number of 

samples range from 250 to 800, depending on the tr&c loads we select, in order to 

ensure the required accuracy and confidence level under each load. For calculating 

means of queuing delays, sample size is determined in the same way. A7 sample 

TPDUs are needed to derive the mean of receiving queue delay and 366 sample 

TPDUs are needed to derive the mean of sending queue delay. 

7.3.2 Analysis 

The mean of round-trip delay is plotted against the t r a c  load in Figure 7.3. Under 

light load (44 TPDUs or 1.2 Mbps), the delay is about 164 ms. Ahuja, Keshav and 

Saran showed in their performance measurement of kStack [AKS96] that a 64-byte 
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7-3. LATENCY 

Figure 7.3: Round Trip Delay Under Different Traffic Loads 
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TPDU has 0.120 second round-trip delay. Under light load, round-trip delay of most 

of TPDUs (3000 bytes each) in QRTP is close to this value. Therefore, we have ac- 

ceptable performance in terms of end-to-end delay at light load. 
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Under heavy load, since our protocol ensures low loss rate with a flexible size 

queue, and daemon processing power (throughput) is Limited by the endpoint system, 

delay increases to a high level, mainly due to high queuing delays. For example, at 188 

TPDUs per second (5.2 Mbps), throughput is limited at 159 TPDUs per second, and 

it results in a 1.2 second round-trip delay. There are ways to improve it: (1) moving 

QRTP into kernel address space, (2) using an array-style implementation of buffer 

rather than dynamic linked list style buffer, (3) using an interrupt-based synchronous 

service model to replace current queue-based asynchronous model. 

Sending Rate (3500-byte TPDUs Per Second) 
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CHAPTER 7. PERFOIZMANrF: EVALUATION 

7.4 Throughput 

For throughput, we are concerned about the mmimum processing power of both 

incoming and outgoing TPDUs, which are also measured by the experiments which 

is used to measure round trip delay- The advantage of using such experiments is 

that in such a "worst case" one QRTP daemon handles both incoming and outgoing 

sessions at  the same time, under heavy load. The maximum throughput observed 

from iterations of such experiment is 161 TPDUs (4.5 Mbps) . 

7.5 Loss Rate 

Each TPDU is numbered by sequence numbers, and they are logged when they are 

sent and received. The two logs are compmed, after the experiment, to calculate 

the number of TPDUs lost. The number of experiments required to achieve a 95% 

confidence interval is 420, and it is determined with the method mentioned above. 

Each experiment sends out 2000 TPDUs (3500 bytes each) without interruption. 

An average 2% of TPDUs are lost in the transport process. Such a small loss rate 

is a large improvement born TSA-only implementation. An earlier measurement on 

using TSAs only (no ASAs), for the same application, revealed a 30% loss rate. A R- 

TSA agent has to receive TPDUs, process them, then forward them to the application. 

From initial observations we concluded that this process takes a relatively long time 

and when other TPDUs arrive, there is no agent to receive them. To deal with this 

problem, we also implemented a version where multiplex TSA agents are started 

simultaneously to serve one session. 

EX.1103.105DELL



7.6. COMPARSON OF QEtTP OVER IP/ATM AND QEtTP OVER HYBRID ADDRESSING89 

7.6 Comparison of QRTP over IP/ATM and QRTP 

over Hybrid Addressing 

In order to justify the use of a hybrid addressing scheme, we have to provide proof 

that a scheme which uses I .  over ATM for both control and payload transport is not 

as  good, in terms of performance. The hybrid addressing scheme uses IP addressing 

for control messages (such as setting up session), and native ATM stack for payload 

delivery. 

7.6.1 Methodology 

We compare arrival rates in the experiment. In one case the sender and receiver are 

connected with a raw IP socket, which is supported by I .  over ATEVL. In the second 

case, on the same physical network, we have another pair of sender and receiver, 

programmed using Fore .4TM API and linked via native ATM stack. Both cases are 

based on two identical ATM virtual circuits, with the same reserved bandwidth 10 

Mbps. The virtual circuits pass through two Newbridge 36150 switches, and two O G  

3 NIC cards. Experiments are run separately on the physical link which has no other 

traffic. 10000 TPDUs, each of 4000 bytes, were transmitted from sender to receiver 

in each case. Inter-arrival times of TPDUs are then logged and processed after the 

runs. 

7.6.2 Analysis 

The case measuring the inter-arrival time of native ATM connection reveals results 

matching the bandwidth reserved for the ATM virtual circuit. Figure 7.4 shows the 
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distribution. Average arrival intend is 0.004853 second for a 32000 bit TPDU, which 

translates into a 6.6 Mbps payload bandwidth. Given that a 10 Mbps ATM VC has 

an effective bandwidth of 9 Mbps, we have 73% average utilization. A more careful 

look at the distribution reveals that, by excluding some "outliners", there is approx- 

imately an average of 0.004 seconds which yields an 88% utilization. 

The case measuring the interarrival time of IP over ATM connection reveals re- 

sults which shows that ATM bandwidth is largely under utilized. The average arriML 

interval is 0.079244 second for a 32000 bit TPDU, which is a 0.404 Mbps payload 

bandwidth, and a 4.5% utilization of a 10 Mbps VC, which shows that it is a waste 

of bandwidth to allocate large bandwidth for single IP applications. A further probe 

into the CPU utilization of the receiver, while the sending and receiving is taking 

place, is only 4%. When the sending side ceases transmission, utilization and inter- 

arrival rate increase quickly. 

-4 side-by-side comparison indicates samples of interarrival time via native ATM 

are much more concentrated than those via IP over ATM. This suggests sending pay- 

loads via native ATM will yield smaller jitter. This is best for multimedia applications 

which have strong requirements on small interarrival jitter. 

To investigate the reason why IP over ATM under-utilizes the reserved bandwidth, 

we perform the above experiments again. In addition we turned on the ATM level 

statistics in each case. The observation shows that in the IP over ATM case, sender 

sends out average 850 ATM cells per second, which means it is sending at a 307 
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Kbps rate while the dedicated virtual circuit has 10 Mbps. This closely matches the 

measurement from the receiver which shows an average arrival rate of 0.08 second, 

which is 400 Kbps. We also observe that the sender sends out average 10,000 .4TM 

cells per second, which translates into 4 Mbps, which is relatively close to the average 

arrival rate derived kom receiver. This comparison shows that an application which 

sends data via IP over ATM transmits slower than those using native ATM stack. 

The IP layer packet rate when using native IP over ATM is about 17 times slower 

than when using native ATM stack, and the ATM layer cell rate when using IP over 

ATM is about 13 times slower. 

The inefficiencies of IP over ATM may be caused by following reasons: 

Difference between softwaze and hardware handling of communications. IP over 

ATM is implemented in softwaxe and is subject to processor power, and ATM 

stack is implemented on-board. 

Use of AT- table by IP over ATM. 

a Fore's Use of concurrent service model in native ATM stack is superior than 

IP's single interrupt service routine model. 

Clearly, these findings indicate the inefficiencies in IP over ATM, and they justify 

the use of native ATM stack for payload delivery. As well, these findings explain 

some earlier observations &om other experiments that performance of TCP/IP-based 

video conferencing tool is improved by only a small amount when ATM with SONET 

replaces Ethernet as physical media. 
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Figure 7.4: Arrival rate when using native -4TM 

Figure 7.5: ArriVitl rate when using IP over ATM 
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7- 7. EFFEc?rvERrESS OF QOS CONTROL 

7.7 Effectiveness of QoS Control 

Experiments are also carried out to measure the effectiveness of QoS control. Two 

sessions are created with different QoS levels, and synthetic traffic are sent between 

two senderlreceiver pairs. In the &st experiment, session 1 has a higher QoS level 

whiIe session 2 has a lower level. Results shows that session 1 d e r s  lower end-to- 

end delay compared to session 2. To further evaluate the mechanism, we set the QoS 

level of session 2 to be higher than that of of session 1. In this experiment, session 2 

suffers lower end-to-end delay than session 1. Although it belong to future work to 

verify how much delay is reduced with increasing of each QoS level, the qualitative 

conclusion that we draw born consistent results of multiple experiments is that, our 

control mechanism indeed ensures that the session with higher QoS suffers delay lower 

than those with lower QoS. 

7.8 Conclusion 

Our implementation performs well in terms of loss rate, QoS control and synchroniza- 

tion. Tuning of latency and throughput for the current prototype implementation is 

limited by following constraints on current implementation: 

0 Not being able to implement in kernel space. Current implementation is in user 

space and using user space memory, which is less efficient. 

Communication between application process and QRTP daemon has to be via 

Univ socket. If it had run in kernel space, this communication could have been 

changed to memory sharing controlled by interrupts. 

EX.1103.110DELL



94 CHAPTER 7. PERFORR/IAlVrE EVMU.4TION 

0 Using flexible size to ensure low loss even under heavy traffic load. 
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Chapter 8 

Conclusion 

8.1 Thesis Summary 

The transport layer includes some of the most important functions needed for multi- 

media real-time communication applications, such as broadband network connection 

setup with QoS requirements, out-of-sequence detection and correction, and synchro- 

nization. Our experiments revealed that TCP/IP over ATM implementation does 

not utilize ATM bandwidth efficiently therefore other possible alternatives should be 

studied. 

The thesis surveyed the related work on the research and development of trans- 

port middleware for high-speed networks and multimedia applications. One of the 

important observations is that in both high-speed networks and applications the is- 

sue of reserving resources to control or guarantee QoS is an important requirement. 

This means the specification and control of QoS at the transport layer should also be 

present to support application level QoS, and utilize the network QoS mechanisms. 
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In addition, a protocol development environment is needed for easy specification of a 

protocol stack and generation of generic code for each stack. 2-Kernel is an excellent 

example. 

The thesis introduced the design of QRTP. The data format of the protocol infor- 

mation exchange is dictated by the IETF RTP V2 specification. A unique structure, 

which consists of MCA, MA, TSAs and ASAs, has been designed and implemented. 

The MC-4 is responsible for the overall control functions, the TSAs are responsible for 

transporting formated data units: and the -4SA.s are responsible for real-time func- 

tions and user data formatting. The MA is responsible for handling management 

queries. -4 clear separation of tasks and well modularized implementation will help in 

future expansion of the protocol. Protocol mechanisms for addressing, multiplexing of 

sessions, flow control, connection management and termination, out-of-sequence de- 

tection and correction, synchronization, multicasting, and QoS control, are discussed. 

The mechanisms are all implemented in a prototype, which includes a core pro- 

tocol implementation, and a suite of tools and multimedia applications. The internal 

structure of the implementation was described in detail, and implementation issues 

were discussed. We drew important conclusions on issues such as whether to make a 

separate process at each endpoint, and whether to use one type of service agents only 

(TSAs) or two service agent types (TSAs and ASAs). The approach where a QRTP 

daemon runs on each endpoint is selected since it provides easier endpoint control, 

connection and resource management. We adopted ASAs on top of TSAs since it 

reduced the amount of work for TSAs and reduces TPDU loss. 
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Multimedia applications including video and audio applications were developed 

to test the functions of the QRTP prototype and evaluate the performance. In con- 

clusion, QRTP provides the following main features: 

0 Interactive, two-way or presentation, one-way communication support; 

0 Quality of service support; 

Handling of multiple sessions; 

Connection-oriented support; 

Int er-session synchronization; 

Out-of-sequence detect ion and correction; 

A hybrid addressing and transport scheme; 

0 Multicasting support; 

An easy-to-use API set; 

Separation of media adaptation module and common transport module; 

Dynamic size queues for input and output; 

Performance evaluation produced following hdings: 

End-to-end delay is acceptable, and major components of latency have been 

identified to be queuing delays. The implementation modifications that can re- 

duce latency include moving into kernel space and using &xed-size cyclic queue. 
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Error rate is low. 

ATM virtual circuit bandwidth is efficiently utilized based on the measured 

throughput. 

Basic inter-session synchronization functions. 

Basic QoS control functions. 

Contribution 

This research has contributed to the field in a number of ways: 

0 Evaluation of ATM native stack against TCP/IP over ATM. We per- 

formed a evaluation on Queen's ATM testbed and came up with the conclusion 

that native ATM stack can yield better performance under certain circum- 

stances. While an enormous amount of research provide performance evaluation 

of TCP/IP over ATM, a comparison such as o m  is not available to the best of 

our knowledge. 

A hybrid addressing and transport scheme. Based on the conclusion from 

comparing ATM native stack and TCP/IP over ATM, we designed a hybrid ad- 

dressing scheme which uses TCP/IP for control traffic and ATM native stack for 

payload delivery. Such a scheme avoids the overhead of IP to ATM addressing 

conversion and other inefficiencies. 

0 Introduction of QoS levels. QoS level specification and control was imple- 

mented in the QRTP prototype, and yields qualitative results indicating that 

sessions with higher QoS level always have better performance. 
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a Introduction of session synchronization. Session synchronization has been 

designed and implemented in QrYTP prototype to proside means for synchroniz- 

ing different sessions, and experiments verified that synchronized sessions sufFer 

equal end-to-end delays. 

Multicasting and user management functions. QRTP implementation 

includes multicasting capacity and group member control functions which en- 

ables dynamic user control. Such a capacity is not currently available in normal 

TCP/IP implement at ion. 

8.3 Future Work 

A number of topics within this research area remain open for future work. This 

section discusses issues and features that deserve detailed examinat ion. 

8.3.1 Performance Tuning 

A few improvements can be made to tune up the performance of the protocol. First, 

the implementation can be moved from the user space to kernel space. Second, the 

current poll-based service model can be replaced by the interrupt-based service model. 

Third, the flexible size, linked-list queue can be replaced by a cyclic array-based queue 

which will significantly reduce the queuing delays, which are main components of the 

overall delay. 
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CHAPTER 8. CONCLUSION 

8.3.2 Applications 

More applications can be developed to use QRTP services. In return, they serve as 

incentives to enhance the functionality of QRTP. One such example is a remote robot 

control application. Such an application presents strict requirements on real-time 

characteristics (such as interarrival delay) on transport services. Currently video and 

audio sample applications are developed only to test the basic bctionality of QRTP 

so they do not have a complete set of features such as user-friendly interfaces. These 

sample applications can be enhanced into more complete, user-Eriendly applications. 

8.3.3 Transport Management 

Management of QRTP is discussed in [ZGMM96]. An SNMP (Simple Network Man- 

agement Protocol) MIB (Management Information Base) defined in [ZMM96-31 has 

been implemented in ASN.1 as an effort related to this research. A MU3 compiler such 

as SMUT can be used to compile the ASN.1 version of the ME3 into a C, which can 

then be used to implement SNMP agent which collects the management information 

from QRTP. Work is needed to convert the current non-SNMP implementation of the 

agent to an SNMP-compliant one. 

8.3.4 QoS Levels 

The current implementation of QoS level specification and control is very basic. The 

ultimate goal of QoS specification is to allow applications or users to specify band- 

width, delay and loss ratio. The goal of QoS control is to define and implement a set 

of control policies that provides guaranteed s e ~ c e s  to applications and users. 
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8.3.5 Compatibility 

The ultimate god of QRTP implementation is to be compatible with other imple- 

mentations of RTP V2. Work is needed to experiment with the QRTP daemon and 

applications with other RTP V2 applications, to identify the issues in making QRTP 

compatible with those applications. 
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Appendix A 

QRTP Application Programming 

Interface 

A.l  Name 

A.2 Synopsis 

gcc [flag . . .] -I$(QRTP-INC) file . . . -1socket -Ins1 -1qrtp [library . . .I 

CBARTPSessionAccessInfo* qrtpWt(iat  req-type, 

111 
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sessionInfoList* 

int 

int  

int 

int  

int 

char* remote-endpoint, 

int remote-session-id, 

int qos-level) ; 

CBARTPSessionAccessLofo* qrtpJoin(int req-type, 

char* remote-endpoint, 

int remote,session,id, 

int qos-level) ; 

qrtpList CCBARTPEndPoint Info* endpoint ) ; 

q*Sync(int sessionl-id, int session2,id, double tolerable-skew); 

qrtpTerminate (int session-id) ; 

qrtpShutDovn() ; 

qrtpSend(int session-id, char* buffer); 

qrtpRecv(int session-id, char* buffer) ; 

A.3 Description 

qrtpInit initializes a new session, whose session access information is returned by 

the function. The quality of service (QoS) value is indicated by qoslevel .  

qrtp Join initializes a new session endpoint, whose access information is returned 

by the function. The quality of service value is indicated by qoslevel.  The remote 

endpoint, which the calling application is requesting to be connected to, is identified 

by a host name, remote-endpoint, and a session identification remote-session-id. 
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qrtpList returns a list of all the sessions d i n g  on the endpoint identified by 

endpoint. It obtains this information by sending query to the MCA (Master Control 

Agent) at the host identified. 

qrtpSync synchronizes two sessions whose session identscations are sessionl-id 

and ses s ion2id ,  respectively. A tolerable skew, t olerable-skew, is defined in sec- 

onds. 

qrtpTerminat e terminates a session with session identification as sess ion id .  

qrtpShutDown terminates the process MCA. 

qrtpSend sends data buffer via session which has idenficication sessionid. 

qrtpRe cv receives data buffer via session which has idenficication s e s s i o e i d .  

A.4 Return Values and Errors 

For qrtpInit or qrtpJoin, if return value is NULL, then the initialization process 

fails. For qrtplist ,  if the return value is NULL, then the number of sessions is 0. 

For Other functions, if the return value is 0, then the operations are successful. 
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Appendix B 

Protocol Data Unit Formats 

0 Version (V): 2 bit. RTP specification regulates that this field represent the 

RTP versions. 

0 Padding (P): Indicates whether there are padding in the payload that should 

be ignored by playback application. If there is, the last octet of the payload 

will indicate how many octets, counting from the bottom, are paddings This 

is significant since real-time 

applications require great responsiveness, and even if the payload size is fixed 

at  an optimal level, there are still occasions when payload is not filled when 

it has to be sent. Other times lower layer PDU is larger and RTP has to use 

paddings to fill a ked  block lower level PDU to have the payload carried. 

Extension (X): Indicates whether Header Eztension is to be used to carry 

internal implementation-specific information that is ignored by other RTP im- 

plementations. We set this bit to 0 for now. The header extension can be used 

for our future header information extension. 
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a CSRC Count (CC): Number of CSRC identifiers for a PDU. 

Marker (M) : Used to indicate events Like video or audio frame boundaries. 

Payload Type (PT): A mapping from payload type to encoding and decoding. 

For current research, we will choose PT=14 (MPA Audio) and PT=26 (JPEG 

Video), and temporarily PT=96 for medical data. 

Sequence number: Sequence numbers are stamped onto RTP PDUs while 

they are sent out and will be used to check lost PDUs and restore sequence at 

the receiver end. This is one of the most important part of a real-time transport 

protocol. 

0 timestamp:Used for two synchronizations: synchronization between sender 

and receiver(s) without receivers back pressuring sender, and synchronization 

between data flows on different sessions. 

SSRC: This is the identification of the source. It is not the normal network 

address but rather a long randomly generated number to ensure that no two 

sources have the same SSRC identifier within each session. 

CSRC: Optional. This lists contributing sources such as mixers and translators 

introduced in RTP specifications. This is very useful when there are different 

links with different bandwidths in a wide area network and it is not useful in a 

broadband network. Currently unused and CC set to 0. 

Payload: Encoding and decoding of payload is either defined by standard body, 

if registered PT types are used, or defined by individual implementations. 
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Appendix C 

Session Data Structure and 

Protocol Control Block 

typedef struct CBARTPSessionStruct 

int sessiodd; 

int mtu; 

int muimumPayloadSize ; 

CBARTPEndUser *owner ; 

CBbRTPEndUser mserList ; 

CBARTPSessionAgent *send-agent ; 

CBARTPSessionAgent *recv-agent ; 

CBARTPSessionRemoteRecPAgentList 

*remote,agent,list; 

int number0fUsers ; 

rtpPduQueueType *TpduQueue ; 
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rtpPduQueueType *RpduQueue ; 

/* 
* When synchronization is done, synchronized sessions 
* share the same queue, which is a merged syncMergedQueue, 

* R-TSAs will enqueue incoming TPDUs into this queue and 

* R-ASAs will dequeue from this queue. 

*/ 
rtpPduQueueType *s yncHergedQueue ; 

void* synclist ; 

struct CBARTPSessionStruct 

*next ; 

/* 
****************************** 

* Protocol Control Block - PCB 
*******8*8*******************8 

*/ 
/* 

* Information updated by the MCA 

*/ 
unsigned long sessionStartUpTime ; 

int recvWin ; 

/* 
t * * * t t * t * t * * *SSt t t t * * * t8* * t t8 * * *8* * * t * t r t * * * * * * * * t * * * * * * *  

* Information ONLY updated by CBARTPSessionPerfEnterTASA , 

* collected when a PDU i s  generated by sender ASA agent. 

****S*t*8**t*+f*tt**tt8**t*t8*t*t*rC***8****8****8******8 
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*/ 
/* 

~ t ~ t ~ ~ ~ ~ t ~ t 8 t & * * * 8 * * * * * $ : * * * * * ~ ~ * * * t 8 ~ * * I c * * * ~ ~ * * ~ ~ ~ ~ ~ ~ * ~ ~  

* Infomat ion ONLY updated by CBbRTPSessionPerfEnterTRmS , 

t*S8****8****4*****************************88***8******* 

*/ 
int 

double 

/* 
***************+**************************************** 

* Information ONLY updated by CBARTPSessionPerfEnterRRTTRANS, 
************S******************************************* 

*/ 
int currentWinExpectedPdus; 

int currentWindowActPdus; 

int totslErpectedPdus ; /* Received */ 

int totalActPdus ; /* Received */ 
unsigned long totalPDULost; 

/* 
******************************************************** 

* Information ONLY updated by CBARTPSessionPerfEnterRASA, 
* collected when a PDU is generated by sender ASA agent- 
........................................................ 

*/ 
double 

double 
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unsigned long current InterPDUInt emal ; 

unsigned long currentInterPDUIntervalJitter ; 

unsigned long 1astRecvPDUSeq; 

unsigned long totalRecvErrorPDUs ; 

unsigned long totalRecvOutOf Seq; 

/* 
******************************************************* 

* Others 
........................................................ 

*/ 
int 

int 

unsigned long 

float 

int 

int 

int 

int 

int 

iRt 

) CBARTPSession; 

nmurst ; 

totalBurstDur ; 

ses sionUpTime ; 

1astRecvTPDUSentTime; 

QoSLevel ; 

atm-send-f d; 

atm-recv-fd; 

atm-vp i ; 

atm-vci ; 

use-atm-f lag; 
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