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PREFACE

Audio processing and recording has been part of telecommunication and enter-
tainment systems for more than a century. Moreover bandwidth issues associated
with audio recording, transmission, and storage occupied engineers from the very
carly stages in this field. A series of important technological developments paved
the way from early phonographs o magnetic tape recording, and lately compact
disk (CD), and super storage devices. In the followir 1, we caplure some ol the
main events and milestanes that mark the history in audio recording and storage, !

Prototypes of phonographs appeared around 1877, and the first attempt to mar-
ket eylinder-based eramophones was by the Columbia Phonograph Co. in 1889.
Five years later, Marconi demonstrated the first radio transmission that marked
the beginning of audio broadeasting. The Victor Talking Machine Company, with
the little nipper dog as its trademark, was formed in 1901, The “telegraphone™, a
magnetic recorder for voice that used still wire, was patented in Denmark around
the end of the nineteenth century. The Odeon and His Masters Voice (HMV)
label produced and marketed music recordings in the early nincteen hundreds.
The cabinet phonograph with a horn called “Victrola™ appeared at about the same
time. Diamond disk players were marketed in 1913 followed by efforts to produce
sound-on-film for motion pictures, Other milestones include the first commercial
transmission in Pittsburgh and the emergence of public address amplifiers. Elec-
trically recorded material appeared in the 19205 and the first sound-on-film was
demonsirated in the mid 19205 by Warner Brothers. Cinema applications in the
1930s promoted advances in loudspeaker technologies leading to the develop-

ment of woofer, tweeter, and crossover network concepts. Juke boxes for music
also appeared in the 19305, Magnetic tape recording was demonstrated in Ger-
many in the 1930s by BASF and AEG/Telefunken. The Ampex tape recorders
appeared in the US in the late 1940s. The demonstration of stereo high-fidelity
(Hi-Fi) sound in the late 1940 spurred the development of amplifiers, speakers,
and reel-to-reel tape recorders for home use in the 19505 both in FHurope and

Xv
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the US. Meanwhile, Columbia produced the 33-rpm long play (LP) vinyl record,
while its rival RCA Victor produced the compact 45-rpm format whose sales
took off with the emergence of rock and roll music. Technological developments
in the mid 1950s resulted in the emergence of compact transistor-based radios
and soon after small tape players. In 1963, Philips introduced the compact cas-
sette tape format with its EL3300 series portable players (marketed in the US as
Norelco) which became an instant success with accessorics for home, portable,
and car use. Bight track cassettes became popular in the late 1960s mainly for car
use. The Dolby system for compact cassette noise reduction was also a landmark
in the audio signal processing field. Meanwhile, FM broadcasting, which had
been invented earlier, took off in the 1960s and 1970s with sterco transmissions.
Helical tape-head technologies invented in Japan in the 1960s provided high
bandwidth recording capabilities which enabled video tape recorders for home
use in the 1970s (c.g., VHS and Beta formats). This technology was also used
in the [980s for audio PCM stereo recording. Laser compact disk technology
was introduced in 1982 and by the late 19805 became the preferred format for
Hi-Fi stereo recording. Analog compact cassette players, high-quality reel-(o-reel
recorders, expensive turntables, and virtually all analog recording devices started
fading away by the late 1980s. The launch of the digital CD audio format in
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the 1980s coincided with the advent of personal computers, and took over in
all aspects of music recording and distribution. CD playback soon dominated
broadcasting, automobile, home stereo, and analog vinyl LP. The compact cas-
sette formats became relics of an old era and eventually disappeared from music
stores. Digital audio tape (DAT) systems enabled by helical tape head technology
were also introduced in the 1980s but were commercially unsuccessful because
of strict copyright laws and unusually large taxes.

Parallel developments in digital video formats for laser disk technologies
included work in audio compression systems. Audio compression research papers
started appearing mostly in the 1980s at IEEE ICASSP and Audio Engineer-
ing Society conferences by authors from several research and development labs
including, Erlangen-Nuremburg University and Fraunhofer IIS, AT&T Bell Lab-
oratories, and Dolby Laboratories. Audio compression or audio coding research,
the art of representing an audio signal with the least number of information
bits while maintaining its fidelity, went through quantum leaps in the late 1980s
and 1990s. Although originally most audio compression algorithms were devel-
oped as part of the digital motion video compression standards, e.g., the MPEG
series, these algorithms eventually became important as stand alone technologies
for audio recording and playback. Progress in VLSI technologies, psychoacous-
tics and efficient time-frequency signal representations made possible a series of
scalable real-time compression algorithms for use in audio and cinema applica-
tions. In the 1990s, we witnessed the emergence of the first products that used
compressed audio formats such as the MiniDisc (MD) and the Digital Compact
Cassette (DCC). The sound and video playing capabilities of the PC and the
proliferation of multimedia content through the Internet had a profound impact
on audio compression technologies. The MPEG-1/-2 layer I (MP3) algorithm
became a defacto standard for Internet music downloads. Specialized web sites
that feature music content changed the ways people buy and share music. Com-
pact MP3 players appeared in the late 1990s. In the early 2000s, we had the
cmergence of the Apple iPod® player with a hard drive that supports MP3 and
MPEG advanced audio coding (AAC) algorithms.

In order to enhance cinematic and home theater listening experiences and
deliver greater realism than ever before, audio codec designers pursued sophis-
ticated multichannel audio coding techniques. In the mid 1990s, techniques for
encoding 5.1 separate channels of audio were standardized in MPEG-2 BC and
later MPEG-2 AAC audio. Proprietary multichannel algorithms were also devel-
oped and commercialized by Dolby Laboratorics (AC-3), Digital Theater System
(DTS), Lucent (EPAC), Sony (SDDS), and Microsoft (WMA). Dolby Labs, DTS,
Lexicon, and other companies also introduced 2:N channel upmix algorithms
Capable of synthesizing multichannel surround presentation from conventional
Stereo content (e.g., Dolby ProLogic II, DTS Neo6). The human auditory system
is capable of localizing sound with greater spatial resolution than current multi-
channel audio systems offer, and as a result the quest continues to achieve the
ultimate spatial fidelity in sound reproduction. Research involving spatial audio,
real-time acoustic source localization, binaural cue coding, and application of
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head-reluted transfer functions (HRTF) towards rendering immersive audio has
gained interest. Audiophiles appeared skeptical with the 44.1-kHz 16-bit CD
stereo format and some were critical of the sound quality of compression for-
mats. These ideas along with the need for copyright protection eventually gained
momentum and new standards and formats appeared in the early 2000s. In par-
ticular, multichannel lossless coding such as the DVD-Audio (DVD-A) and the
Super-Audio-CD (SACD) appeared. The standardization of these storage for-
mats provided the audio codec designers with enormous storage capacity. This
molivated lossless coding of digital audio.

The purpose of this hook is to provide an in-depth treatment of audio com-
pression algorithms and standards, The topic is currently occupying several com-
munities in signal processing, multimedia, and audio engineering. The intended
readership for this book includes at least three groups. At the highest level, any
reader with u general scientific background will be able to gain an appreciation for
the heuristics of perceptual coding. Secondly, readers with a general electrical and
computer engineering background will become familiar with the essential signal
processing techniques and perceplual models embedded in most audio coders.
Finally, undergraduate and graduate students with focuses in multimedia, DSP,
and computer music will gain important knowledge in signal analysis and audio
coding algorithms, The vast body of literature provided and the tutorial aspects
of the book make it an assel for audiophiles as well.

Organization

This book is in part the outcome of many years of research and teaching at Ari-
zona State Universily. We opted to include exercises and computer problems and
henee enable instructors (o either use (he content in existing DSP and multimedia
courses, or to promole the creation of new courses with focus in audio and speech
processing and coding. The book has (welve chapters and each chapter contains
problems, proofs, and computer exercises. Chapter [ introduces the readers to
the field of audio signal processing and coding. In Chapter 2, we review the
basic signal processing theory and emphasize coneepts relevant to audio cod-
ing. Chapter 3 describes waveform quantization and entropy coding schemes.
Chapter 4 covers lincar predictive coding and its utility in speech and audio cod-
ing. Chapter 5 covers psychoacoustics and Chapter 6 explores filter bank design.
Chapter 7 describes transform coding methodologies. Subband and sinusoidal
coding algorithms are addressed in Chapters 8 and 9, respectively, Chapter 10
reviews several audio coding standards including the ISO/IEC MPEG family, the
cinematic Sony SDDS, the Dolby AC-3, and the DTS-coherent acouslics (DTS-
CA). Chapter 11 focuses on lossless audio coding and digital audio watermarking
techniques. Chapter 12 provides information on subjective quality measures.

Use in Courses

For an undergraduate elective course with little or no background in DSP, the
mstructor can cover in detail Chapters 1, 2, 3, 4, and S, then present select
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PREFACE Xix
sections of Chapter 6, and describe in an expository and qualitative manner
certain basic algorithms and standards from Chapters 7-11. A graduate class in
audio coding with students that have background in DSP, can start from Chapter 5
and cover in detail Chapters 6 through Chapter 11. Audio coding practitioners and
researchers that are interested mostly in qualitative descriptions of the standards
and information on bibliography can start at Chapter 5 and proceed reading
through Chapter 11.

Trademarks and Copyrights

Sony Dynamic Digital Sound, SDDS, ATRAC, and MiniDisc are trademarks of
Sony Corporation. Dolby, Dolby Digital, AC-2, AC-3, DolbyFAX, Dolby Pro-
Logic are trademarks of Dolby laboratories. The perceptual audio coder (PAC),
EPAC, and MPAC are trademarks of AT&T and Lucent Technologies. The
APT-x100 is trademark of Audio Processing Technology Inc. The DTS-CA is
trademark of Digital Theater Systems Inc. Apple iPod® is a registered trademark
of Apple Computer, Inc.
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CHAPTER 1

INTRODUCTION

Audio coding or audio compression algorithms are used to obtain compact dig-
ital representations of high-fidelity (wideband) audio signals for the purpose of
efficient transmission or storage. The central objective in audio coding is to rep-
resent the signal with a minimum number of bits while achieving transparent
signal reproduction, i.e., generating output audio that cannot be distinguished
from the original input, even by a sensitive listener (“golden ears”). This text
gives an in-depth treatment of algorithms and standards for transparent coding
of high-fidelity audio.

1.1 HISTORICAL PERSPECTIVE

The introduction of the compact disc (CD) in the early 1980s brought to the
fore all of the advantages of digital audio representation, including true high-
fidelity, dynamic range, and robustness. These advantages, however, came at
the expense of high data rates. Conventional CD and digital audio tape (DAT)
systems are typically sampled at either 44.1 or 48 kHz using pulse code mod-
ulation (PCM) with a 16-bit sample resolution. This results in uncompressed
data rates of 705.6/768 kb/s for a monaural channel, or 1.41/1.54 Mb/s for a
stereo-pair. Although these data rates were accommodated successfully in first-
generation CD and DAT players, second-generation audio players and wirelessly
connected systems are often subject to bandwidth constraints that are incompat-
ible with high data rates. Because of the success enjoyed by the first-generation

Audio Signal Processing and Coding, by Andreas Spanias, Ted Painter, and Venkatraman Altti
Copyright © 2007 by John Wiley & Sons, Inc.
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2 INTRODUCTION

systems, however, end users have come to expect “CD-quality” audio reproduc-
tion from any digital system. Therefore, new network and wireless multimedia
digital audio systems must reduce data rates without compromising reproduc-
tion quality. Motivated by the need for compression algorithms that can satisfy
simultaneously the conflicting demands of high compression ratios and trans-
parent quality for high-fidelity audio signals, several coding methodologies have
been established over the last two decades. Aundio compression schemes, in gen-
eral, employ design techniques that exploit both perceprual irrelevancies and
statistical redundancies.

PCM was the primary audio encoding scheme employed until the early 1980s.
PCM does not provide any mechanisms for redundancy removal. Quantization
methods that exploit the signal correlation, such as differential PCM (DPCM),
delta modulation jJaya76] [Jaya84], and adaptive DPCM (ADPCM} were applied
to audio compression later {e.g.. PC audio cards). Owing to the need for dras-
tic reduction in bit rates, researchers began to pursue new approaches for audio
coding based on the principles of psychoacoustics [Zwic90] [Moor03]. Psychoa-
coustic notions in conjunction with the basic properties of signal quantization
have led to the theory of perceptual entropy [John88a] [John88b]. Perceptual
entropy is a quantitative estimate of the fundamental limit of transparent audio
signal compression. Another key contribution to the field was the characterization
of the auditory filter bank and particularly the time-frequency analysis capabili-
ties of the inner ear [Moor83|. Over the years, several filter-bank struoctures that
mimic the eritical band structure of the auditory filter bank have been proposed.
A filter bank is a parallel bank of bandpass filters covering the audio spectrum,
which, when used in conjunction with a perceptual model, can play an important
role in the identification of perceptual irrelevancies.

During the early 1990s, several workgroups and organizations such as
the International Organization for Standardization/International Electro-technical
Commission (ISO/IEC), the International Telecommunications Union (ITU),
AT&T, Dolby Laboratories, Digital Theatre Systems (DTS), Lucent Technologies,
Philips, and Sony were actively involved in developing perceptual audio coding
algorithms and standards. Some of the popular commercial standards published
in the early 1990s include Dolby’s Audio Coder-3 (AC-3), the DTS Coherent
Acoustics (DTS-CA), Lucent Technologies” Perceptual Audio Coder (PAC),
Philips” Precision Adaptive Subband Coding (PASC), and Sony’s Adaptive
Transform Acoustic Coding (ATRAC). Table 1.1 lists chronologically some of
the prominent audio coding standards. The commercial success enjoyed by
these audio coding standards triggered the launch of several multimedia storage
formats.

Table 1.2 lists some of the popular multimedia storage formats since the begin-
ning of the CD era. High-performance stereo systems became quite common with
the advent of CDs in the early 1980s. A compact-disc—read only memory (CD-
ROM) can store data up to 700-800 MB in digital form as “microscopic-pits”
that can be read by a laser beam off of a reflective surface or a medium. Three
competing storage media — DAT, the digital compact cassette (DCC), and the
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C- Table 1.1. List of perceptual and lossless audio coding standards/algorithms.
ia — |
c- Standard/algorithm Related references ]
Zy_ 1. ISO/IEC MPEG-1 audio [ISOI92] ‘
= 2. Philips’ PASC (for DCC applications) [Lokh92]
3. AT&T/Lucent PAC/EPAC [John96c] [Sinh96]
= 4. Dolby AC-2 [Davi92] [Fiel91] t
d 5. AC-3/Dolby Digital [Davis93] [Fiel96] I
6. ISO/IEC MPEG-2 (BC/LSF) audio [I1SO19%4a] l
3 7. Sony’s ATRAC; (MiniDisc and SDDS) [Yosh94] [Tsut96]
n 8. SHORTEN [Robi9%4]
R 9. Audio processing technology — APT-x100 [Wyli96b]
i 10. ISO/IEC MPEG-2 AAC [ISOI96]
[1. DTS coherent acoustics [Smyt96] [Smyt99]
N 12. The DVD Algorithm [Crav96] [Crav97]
13. MUSICompress [Wege97]
14. Lossless transform coding of audio (LTAC) [Pura97]
; 15. AudioPaK [Hans98b] [Hans01]
! 16. ISO/IEC MPEG-4 audio version | [ISO199]
' 17. Meridian lossless packing (MLP) [Gerz99] I
8. ISO/IEC MPEG-4 audio version 2 [ISO100] i
19. Audio coding based on integer transforms [Geig01] [Geig02]
20. Direct-stream digital (DSD) technology

[ReefOla] [Jans03] ‘

Table 1.2. Some of the popular audio storage |

formats.

Audio storage format

. Compact disc

. Digital audio tape (DAT)

. Digital compact cassette (DCC)
. MiniDisc

. Digital versatile disc (DVD)

. DVD-audio (DVD-A)

7. Super audio CD (SACD)

kll-lk’s)dl\)—‘

[2}

Related references
[CD82] [IECA87]

[Watk88] [Tan89]

[Lokh91] [Lokh92]

[Yosh94] [Tsut96]

[DVD96]

[DVDOI]

[SACDO02] |

MiniDisc (MD) — entered the commercial market during 1987-1992. Intended
mainly for back-up high-density storage (~1.3 GB), the DAT became the primary I
source of mass data storage/iransfer [Watk88) [Tan89]. In 19911992, Sony pro-
posed a storage medium called the MiniDisc, primarily for audio storage. MD
employs the ATRAC algorithm for compression. In 1991, Philips introduced the |
DCC. 4 successor of the analog compact casselte. Philips DCC employs a com-
pression scheme called the PASC [Lokh91] [Lokh92] [Hoog94]. The DCC began I
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4 INTRODUCTION

as a potential competitor for DATs but was discontinued in 1996. The introduc-
tion of the digital versatile disc (DVD) in 1996 enabled both video and audio
recording/storage as well as text-message programming. The DVD became one
of the most successful storage media. With the improvements in the audio com-
pression and DVD storage technologies, multichannel surround sound encoding
formats gained interest [Bosi93] [Holm99] [Bosi00].

With the emergence of streaming audio applications, during the late
1990s, researchers pursued techniques such as combined speech and audio
architectures, as well as joint source-channel coding algorithms that are optimized
for the packet-switched Internet. The advent of ISO/IEC MPEG-4 standard
(1996-2000) [1SOI99] [ISOI00] established new research goals for high-quality
coding of audio at low bit rates. MPEG-4 audio encompasses more functionality
than perceptual coding [Koen98] [Koen99]. It comprises an integrated family of
algorithms with provisions for scalable, object-based speech and audio coding at
bit rates from as low as 200 b/s up to 64 kb/s per channel.

The emergence of the DVD-audio and the super audio CD (SACD) pro-
vided designers with additional storage capacity, which motivated research in
lossless audio coding [Crav96] [Gerz99] [Reef0la]. A lossless audio coding sys-
tem is able to reconstruct perfectly a bit-for-bit representation of the original
input audio. In contrast, a coding scheme incapable of perfect reconstruction is
called /ossy. For most audio program material, lossy schemes offer the advan-
tage of lower bit rates (e.g., less than 1 bit per sample) relative to lossless
schemes (e.g., 10 bits per sample). Delivering real-time lossless audio content
to the network browser at low bit rates is the next grand challenge for codec
designers.

1.2 A GENERAL PERCEPTUAL AUDIO CODING ARCHITECTURE

Over the last few years, researchers have proposed several efficient signal models
(e.g., transform-based, subband-filter structures, wavelet-packet) and compression
standards (Table 1.1) for high-quality digital audio reproduction. Most of these
algorithms are based on the generic architecture shown in Figure 1.1.

The coders typically segment input signals into quasi-stationary frames ranging
from 2 to 50 ms. Then, a time-frequency analysis section estimates the temporal
and spectral components of each frame. The time-frequency mapping is usually
matched to the analysis properties of the human auditory system. Either way,
the ultimate objective is to extract from the input audio a set of time-frequency
parameters that is amenable to quantization according to a perceptual distortion
metric. Depending on the overall design objectives, the time-frequency analysis
section usually contains one of the following:

e Unitary transform

o Time-invariant bank of critically sampled, uniform/nonuniform bandpass
filters
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duc- Parameters
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Entropy
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late coding To
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ized analysis ——»| Bit-allocation
dard ¢ ¢
ality T )
it Masking Side
Y thresholds information
y of
g at Figure 1.1. A generic perceptual audio encoder,
oro- o Time-varying (signal-adaptive) bank of critically sampled, uniform/nonunif-
1in orm bandpass filters
3ys- o Harmonic/sinusoidal analyzer
inal o Source-system analysis (LPC and multipulse excitation)
llr]: » Hybrid versions of the above.
less The choice of time-frequency analysis methodology always involves a fun-
tent damental tradeoff between time and frequency resolution requirements. Percep-
dec tual distortion control is achieved by a psychoacoustic signal analysis section
that estimates signal masking power based on psychoacoustic principles. The
psychoacoustic model delivers masking thresholds that quantify the maximum
amount of distortion at each point in the time-frequency plane such that quan-
tization of the time-frequency parameters does not introduce audible artifacts.
The psychoacoustic model therefore allows the quantization section to exploit
lels perceptual irrelevancies. This section can also exploit statistical redundancies
ion through classical techniques such as DPCM or ADPCM. Once a quantized com-
ese pact parametric set has been formed, the remaining redundancies are typically
removed through noiseless run-length (RL) and entropy coding techniques, e.g.,
ing Huffman [Cove91], arithmetic [Witt87], or Lempel-Ziv-Welch (LZW) [Ziv77]
wral [Welc84]. Since the output of the psychoacoustic distortion control model is
dly signal-dependent, most algorithms are inherently variable rate. Fixed channel
ay, rate requirements are usually satisfied through buffer feedback schemes, which
icy often introduce encoding delays.
‘on
SIS 1.3 AUDIO CODER ATTRIBUTES

Perceptual audio coders are typically evaluated based on the following attributes:
audio reproduction quality, operating bit rates, computational complexity, codec
188 delay, and channel error robustness. The objective is to attain a high-quality
(transparent) audio output at low bit rates (<32 kb/s), with an acceptable
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6 INTRODUCTION

algorithmic delay (~5 to 20 ms), and with low computational complexity (~1 to
10 million instructions per second, or MIPS).

1.3.1 Audio Quality

Audio quality is ol paramount importance when designing an aodio coding
algorithm. Successtul strides have been made since the development of sim-
ple near-transparent perceptual coders. Typically, classical objective measures of
signal fidelity such as the signal to noise ratio (SNR) and the total harmonic
distortion (THD) are inadequate [Ryde96]. As the field of perceptual audio cod-
ing matured rapidly and created greater demand for listening tests, there was a
corresponding growth of interest in perceptual measurement schemes, Several
subjective and objective quality measures have been proposed and standard-
ized during the last decade. Some of these schemes include the noise-to-mask
ratio (NMR, 1987) [Bran87a] the perceptual audio quality measure (PAQM,
1991) [Beer91], the perceptual evaluation (PERCEVAL, 1992) [Pail92], the per-
ceptual objective measure (POM, 1995) [Colo95], and the objective audio signal
evaluation (OASE, 1997) [Spor97]. We will address these and several other qual-

ity assessment schemes in detail in Chapter 12.

1.3.2 Bit Rates

From a codec designer’s point of view, one of the key challenges is to rep-
resent high-fidelity audio with a minimum aumber of bits. For instance, if a
S-ms audio frame sampled at 48 kHz (240 samples per frame) is represented
using 80 bits, then the encoding bil rate would be 80 bits/5 ms = 16 kb/s, Low
bit rates imply high compression ratios and generally low reproduction qual-
ity. Early coders such as the ISO/IEC MPEG-1 (32—448 kbfs), the Dolby AC-3
(32384 kb/s), the Sony ATRAC (256 kb/s), and the Philips PASC (192 kb/s)
employ high bit rates for obtaining transparent audio reproduction. However, the
development of several sophisticated audio coding tools (e.g., MPEG-4 audio
tools) created ways for efficient ansmission or storage ol audio at rates between
8 and 32 kb/s. Future audio coding algorithms promise 1o offer reasonable qual-
ity at low rates along with the ability o scale both rate and guality o match
different requirements such as time-varying channel capacity.

1.3.3 Complexity

Reduced computational complexity not only enables real-time implementation
but may also decrease the power consumption and extend battery life. Com-
putational complexity is usually measured in terms of millions of instructions
per second (MIPS). Complexity estimates are processor-dependent, For example,
the complexity associated with Dolby’s AC-3 decoder was estimated at approxi-
mately 27 MIPS using the Zoran ZR38001 general-purpose DSP core [Vern95];
for the Motorola DSPS6002 processor, the complexity was estimated at 45
MIPS [Vern95). Usually, most of the audio codecs rely on the so-called asym-
metric encoding principle. This means that the codec complexily is nol evenly
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1to shared between the encoder and the decoder (typically, encoder 80% and decoder
20% complexity), with more emphasis on reducing the decoder complexity.

1.3.4 Codec Delay
Many of the network applications for high-fidelity audio (streaming audio, audio-

ding

sim‘i on-demand) are delay tolerant (up to 100—200 ms), providing the opportunity
s of to exploit long-term signal properties in order to achieve high coding gain.
Snic However, in two-way real-time communication and voice-over Internet proto-

sod- col (VoIP) applications, low-delay encoding (10—20 ms) is important. Consider
the example described before, i.e., an audio coder operating on frames of 5 ms

E:lj at a 48 kHz sampling frequency. In an ideal encoding scenario, the minimum
ard- amount of delay should be 5 ms at the encoder and 5 ms at the decoder (same as
1ask the frame length). However, other factors such as analysis-synthesis filter bank
IM. window, the look-ahead, the bit-reservoir, and the channel delay contribute to
p\)er; additional delays. Employing shorter analysis-synthesis windows, avoiding look-
wnal ahead, and re-structuring the bit-reservoir functions could result in low-delay

encoding, nonetheless, with reduced coding efficiencies.

1.3.5 Error Robustness

The increasing popularity of streaming audio over packet-switched and wire-
) less networks such as the Internet implies that any algorithm intended tor such
p- applications must be able to deal with a noisy time-varying channel. In partic-

if a ular, provisions for error robustness and error protection must be incorporated

tted at the encoder in order to achieve reliable transmission of digital audio over

O error-prone channels. One simple idea could be to provide better protection to

Lﬂl' the error-sensitive and priority (important) bits. For instance, the audio frame

;/'3) header requires the maximum error robustness; otherwise, transmission errors
S

in the header will seriously impair the entire audio frame. Several error detect-
the ing/correcting codes [Lin82] [Wick95] [Bayl97] [Swee02] [Zara02] can also be

dio employed. Inclusion of error correcting codes in the bitstream might help to obtain

=en error-free reproduction of the input audio, however, with increased complexity

tal- and bit rates.

tch From the discussion in the previous sections, it is evident that several tradeofts
must be considered in designing an algorithm for a particular application. For this
reason, audio coding standards consist of several tools that enable the design of
scalable algorithms. For example, MPEG-4 provides tools to design algorithms

ion that satisfy a variety of bit rate, delay, complexity, and robustness requirements.

m-

)]ﬂS 1.4 TYPES OF AUDIO CODERS - AN OVERVIEW

ne,

Xi- Based on the signal model or the analysis-synthesis technique employed to encode

51; audio signals, audio coders can be broadly classified as follows:

45

. * Linear predictive

Wy ¢ Transform
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e Subband
o Sinusoidal.

Algorithms are also classified based on the lossy or the lossless nature of audio
coding. Lossy audio coding schemes achieve compression by exploiting percep-
tually irrelevant information. Some examples of lossy audio coding schemes
include the ISO/IEC MPEG codec series, the Dolby AC-3, and the DTS CA. In
lossless audio coding, the audio data is merely “packed” to obtain a bit-for-bit
representation of the original. The meridian lossless packing (MLP) [Gerz99]
and the direct stream digital (DSD) techniques [Brue97] [ReefOla] form a class
of high-end lossless compression algorithms that are embedded in the DVD-
audio [DVDO1] and the SACD [SACDO2] storage formats, respectively. Lossless
audio coding technigues, in general yield high-quality digital andio without any
artifacts at high rates. For instance, perceptual audio coding yields compression
ratios from 10:1 to 25:1, while lossless audio coding can achieve compression
ratios from 2:1 to 4:1.

1.5 ORGANIZATION OF THE BOOK

This book is organized as follows. In Chapter 2, we review basic signal pro-
cessing coneepts associated with audio coding. Chapter 3 provides introductory
material o waveform guantization and entropy coding schemes. Some of the key
topics covered in this chapter include scalar quantization, uniform/nonuniform
quantization, pulse code modulation (PCM), differential PCM (DPCM), adap-
tive DPCM (ADPCM). vecior quantization (VQ), bit-allocation techniques, and
entropy coding schemes (Huffman, Rice, and arithmetic).

Chapter 4 provides information on linear prediction and its application in
narrow and wideband coding. First, we address the utility of LP analysis/synthesis
approach in speech applications. Next, we describe the open-loop analysis-
synthesis LP and closed-loop analysis-by-synthesis LP techniques.

In Chapter 5, psychoacoustic principles are described. Johnston’s notion of
perceptual entropy is presented as a measure of the fundamental limit of trans-
parent compression for audio. The ISO/IEC 11172-3 MPEG-! psychoacous-
tic analysis model 1 is used to describe the five important steps associated
with the global masking threshold computation. Chapter 6 explores filter bank
design issues and algorithms, with a particular emphasis placed on the modi-
fied discrete cosine transform (MDCT) that is widely used in several perceptual
audio coding algorithms. Chapter 6 also addresses pre-echo artifacts and control
strategies.

Chapters 7, 8, and 9 review established and emerging techniques for trans-
parent coding of FM and CD-quality audio signals, including several algorithms
that have become international standards. Transform coding methodologies are
described in Chapter 7, subband coding algorithms are addressed in Chapter 8.
and sinusoidal algorithms are presented in Chapter 9. In addition to methods
based on uniform hindwidth filter banks, Chapter 8 covers coding methods that
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NOTATIONAL CONVENTIONS 9

utilize discrete wavelet transforms (DWT), discrete wavelet packet transforms
(DWPT), and other nonuniform filter banks. Examples of hybrid algorithms
that make use of more than one signal model appear throughout Chapters 7, 8,
and 9.

Chapter 10 is concerned with standardization activities in audio coding. It
describes coding standards and products such as the ISO/IEC MPEG family
(—1 “MP1/2/3”, =2, —4, =7, and —21), the Sony Minidisc (ATRAC), the
cinematic Sony SDDS, the Lucent Technologies PAC/EPAC/MPAC, the Dolby
AC-2/AC-3, the Audio Processing Technology APT-x100, and the DTS-coherent
acoustics (DTS-CA). Details on the MP3 and MPEG-4 AAC algorithms that
are popular in Web and in handheld media applications, e.g., Apple iPod, are
provided.

Chapter 11 focuses on lossless audio coding and digital audio watermarking
techniques. In particular, the SHORTEN, the DVD algorithm, the MUSICom-
press, the AudioPaK, the C-LPAC, the LTAC, and the IntMDCT lossless coding
schemes are described in detail. Chapter 11 also addresses the two popular high-
end storage formats, i.e., the SACD and the DVD-Audio. The MLP and the DSD
techniques for lossless audio coding are also presented.

Chapter 12 provides information on subjective quality measures for perceptual
codecs. The five-point absolute and differential subjective quality scales are
addressed, as well as the subjective test methodologies specified in the ITU-
R Recommendation BS.1116. A set of subjective benchmarks is provided for
the various standards in both stereophonic and multichannel modes to facilitate
algorithm comparisons.

1.6 NOTATIONAL CONVENTIONS

Unless otherwise specified, bit rates correspond to single-channel or monaural
coding throughout this text. Subjective quality measurements are specified in
terms of either the five-point mean opinion score (MOS, Table 1.3) or the 41-
point subjective difference grade (SDG, Chapter 12, Table 12.1). Table 1.4 lists
some of the symbols and notation used in the book.

Table 1.3. Mean opinion
score (MOS) scale.

MOS  Perceptual quality

Bad

Poor
Average
Good
Excellent

BN —
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10 INTRODUCTION

Table 1.4. Symbols and notation used in the book.

Symbol/notation Description

t,n Time index/sample index

, Frequency index (analog domain,
discrete domain)

f(=w/2r) Frequency (Hz)

Fy, T Sampling frequency, sampling period

x(t) <> X(w) Continuous-time Fourier transform
(FT) pair

x(n) < X(2) Discrete-time Fourier transform
(DTFT) pair

x(n) < X(2) 2 transform pair

5[] Indicates a particular element in a
coefficient array

hn) < H() Impulse-frequency response pair of a
discrete time systemn

e(n) Error/prediction residual

. =1 =
H(z) = b(ﬂ = j AL T il _\—hf e Transfer function consisting of
AR a4 T numerator-polynomial and

denominator-polynomial
(corresponding o h-coetficients
and «a-coeflicients)

Sy =M asin— i) Predicted signul

Qls(n)) = 5(m) Quantization/approximation operator
or estimated/encoded value

st Square brackets in the superscript
denote recursion

5@ Parenthesis superscript; time
dependency

N, Ny, Ny Total number of samples, samples per
frame, samples per subframe

log(.), In(), log,,(.) Log to the base- 10, log to the base-¢,
log to the buse-p

El.| Expectation operator

£ Mean squared error (MSE)

7% (rf Mean and the variance of the signal,

‘ x(n)

Foylom) Autocorrelation of the signal, x(n)

re(in) Cross-correlation of x(n) and y(in)

Ry (e’ Power spectral density of the signal,
x(n)

Bit rate Number of bits per second (b/s, Kb/s,
or Mb/s)

dB, SPL Decibels, sound pressure level
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COMPUTER EXERCISES 11

PROBLEMS

The objective of these introductory problems are to introduce the novice to simple
relations between the sampling rate and the bit rate in PCM coded sequences.

1.1. Consider an audio signal, s(n), sampled at 44.1 kHz and digitized using a)
8-bit, b) 24-bit, and ¢) 32-bit resolution. Compute the data rates for the cases
(a)—(c). Give the number of samples within a 16-ms frame and compute the
number of bits per frame.

1.2. List some of the typical data rates (in kb/s) and sampling rates (in kHz)
employed in applications such as a) video streaming, b) audio streaming,
¢) digital audio broadcasting, d) digital compact cassette, ¢) MiniDisc, f)
DVD, g) DVD-audio, h) SACD, i) MP3, j) MP4, k) video conferencing,
and 1) cellular telephony.

COMPUTER EXERCISES

The objective of this exercise is to familiarize the reader with the handling of
sound files using MATLAB and to expose the novice to perceptual attributes of
sampling rate and bit resolution.

1.3. For this computer exercise, use MATLAB workspace chlpbl.mat from the
website.
Load the workspace chlpbl.mat using,

>> load(‘chipbi.mat’);

Use whos command to view the variables in the workspace. The data-vector
‘audio_in’ contains 44,100 samples of audio data. Perform the following in
MATLAB:

>> wavwrite(audio_in,44100,16, ‘pb1_aud44 _16.wav’);
>> wavwrite(audio_in, 10000,16, ‘pb1_aud10_16.wav’);
>> wavwrite(audio_in,44100,8, ‘pb1_aud44_08.wav’);

Listen to the wave files pbl_aud44_16.wav, pbl_audl®_I16.wav, and
pbi_aud44_08.wav using a media player. Comment on the perceplual quality
of the three wave files.

1.4. Down-sample the data-vector ‘audio_in’ in problem 1.3 using
I
>> aud_down_4 = downsample(audio_in, 4);
Use the following commands to listen to audio_in and aud_down_4. Com-

ment on the perceptual quality of the data vectors in each of the cases below:

>> sound(audio_in, fs);
>> sound(aud_down_4, fs);
>> sound(aud_down_4, fs/4);
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CHAPTER 10

p—

AUDIO CODING STANDARDS
| AND ALGORITHMS

10.1 INTRODUCTION

Despile the several advances, rescarch towards developing lower rate coders for
stercophonic and multichannel surround sound systems is strong in many industry
and university labs. Multimedia applications such as online radio, web jukeboxes,
and teleconferencing created a demand for audio coding algorithms that can deliver
real-time wireless audio content. This will in turn require audio compression algo-
tithms to deliver high-quality audio atlow bit-rates with resilience/robustness to bit
errors. Motivated by the need for audio compression algorithms for streaming audio,
researchers pursue techniques such as combined speech/audio architectures, as well
as joint source-channel coding algorithms that are optimized for the packet switched
Internet [Ben99] [Liu99] [Gril02], Bluetooth [JohaOl] [Chen04] [BWEB], and in
some cases wideband cellular network [Ji02] [ Toh(3]. Also the need for transparent
reproduction quality coding algorithms in storage media such as the super audio CD
(SACD)and the DVD-audio provided designers with new challenges. There s in fact
an ongoing debate over the guality limitations associated with lossy compression.
Some experts believe that uncampressed digital CD-quality audio (44,1 kHz/ 16 bit)
is inferior to the analog original. They contend that sample rates above 55 kHz and
Word lengths greater than 20 bits are necessary lo achieve transparency in the absence
ofany compression.

Asaresull, several standards have been developed [ISOI92] [ISO194a] | Davio4|
[Fiel96) | Wyl96b] [ISOI97b], particularly in the last five years [Gerz99] [1SOI99]

/\,“(H” Signal Processing and Coding, by Andreas Spanias, Ted Painter, and Venkatraman Atti
| Copyright © 2007 by John Wiley & Sons, Inc.
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264 AUDIO CODING STANDARDS AND ALGORITHMS

[ISO100] [ISOI01b] [1SO102a] [Jans03] [Kuzu03], and several are now beiy
deployed commercially. This chapter and the next address some of the impm-lﬂm'
audio coding algorithins and standards deployed during the last decade. 1n papg.
ular, we describe the lossy audio compression (LAC) algorithms in this chapyy
and the lossless audio coding (L*AC) schemes in Chapter |1. '

Some of the LAC schemes (Figure 10.1) described in this chapter incluge
the ISO/MPEG codec series, the Sony ATRAC, (he Lucent Technologieg
PAC/EPACI/MPAC, the Dolby AC-2/AC-3, the APT-x 100, and the DTS-cohereyy
acoustics.

The rest of the chapter is organized as follows. Section 10.2 reviews tha
MIDI standard. Section 10.3 serves as an introduction to the multichannel gy
round sound format. Section 10.4 is dedicated to MPEG andio standards. Ty
particular, Sections 10.4.1 through 10.4.6, respectively, describe the MPEG-|,
MPEG-2 BC/LSF, MPEG-2 AAC, MPEG-4, MPEG-7, and MPEG-21 audia
standards. Section 1.5 presents the adaptive transform acoustic coding (ATRAC)
algorithim, the MiniDisc and the Sony dynamic digital sound (SDDS) systens,
Section 10.6 reviews the Lucent Technologies perceptual audio coder (PAC), the
enhanced PAC (EPAC), and the multichannel PAC (MPAC) coders. Section 10,7
describes the Dolby AC-2 and the AC-3/Dolby Digital algorithins. Section 10.8
is devoted to the Audio Processing Technology — APTx-100 system. Finally,
in Section 10,9, we examine the principles of coherent acoustics in coding,
that are embedded in the Digital Theater Systems—Coherent Acoustics
(DTS-CA).

10.2 MIDI VERSUS DIGITAL AUDIO

Thé musical instrument digital interface (MIDI1) encoding is an efticient way
ol extracting and representing semantic features {rom audio signals [Lehr93]
[Penn9S| [Hube98] [Whith0]. MIDI synthesizers, originally established in 1983,
are widely used for musical transcriptions. Currently, the MIDI standards are
governed by the MIDI Manufacturers Association (MMA) in collaboration with
the Japanese Association of Musical Electronics Industry (AMEI).

The digital audio representation containg the actual sampled audio data, while
a MIDI synthesizer represents only the instructions that are required to play
the sounds. Therefore, the MIDI data files are extremely small when com-
pared to the digital audio data files. Despite being able to represent high-quality
stereo data at 10-30 kb/s, there are certain limitations with MIDI formats. In
particular, the MIDI protocol uses a slow serial interface lor data streaming
at 31.25 kb/s [Foss95]. Morcover, MIDI is hardware dependent. Despite such
limitations, musicians prefer the MIDI standard because of its simplicity and
high-quality sound synthesis capubility.

10.2.1  MIDI Synthesizer

A simple MIDI system (Figure 10.2) consists ol a MIDI controlier, a sequencet,
and a MIDI sound module. The keybourd is an example of a MIDI controller
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MPEG-1
—# (ISO/IEC 11172-3)
[ISOI192] [Bran94a]

. MPEG-2 BC/LSF
¥ (ISO/IEC 13818-3)
[1S0I94a] N

ISO/IEC MPEG _ ih EGeal )
¥ Audio Standards (ISO/IEC 13818-7)
[1SOI97b] [Bosig7]
MPEG-4 )
(ISO/IEC 14496-3)
ISOIQQ] [1ISOI00]
L MPEG-7
#  (ISO/IEC 15938-4)
ISO\01b
Sony
Adaptive Transform
i Acoustic Coding
ﬂAM Perceptual Audio Coder
— (PAC)
s [John96c]
~ Lossy ] [ Enhanced PAC
(perceptual) Lucent Technologies ol (EPAC)
Audio Coding Audio Coding Standards [Sinh9s]
Schemes =

Mg o’ Multi-channel PAC
(MPAC)
[Sinh98a]

I " Dolby AC-2, AC-2A
Dolby Audio Coding [Fielo1] [Davig2] |
Standards
Dolby AC-3
P [Fielo6] [Davis93]

Audio Processing
——» Technology (APT-x 100)
[Wyligsb]

DTS — Coherent
— Acoustics
[Smyt96] [Smyt99] |

Figure 10.1. A list of some of the lossy audio coding algorithms,

that (ranslates the music notes into a real-time MIDL data stream. The MIDI
data stream includes a start bit, 8 data bits, and one stop bit. A MIDI sequencer
Captures the MIDI data sequence, and allows for various manipulations (e.g.,
editing, morphing, combining, etc.). On the other hand a MIDI sound module
acts us a sound player.
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MIDI OUT | — MBI

;g

1 MIDI Controller MIDI Sequencer

MIDI OU g
MIDI IN - o

MIDI Sound Module J

Figure 10.2. A simple MIDT system,

10.2.2 General MIDI (GM)

In order to facilitate a greater degree of file compatibility, the MMA developed
the general MIDI (GM) standard. The GM constitutes a MIDI synthesizer with
a standard set of voices (16 categories of 8 different sounds = 16 x 8 = 128
sounds) that are fixed. Although the GM standard does not describe the sound
quality of synthesizer outputs, it provides details on the MIDI compatibility,
i.e., the MIDI sounds composed on one sequencer can be reproduced or played
back on any other system with reduced or no distortion. Ditferent GM versions
are available in the market today, i.e., GM Level-1, GM Level-2, GM lite, and
scalable polyphonic MIDI (SPMIDI). Table 10.1 summarizes the various GM
levels and versions.

10.2.3 MIDI Applications

MIDI has been successful in a wide range of applications including music-
retrieval and classification [Mana()2], music databases search [Kost96], musical
instrument control [MID03], MIDI karaoke players [MIDI], real-time object-
based coding [Bros03], automatic recognition of musical phrases [Kos196],
audio authoring [Mode98], waveform-editing [MIDI], singing voice synthe-
sis [Muco97], loudspeaker design [Bald96], and feature extraction [Kost95]. The
MPEG-4 structured audio tool incorporates many MIDI-like features. Other appli-
cations of MIDI are attributed to MIDI GM Level-2 [Mode00], XMIDI [LKur96],
and PCM to MIDI transportation [MartO2] [MID03] [MIDI].
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MULTICHANNEL SURROUND SOUND 267

¢ 10.1. General MIDI (GM) formats and versions.

Tabl
M speciﬁuuli(ms GM L-| GM L-2 GM Lile SPMIDI
e

Number of MIDI channels 16 16 16 16
porcussion (drumming) channel 10 10, 11 10 -
polyphony (voices) 24 voices 32 voices Limited -

Other related information |MIDO3[:

GM L-2: This is the latest standurd introduced with capabilities of re
MIDI tuning, universal system exclusive messages. GM L-2 is backwar
GM Lite: As (he name implics, this is a light version of GM L-1 and is intended for devices with
Himited polyphony.

SPMIDE: Intended for mobile devices, SPMIDI, functions bused on the fundamentals of GM Lite
and scalable polyphony. This GM standard has been adopted by the Third-Generation Partnership
project (3GPP) for the multimedia messaging appiications in eellular phones.

ered parameter controllers,
s compaltible with GM L-1.

10.3 MULTICHANNEL SURROUND SOUND

surround sound tracks (or channels) were included in motion pictures, in the carly
[950s, in order to provide a more realistic cinema experience. Later, the pop-
ularity of surround sound resulted in its migration from cinema halls 10 home
theaters equipped with matrixed multichannel sound (e.g., Dolby ProLogic™). This
can be attributed to the multichannel surround sound format [Bosi93] [Holm99]
[DOLBY] and subsequent improvements in the audio compression technology.

Until the early 1990s, almost all surround sound formats were based on matrix-
ing, i.e., the information from all the channels (front and surround) was encoded
as 4 two-chamnel stereo as shown in Figure 103, In the mid-1990s, discrete
encading, i.e., 5.1 separate channels of audio, was introduced by Dolby Labora-
tories and Digital Theater Systems (DTS).

10.3.1 The Evolution of Surround Sound

Table 10.2 lists some of the milestones in the history ol multichannel surround
sound systems. In the early 1950s, the first commercial multichannel sound
format was developed for cinema applications. “Quad” (Quadraphonic) was the
first home-multichannel format, promoted in the early 1970s. But, due to some
incompatibility issues in the encoding/decoding techniques, the Quad was not
successful. In the mid-1970s, Dolby overcame the incompatibility 1ssues asso-
ciated with the optical sound tracks and introduced a new format, called the
Dolby stereo, a special encoding technique that later became very popular. With
the advent of compact dises (CDs) in the early 1980s, high-performance sterco
Systems became quite common. With the emergence of digital versatile discy
(DVDs) in 1995— 1996, content creators began to distribute multichannel music in
digital format. Dolby laboratories, in 1992, introduced another coding algorithm
(Dolby AC-3, Section 10.7), called the Dolby Digital that offers a high-quality
Multichannel (5.1-channel) surround sound experience. The Dolby Digital was
later chosen as the primary audio coding technique for DVDs and for digital

Page 39



268 AUDIO CODING STANDARDS AND ALGORITHMS

audio broadeasting (DAB). The following year, Digital Theater Systems Tng,
(DTS) announced a new format based on the Coherent Acoustics encoding Pl'in:
ciple (DTS-CA). The same year, Sony proposed the Sony Dynamic Digital Soung
(SDDS) system that employs the Adaptive Transform Acoustic Coding (ATRA@
algorithm. Lucent Technologies” Multichannel Perceptual Audio Coder *MPAC)
also has a five-channel surround sound conliguration. Moreover, the le)-VL‘I(!pn]@".l‘
of two new audio recording technologies, namely, the Meridian Lossless Pucking‘
(MLP) and the Direct Stream Digital (DSD), for use in the DVD-Audio |D\ID()]]
and SACD [SACD02] formats, respectively, offer audiophiles listening expegi
ences that promise to be more realistic,

10.3.2 The Mono, the Stereo, and the Surround Sound Formats

Figure 104 shows the three most common sound formats, i.e., mono, stereo, ang
surround. Mono is a simple method of recording sound onto a single channe|
that is typically played back on one speaker. In sterco encoding, a two-channg]
recording is employed, Stereo provides a sound field in front, while the multichan-
nel surround sound provides multi-dimensional sound experience. The surround
sound systems typically employ a 5.1-channel configuration, i.c., sound tracks are
recorded using five main channels: left (L), center (C), right (R), lelt surround
(LS), and right surround (RS). In addition to these five channels, a sixth channel
called the low-frequency-effects (LFE) channel is used for the subwoofer. Since
the LFE channel covers only a fraction (less than 150 Hz) of the total frequency
range, it is referred as the . [-channel.

10.3.3 The ITU-R BS.775 5.1-Channel Configuration

In an effort to evaluate and standardize the so-called 5.1- or 3/2-
channel configuration, several technical documents appeared [Bosi93] [ITUR94¢]
|[EBUY99| [Holm99] [SMPTEY9| [AESO0] [Bosi00] [SMPTEO2]. Various inter-
national standardization bodies became involved in multichannel algorithin
adoptionfevaluation process. These include: the Audio Engineering Society

L =5 ,_\} L-total
—_— i
+ L 1/

—]
(O

=~ R-total

SA——”}

Figure 10.3. Multichannel surround sound matrixing.
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MULTICHANNEL SURROUND SOUND 269

Table 10.2. Milestones in multichannel surround sound.

Year Description

.
1041 Fantasia (Walt-Disney Productions) was the tirst motion picture to be
released in the multichannel format

1955 Introduction of the (irst 35/70-mm magnetic stripe capable of providing 4/6
channels

1972 Video cassette consumer format — mono (! channel)

1976 Dolby’s stereo in optical format

1978 Videocasselle — stereo (2 channels)

1979 Dolby’s first stereo surround, called the split-surround sound formar, offered
3 screen channels, 2 surround channels, and a subwoofer (3/2/0.1)

1982 Dolby surround format implemented on a compact disc (2 channel)

1992 Dolby digital optical (5.1 channel)

1993 Digital Theater Systems (ITS)

1993-94  Sony Dynamic Digital Sound (SDDS) based on ATRAC

1994 The ISOAEC 13818-3 MPEG-2 Backward compatible audio standard

1995 Dolby digital chosen for DVD (5.1 channel)

1997 DVD video released in market (5.1 channel)

1998 Dolby digital selected for digital audio broadeasting (DAB) in U.S.

1999— Super Audio CD and DVD-Audio storage formats

2000~ Direct Stream Digital (DSD) and Meridian Lossless Packing (MLP)

Technologies

(AES), the European Broadcasting Union (EBU). the Society ol Motion Piclure
and Television Engineers group (SMPTE), the ISO/IEC MPEG, and the I'TU-
Radio communication sector (ITU-R).

Figure 10.5 shows a 5. [-channel configuration described in the 1TU-R BS.775-
1 standard [ITUR4c]. Ideally, five full-bandwidth (150 Hz—20 kHz) loudspeak-
ers, Le., L, R, C, LS, and RS are placed on the circumference of a circle in the
following manner: the left (L) and right (R) front loudspeakers are placed at the
extremities of an arc subtending, 26 = 607, at the reference listening position
(see Figure 10.5), and the center (C) loudspeaker must be placed at 07 from the
listener’s axis. This enables the compatibility with the listening arrangement for a
conventional two-channel system. The two surround speakers, i.e., LS and RS are
usually placed at ¢ = 1107 to 1207 from the listener’s axis. In order to achieve
synchronization, the front and surround speakers must be equidistant, A, (usu-
ally 2—-4 m) from the reference listening point, with their acoustic centers in the
horizontal plane as shown in the figure. The sixth channel, i.e., the LFE channel
delivers bass-only emnidirectional information (20—150 Hz). This is because low
frequencies imply Jonger-wavelengths where the ears are not sensitive to local-
ization. The subwoofer placement receives less attention in the 1TU-R standard;
however, we note that the subwoofers are typically placed in a front cormer (see
Figure 10.4). In [Ohma97]. Ingvar discusses the various problems associated with
the subwoofer placement. Morcover, [SMPTEO2] provides of information on the
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Left Center Right

@mm

Sub-
woofer

—,
Left o Right
surround surround

Figure 10.4. Mono, stereo, and surround sound systems.

loudspeaker placement for audio monitoring. The [SMPTE99| specifies the audio
channel assignment and their relative levels for audio program recordings (3-6
audio channels) onto storage media for television sound.

10.4 MPEG AUDIO STANDARDS

MPEG is the acronym for Moving Pictures Experts Group that forms a work-
group (WG-11) of ISO/IEC JTC-1 subcommittee (SC-29). The main functions
ol MPEG are: a) to publish technical results and reports related (o audio/video
compression techniques; b) to define means to multiplex (combine) video, audio,
and information bitstreams into a single bitstream, and ¢) to provide descriptions
and syntax for low bit rate audio/video coding tools for Internet and bandwidth-
restricted communications applications. MPEG standards do not characterize or
provide any rigid encoder specifications, but rather standardizes the type of infor-
mation that an encoder has (o produce as well as the way in which the decoder has
to decompress this information. The MPEG workgroup has its own official web-
page that can be accessed at [MPEG]. The MPEG video aspect of the standard is
beyond the scope of this book, however, we include some tutorial references and
relevant standards [LeGal92] |Scha93] [1SO-VY6[ [Hask97] [MitcY7] [Siko9Tal
[SikoY7b].
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=30
@=110"10 120"
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i ~)</:).6§ tg gg]s m (D Worst-case listening positions

[ ] Reference listening position

Figure 10.5. A typical 3/2-channel configuration described in the I'TU-R BS.775-1 stun-
dard {ITURY4c). 1: left, C: center, R: right, LS: left surround, and RS: right surround
Joud speakers. Note that (he above figure is nut according 1o a scale.

MPEG Audio — Background. MPEG has come a long way since the first
ISO/IBC MPEG standard was published in 1992. With the emergence of the Inter-
net, MPEG is now also addressing content-based multimedia descriptions and
database search. There are five different MPEG audio standards published, i.e.,
MPEG- 1, MPEG-2 BC, MPEG-2 NBC/AAC, MPEG-4, and MPEG-7. MPEG-21
is being formed.

Before proceeding with the details of the MPEG audio standards, however,
it is necessary to discuss terminofogy and notation. The phases correspond to
the MPEG audio standards type and to a lesser extent to their relative release
time, e.g., MPEG-1, MPEG-2, MPEG-4, etc. The luyers represent a Family of
coding algorithms within the MPEG standards. Only MPEG-1 and -2 ase pro-
vided with layers, i.e., MPEG-1 layer-1, -1I, and -III; MPEG-2 layer-1, -fI, and
-l The versions denote the various stages in the audio coding standardization
-2) with new

phase. MPEG-4 was standardized in two stages (version-1 and
functionality heing added to the older version. The newer versions are back-
sions. Table 10.3 itemizes the various MPEG

ward compatible to the older v
audio standards and theiy specifications. A briel overview of the MPEG standards

follows.
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Table 10.3. An overview of the MPEG audie standards.

Standard

Related references

Related information

MPEG-1

MPEG-2
BC/LSF

MPEG-2
NBC/AAC

Bit rates Sampling
(kb/s) rates (kHz) Channels
ISO/IEC 11172-3 32-448 (Laver I) 32; Mono (1).
1992 32-384 (Layer 44,148  stereo (2)

I 32-320
(Layer IIT)

ISG/IEC 13818-3 32-256 (Layer I) 16. Multichannel
1994 8-160 (Layers 22.05, Surround

. 1) 24 sound (5.1)

ISOMEC 13818-7 8160 8-96 Multichannel

1997

[1SOI92] [Bran94a]
[Shli94] [Pan95]
[Noll93] [Noll95]
[Noll97] [John99]

[1SOI94] [Stol93a)
[Gril94] [Noll93]
[Noll95] [John99]

[ISOI97b] [Bosi96]
[Bosi97] [John99)

[ISCI99] [Koen99]
[Quaco8bl [Gril99]

A generic compression
standard that targets
primarily multimedia
storage and retrieval.

First digital television
standard that enables
lower frequencies and
multichannel audio
coding.

Advanced audio coding
scheme that
incorporates new
coding methodologies
(e.g.. prediction, noise
shaping. etc.).
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Table 10.3. (continued)

Standardization Bit rates Sampling
Standard details (kb/s) rates (kHz) Channels Related references Related information
MPEG-4 ISO/IEC 14496-3  0.2-384 8-96 Multichannel [Gril97] [Park97] The first content-based
(Version 1) Oct. 1998 [Ed1e99] [Purn00a} multimedia standard,
{Sche98a] [Vaan00] allowing unjversal-
[Sche01] ity/interactivity and a
MPEG-4 ISO/IEC 0.2-384 (finer 8-96 Multichannel [ISOI00] [Kim01] combination of natural
(Version 2) 14496-3/AMD-1, levels of [Herr00a] [Purn99b] and synthetic material,
Dec. 1999 increment [Alla99] [Hilp00] coded in the form of
possible) [Sper00] [Sper01] objects.
MPEG-7 [SO/IEC 15938-4 [ISOI101b] [Nack99a] A pormative metadata
Sept, 2001 - - - [Nack99b] [Quac01] standard that provides
[Lind99] [Lind00] a Multimedia Content
{LindO1] Description Interface.
[Speng01] [ISOI02a]
MPEG-21 ISO/TEC-21000 [ISOI03a} [BormO3] A multimedia framework

[Burn03]

that provides
interoperability in
content-access and
distribution.
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MPEG-1. After four years of extensive collaborative research by audio codj)
experts worldwide., the Girst ISO/MPEG audio coding standard, MPEG-1 1180194
for VHS-stereo-CD-quality was adopted in 1992, The MPEG-1 supports videq |
rates up to about 1.5 Mb/s providing a Video Home System (VHS) quality, ar
stereo audio at 192 kb/s. Applications of MPEG-1 range from storing video a
audio on CD-ROMs to Internet streaming through the popular MPEG-1 layee i
(MP3) format.

MPLEG-2 Backward Compatible (BC). In order to extend the capabilities offeys
by MPEG-1 to support the so-called 3/2 (or 5.1y channel format and to fagj);
tate higher bit rates for video, MPEG-2 [1SO194a) was published in 1994, Ty
MPEG-2 standard supports digital video transmission in the range of 2—15 My
over cable, satellite, and other broadcast channels; audio coding is defined at dy
bit rates of 64— 192 kh/sfchannel. Multichannel MPEG-2 is backward mmpalibﬁ
with MPEG-1, hence, the acronym MPEG-2 BC. The MPEG-2 BC standard i
used in the high definition Television (HDTV) {1SO194a] and produces the videg
quality required in digital television applications.

MPEG-2 Nonbaclward Compatible/Advanced Audio Coding (AAC). The back:
ward compatibility constraints imposed on the MPEG-2 BC/LSF algorithm made
it impractical to code five channels at rates below 640 kb/s. As a resull, MPEG
began standardization activities for a nonbackward compatible advanced coding
system targeting “indistinguishable™ quality at a rate of 384 kb/s for five full
bandwidth channels. In less than three years, this elfort led © the adoption of
the MPEG-2 nonbackward compatiblefadvanced audio coding (NBC/AAC) algo-
rithm [1SOO7b], a systeny that exceeded design goals and produced the desired
quality at only 320 Ki/s for five full bandwidih channels.

MPEG-4. MPEG-4 was established in December 1998 after many proposed
algorithms were tested Tor compliance with the program objectives established
by the MPEG commitice. MPEG-4 video supports bit rates up o about | Gh/s,
The MPEG-4 audio [1SOI99] [ISOI00] was released in several steps, resuliing
in versions | and 2. MPEG-4 comprises an integrated family of algorithms with
wide-ranging provisions for scalable, object-based speech and andio coding at bit
rates from as low as 200 b/s up to 60 kb/s per channel. The distinguishing features
of MPEG-4 relative 1o ils predecessors are extensive scalability, object-based rep-
resentations, user intevactivity/object manipulation, and a comprehensive set of
coding ols avatlable o accommodale trade-offs between bit rate, complexity.
and quality. Very low rates are achieved throngh the use of siructured represen-
ations for synthetiic

speech and music. such as text-to-speech and MIDI. The
standard also provides integrated coding tools that make use of different signal
models depending upon the desived bit rate, bandwidih, complexity, and <_||1:\Ii1y.

MPEG-7. The MPEG-7 audio commiitee activiiies started in 1996, In less than
four years, 4 commitice dralt was finalized and the first audio standard address-
ing “muliimedia content descripiion interface”™ was published in September 2001
MPEG-7 [1SO101b] (argets the content-based multimedia applications. L partic
ular, the MPEG-7 audio supporis a broad range of applications

riultimedia
digital libraries, broadeast media setection, multimedia editing and searching
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pultimedia indexing/searching. Moreover, it provides ways for efficient audio

file retrieval and supports both the text-based and context-based queries.

MPEG-21. The MPEG-21 ISO/IEC-21000 standard [MPEG] [ISOI02a}

(150103a] defines interoperable and highly automated tools that enable content

distribution across different terminals and networks in a programmed manner.
This structure enables end-users to have capabilities for universal multimedia

CCESS.

10.4.1 MPEG-1 Audio (ISO/IEC 11172-3)

The MPEG-1 audio standard (ISO/IEC 11172-3) [ISO192] comprises a Hexible
hybrid coding technique that incorporates several methods including subband
decomposition, filter-bank analysis, transform coding, entropy coding, dynamic
pit allecation, nonuniform quantization, adaptive segmentation, and psychoa-
coustic analysis, MPEG-1 audio codec operates on 16-bit PCM input data at
sample rates of 32, 44.1, and 48 kHz. Moreover, MPEG-1 offers separate modes
for mono, stereo, dual independent mono, and joint stereo. Available bit rates
are 32—192 kb/s for mono and 64-384 kb/s for stereo. Several tutorials on
the MPEG-1 standards [Nol93] [Bran94a] [Shli94| |Bran95] [Herr95] [Noll95]
[Pan93] [Noll97] [John99] have appeared. Chapter 5, Section 5.7, presents step-
by-step procedure involved in the ISO/AEC 11172-3 (MPEG-1, fayer 1) psychoa-
coustic model 1 [ISOI92] simulation. We summarize these steps in the context
of MPEG-1 audio standard.

The MPEG-1 architecture contains threc layers ol increasing complexity,
delay, and output quality. Each higher layer incorporates functional blocks from
the lTower layers. Figure 10.6 shows the MPEG-1 layer VII encoder block dia-
gram. The input signal is first decomposed into 32 critically subsampled sub
bunds using a polyphase realization of a pseudo-QMF (PQMF) bank (see also
Chapter 6), The channels are equally spaced such that a 48-kHz input signal is
split into 750-Hz subbands, with the subbands decimated 32:1. A 51 1th-order pro-
totype filter was chosen such that the inherent overall POME distortion remains
below the threshold of audibility. Moreover, the prototype filter was designed

32
32 Channel A Block Data
*  PQMF /éj\( 321 )——— companding
analysis bank ~— quantization

To channel

Quantizers

IMXMrU——-rcg

FFT . Dynamic
computation | |Psychoacoustic| SMR i bit M
(L1:512; signal analysis : Side
allocation
L2 : 1024) ) info

Figure 10.6. 1SO/MPEG-1 layer VIl encoder,
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for a high sidelobe attenuation (96 dB) to insure that intraband Almxmb lﬁ‘lnu;"
negligible. For the purposes of psychoacoustic analysis and determination o l
noticeable distortion (JND) thresholds, a 512 (Llyu 1) or 1024 (layer 1) point F

(nmnmhzul hy a smk hlum) suLh 1[m( th maxinmiim sd.mplc Ampillude in ey
block is unily lhcn an ilcr:lli\/c bit ulloculiun pmcedur-‘ '|1p]ie~: Ihe JND ?hms

Mmullanumsly mlxs[lcd. In cach xubb‘md, swlc nglm'.\ are qu«ml}zcd using (, b
and quantizer selections wre encoded using 4 bits.

10.4.1.1 Layers I and Il Tor layer | encoding, decimated subband sequeng
are quantized and transmitted to the receiver in conjunction with side informatjoy &
including quantized scale factors and quantizer selections, Layer 1 lmpmvo,s
three portions of layer Iin order (o realize enhanced output quality and reduce.
bit rates at the expense of greater complexity and increased delay. First, ther
layer H perceptual model relies upon a higher-resolution FET (1024 points) than
does layer I (512 points). Second, the maximum subband quantizer resolution
is increased from 15 (o 16 bits. Despite this increase, a lower overall bit rale
is achieved by decreasing the number of available quantizers with increasing
subband index. Finally, scale factor side information is reduced while exploiting
temporal masking by considering properties of three adjacent 12-sample blocks
and optionally transmitting one, two, or three scale faclors plus a 2-bit side
parameter to indicate the scale factor mode. Average mean opinion scores (MOS)
of 4.7 and 4.8 were reported [Nol93] for monaural layer 1 and layer I} codecs
operating at 192 and 128 Kb/s, respectively. Averages were computed over i
range of (est material.

10.4.1.2 Layer I 7The layer I MPEG wehitecture (Figure 10.7) achieves
performance improvements by adding several important mechanisms on top of
the Tayer VIl foundation. The MPEG fayer-111 algorithm operates on conseculive
frames of data. Each frame consists of 1152 audio samples; a frame is further
splitinto two subframes of 576 samples each. A sublrame is called a granule. Al
the decoder, every granule can be decoded independently. A hybrid filter bank
is introduced to increase frequency resolution and thereby better approximate
critical band behavior. The hybrid filter bank includes adaptive segmentation 0
improve pre-echo control. Sophisticated bit allocation and quantization strate-
gies that rely upon nonuniform quantization, analysis-by-synthesis, and entropy
coding are introduced (o allow reduced bit rates and improved quality. The
hybrid filter bank is constructed by following cach subband filter with an adap-
tive MDCT. This practice allows for higher-frequency resolution and pre-echo
control. Use of an 18-point MDCT. for example, improves [requency resolu-
tion (0 41.67 Hz per spectral line. The adaptive MDCT switches between 6 and
I8 points to allow improved pre-echo control. Shorter blocks (4 ms) provide
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for temporal pre-masking of pre-echoes during transients: longer blocks dugi;
steady-state periods improve coding gain by reducing side information
bit rates.

Bit allocation and quantization of the spectral lines are realized in g nest
loop procedure that uses both nonuniform quantization and Fuffman coding, g}
inner loop adjusts the nonuniform quantizer step sizes for each block gy th
number of bits required to encode the transform components falls within the h‘
budget. The outer loop evaluates the quality of the coded signal (analysis.py,
synthesis) in terms of quantization noise relative to the IND thresholds. Averg,
MOS of 3.1 and 3.7 were reported [Noll93] for monaural tayer 11 and layer fjy
codecs operating at 64 Kb/s.

4nd hepgg

10.4.1.3 Applications MPEG-| has been successful in numerous applicy.
tions. For example, MPEG-1 layer Il has become the standard for tansm
sion and storage of compressed audio for both World Wide Web (WWW) Gliid
handheld media applications (c.g., [Pod™), In these applications, the “MP3®
label denotes MPEG-1, layer 1L Note that MPEG-1 audio coding has steadily
gained acceptance and ultimately has been deployed in several other large seale
systems, including the European digital radio (DBA) or Eureka [Jurg9s], the
direct broadeast satellite or “DBS” [Prit90], and the digital compact cassetie op
“DCC” [Lokh2]. In particular, the Philips Digital Compact Cassette (DCC) is an
example of a consumer product that essentially implements the 384 kb/s stereo
muode of MPEG-1 layer . A discussion of the precision adaptive subband coding
(PASC) algorithm and other elements ol the DCC system are given in |Lokh92]
and [HMoog94].

The collaborative European Advanced Communications Technologies and Ser-
vices (ACTS) program adopted MPEG audio and video as the core compression
technology for the Advanced Television at Low Bit rates And Networked Transmis-
sion over Integrated Communication systems (ATLANTIC) project. ATLANTIC
is a system intended to provide functionality for television program production
and distribution [Stor97] [GilcY8]. This system posed new challenges for MPEG
deployment such as seamless bitstream (source) switching [Laub9g| and robust
transcoding (tandem coding). Bitstream (source) swilching becomes nontrivial
when different bit rates and/or MPEG layers are associated with dilferent program
sources. Robust transcoding is also essential in the video production environment.
Editing tasks inevitably require retrieval of compressed bit streams from archival
storage, processing of program material in uncompressed form, and then replace-
ment of the recoded compressed bit stream to the archival system. Unfortunately,
transcoding is neither guaranteed nor likely to preserve perceptual noise mask-
ing [Rits96]. The ATLANTIC designers proposed a buried data “MOLE™ signal to
mitigate and in some cases eliminate transcoding distortion for cascaded MPEG-|
layer 11 codecs [Flet98], ideally allowing downstream (andem stages (o preserve
the original bit stream. The idea behind the MOLE is to apply the same set of quan-
tizers to the same set of data in the downstream codecs as in the original codec.
The output bit stream will then be identical to the original bit stream, provided that
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fmnwriuul preeision in the analysis filter banks does not bias the data [tenK96b].
(s possible in a cascade of MPEG-1 layer II codecs to regenerate the same set
of decimated subband sequences in the downstream codec filter banks as in the
original codec filter bank if the full-band PCM signal is properly time aligned at the
foput 10 cach cascaded stage. Essentially, delays at the filter-bank input mu:sr cor-
fespond 1o integer detays at the subband level [tenK96b|, and the analysis frames
must contain the same block of data in each analysis filter bank. The MOLE signal,
therefore, provides downstream codecs with timing synchronization, bit allocation,
and seale-Tactor information for the MPEG bit stream on each frame. The MOLE
js buried in the PCM samples between tandem stages and remains inaudible by
occupying the LSB of each 20-bit PCM word. Although optimal time-alignment
tetween codecs is possible even without the MOLE [tenK96b], there is unfortu-
fately no casy way to force selection of the same set of quantizers and thus preserve
the bit stream.

The widespread use and maturity of MPEG-1 relative to the more recent
standards provided several concrele examples for the above discussion of MPEG-
| audio applications. Various real-time implementation schemes ol MPEG-I
layers-1, 11, and DT codecs were proposed [Gbur96] [Hans96] [Main96] | Wang01].
We will next consider the MPEG-2 BC/LSF, MPEG-2 AAC, the MPEG-4, and
the MPEG-7 algorithms. The discussion will focus primarily upon architectural
novelties and differences with respect to MPEG-1.

10.4.2 MPEG-2 BC/LSF (ISO/IEC-13818-3)

MPEG-2 BC/LSF Audio [Stol93a] |Gril94] [ISOI94a] [Stol926] extends the capa-
bilities offered by MPEG-1 to support the so-called 3/2-channel format with lefl
(L, right (R), center (C), and left and right surround (LS and RS) channels. The
MPEG-2 BC/LSF audio standard is backward compatible with MPEG-1, which
means that the 3/2 channel information transmitted by an MPEG-2 encoder can
be uppropriately decoded for 2-channel presentation by an MPEG-1 receiver.
Another important feature that was implemented in MPEG-2 BC/LSF s the
multilingual compatibility. The acronym BC corresponds to the backward compat-
ibility of MPEG-2 towards MPEG-1, and the extension of sampling frequencies
to lower ranges (16, 22.05, and 24 kHz) is denoted by LSF. Several tutorials on
MPEG-2 [Noll93] [Nol195] [John99]| have appeared. Meares and Theile studied
the potential application of matrixed surround sound [Mear97] in MPEG audio

algorithms.

10.4.2.1 The Backward Compatibility Feature Dcpending on the bit-

demand constraints, interchannel dependencies, and the complexity allowed at
the decoder, ditferent methods can be employed to realize compatibility between
the 3/2- and 2-channel formats. These methods include mid/side (MS), intensity
coding, simulcast, and matrixing. The MS and intensity coding techniques
are particularly handy when bit demand imposed by multiple independent
channels exceeds the bit budget. The MS scheme is carefully controlled [Davi9s)
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to maintain compatibility among the mono, slereo, and the surround SoUfg
formats. Intensity coding, also known as channel coupling, is a mulliuhaﬁn
irrelevaney reduction coding technique that exploits properties of spatial heayj, .-
The idea behind intensity coding is to transmit only one envelope with g
side information instead of two or more from independent channels, The sid
information consists of a set of coeflicients that is used o recover indlivig,
spectra from the intensity channel. The simulcast encoding involves transmi
of both stereo and multichannel bitstreams. Two separate bitstreams, ie.,
for 2-channel stereo and another one for the multichannel audio are trangmiyy
resulting in reduced coding efficiency. i
MPEG-2 BC/LSF employs matrixing teehnigues [tenkK92] [tenK94) [Meargy)
to down-mix the 3/2 channel format o the 2-channel format. Down-mixiny
capability is essential Tor the 5.1-channel system since many of the |)l;|yhm_;
systems are stereophonic or even monaural, Figure 10.8 depicts the matriy-
ing technique employed in the MPEG-2 BC/LSF and can be mulhcmalicallx
expressed as follows

L total = x(L + yC+zLy) (10.1)
R_total = x(R + yC + 2Ry), (10.2)

where x, y, and z are constants specified by (he 1S-13818-3 MPEG-2 stan-
dard [1ISO4al. In Egs. (10.1) and (10.2), L, C. R, L, and Ry represent the
3/2-channel configaration and the parameters L_total and R_total correspond to
the 2-channel format.

Three different chaices are provided in the MPEG-2 audio standard [ISOI194a|
for choosing the values of x, y, and z to perform the 3/2-channel o 2-channel
down-mixing. These include:

Fhellasl L | mide— 2 (10.3)
“hoicel : Xx=——=y=—, and 2 = — 4
1+ /2 V2

2.

2 I
= — y=—27; and z = (10.4)
3427 V2

Choice3 : y=ly=1;and z = | (10.5)

Choice2 :

The selection of the down-mixing parameters is encoder dependent. The availabil-
ity of (he basic stereo format channels, i.e., L_foral and R total and the surround
sound extension channels, i.e., C,L,, and R, at the decoder helps to decode both
3/2-channel and 2-channel bitstreams. This insures the backwards compatibility
in the MPEG-2 BC/LSF audio coding standard.

10.4.2.2 MPEG-2 BC/LSF Encoder The steps involved in the reduction
of the objective redunduncies and the removal of the perceptual irrelevancies in
MPEG-2 BC/LSF encoding are the same as in MPEG-1 audio standard. However,
the differences arise from employing muitichannel and multilingual bitstream
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L_total=x(L + yC + zLy)

DU
inng| R_total=x(R+ yC + zR,)
u'ing_
"‘““l&_
side
idug
ssion
one
itted,
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King.
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trix-
sally o] :
L-total ‘—(ﬁ}—
0.1) | L
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) R-total R
tan- p—
the LC; _____ : i '(_ A ) —r L
1to S S L —J—> Rs
Ma] (b)
el Figure 10.8. Multichannel surround sound matrixing: (1) encoder (b) decoder.
)3) format in the MPEG-2 audio. A matrixing module is used for this purpose.
* Another important feature employed in the MPEG-2 BC/LSF is the “dynamic
cross-talk,” a multichannel irrelevancy reduction technique. This feature exploits
).4) properties of spatial hearing and encodes only one envelope instead of two or
more (ogether with some side information (i.c.. scale factors). Note that this tech-
1.5) ' nique is in some sense similar to the intensity coding that we discussed earlier.
In summary matrixing enables backwards compatibility between the MPEG-2
Hil- and MPEG- | bitstreams, and dynamic cross-talk reduces the interchannel red-
ind undancies.
sth In Figure 10.9, first the segmented audio frames are decomposed into 32 crit-
iy ically subsampled subbands using a polyphase realization of a pseudo QMF
(PQMF) bank. Next, a matrixing module is employed for down-mixing pur-
poses. Matrixing results in two stereo-tormat channels, i.e., L_total and R_totul
on and three extension channels, i.e., C, Ly, and R;. In order to remove statistical
in redundancies associated with these channels a second-order linear predictor is
2r, employed [Fuch93] [1SOI944a]. The predictor coefficients are updated on each
m subband using a backward adaptive LMS algorithm |Widr85]. The resulting
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orediction error is further processed to eliminate interchannel dependencies. JND
[presholds are: computed in parallel with the subband decomposition lor each
decimated block. A bit-ullocation procedure similar (o the one in the MPEG-1
audio standard is vsed 1o estimate the number of appropriate bits required for
quantiml‘ion

10.4.2.3 MPEG-2 BC/LSF Decoder Synchronization followed by error det-
ection and correction are performed first at the decoder. Then the coded audio
pitstream is de-multiplexed into the individual subbands of each audio channel.
Next, the subband signals are converled to subband PCM signals, based on the
instructions in the header and the side information transmitted for every subband.
De-matrixing is performed to compute £ and R bitstreams as follows:

L totual ) Y
L=————(yC+zly) (10.6)

R total ) .
R= ——— (yC + zRy) (10.7)
X

where x, y, and z are conslants and are known at the decoder. The inverse-
quantized, de-matrixed subband PCM signals are then inverse-filtered to recon-
struct the full-band time-domain PCM signals for each channel.

The second MPEG-2 standard, i.e., the MPEG-2 NBC/AAC, sacrificed back-
ward MPEG-1 compatibility to eliminate quantization noise unmasking arti-
facts [tenK94 |, which are potentially introduced by the foreed backward com-
patibility.

10.4.3 MPEG-2 NBC/AAC (ISO/IEC-13818-7)

The 11172-3 MPEG-1 and 1S13818-3 MPEG-2 BC/LSF are standardized algo-
rithms for high-quality coding of monaural and stereophonic program material.
By the early 1990s, however, the demand for high-quality coding of multichannel
audio at reduced bil rates had tnereased significantly. The backwards compalibil-
ity constraints imposed on the MPEG-2 BC/LSF algorithm made it impractical
o code S-channel program material at rates below 640 kb/fs. As a result, MPEG
began standardization activities for a nonbackward compatible advanced cod-
ing system targeting “indistinguishable”™ quality [TTURS1| [ISO196a] al a rate of
384 kb/s For five full-bandwidth channels. In less than three years, this effort led
to the adoption of the IS13818-7 MPEG-2 Non-backward Compatible/Advanced
Audio Coding (NBC/AAC) algorithm [ISO197b], a system that exceeded design
2oals and produced the desired guality at 320 kb/s for five full-bandwidth chan-
nels, While similar in many respects 1o its predecessors, the AAC algorithm
[Bosio6)] [Bosi97] [Bran97] [John99] achieves performance improvements by in-
corporating coding tools previously not found in the standards such as filter-bank
window shape adaptation, spectral coeflicient prediction, temporal noise shap-
ing (TNS), and bandwidth- and bit-ratc-scaleable operation. Bit rate and quality
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improvements are also realized (hrough the use of a sophisticated noiseless codiy,
scheme integrated with a two-stage bit allocation procedure. Moreover, the AAQ
algorithm contains scalability and complexity management tools not prcw'ously
included with the MPEG algorithms. As far as applications are concerned, (e
AAC algorithm is embedded in the atob™ and LiquidAudio™ players for streay,
ing of high-fidelity stereophonic audio. It is also a candidate for standardizatigy
in the United States Digilal Audio Radio (US DAR) project. The remainder of
this section describes some ol the features unique o MPEG-2 AAC.

The MPEG-2 AAC algorithm (Figure 10.10) is organized as a scl of coding
tools. Depending upon available CPU or channel resources and desired quality,
one can select from among three complexity “profiles,” namely main, fow, anq
scalable sample raie profiles. Each profile recommends a specific combination of
tools. Our focus here is on the complete set of (ools available for main profile
coding, which works as follows.

10.4.3.1 Filter Bank  First, a high-resolution MDCT filter bank obtains a spec-
tral representation of the input. Like previous MPEG coders, the AAC filter-bank
resolution is signal adaptive. Quasi-stationary segments are analyzed with a 2048-
point window, while transients are analyzed with a block of eight 256-point
windows to maintain time synchronization for channels using different filter-
bank resolutions during multichanne!l operations. The frequency resolution is
theretore 23 Hz for a 48-kHz sample rate, and the time resolution is 2.6 ms,
Unlike previous MPEG coders, however, AAC eliminates the hybrid filter bank
and relies on the MDCT exclusively. The AAC filter bank is also unique in its
ability to switch between two distinct MDCT analysis window shapes, i.c., a sine
window (Eq. (10.8)) and a Kaiser-Bessel designed (KBD) window (Eq. (10.9)).
Given specific input signal characteristics, the idea behind window shape adap-
tation is to optimize lilter-bank frequency selectivity in order (o localize the
supra-masking threshold signal encrey in the fewest spectral coefficients. This
strategy seeks essentially to maximize the perceptual coding gain ol the filter
bank. While both windows satisly the perfect reconstruction and aliasing cancel-
lation constraints of the MDCT, they offer different spectral analysis properties. 1
The sine window is given by

| N o
w{n) = sin (n EE ;) T/ﬁ

forO < n < M — |, where M is the number of subbands. This particular window
is perhaps the most popular in audio coding. In fact, this window has become
standard in MDCT audio applications, and its properties are typically referenced
as performance benchmarks when new windows are proposed. The so-called
KBD window was obtained in a procedure devised at Dolby Laboratories, by
applying a transformation of the form

(10.8)

j=

S _gvt)
Wwyn) = wg(n) —

=i V& < M, (10.9)
i)

VADYE
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where the sequence v(ir) represents the symmetric kernel, The resulting identig,
analysis and synthesis windows, w, (n) and w,(n), vespectively, are of leng
M 1 and symmetric, e, w@M —-n — 1) = w(n). More detailed ‘\Nd"dllm
on the MDCT windows is given in Chapter 6, Section 0.7.

A filter-bank simulation exemplifying the performance of the two wmdqm
sine and KBD, for the MPEG-2 AAC algorithm follows. A sine windoy j
selected when narrow pass-band selectivity is more beneficial than strong sy, op
band attenuation. For example, sounds characterized by a dense harmonic siyg,
ture (less than 140 Hz spacing) such as harpsichord or pitch pipe benefit lr()m]
a sine window. On the other hand, a Kaiser-Bessel designed (KBD) window 13}
selected in cases for which stronger stop-band attenuation is required, or for sijy.
ations in which strong components wre separated by more than 220 Hz. The KBp
window in AAC has its origins in the MDCT filter bank window designed g
Dolby Labs for the AC-3 algorithm using explicit perceptual criteria. By sacrifie:|
ing pass-band selectivity, the KBD window gains improved stop-band altenuation:
relative o (he sine window. In fact, the stop-band magnitude response is below
a conservalive composite mimmum masking threshold for a tonal masker g

the center of the pass-band. A KBD versus sine window simulation example
(Figure 10.11) for a signal containing 300 Hz plus 3 harmonies shows the KBD
potential for reduced bit allocation. A masking threshold estimate gencrated by
MPEG-1 psychoacoustic model 2 is superimposed (red line). It can be seen thal,
for the given mput, the KBD window is advantageous in terms ol supra-threshold
component minimization. Al of the MDCT components below the superimposed
masking threshold will potentially require allocations of zero bits. This tradeoff
can ultimately lead to a fower bit vate. Details of the minimum masking template
design procedure are given in [Davi9d] and [FielVo].

10.4.3.2 &

scival Prediciion  The AAC algorithim realizes improved coding
efficiency relative Lo its predecessors by applymg prediction over time (o the trans-
form coelficients below 16 kHz, as was done previously in [Mahi89] [Fuch93]
[Fuch95]. T this case, the spectral prediction ool is applied only during long anal-
ysis windows and then only i’ a bit-rate reduction is obtained when coding the
prediction residuals instead of the original coefficients. Side information is mini-
mal, since the second-order latiice predictors are updated on each frame using @
hackward adaptive LMS algorithm. The predictor banks, which can be selectively
activated for individual quantization scale-factor bands, produced an improvement
for a fixed bit vate of 41 point on the UTU S-point impairment scale for the critical
pitch pipe and harpsichord test material,

10.4.3.3 Bit Allecation  The bit allocation and quantization strate

sotes in AAC
bear some similaritics to previous MPEG coders in that they make use ol d
nested-loop iterative procedure, and in that psychoacousiic masking thresholds
are obtained from an analysis model similar to MPEG-1. model recommendafion
number two. Both lossy and lossless coding blocks are integrated into the ratés

control loop struciure so that reduadancy removal and wrelevancy reduction ar¢
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Figure 10.11. Comparison of the MPEG-2 AAC MDCT analysis filter-bank outputs for

the sine window vs. the KB window.

simultaneously affected in a single analysis-by-synthesis process. The scheme
works as follows. As in the case of MPEG-1, layer 1, the AAC coefficients are
grouped into 49 scale-factor bands that mimic the auditory system’s frequency
resolution.

In the nested-loop allocation procedure, the inner loop adjusts scale-factor
quaniizer step sizes in increments of 1.5 dB (approximales intensity difference
limen (DL.)) and obtains Huffman codewords for both quantized scale factors and
quantized coefficients until the desired bit rate is achieved, Then, in the outer
loop, the quantization noise introduced by the inner loop is compared 1o the
masking threshold in order to assess noise audibility. Undercoded scale factor
bands are amplified to force increased coding precision, and then the inner loop
is called again for compliance with the desired bit rate. A best result is stored
after cach iteration since the two-loop process is not guaranteed Lo converge. As
with other algorithms such as the MPEG-1 Liyer HI and the Lucent Technologies
PAC [lohn96c], a bit reservoir is maintained o compensate for time-varying

perceptual bit-rate requirements.

10.4.3.4 Noiseless Coding The noiseless coding block [Quac97) embedded
in the rate-control loop has several innovative features as well. Twelve Huffman
code books are available for 2- and 4-tuple blocks of quantized coeflicients, See-
tioning and merging techniques are applied to maximize redundancy reduction,
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Individual code books are applied to time-varying “sections” of scale-f

bands, and the sections are defined on each frame through a greedy merge g
rithm that minimizes (he bit rate. Grouping across time and intvaframe frequery
interleaving of coefficients prior (o code-book application are also ‘1pp|led|
maximize zero coefficient runs and further reduce bit rates.

10.4.3.5 Other Enhancements  Relative o MPEG-1 and MPEG-2 BC/LSE
other enhancements have also been embedded in AAC. Forexample, the AAC algg
rithm has an embedded TNS modute [Herr96] for pre-echo conirol (ﬁtttlr}nﬁg
a special profile for sample-rate scalability (SSR), and time-varying as well, u

frequency subband selective application of MS and/or intensity stereo coding fu
S-channel inputs [ John96b|.

10.4.3.6 Performance  Incorporation of the nonbackward compatible coding

enhancements proved (o be a judicious strategy for the AAC algorithm. In inde
pendent listening tests conducted worldwide [1SO196d], the AAC algorithm e
the strict TTU-R BS. L6 criteria for indistinguishable quality [ITUR94b] av g
rate of 320 kb/s for five full-baundwidth channels [Kirb97], This level of quality
was achieved with a manageable decoder complexity. Two-channel, real-timg
AAC decoders were reported to tun on 133-MHz Pentium platforms using 40%
and 25% ol available CPU resources for the main and low-complexity profiles,
respectively |Quac98a). MPEG-2 AAC maintained its presence as the core “time-
frequency™ coder reference model for the MPEG-4 standard.

10.4.8.7 Reference Maodel Validation (RIV)  Belore proceeding with a dis-
cussion of MPEG-4, we first consider a significant system-level aspect of MPEG-
2 AAC that also propagated into MPEG-4. Both algorithms are structured in terms
of so-called reference models (RMs). In the RM approach, generie coder blocks or
tools (e.g., pevceptual model, filter bank, rale-control loop, ete.) adhere to a set of
defined interfaces. The RM therefore facilitates the testing of incremental single
block improvements without disturbing the existing macroscopic RM structure.
For instance, one could devise a new psychoacoustic analysis model that satisfics
the AAC RM interface and then simply replace the existing RM perceptual mode!
in the reference software with the proposed model. Tt is then a straightforward
matter to construct performance comparisons between the RM method and the
proposed method i terms of quality, complexity, bit rate, delay, or robusiness.
The RM definitions are intended to expedite the process of evolutionary coder
improvements.

In fact, several practical AAC improvements have already been analyzed within
the RM framework. For example, a backward predictor was proposed [ YinO7] as
a replacement for the existing buckward adaptive LMS predictors. This method
that relies upon a block LPC estimation procedure rather than a running LMS
estimation, was reported to achieve comparable quality with a 38% (instruction)
complexity reduction [Yin97]. This contribution was significant in light of the fact
that the spectral prediction tool m the AAC main profile decoder constitutes 40%
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of the computational complexity [Yin97]. Decoder complexity is further reduced
gince the block predictors only require updates when the prediction module has
been enabled rather than requiring sample-by-sample updating regardless of acti-
yation status. Forward adaptive predictors have also been investigated |Ojan99].
[ another example of RM efficacy, improvements to the AAC noiseless coding
module were reported in [Taku97). A modification to the greedy merge section-
1o algorithm was proposed in which high-magnitude spectral peaks that tended

IC/LSE, g
Calgy, 10 degrade Huffman coding efficiency were coded separately. The improvement
on 6,93 ielded consisient bil-rate reductions up to 11%. In informal listening tests it
well gy ‘was found that the bit savings resulted in higher quality at the same bit rate. In

et another example of RM innovation aimed at improving quality for a given
pit rate, product code VQ techniques [Gers92] were applied to increase AAC
seule-factor coding efficiency |Sree98a). In the proposed scheme, scale-factors
are decorrelated using a DCT and then grouped into subvectors for quantization

li ng for

coding

n inde- by a product code VQ. The method is intended primarily for low-rate coding,
1Im met since the side information bit burden rises from roughly 6% at 64 kb/s to in some
b] at a cases 25% at 16 kb/s. As expected, subjective tests reflected an insignificant qual-
quality ity improvement at 64 kb/s. On the other hand, the reduction in bits allocated to
al-time side information at low rates (e.g., 16 kb/s), allowed more bits for spectral coef-
g 40% ficient coding, and therelore produced mean improvements of +0.52 and 4-0.36
rofiles, on subjective differential improvement tests at bit rates ol 16 and 40 kb/s, respec-

tively [Sree98b). Additionally, noise-to-mask ratios (NMRs) were reduced by as

“timol
much as —2.43 for the “harpsichord™ critical test item at 16 kb/s, Several archi-
tectures for MPEG-2 AAC real-time implementations were proposed. Some of

a dis- | these include [Chen99] [Hilp98] [Geye99] [Saka00] [Hong01] [Rew0 ] [TakaOl]

1PEG- ' [Duen02] [Tsai02].

terms
icks or | 10.4.3.8 Enhanced AAC in MPEG-4 The next section is concerned with the
multimodal MPEG-4 audio standard, for which the MPEG-2 AAC RM core was

set of
single selected as the “time-frequency” audio coding RM with some improvements. For
icture, example, perceptual noise substitution (PNS) was included [Herr98a] as part of

tisfies the MPEG-4 AAC RM. Moreover, the long-term prediction (LTP) [Ojan99] and
transform-domain weighted interleave VQ (TwinVQ) [Twak96] modules became

model

rward purt of the MPEG-4 audio, TP after the MPEG-2 AAC prediction block provides
id the a higher coding precision for tonal signals, while the TwinVQ provided scalubility
tness. and ultra-low bit-rate andio coding.

coder

vithiG 10.4.4 MPEG-4 Audio (ISO/IEC 14496-3)

V71 as The MPEG-4 ISO/IEC-14496 Part 3 audio was adopted in December 1998 after
ethoil many proposed algorithms were tested [Cont96] [Edle96a) [1SOI96b] [1SO196¢]
L.M*S for compliance with the program objectives [ISOI94b] established by the MPEG
tion) committee. MPEG-4 audio (Figure 10.12) encompasses a great deal more func-
g tu{it tionality than just perceptual coding [Koen96] [Koen98] [Koen99]. It comprises
40% an integrated family of algorithms with wide-ranging provisions for scalable,
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Figure 10.12. An overview of the MPEG-4 audio coder.

object-based speech and audio coding at bit rates from as low as 200 b/s up
1o 64 kb/s per channel. The distinguishing features of MPEG-4 relative to its
predecessors are extensive scalability, object-based representations, user inter-
activity/object manipulation, and a comprehensive set of coding tools available
1o accommodate almost any desired tradeoft between bit rate, complexity, and
quality. Efficient and flexible coding of different content (objects) such as nal-
wral audio/speech and synthetic audio/speech became indispensable Tor some of
the innovative multimedia applications. To facilitate this, MPEG-4 audio pro-
vides coding and composition of natural and synthetic audio/speech content al
various bit rates. Very low rates are achieved through the use of structured repre-
sentations for synthetic speech and music, such as ext-to-speech and MIDI. For
higher bit rates and “natural audio™ speech and music, the standard provides inte-
erated coding tools that make use of different signal models, the choice of which
is made depending upon desired bit rate, bandwidth, complexity, and quality-
Coding tools are also specified in terms of MPEG-4 “profiles” that essentially
recommend tool sets for a given level of functionality and complexity. Beyond
its provisions specific to coding of speech and audio, MPEG-4 also specifies
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[perous sophisticated system-level functions for media-independent transport,
ffer management, syntactic bitstream descriptions, and time-stamping

efficient bu

“o i for synchronization of audiovisual information units.

10.4.4.1 MPEG-4 Audio Versions The MPEG-4 audio standard was released
. in several steps due to timing constraints. This resulted in two different versions
lig7) of MPEG-4. Version | [ISOI99] was standardized in February 1999, followed

by version 2 [1SOI00] (also referred as Amendment 1 to version 1) in February
3000, New amendments for bandwidth extension, parametric audio extension,
MP3 on MP4, audio lossless coding, and scalable (o lossless coding have also
heen considered in the MPEG-4 audio standard.

MPEG-4 Audio Version 1. The MPEG-4 audio version | comprises the major-
ity of the MPEG-4 audio tools. These are general audio coding, scalable coding,
speech coding techniques, structured audio coding, and texi-to-speech synthetic
coding. These techniques can be grouped into two main categories, Le., nati-
pal [Quac98b] and synthetic audio coding [Vaan00]. The MPEG-4 natural audio
cading part describes tradittonal type speech coding and high-guality audio cod-
ing algorithms at bit rates ranging from 2 kb/s to 64 kb/s and above. Three types
of coders enable hierarchical (scalable) coding in MPEG-4 Audio version-1 at dif-
ferent bit rates. Firstly, at lower bit rates ranging from 2 kb/s to 6 kb/s, parametric

Idio
0] speech coding is employed. Secondly, a code excited linear predictive (CELP)
coding is used for medium bit rates between 6 kb/s and 24 kb/s. Finally, for the
o higher bit rates typically ranging from 24 kb/s, transtform-based (time-frequency)
general audio coding techniques are applied. The MPEG-4 synthetic audio cod-
101] ing part describes the text-to~speech (TTS) and structured audio synthesis tools.
Typically, the struciured toots are used to provide effects like echo, reverberation,
and chorus effects; the TTS synthetic tools generate synthetic speech from text
parameters,
S up MPEG-4 Audio Version 2. While remaining backwards compatible with MPEG-
o0 its 4 version 1, version 2 adds new proliles that incorporate & number of significant
nter- system-level enhancements. These include error robustness, low-delay audio cod-
lable ing, small-step scalability, and enhanced composition [Purn99h]. At the system
and ‘ I level, version 2 includes a media independent bit stream format that supports
nat- | streaming, editing, local playback, and interchange of contents. Furthermore in
1e of version 2, an MPEG- programmatic system specifies an application programmning
pro- interface (API) for interoperation of MPEG players with JAVA. Version 2 offers
nt at improved audio realism in sound rendering, New tools allow parameterization of
>pre- the acoustical properties of an audio scene, enabling features such as immersive
For audiovisual rendering, room acoustical modeling, and enhanced 3-I) sound presen-
inte- | tation. New error resilience technigues in version 2 allow both equal and unequal
hich error protection for the audio bit streams, Low-delay audio coding is employed at
Wity. low bit rates where the coding delay is significantly high. Moreover, to facilitate
ially the bit rate scalability in small steps, version 2 provides a highly desirable tool
yond called small-step scalability or fine-grain scalability. Text-to-speech (TTS) inter-
ifies faces from version | are enhanced in version 2 with a mark-up TTS intended for
i
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applications such as speech-enhanced web browsing, verbal email, and story- telleg
on demand. Markup TTS has the ability to process HTML, SABLE, and .
animation parameter (FAP) bookmarks.

(l(,ml 1

10.4.4.2 MPEG-4 Audio Profiles Although many coding and Processipg
tools are available in MPEG-4 audio, cost and complexity constraints often d;c.
tate that it is not practical to implement all of them in a particular system. Vergioy
I therefore defines four complexity-ranked audio profiles intended to help Sy
tem designers in the task of appropriate tool subset selection. In order of bit rale;
they are as follows. The low rate synthesis audio profile provides only W:Wc(.lb]w
based synthesis and a text-to-speech (TTS) interfuce. For natural audio processing
capabilities, the speech audio profile provides a very-low-rate speech coder ang o
CELP speech coder. The scalable audio profile ofters a superset of the first two
profiles. With bit rates ranging from 6 to 24 kb/s and bandwidths from 3.5 g
9 kHz, this profile is suitable for scalable coding ol speech, music, and synthetic
music in applications such as Internet streaming or narrow-band audio digital
broadeasting (NADIB). Finally, the main audio profile is a superset ol all other
profiles, and it contains ools for both natural and synthetic audio.

10.4.4.3 MPEG-4 Audio Tools Unlike MPEG-1 and MPEG-2, the MPEG-
4 audio describes not only a set of compression schemes but also & complete
functionality for a broad range ol applications from low-bit-rate speech coding
to high-quality audio coding or music synthesis. This feature is called the wni-
versality. MPEG-4 enables scalable audio coding, i.c., variable rate encoding is
provided to adapt dynamically to the varying lrmmnismon channel capacity. This
property is called scalability. One of the main features of the MPEG-4 audio is
its ability to represent the audiovisual content as a set of objects. This enables
the content-based interactivity.

Natural Audio Coding Tools. MPEG-4 audio [Koen99] integrates a set of tools
(Figure 10.13) for coding of natral sounds [QuacY8b] at bit rates ranging from
as low as 200 b/s up to 64 kb/s per channel. For speech and audio, three distinct
algorithms are integrated into the framework. These include parametric coding,
CELP coding, and transform coding. The parametric coding is employed for
bit rates of 2—4 kb/s and 8 kHz sampling rate as well as 4—16 kb/s and 8 or
16 kHz sampling rates (Section 9.4). For higher quality, narrow-band (8 kHz
sampling rate) and wideband (16 KHz) speech is handled by a CELP speech codec
operating between 6 and 24 kb/s. For generic audio al bit rates above 16 kb/s,
a time/frequency perceptual coder is employed, and, in particular, the MPEG-
2 AAC algorithm with extensions for fine-grain bit-rate scalability [Park97] is
specilied in MPEG-4 version | RM as the time-frequency coder, The multimodal
framework of MPEG-4 audio allows (he user (o tailor the coder characteristics
to the program material.

Synthetic Audio Coding Tools. While the earlier MPEG standards treated only
natural audio program material, the MPEG-4 audio achieves very-low-rate coding
by supplementing its natural audio coding techniques with tools for synthetic
audio processing [Sche98a| [ScheOl] and interfaces for structured, high—lc\/l?'
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Figure 10.13. 1SO/IEC MPEG-4 integrated tools for audio coding ([Koen991).

audio representations. Chief among these are the text-lo-speech interface (TTSI)
and methods for score-driven synthesis. The TTSI provides the capability for
200-1200 b/s transmission of synthetic speech that can be represented in terms
of either text only or text plus prosodic parameters such as a pitch contour or a
set of phoneme durations. Also, one can specify the age, gender, and speech rate
of the speaker. Additionally, there are facilities for lip synchronization control,
international language, and dialect support, as well as controls for pause, resuime,
and jump forward/backward. The TTSI specifies only an interface rather than a
normative speech synthesis methodology in order to maximize implementation
flexibility.

Beyond speech, general music synthesis capabilities in MPEG-4 are provided
by a set of structured audio tools [Sche98a] [Sche98d] [ScheY8e]. Synthetic
sounds are represented using the structured audio orchestra language (SAOL).
SAOL [Sche98d] treats music as a collection of instruments. Instruments are
then treated as small networks of signal-processing primitives, all of which can
be downloaded to a decoder. Some of the available synthesis methods include
wavelable, FM, additive, physical modeling, granular synthesis, or nonparametric
hybrids of any of these methods [Sche98c]. An excellent tutorial on these and
other structured audio methods and applications appeared in [Verc98]. The
SAOL instruments are controlled at the decoder by “scores” or scripts in the
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structured audio score language (SASL). A score is a time-sequenced geq of
commands that invokes various instruments at specific times o contribute theiy
outputs to an overall performance. SASL provides significant flexibility in tha ng

only can insteuments be controfled, but the existing sounds can be modified,
those situations in which fine control is not required, structured audio in MPEG.
4 also provides backward compatibility with the MIDI protocol. Moreover, 4
standardized “wavetable bank format” is available for low-functionality terpyi.
nals [Koen99]. In the next seven subsections, i.c., 10.4.4.4 through 10.4.4.10, e
describe in detail the features and tools (Figure 10.12) integrated in the MPEG.
4 audio.

10.4.4.4 MPEG-4 General Audio Coding The MPEG-4 General Audig
Coder (GAC) [Gril99] has the most vital and versatile functionality associateq
with the MPEG-4 tool-set that covers the arbitrary natural audio signals. The
MPEG-4 GAC is often called as the “all-round” coding system among the MPEG-
4 audio schemes and operates at bit rates ranging from 6 to 300 kb/s and g
sampling rates between 7.35 kHz and 96 kKHz. The MPEG-4 GA coder is built
around the MPEG-2 AAC (Figure 10.10 discussed in Section 10.4.3) along with
some extended features and coder configurations highlighted in Figure 10).14.
These features are given by the perceptual noise substitution (PNS), long-term
prediction (LTP), Twin VQ coding, and scalability.

Perceptual Noise Substitution (PNS). The PNS exploits the fact that a ran-
dom noise process can be used to model efficiently transform-coefficients in
noise-like frequency subbands, provided the noise vector has an appropriate tem-
poral fine structure [Schu96]. Bit-rate reduction is realized since only a compact,
parametric representation is required for cach PNS subband (i.c.. noisc energy)
rather than full quantization and coding of subband transform coelficients. The
PNS technique was integrated into the existing AAC bitstream definition in a
backward-compatible manner. Moreover, PNS actually led o reduced decoder
complexity since pseudo-random sequences are less expensive to compute than
Hulfman decoding operations. Therefore, in order (o improve the coding elfi-
ciency, the following principle of PNS is employed.

The PNS uacronym is composed from the following: perceprual coding +
substitute parametric form of noise-like signals, i.c., PNS allows frequency-
selective parametric encoding of noise-like components. These noise-like com
ponents are detected based on a scale-factor band and are grouped into separate
categories. The spectral coelficients corresponding to these categories are nol
quantized and are excluded from the coding process. Furthermore, only a noise
substitution flag along with the total power of these spectral coeflicients are trans-
mitted for each band. At the decoder, the spectral coefficients are replaced by
the pseudo-random vectors with the desired target noise power. At a bit rate of
32 kb/s, a mean improvement due to PNS ol +0.601 on the comparison mean
opinion score (CMOS) (est (for critical test items such as speech, castanels,
and complex sound mixtures) was reported in [Herr98al. The multichannel PNS
modes include some provisions for binaural masking level difference (BMLD)
compensation.
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Long-Term Prediction (LTP). Unlike the noise-like signals, the tonal signalg
require higher coding precision. In order to achieve a required coding pre o
(20 dB for tone-like and 6 dB for noise-like signals), the long-term predictioy
(LTP) technigue |Ojan99] is employed. In particular, since the tonal signal cop,.
ponents are predictable, the speech coding pitch prediction technigues IS;mnq4'|
can be used to improve the coding precision. The only significant differenge
hetween the prediction techniques performed in a common speech coder and iy
the MPEG-4 GA coder is that in the latter case, the LTP is performed in (e
frequency domain, while in speech codecs the LTP is carried out in the time
domain. A brief description of the LTP scheme in MPEG-4 GA coder follows,
First, the input audio is transformed to frequency domain using an analysis filtep
bank and later a TNS analysis filter is employed for shaping the noise artifacts,
Nex(, the processed spectral coefficients are quantized and encoded. For pre-
diction purposes, these quantized coefficients are transformed back to the time
domain by a synthesis filter bank and the associated TNS operation. The optimum
pitch lag and the gain parameters are determined based on (he residual and the
input signal. In the next step, both the input signal and the residual are mapped
Lo a spectral representation via the analysis filter bank and the forward TNS filter
bank. Depending on which alternative 1s more favorable, coding of either the
difference signal or the original signal is selected on a scale-factor basis. This
is achieved by means of a so-called frequency-selective switch (FSS), which is
also used in the context of the MPEG-4 GA scalable systems. "The complexity
associated with the TP in MPEG-4 GA scheme is considerably (509%) reduced
compared (0 the MPEG-2 AAC prediction scheme |Gril99].

Twin VQ. Twin VQ [Twak96] [HwanOT|[TwakO! isanacronymofthe Transform-
domain Weighted Interleave Vector Quantization. The Twin VQ performs vec-
tor quantization of the transformed spectral coefficients based on a perceptually
weighted model. The quantization distortion is controlled through a pereeptual
model [Twak96]. The Twin VQ provides high coding efficiencies even for music
and tonal signals at extremely low bit rates (6—8 kb/s), which CELP coders fail (o
achieve. The Twin VQ performs quantization ol the spectral coefficients in two steps
as shown in Figure 10.15. First, the spectral coefficients are flattened and normalized
across (he frequency axis. Second, the flattened spectral coefficients are quantized
based on a perceptually weighted vector quantizer.

From Figure 10.15, the first step includes a linear predictive coding, periodicity
computation, a Bark scale spectral estimation scheme, and a power computation
block. The LPC provides the overall spectral shape. The periodic component
includes information on the harmonic structure. The Bark-scale envelope coding
provides the required additional flattening of the spectral coeflicients. The noi-
malization restricts these spectral coelficients to a specific target range. In the
second step, the Hattened and normalized
subvectors. Based on some spectral propertics and a weighted distortion measure,
perceptual weights are computed for cach subvector. These weights are applicd
to the vector quantizer (VQ). A conjugate-structure VQ that uses a pair of code
books is employed. More detailed information on the conjugate structure VQ can

spectral coeflicients are interleaved into
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be obtained from [Kata93] [Kata96]. The MPEG-4 Audio Twin VQ scheme Pty
vides audio coding at ultra-low bit rates (6—8 kb/s) and supports the Percepyy,
control of the quantization distortion. Comparative tests of MPEG AAC
and without Twin VQ tool were performed and are given in [ISOI98]. Fypyj,.
more, the Twin VQ tool has provisions for scalable audio coding, which will b
discussed next.

10.4.4.5 MPEG-4 Scalable Audio Coding MPEG-4 scalable audio cogiy,
implics a variable rate encoding/decoding of bitstreams at bit rates that i
adapted dynamically to the varying transmission channel capacity [Gril97] [Parky
[Herr98b] [Creu02]. Scalable coding schemes {Bran94b] generate partial bitstreame
that can be decoded separately. Therefore, encoding/decoding of a subset of the oy
hitstream will resultin a valid signal ata lower bit rate. The various types of scalabij.
ity [Gril97] are given by, signal-to-noise ratio (SNR) scalability, noise-to-mask ratjg
(NMR) scalability, audio bandwidih scalability, and bit-rate scalability. The hil-rﬁ:'_
scalability is considered to be one of the core functionalities of the MPEG-4 audiy
standard, Therefore, in our discussion on the MPEG-4 scalable audio coding, we will
consider only the bit-rate scalability and the various scalable coder configurations.
described in the standard.

The MPEG-4 bit-rate scalability scheme (Figure 10.16) allows an encoder o
Lransmit bitstreams at o high bit rate, while decoding successfully a low-vate
hitstream contained within the high-rate code. For instance, if an encoder trans-
mils bitstreams at 64 kbfs, the decoder can decode at bit rates of 16, 32, or
64 kb/s according to channel capacity, receiver complexity, and quality reguire-
ments. Typically, scalable audio coders constitute several layers, i.e., a core Jayer
and a series of enhancement layers. For example, Figure 10.16 depicts one core’
tayer and two enhancement layers. The core layer encodes the core (main) audio’
stream, while the enhancement layers provide further resolution and scalability. Ih
particular, in the first stage, the core layer encodes the input audio, s (1), based
‘on a conventional lossy compression scheme. Next, an error signal (residually
E(n) is caleulated by subtracting the reconstructed signal, §(1) (that is ohtained
by decoding the compressed bitstream locally) from the input signal, str). I
the second stage (first enhancement layer), the ervor signal £ (n) is encoded 10
obtain the compressed residual, ¢ (). The above sequence of steps is repeated
for all the enhancement layers.

To further demonstrate this principle we consider an example (Figure 10.16)
where the core layer uses 32 kb/s, and (he two enhancement layers employ bil
rates of 16 Kb/s and 8 kb/s, and the final sink layer supports 8 kb/s coding.
Therefore, if no side information is encaded, then the coding rate associated
with the codee is 64 ks, Al the decoder, one can decode this multiplexed audio
bitstream at various rates, i.¢., 64, 32, or 40 kbfs, ete., depending up on the bit-rate
requirements, receiver complexity, and channel capacity. In particular, the coré
bitstream guarantees reconstruction of the original input audio with minimum
artifacts. On (op of the core layer, additional enhancement layers are added 100
increase the quality of the decoded signal.

Page 70



heme g
PErceptygy SO a0 JwXxuo
AAC wiggy
‘- r‘llll'l]!el-_ A
ch will pe

lio coding 3T
lat can be 2
| (Park97) £g
dilstreams § %
>f the tota] b

Fscalabil-
mask ratio
he bit-rate
G-4 audio
12, we will
Igurations

1
—
— - - (1)
— \ Compressmnl"ct‘

(2 ,!—J scheme >

N !

A Error

3(1)

ncoder to 3

low-rate 83
der trans- Eg
6, 32, or 8%

y require-
>ore layer
one core

Figure 10.16. MPEG-4 scalable audio coding.

. , <
lin) audio S =
R 28 w8
ability. In 25 LplSQ
. <
n), based g% -3
. [=3
residual), O
obtained
s(n). In = -
10w

wcoded to
repeated

Compressed
audio x(mn)

re 10.16)

nploy bit

5 coding. — —

ssociated % ® -5

ced audio S5 tpg8

¢ bit-rate £3 -8
O

the core
ninimuwn
added (o

Audio
Input
s(n)

299

Page 71



300 AUDIO CODING STANDARDS AND ALGORITHMS

Scalable audio coding finds potential applications in the fields of digity) , audi
hroadeasting, mobile multimedia communication, and streaming audio, 1 SUin.
ports real-time streaming with a low buffer delay. One of the significant exlans
sions of the MPEG-4 scalable audio coding is the fine-grain scalability IK“\IUL
where a bit-sliced arithmetic coding (BSAC) [Kim02a] is used. In each tmmc u

mee 5 are mdml in Ihs: OIdL‘I‘ of slumhg.mu” I)U!mmu}__ wxlh the most H]gmhc

umlsnnmg all lower- ml.u Lmlu_s The BSA(‘ lel imc -grain sutlablhly concepy
are explaingd below in detail. f'

Fine-Grain Scalability. 1t is important that bit-rate scalubility is achieved wig.
out significant coding efficiency penalty compared to fixed-bit-rate systems, .n
with low computational complexity. This can be achieved using (he fine-gryj
scalability technique [Purn99b] [KimO1|[. In this approach, bit-sliced arithmetip
coding is employed along with the combination of advanced andio coding togl,
(Section 10.4.2). In particular, the noiseless coding of spectral coefficients ang
the scale-lactor selection scheme is replaced by the BSAC technique (hat prd-'
vides scalability in steps of | kb/s/channel. The BSAC scheme works as follows,
First, the quantized spectral values are grouped into frequency bands, cach of
these groups contain the quantized spectral values in the binary {orm. Then the:
bits of each group are processed in slices and in the order of significance, begin-
ning with the MSBs. These bit-slices are then encoded using an arithmetic coding
technique (Chapter 3). Usually, the BSAC technique is used in conjunction with
the MPEG-4 GA (ool, where the Huffman coding is replaced by this special type:
ol arithmetic coding.

10.4.4.6 MPEG-4 Parametric Audio Coding In research proposed as part
ol an MPEG-4 “corc experiment” [Purn97], Purnhagen at the University of Han-
nover developed in conjunction with Deutsche Telekom Berkom an object-based
algorithm. In this approach, harmonic sinusoid, individual sinusoid, and colored
noise objects were combined in a hybrid source model to create a paramel-
ric signal representation. The enhanced algorithm, known as the “Harmonic
and Individual Lines Plus Noise” (HILN) [PurnO0Oa] |PurnO0b] is architecturally
very similar to the original ASAC |Edle96b] {Edle96e] [Purn98] [Purn99al, with
some modifications. The parametric audio coding scheme is a part of MPEG-4
version 2, and is based on the HILN scheme (see also Section 9.4), This tech-
nique involves coding of audio signals at bit rates of 4 kb/s and above based
on the possibilities of madifying the playback speed or pitch during decod-
ing. The parametric audio coding tools have also been extended to high-quality
audio [Oom03].

10.4.4.7 MPEG-4 Speech Coding The MPEG-4 natural speech coding
tool [Edle99] [Nish99] provides a generic coding framework for a wide rang®
of applications with speech signals at bit rates between 2 kb/s and 24 kb/s. The
MPEG-4 speech coding is based on two algorithms, namely, harmonic vector
excitation coding (HVXC) and code excited linear predictive coding (CELP). The
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HVXC algorithm, essentially based on the parametric representation of speech,
pandles very low it rates of 1.4~4 kb/s at a sampling rate of 8 kHz. On the other
jjand, the CELP algorithm employs multipulse excitation (MPE) and regular-pulse
excitation (RPE) coding technigues (Chapter 4): and supports higher bit rales of
"4,24 kb/s operating at sampling rates of 8 kHz and 16 kHz. The specifications
of MPEG-4 Natural Speech Coding Tool Set are summarized in Table 10.4.

In all the aforementioned algorithms, i.e., HVXC, CELP-MPE, und CELP-
RPE, the idea is that an LP analysis filter models the human vocal tract while an
excitation signal models the vocal chord and the glottal activity, All the three con-
figurations share the same LP analysis method. while they generally differ only
in the excitation computation, In the LP analysis, first, the autocorrelation coeffi-
cients of the input speech are computed once every 10 ms and are converted
o LP coefficients using the Levinson-Durbin algorithm, The LP coefficients

hmetie
are transformed to line spectrum pairs using Chebyshey polynomials |Kaba86].

1 lools
s and’ These are later quantized using a two-stage, split-vector quantizer. The exci-
W pro-- tation signal is chosen in such a way that the error between the original and

reconstructed signal is minimized according to a perceptually weighted distortion

Hows,
ach of measire.
en the Muliiple Bit Rates/Sampling Rates, Scalabiliry. The speech coder family in
degin- MPEG-4 audio is different from the standard speech coding algorithms (e.g.,
‘oding ITU-T G.723.1, G.729, etc.). Some of the salient features and functionalities
1 with (Figure 10.17) of the MPEG-4 speech coder include multiple sampling rates and
1 type bit rates, bit-rate scalability [Gril97], and bandwidth scalability [Nomu98].

1 The multiple bit rates/sampling rares functionality provides flexible bit rate

~ selection among multiple available bit rates (1.4-24 kb/s) based on the channel
s part ~conditions and the bandwidth availability (8 kHz and 16 kHz). At lower bit rates,
Han- an algorithmic delay of the order of 3040 ms is expected, while at higher bit
based |
lored ! '
amet- | Table 10.4. MPEG-4 speech coding sampling rates and bandwidth
wornl specifications [Edle99].
”\;’::fyl Specification HVXC CELP-MPE CELP-RPE
EG-4 Sampling 8 8, 160 16
tech- frequency
yased (kHz)
>cod- Bit rate (kb/s) 1.4-4 3.85-23.8 10.9-23.8
1ality 58 Bit rates 30 Bil rates

Frame size 10—-40 10-40 10-20
(ms)
ing Delay (ms) 33.5-56 ~15-45 ~20-25
ange Features Multi—‘hil—rul‘s Mul‘ti—bil—mle cufli.ng, Mulli-vbilvml'c
The codmg,.bxt—rme blL—l‘LllL‘- scalability, wdmg,‘hn»rutc
scalability bandwidth scalability

sctor scalability

The
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Ales, 15-25 ms delay is common. The bit-rate scalability feature allows a wide
range of bit rales (224 kb/s) in step sizes of as low as 100 b/s. Both HVXC and
CELP tools can be used fo realize bit-rate scalability by employing a core layer
and 2 series of enhancement layers at the encoder. When the HVXC encoding is
used, one enhancement layer is preferred, while three bit-rate scalable enhance-
ment layers may be used for the CELP codec [Gril97]. Bandwidih scalability
jmproves the audio quality by adding an additional coding layer that extends the
ransmitted audio bandwidth. Only CELP-RPE and CELP-MPE schemes allow
pandwidth scalability in the MPEG-4 audio. Furthermore, only one bandwidth
gealable enhancement layer is possible [Nomu98] [HerrO0a].

10.4.4.8 MPEG-4 Structured Audio Coding Structured audio (SA), intro-
duced by Vercoe el af., | Verc98] presents anew dimension to MPEG-4 audio, primar-
ity due to its ability to represent and encode efficiently the synthetic audio and mul6i-
mediacontent. The MPEG-4 SA tool [ScheY8a] [Sche98¢| [Schev9a] [Sche99b] was
developed based on a synthesizer-description language called the Csound [Verc9s],
developed by Vercoe al the MIT Media Labs. Moreover, the MPEG-4 SA tool inher-
its features from “Netsound' [Case96], a structured audio experiment carried out by
Casey ef al. based on the Csound synthesis language. Instead of specifying a syn-
thesis method, the MPEG-4 SA describes a special language that defines synthesis
methods. In particular, the MPEG-4 SA tool defines a set of syntax and seman-
tic rules corresponding Lo the synthesis-description language called the Structured
Audio Orchestra Language (SAOL) [Sche98d]. A control (score) language called
the Structured Audio Score Language (SASL) was also defined to describe the details
of the SAOL code compaction. Another component, naumely, the Structured Audio
Sample Bank Format (SASBF) is used for the transmission of data samples in blocks.
These blocks contain sample data as well as details of the parameters used for select-
ing optimum wave-table synthesizers and facilitate algorithmic modifications. A
Ltheoretical basis for the SA coding was established in [ScheO1] based on the Kol-
mogorov complexity theory. Also, in [Sche01], Scheirer proposed a new paradigm
called the generalized audio coding in which SA encompasses all other audio cod-
ing techniques. Furthermore, treatment ol structured andio in view of both lossless
coding and pereeptual coding is also given in [Sche01].

The SA bitstream available at the MPEG-4 SA decoder (Figure 10.18) con-
sists of a header, sample data, and score data. The SAOL decoder block acts
as an interpreter and reads (he header structure. Tt also provides the informa-
tion required to reconfigure the synthesis engine. The header carries descriptions
of several instruments, synthesizers, control algorithms, and routing instructions.
The Event List and Data block obtains the actual stream of data samples, and
paramelers controlling algorithmic modifications. In particular, the bitstream data
consists of access units that primarily contain the list of events. Furthermore,
each event refers to an instrument described (e.g., in the orchestra chunk) in
the header [ScheOl]. The SASL decoder block compiles the score data from
the SA bitstream and provides control sequences and signals to the synthesis
engine via a run-time seheduler. This control information determines the time at
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which the events (or commands) are to be dispatched in order to create notey (or

instances) of an instrument. Each note produces some sound output. Finally, all
these sound outputs (corresponding to each note) are added, in order to create the
overall orchestra output. In Figure 1018, we represented the run-time sehedylp.
and reconfigurable synthesis engine blocks separately, however, in practice they
are usually combined into one block.

As mentioned earlier, the structured audio (ool and the text-to-speech (TT8).

fall in the synthetic audio coding group. Recall that the structured audio tools cop.
vert structured representation into synthetic sound. while the TTS wols translate
text to synthetic speech. In both these methods, the particular synthesis method
or implementation is not defined by the MPEG-4 audio standard; however, the
input-output relation for SA and the TTS interfuce are standardized. The nexy
question that arises is how the natural and synthetic audio content can be mixed,
This is typically carried out based on a special format specified by the MPEG-4
namely, the Audio Binary Format for Scene Description (AudioBIFS) [Sche98e),
AudioBIFS enables sound mixing, grouping, morphing, and effects like echo
(delay), reverberation (feedback delay). chorus, ete,

10.4.4.9 MPEG-4 Low-Delay Audio Coding  Significantly large algorithmic
delays (of the order of 100-200 ms) in the MPEG-4 GA coding tool (discussed
in Section 10.4.4.4) hinder its applications in two-way, real-time communica-
tion. These algorithmic delays in the GA coder can be attributed primarily to
the analysis/synthesis filter bank window, the look-ahead, the bil-reservoir, and
the frame length. In order to overcome large algorithmic delays, a simplified
version of the GA (ool, i.e., the MPEG-4 low-delay (LD} audio coder has been
proposed [Herr98¢| [Herr99]. One of the main reasons for the wide proliferation
of this tool is the low algorithm delay requirements in voice-over Internet protocol
(VoIP) applications. In contrast to the ITU-T G.728 speech standard that is based
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Figare 10.18. MPEG-4 SA decoder (after [Sche9Y8aj).
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on the LD-CELP {G728], the MPEG-4 LD audio coder [Alla99] is derived from
(he GA coder and MPEG-2 AAC, The ITU-T G.728 LD-CELP algorithm operates
ﬁn speech frames of 2.5 ms (20 samples) at a sampling rate of § kHz and results
jnan algorithmic delay of 0.625 ms (5 samples). On the other hand, the MPEG-4
LD audio coding tool operates on 512 or 480 samples at a sampling rate of up to
48 kHz with an overall algorithmic delay of 20 ms. Recall that the GA 1ool that is
pased on the MPEG-2 AAC operates on frames of 1024 or 960 samples.

The delays due Lo the analysis/synthesis filter-bank window can be reduced by

employing shorter windows. The look-ahead delays can be ayoided by not employ-
ing the block switching. To reduce pre-echo distortions (Sections 6.9 and 6.10),
NS is employed in conjunction with window shape adaptation. I particular, for
pontransient parts of the signal, a sine window is used, while a so-called low-
overlap window is used in case of transient signals to achieve optimum TNS
performance [Purn99b] [ISOI00]. Although most algorithms are fixed rate, the
instantaneous bit rates required to satisfy masked thresholds on each frame are
in fact time-varying, Thus, the idea behind a bil reservoir is to store surplus bits
during periods of low demand, and then (o allocate bits from the reservoir during
Jocalized periods of peak demand, resulting in a time-varying instantaneous bit
rate but at the same time a fixed average bit rate. However, in MPEG-4 LD audio
codec, the use of the bit reservoir is minimized in order to reach the desired target
delay.
Based on the results published in [Alla99] [Herr99] [Purn99b| {ISOI00], the
MPEG-4 1D audio codec performs relatively well compared to the MP3 coder
at 4 bit rate of 64 kb/s/channel. It ean also be noted from the MPEG-4 version 2
audio verification test [1SOI00], the quality measures of MPEG-2 AAC at 24 kb/s
and MPEG-4 LD audio codec at 32 kb/s can be favorably compared. Moreover,
the MPEG-4 LD audio codec [Herr98¢] [Alla99] [Herr99] outperformed the ITU-
T (.728 LD CELP [G728] for the case of coding both music and speech signals.
However, as expected, the coding efficiency in the case of MPEG-4 LD codec is
slightly reduced compared to its predecessors, MPEG-2 AAC and MPEG-4 GA.
It should be noted that this reduction in the coding efficiency is attributed to the
low coding delay achieved.

¥ 10.4.4.10 MPEG-4 Audio Error Robustness Tool One of the key issues
| in achieving reliable transmission over noisy and fast time-varying channels is
the bit-rate scalability feature (discussed in Section 10.4.4.5). The bit-rate scala-
bility enables flexible selection of coding features and dynamically adapts to the
channel conditions and the varying channel capacity. However, the bil-rate scala-
bility feature alone is not adequate for reliable transmission. The error resilience
and error protection tools are also essential to obfain high quality audio. To
this end, the MPEG-4 audio version 2 is fitted with codec-specific error robust-
ness techniques [Purn99b] [ISO100]. In this subsection, we will review the error
robustness and equal and unequal error protection (EEP and UEP) tools in the
MPEG-4 audio version 1. In particular, we discuss the error resilience [Sper00]
[Sper(2), error protection [Purn99b] [Mein0O1], and error conceaiment |SperQ1]
functionalities that are primarily designed for mobile applications.
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The main idea behind the error resilience and protection 0ols is O proyig,
better protection to sensitive and priority (important) bits, For instance, the audiy
frame header requires maximum error robustness; otherwise, ransmission epygy
in the header will seriously impair the entire audio frame. The codewords g
responding to these priority bits are called the priority codewords (PCW), Ty
error resilience tools available in the MPEG-4 audio version 2 are classified iy ,'
three groups: the Huffiman codeword reordering (HCR), the reversible varigh
length coding (RVLC), and the virtwal codebooks (VCB11), In the HCR lel-h
nigue, some of the codewords, e.g., the PCWs, are sorted in advance and plageg
at known positions. First, a presorting procedure is employed that reorders (i
codewords based on their priority. The resulting PCWs are placed suich that g
error in one codeword will not affect the subsequent codewords. This can h
achieved by defining segments of known length (Lygg;) and placing the PCWwy,
at the beginning ol these segments. The non-PCWs are filled into the gaps lefy
by the PCWs, as shown in Figure 10,19.

The various applications of reversible variable length codes (RVLC) [Takios)
[Wen98 | [ Tsai0 1] inimage coding have inspired researchers toconsidertheminerrors
resilient techniques for MPEG-4 audio. RVLC codes are used instead of Hulffman
codes for packing the scale factors in an AAC bitstream. The RVLC codes are
(symmetrically) designed to enable both forward and backward decoding without
affecting the coding efficiency. In particular, RVLCs allow instantaneous decoding.
in both directions that provides ercor robustness and significantly reduces the effects
of bit errors in delay-constrained real-time applications. The next important tool
employed forerror resilience is the virtual codebook 11 (VOB 1). Virtual codebooks:
are used Lo detect serious errors within spectral data [Purn99b| [TSOI00]. The error:
robustness techniques are codec specific (e.g.. AAC and BSAC bitstreams). For
example., AAC supports the HCR, the RVLC, and the VOB error-resilient (ools.
On the other hand, BSAC supports segmented binary arithmetic coding [1SO100] to
avoid error propagation within spectral data.

=% Before codeword reordering

PCW Non-PCW PCW Non-PCW

=# Alier codeword reordering

e—— Logg ——

‘ Non-PCW

Iigure 1009, Huffiman codeword reordering (HCR) algorithm (o minimize error propis
gation in spectral data
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OV The MPEG-4 audio error protection tools include cyclic redundancy check
gy (C‘Rm forward error correction (FEC), and interleaving. Note that these (ools
o inspired by some of the error correcting/detecting leatures inherent in the

errg
fs cuf-f.' 2lmwnlul|mml and block codes that essentially provide the controlled redundancy
). The desired for error protection. Unlike the error-resilient tools that are limited only to
EURTITTS the AAC and BSAC bitstreams, the error protection tools can be used in conjunc-
riabe gon with a variety of MPEG-4 audio tools, namely, General Audio Coder (LTP
lech. and TwinV@Q), Scalable Audio Coder, parametric audio coder (HILN), CELP,
placeq gVXC, and low-delay audio coder. Similar to the error-resilient tools, the first
TS the stiep in the EP tools is to reorder the bits based on their priority and error sensi-
hat an tiveness. The bits are sorted and grouped into different classes (usually 4 or 5)
an be according to their error sensitivities. For example, consider that there are four
PCWg error-sensitive classes (BESC), namely, ESC-0, ESC-1, ESC-2, and ESC-3. Usu-
38 left ally, header bitstream or other very important bits that control the syntax and the
global gain are included in the ESC-0. While the scale factors and spectral data
Kios) (spectral envelope) are grouped in ESC-1 and ESC-2, vespectively. The remain-
etror- ing side information and indices of MDCT coefficients are classified in ESC-3.
{fman After reordering (grouping) the bits, each error sensitive class receives a different
8 are error protection depending on the overhead allowed for each configuration. CRC
thout and systematic rate-compatible punctured convolutional code (SRCPC) enable
oding error detection and forward error correction (FEC). The SRCPC codes also aid in
frects [ adjusting the redundancy rates in small steps. An interleaver is employed typically
t tool to deconcentrate or spread the burst errors. Shortened Reed-Solomon (SRS) codes
200ks are used to protect the interleaved data. Details on the design of Reed-Solomon
error codes for MPEG AAC are given in [Huan02]. For an in-depth treatment on the
. For error correcting and error detecting codes refer to [Lin82] [Wick95].
00ls.
L 10.4.4.11 MPEG-4 Speech Coding Tool Versus ITU-T Speech

Standards 1t is noteworthy to compare the MPEG-4 speech coding tool against
the ITU-T speech coding standards. While the latter applies source-filter configu-
ration (o model the speech parameters, the former employs a variety of techniques
in addition to the traditional parametric representation, The MPEG-4 speech cod-
E ing tool allows bit-rate scalability and real-time processing as well as applications
J related to storage media. The MPEG-4 speech coding tool incorporates algorithms

such as the TwinVQ, the BSAC, and the HVXC/CELP. The MPEG-4 speech cod-
ing tool also accommodates multiple sampling rates. Egror protection and error
resilient technigues are provided in the MPEG-4 speech coding (0ol o obtain
i improved performance over error-prone channels. Other important features that
distinguish the MPEG-4 tool from the 1TU-T speech standards are the content-
based interactivity and the ability to represent the audiovisual content as a set of
objects.

10.4.4.12 MPEG-4 Audio Applications The MPEG-4 audio standard linds
opa- applications in low-bit-rate audio/speech compression, individual coding of nat-
ural and synthetic audio objects, low-delay coding, error-resilient transmission,
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and real-time audio transmission over packet-switching networks such g
Internct [Diet96] [Lin99]. MPEG-4 tools allow parameterization of the acousticy
properties of an audio scene, with features such as immersive audiovisual |u1dep
ing (virtual 3-D environments | Kau98]), room acoustical modeling, and enhancgg
3-D sound presentation. MPEG-4 tinds interesting applications in remole rofy
control system design [Kim0O2b]. Streaming audio codecs have also been p,_
posed as a result of the MPEG-4 standardization efforts.

Applications of MPEG-4 audio in DRM digital narrowhand b1'tn1ckd~.1in
(DNB) and digital multimedia broadeasting (DMB) are given in IDILlO(]]
and [GrubO1], respectively. The general audio coding tool provides the necess;
infrastructure for the design of error-robust scalable coders [MoriOOb] anq
delivers improved speech/audio quality [Moori00a]. The “bit rate scalability®
and “error resilience/protection” tools of the MPEG-4 audio standard dynumicaii)g
adapt to the channel conditions and the varying channel capacity. Other importang
application-oriented features of MPEG-4 audio include low-delay bi-directiona]
audio transmission, content-bused interactivity, and object-based representation,
Real-time implementation of the MPEG-4 audio is reported in |Hilp00)] | Mesa(0)]
|Penall].

10.4.4.13 Spectral Band Replication and Parametric Stereo Spectral
band replication (SBR) [Diet02] and parametric stereo (PS) [SchuO4| are the
two new compression techniques recently added to the MPEG 4 audio standard

[ISOI03¢]. The SBR technigue is used in conjunction with a conventional coder
such as the MP3 or the MPEG AAC. The audio signal is divided into low- and
high-frequency bands. The underlying core coder operates at a reduced sam-
pling rate and encodes the low-frequency band. The SBR technique operates at
the original sampling rate to estimate the spectral envelope associated with the
input audio. The spectral envelope along with a set of control parameters are
encoded and transmitted to the decoder. The control parameters contain infor-
mation regarding the gain and the spectral envelope level adjustment of the high
frequency components. At the decoder, the SBR reconstructs the high frequencies
buased on the transposition of the lower frequencics.

aacPlus vi s the combination of AAC and SBR and is standardized as the
MPEG 4 high-efficiency (HE)-AAC [ISOI03¢] [Wolt03]. Relative to the con-
ventional AAC, the MPEG 4 HE-AAC results in bit rate reductions of about
30% |Wolt03]. The SBR has also been used (o enhance the performance of MP3
[ZiegO2] and the MPEG layer 2 digital audio broadcasting systems [Gros03].

aacPlus v2 [Purn03] adds the parametric stereo coding to the MPEG 4 HE-
AAC standard. In the PS encoding [Schu04], the sterco signal is represented
as a monaural signal plus ancillary data that describe the stereo image. The
stereo image is described using four different PS parameters, i.c., inter-channel
intensity differences (I1D), inter-channel phase differences (1PD), inter-channel
coherence (IC), and overall phase ditference (OPD). These PS parameters can
capture the perceptually relevant spatial cues at bit rates as low as 10 kb/s
| BreeO4].
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1045 MPEG-7 Audio (ISO/IEC 15938-4)

MPEG-7 audio standard targets content-based multimedia applications [ISOI01b].
MPEG-7 audio supports a broad range of applications [ISOI01d] that include
multimediaindexing/scarching, multimedia editing, broadcast media selection,
and multimedia digital library sorting. Moreover, it provides ways for efficient
qudio file retrieval and supports both text-based and context-huised queries. It
is important to note that MPEG-7 will not replace MPEG-1, MPEG-2 BC/LSF,
MPEG-2 AAC. or MPEG-4. It is intended to provide complementary functional-
ity to these MPEG standards. If MPEG-4 is considered as the first object-hased
multimedia representation standard, then MPEG-7 can be regarded as the first
content-based standard that incorporates multimedia interfaces through descrip-
rions. These descriptions are the means of linking the audio content features and
attributes with the audio iself, Figure 10.20 presents an overview of the MPEG-7
audio standard. This figure depicts the various audio tools, features, and profiles
associated with the MPEG-T audio, Publications on the MPEG-7 Audio Standard
include |Lind99] [Nack99a] [Nack99b] |Lind00j [1SOL01b] [1SO101e] [Lind01]
[QuacO1] [Manj02].

Motivated by the need to exchange multimedia content through the World
Wide Web, in 1996, the ISO/AEC MPEG workgroup worked on a project called
“Multimedia Content Description Interface” (MCDI) — MPEG-7. A working drafl
was formed in December 1999 followed by a final commitiee draft in February
2001. Seven months later, MPEG-7 ISOAEC 15938: Part 4 Audio, an inter-
national standard (18) Tor content-based multimedia applications was published
along with seven other parts of the MPEG-7 standard (Figure 10.20). Figure 10.20
shows a summary of various features, applications, and profiles specified by the
MPEG-7 audio coding standard.

10.4.5.1 MPEG-7 Parts MPEG-7 defines the following eight parts [MPEG]
(Figure 10.20); MPEG-7 Systems, MPEG-7 DDL, MPEG-7 Visual, MPEG-7
Audio, MPEG-7 MDS, MPEG-7 Reference Software (RS), MPEG-7 Confor-
mance Testing (CT), and MPEG-7 Extruction and use of Descriptions.

MPEG-7 Systems (Part 1) specifies the binary format for encoding MPEG-7
Descriptions; MPEG-7 DDL (Part 11) is the language for defining the syntax of
the Description Tools. MPEG-7 Visual (Part 1T1) and MPEG-7 Audio (Part 1V)
deal with the visual and audio descriptions, respectively. MPEG-7 MDS (Part
V) defines the structures for multimedia descriptions. MPEG-7 RS (Pait VI)
is a unique software implementation of certain parts of the MPEG-7 Standard
with noninformative status, MPEG-7 CT (Part VII) provides the essential guide-
lines/procedures for conformance testing of MPEG-7 implementations. Finally,
the eighth part, addresses the use and formulation of a variety of description ools
that we will discuss later in this section,

In our discussion on MPEG-7 Audio. we refer 1o MPEG-7 DDL and MPEG-
7 MDS paits quite regularly, mostly due to their interconnectivity within the
MPEG-7 Audio Framework, Therefore, it is necessary that we introduce these
Iwo parts first, before we move on to the MPEG-7 Audio Description Tools,
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Figure 10.20. An overview of the MPEG-7 standard

MPEG AUDIO STANDARDS 311

Description Definition Language (DDL)

DS1
P "‘D’escrip-t\;)qnﬂ\\__ e Ds}‘——\
Scheme (DS) — N
(ij ( 0, ) e Sy
‘-'7 W é‘/r") V::“F

Descriptor (D)

NOTE:
Descriptors (Ds) are the features and attributes associated with an audio waveform

The structure and the relationships among the descriptors are defined by a Description
Scheme (DS)

Deseription Definition Language (DDL) defines the syntax necessary to create, extend,
and combine avariety of DSs and Ds

Figure 10.21. Some essential building blocks of MPHEG-7 standard: descriptors (Ds),
description schemes (DSs), and deseription definition language (DPL).

MPEG-7 Description Definition Language (DDL) — Part 11. We mentioned ear-
lier that MPEG-7 incorporates multimedia interfaces through descriptors. These
descriptors are the features and ativibutes associated with the audio. For example,
descriptors in the case of MPEG-7 Visual part deseribe the visual features such as
color, resolution, contour, mapping techniques, ete. A group of descriptors related
in a manner suitable for a specific application, forms a description seheine (DS).
The standard [ISOl0te] defines the deseription scheme as one that specifies a
structure for the deseriptors and semantics of their relationships.

MPEG-7 in its entirely has been built around these descriptors (Ds) and
description schemes (DSs), and most importantly on a language called the descrip-
tion definition language (DDL). The DDL defines the syntax necessary to create,
extend, and combine a variety of DSs and Ds. In particular, the DDL forms
“the core part” of the MPEG-7 standard and will also be invoked by other parts
(i.e., Visual, Audio, and MDS) to create new Ds and DSs. The DDL follows a
sel of programming rules/structure similar to the ones employed in the eXten-
sible Markup Language (XML). 1t is important 1o note that the DDL is not a
modeling language but a schema language that is based on the WWW Con-
sortium’s XML schema [XML] [ISO101e]. Several modifications were needed
before adopting the XML schema language as the basis for the DDL. We refer
o [XML] [ISOI01a] [ISOI0Te] for further details on the XML schema language
and its liaison with MPEG-7 DDL [ISO101al.

MPEG-7 Multimedia Description Schemes (MDS) — Part V. Recall thata descrip-
lion scheme (DS) specifies structures for descriptors; similarly, a mullimedia
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description scheme (MDS) [ISOI0 ¢ | provides details on the structures for desoril,
ing multimedia content (in particular audio, visual, and textual data). MPEG- <1 MD)

defines two classes of description tools, namely, the basic (or low-level) and mullg
media(orhigh-level) tools [ISOL0 I ¢|. Figure 10.22 shows the classification of MDDy

clements. The basictools specified by the MPEG-7 MDS are the generic entities, g
ally associated with simple descriptors, such as the basic data types, [thlmlddlabaw
elc. On the other hand, the high-level multimedia rools deal with the content- -Specifi
entities that are complex and involve signal structures, semantics, models, dﬁcm"l
navigation, and access. The high-level (complex) tools are further subdivided ingg
five groups (Figure [0.22), i.c., conlent deseription, content management, conten|
organization, navigation and access, and user interaction.

Let us consider an example o better understand the concepts of DDL, g
MDS framework. Suppose that an audio signal, s(n), is described using three
descriptors, namely. spectral features Dy, parametric madels Da, and energy Dy,
Similarly, visual v(i, j) and textual content can also be deseribed as shown iy
Table 10.5, We arbitrarily chose four description schemes (DS, through DSy)
that link these multimedia Teatures (audio, visual, and fextual) in a structured
manner, This linking mechanism is performed through DDL, a schema language
designed specifically for MPEG-7. From Table 10.5, the descriptors Da, Dy, Dy
are related using the description scheme DSs. The melody descriptor Dg provides
the melodic information (e.g., rhythmic, high-pitch, ete.), and the timbre descrip-
tor Dy represents some perceptual features (e.g., pitch/loudness details, bass/treble
adjustments in audio, ete.). The parametric model descriptor D> deseribes the
audio encoding model and related encoder details (e.g., MPEG-1 layer 11, sam-
pling rates, delay, bit rates, ete.). While the descriptor Dy provides details on
the encoding procedure, the descriptors Dg and Do describe audio morphing,
echo/reverberation, tone control, ele.

MPEG-7 Audio — Part 1V. MPEG-7 Audio represents part IV of the MPEG-7
standard and provides structures for describing (he audio content. Figure 10.23
shows the organization of MPEG-7 audio framework.

Multimedia Description
Scheme (MDS)

. ! —

Content Content Content Navigation User
Description  Management  Organization and Access Interaction

Figure 10.22. Classification of multimedia description scheme (MDS) toals.
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qable 10.5. A hypothetical example that gives a broader perspective on multimedia

W dese
Serip. i o g i F ) .
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Figure 10.23. MPEG-7 audio description tools.

10.4.5.2 MPEG-7 Audio Versions and Profiles New extensions (Amend-
ment 1) for the existing MPEG-7 Audio are being considered. Some ol the
extensions are in the areas of application-specific spoken content, tempo descrip-
tion, and specification of precision for low-level data types. This new amendment
will be standardized as MPEG-7 Audio Version 2 (Final drafts of International
Standard (FDIS) for Version 2 were finalized in March 2003).

Although many description tools are available in MPEG-7 audio, it is not

p practical to implement all of them in a particular system. MPEG-7 Version |
Jser therefore defines four complexity-ranked profiles (Figure 10.20) intended to help
raction system designers in the task of tool subset selection. These include simple profile,

s, user description profile, summary profile, and audiovisual logging profile.
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10.4.5.3 MPEG-7 Audio Description Tools  The MPEG-7 Audio l'mmuwmfk
comprises (wo main categories; namely, generic tools and a set of applicatio,.
specific ools (sce Figure 10.20 and Figure 10.23).

10.4.5.3.1. Generic Tools  The generic toolset consists of 17 low-level aygj,
descriptors and a silence segment descriptor (Table 10.6). i

MPEG-7 Audio Low-level Descriptors, MPEG-T audio [ISOI01b] defines 1y
ways of representing the low-level audio features, i.e., segmenting and sampling,
In segmentation, usually, common datatypes or scalars are grouped together (e_g;f..,
energy, power, bit rate, sampling rate, etc.). On the other hand, sampling enableg,
diseretization of andio features in a vector form (e.g., spectral features, excitation
samples, ele.). Recently, a unilied framework called the scalable series |I,i|1(19()|
[LindO0] [1SOL0TB] JLindO1] has been proposed to manipulate these discretized
values. This is somewhal similar to MPEG-4 scalable audio coding (hat we
discussed in Section 10.4.4. A Tist of low-level audio descriptors delined by
the MPEG-7 Audio standard [ISOIOTb] is summarized in Table 10.6. These

Table 10.6. Low-level audio deseripiors (17 in number) and the silence deseriptor
supported by the MPEG-7 generic toolset [ISOI1G1D].

Generic olset Descriptors

Low-level . Basic © Audio wavelorm
audio
deseriptors
aroup
¢ Power
2. Basic spectral Dy Spectrum envelope

Dy Spectral centroid

Ds: Spectral spread
Dy Spectral fatness
3. Signal parameters 13 Harmonicity
Dy Fundamental frequency
. Spectral basis Da: Spectrum basis
Dy Spectrum projection
5. Timbral spectral Dy Harmonic speetral
centroid
Do Harmonic spectral
deviation
Dy5: Harmonic spectral spread
Dy Harmonic spectral
variation
Dys: Spectral centroid
6. Timbral temporal Dy Log attack time
Dy Temporal centroid
Silence 7. Silence segment Dyy: Silence desceriptor
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gdeseriptors. can be classified into the following groups: basic, basic spectral,
gignal parameters, spectral basis, timbral spectral, and timbral temporal.
MPEG-7 Silence Segment. The MPEG-7 silence segment attaches a semantic
of silence to an audio segment. The silence descriptor provides ways to specity
ihreshold levels (e.g.. the level of silence).

10.4.5.3.2. High-Level or Application-Specific MPEG-7 Audio Tools  Bes-
ides the aforementioned generic toolset, the MPEG-7 audio standard describes
five specialized high-level tools (Table 10.7). These application-specific descrip-
tion tools can be grouped as spoken content, musical instrument, melody, sound
recognition/indexing. and robust audio matching.

Spoken Content Description Tool (SC-DT). The SC-DT provides descriptions
of spoken words in an audio clip, thereby enabling speech recognition and speech
parameter indexing/searching, Spoken content lattice and spoken conlent header
are the two important parts of the SC-DT (see Table 10.7). While the SC header
carries the lexical information (i.e., wordlexicon. phonelexicon, Confusioninfo,
and Speakerlnfo descriptors). the SC-lattice DS represents laltice-structures o
conneet words or phonemes chosen [rom the corresponding lexicon. The idea of
using luttice structures in the SC-lattice DS is similar to the one employed in a
typical continuous automatic speech recognition scenario [Rabi89] [Rabi93].

Musical Instrwment Timbre Description Tool (MIT-DT). The MIT-DT describes
the timbre features (i.e., perceptual attributes) of sounds from musical instruments.
Timbre can be defined as the collection of perceptual attributes that make two

Table 10.7. Application-specific audio descriptors and description
schemes [ISOI01b].

High-leve! descriptor toolset Descriptor details

SC-DT {. SC-header D;: Word lexicon

,: Phone lexicon
Ds: Confusion info
Dy: Speuker info

2. SC-lattice DS Provides structures to connect or link
the words/phonemes in the lexicon.
MIT-DT 3. Timbre (perceptual) features D;: Harmonic Instrument Timbre
of musical instruments
D5: Percussive Instrument Timbre
M-DT 4. Melody features DSy: Melody contour
DSs: Melody sequence
SRI-DT 5. Sound recognition and D;: Sound Model State Path
indexing application
Ds: Sound Model State Histogram
DS, : Sound model
DS,: Sound classification model
AS-DT 6. Robust audio identification DS: Audio signature DS
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audio clips having the same pitch and loudness sound different |'|SOIU1b]'L
Musical instrument sounds, in general, can be classitied as harmonic-coherg; o
sustained, percussive-nonsustained, nonhaymonic-coherent-sustained, ang m;{:
coherent-sustained. The standard defines descriptors for the first two claggpg
of musical sounds (Table 10.7). Tn particutar, MIT-DT delines (wo des«.'ripmrg.
namely, the harmonic instrument timbre (HIT) descriptor and the peruuasivé
instrument timbre (PI'T) descriptor. The HIT descriptor was built on the fouy,
harmonic low-level descriptors (i.e., Dy through Dy in Table 10.6) and the
Logattacktime descriptor. On the other hand, the PIT descriptor is based on th@_.
combination ol the timbral temporal low-level descriptors (i.e., Logattacktimg:
and Temporaleentroid) and the spectral centroid descriptor, )

Melody Description Tool (M-DT). The M-DT represents the melody. detajls:
of an audio clip. The melodycontourD§ and the melodysequenceDS are the twq |
schemes included in M-=D'T. While the former scheme enables simple and robyst
melody contour representation, the latter approach involves detailed and cxpandcd
melody/rhythmic information.

Sound Recognition and Indexing Description Tool (SRI-DT). The SRI-DT jg
on autornatic sound identificationfrecognition and indexing, Recall that the SC-
DT employs lexicon descriptors (Table 10.7) for SC recognition in an audio clip.
In the case of SRI, classification/indexing of sound tracks are achieved through
sound models. These models are constructed based on the spectral basis low-
level descriptors, i.e., spectral basis (Dy) and spectral projection (Dyg), listed in
Table 10.6. Two descriptors, namely the sound model state path descriptor and
the sound model state histogram descriptor, are defined to keep track of the active
paths in a tellis,

Robust Audio ldentification and Matching. Robust matching and identification of
audioclipsisoneof the importantapplications of MPEG-7 audio standard [1SO101d].
This feature is enabled by the low-level spectral flatness descriptor (Table 10.60). A
description scheme, namely, the Audio Signature DS defines the semantics and
structures for the spectral latmess deseriptor. Helimuth er af. [HellO1] proposed an
advanced audio identification procedure based on content descriptions.

10.4.5.4 MPEG-7 Audio Applications Being the first metadata standard,
MPEG-7 audio provides new ideas for audio-content indexing and archiving
[ISOI01d]. Some of the applications are in the areas of multimedia searching,
audio file indexing, sharing and retrieval, and media selection for digital audio
broadeasting (DAB). We discussed most of these applications while addressing
the high-level audio descriptors and description schemes. A sumimary of these
applications follows. Unlike in an automatic speech recognition scenario where
word or phoneme lattices (based on feature veclors) are employed for identi-
fying speech, in MPHG-7 these lattice structures are denoted as Ds and DSs.
These description data enable spoket content retrieval. MPEG-7 audio version 2
includes new tools and specialized enhancements to spoken content search. Miesi-
cal instrument timbre search is another important application that targets content-
based editing. Melady search enables query by humming [QuacO1 . Sound recog-
nitionfindexing and audio identificationffingerprinting form two other important
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nppliunlinns of the MPEG-7. We will next address the concepts of “interoperabil-
iy and “universal multimedia access” (UMA) in the context of the new work
iitiated by the ISO/IEC MPEG workgroup in June 2000, called the Multimedia
‘,ﬂmnn'ﬂ-l'm'k - MPEG 21 [Borm03].

10.4.6 MPEG-21 Framework (ISO/IEC-21000)

Motivated by the need for a standard that enables multimedia content access and
distribution, the ISO/IEC MPEG workgroup addressed the 21st Century Multi-
media Framework — MPEG-21: ISO/IEC 21000 [Spen01] [1SOI02a] [ISOL03a]
[ISOI(Hb] [Borm)3] [Burn03]. This multimedia standard should be interoperable
and highly automated [Borm03]. The MPEG-21 multimedia framework envisions
ereating a platform that encompasses a great deal of functionalities for both
content-users and content-creators/providers. Some of these tunctions include the
multimedia resource delivery to a wide range of networks and terminals (e.g.,
pcrsnnni computers (PCs), PDAs and other digital assistants, mobile phones,
third-generation cellular networks, digital audio/video broadeasting (DAB/DVB),
HDTVs, and several other home entertainment systems); protection of intellectual
property rights through digital rights management (DRM) systems.

Content creators and service providers face several challenging tasks in order to

satisfy simultaneously the conflicting demands of “interoperability” and “intellec-
wal property management and protection” (IPMP). To this end, MPEG-21 defines
amultimedia framework that comprises seven important parts [ISOI02a], as shown
in Table 10.8. Recall that the MPEG-7 ISO/IEC-15938 standard defines a funda-
mental unit called “Descriptors” (Ds) to define/declare the features and attributes
of multimedia content. In a manner analogous to this, MPEG-21 [SO/IEC-21000:
art | defines a basic unit called the “Digital Item™ (DI). Besides DI, MPEG-21
specifies another entity called the “User” interaction [ISO102a] [Burn03] that pro-
vides details on how each “User” interacts with other users via objects called the
“Digital Items.” Furthermore, MPEG-21 Parts 2 and 3 define the declaration and
identification of the DIs, respectively (see Table 10.8). MPEG-21 [SO/IEC-21000
Parts 4 through 6 enables interoperable digital content distribution and transactions
that take into account the IPMP requirements. In particular, a machine-readable
language called the Rights Expression Language (REL) is specified in MPEG-21
ISO/TEC-21000: Part 5 that defines the rights and permissions for the access and
distribution of multimedia resources across a variety of heterogeneous terminals
and networks. MPEG-21 ISO/IEC-21000: Part 6 detines a dictionary called the
Rights Data Dictionary (RDD) that contains information on content protection and
rights.

MPEG-7 and MPEG-21{ standards provide an open [ramework on which one
can build application-oriented interfaces or tools that satisfy a specific criterion
(e.g., a query, an andio file indexing, etc.). In particular, the MPEG-7 standard
provides an interfuce for indexing, accessing, and distribution of multimedia
content; and the MPEG-21 defines an interoperable framework to access the

multimedia content.
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Table 10.8. MPEG-21 multimedia framework and the associated parts ilS()lm.]

.

Parts in the MPEG-21: ISO/TEC 21000 Standard [ISOT1024a] Details

Purt | Vision, technologies, and Defines the vision,
stralegy requirements, ang

applications of (he

standard; and
provides an overyigy
of the multimediy
framework,
Introduces (wo new
terms. i.e., digital
itenm (DD and iger
interaction,

Pare 2 Digital item declaration Defines the relationship
between o variety of
multimedia resources
and provides
information
reearding the
declaration ol Dis.

Part 3 Digital item identification Provides ways to
identily different
Lypes of digital items
(DIs) and descrip-
tors/description
schemes (Ds/DSs)
via uniform resource
identifiers (URIs).

Part 4 PMP Delines a framework

for the intelectual

property management
and protection

(IPMP) (hat enables

interoperability.

syntax language that
enables multimedia

Rights expression language

>

content distribution
in a way that protects
the digital content.
The rights and the

permissions are

expressed or declared
based on the terms
defined in the rights
data dictionary.
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Table 10.8. (continued)

parts in the MPEG-21: ISO/fEC 21000 Standard [ISO102a] Details

part 6 Rights data dictionary A databuse or a
dictionary that

contains the
information regarding
the rights and
permissions o protect
the digital content.
Digital item adaptation Defines the concept of an
adapted digital item.

part 7

Until now, our focus was primarily on ISO/IEC MPEG Audio Standards. In
the next few sections, we will attend to company-oriented perceptual audio cod-
ing algorithms, i.e., the Sony Adaptive Transform Acoustic Coding (ATRAC),
the Lucent Technologies Perceptual Audio Coder (PAC), the Enhanced PAC
(EPAC), the Multichannel PAC (MPAC), Dolby Laboratorics AC-2/AC-2A/AC-
3, Audio Processing Technology (APT-x100), and the Digital Theater Systems
(DTS) Coherent Acoustics (CA) encoder algorithms.

10.4.7 MPEG Surround and Spatial Audio Coding

MPEG spatial audio coding began receiving altention during the early 2000s
[Fall01] |DavisO3]. Advances in joint stereo coding of multichannel signals
[Herr04b], binaural cue coding [Fall01], and the success of the recent low com-
plexity parametric stereo encoding in MPEG 4 HE-AAC/PS standard [Schu04]
generated interest in the MPEG survound and spatial audio coding [Herr(4a]
[Bree05]. Unlike the discrete 5.1-channel encoding as used in Dolby Digital or
DTS, the MPEG spatial audio coding, captures the “spatial image” of a mulli-
channel audio signal. The spatial image is represented using a compact set of
parameters that describe the perceptually relevant differences among the chan-
nels. Typical paramelers include the interchannel level difference (ICLD), the
interchannel coherence (ICC), and the interchannel time difference (ICTD). The
multichannel signal is first downmixed to a stereo signal and then a conventional
MP3 coder is used. Spatial image parameters are computed using the binaural cue
coding (BCC) technigque and are transmitted to the decoder as side information
[HerrO4a]. At the decoder, a one-to-two (OTT) or two-to-three (TTT) channel
mapping is used to synthesize the multichannel surround sound.

10.5 ADAPTIVE TRANSFORM ACOUSTIC CODING (ATRAC)

The ATRAC algorithm, developed by Sony for use in its rewriteable Mini-
Disc system | Yosh94], combines subband and transform coding to achieve nearly
CD-quality coding of 44.1 kHz 16-bit PCM input data at a bit rate of 146 Kb/s per
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Figure 10.24. Sony ATRAC (embedded in MiniDisc, SDDS).

channel [Tsut98]. Using a tree-structured QME analysis bank (Section 6.5), the
ATRAC encoder (Figure 10.24) first splits the input signal into three subbands of
0-5.5 kHz, 5.5-11 kHz, and 11-22 kHz. Like MPEG-1 layer HI, the ATRAC
QMEF bank is followed by signal-adaptive MDCT analysis in each subband. Next,
a window-switching scheme is employed that can be summarized as follows. Dui-
ing steady-state input periods, high-resolution spectral analysis is attained using
512 sample blocks (11.6 ms). During input attack or transient periods, short
block sizes of 1.45 ms in the high-frequency band and 2.9 ms in the low- and
mid-lrequency bands are used for pre-echo cancellation.

After MDCT analysis, spectral components are clustered into 52 nonuniforim
subbands (block floating units or BFUs) according to critical band spacing. The
BFUs are block-companded, quantized, and encoded according o a psychoa-
coustically derived bit allocation, For each analysis [rame, the ATRAC encoder
transmits quantized MDCT coefficients, subband window lengths, BFU scale-
factors, and BFU word lengths to the decoder, Like the MPEG family, the
ATRAC architecture decouples the decoder from psychoacoustic analysis and
bit-allocation details. Evolutionary improvements in the encoder bit allocation
strategy are therefore possible without modifying the decoder structure. An added
benefit of this architecture is asymmetric complexity, which enables inexpensive
decoder implementations.

Suggested bit allocation technigues for ATRAC are of lower complexity than
those found in other standards since ATRAC is intended for low-cost, battery-
powered devices. One proposed method distributes bits between BFUs according
1o a weighted combination of fixed and adaptive bit allocations [Tsut96]. For the
k-th BFU, bits are allocated according to the relation

(k) = ar (k) + (1 = w)rpk)y — p, (10.10)
where (k) is a fixed allocation, r, (h) is a signal-adaptive allocation, the parame-

ter (3 is a constant offset computed to guarantee a fixed bit rate, and the parameter
o is o tonality estimate ranging from 0 (noise-like) (o | (tone-like). The fixed
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Auliy { allacations, k), are the same for all inputs and concentrate more bits at the
S Jower frequencies, The signal adaptive bit allocations, r, (k). assign bits accord-
Pitk g 0 the strength of the MDCT components. The effect of Eq. (10.10) is that

more bits are allocated to BFUs containing strong peaks for tonal signals. For
poise-like signals, bits are allocated according to a fixed allocation rule, with low

Bty

= ~ pands receiving more bits than high bands.

2mlk) Sony Dynamic Digiiad Sound (SDDS), In addition to providing near CD-quality
on @ MiniDise medium, the ATRAC algorithm has also been deployed as the

Fli . core of Sony’s digital cinematic sound system, SDDS. SDDS integrates eight

5 f independent ATRAC modules to carry the program information for the left (L),

wlk) left center (LC), center (C), right center (RC), right (R). subwooler (SW), lefl
surround (LS), and right surround (RS) channels typically present in a modern
theater, SDDS data is recorded using optical black and white dot-matrix tech-
nology onto two thin strips along the right and left edges of the film, outside of

), the the sprocket holes. Each edge contains four channels. There are 512 ATRAC bits

ids of per channel associated with each movie frame, and cach optical data frame con-
RAC tins a4 matrix of 52 x 192 hits [Yama98]. SDDS data tracks do not interfere with
or replace the existing analog sound tracks. Both Reed-Solomon error correction

L\S‘lﬁ{ and redundant track information are delayed by 18 frames and employed to make

1sing SDDS robust to bit errors introduced by run-length scratches, dust, splice points,

short and defocusing during playback or film printing. Analog program information is
and used as a backup in the event of uncorrectable digital errors.

form 10.6 LUCENT TECHNOLOGIES PAC, EPAC, AND MPAC

The

hoa- The pioneering research contributions on perceptual entropy [John88b], mono-

oder phonic PXFM [John88a], stereophonic PXFM [John92a], and ASPEC [Bran91]

sale- strongly influenced not only the MPEG family architecture but also evolved at
the AT&T Bell Laboratories into the Perceptual Audio Coder (PAC). The PAC algo-
and rithm eventually became property of Lucent. AT&T, meanwhile, became active

tion in the MPEG-2 AAC research and standardization. The low-complexity profile

Ided of AAC became the AT&T coding standard.
Like the MPEG coders, the Lucent PAC algorithm is flexible in that it supports

sive
monophonic, stereophonic, and multiple channel modes. In fact, the bit stream
‘han definition will accommodate up to 16 front side, 7 surround, and 7 auxiliary
2ry- channel pairs, as well as 3 low-frequency effects (LFE or subwoofer) channels.
ling Depending upon the desired quality, PAC supports several bit rates. For a modest
the increase in complexity at a particular bit rate, improved output quality can be
“realized by enabling enhancements to the original system. For example, whereas
96 kb/s output was judged to be adequate with stereophonic PAC, near CD quality
10) was reported at 56—-64 kb/s for stereophonic enhanced PAC [Sinh98a].
ne- 10.6.1 Perceptual Audio Coder (PAC)
ey The original PAC system described in [John96c¢] achieves very-high-quality cod-
ced ing of stereophonic inputs at 96 kb/s. Like the MPEG-1 layer III and the ATRAC,
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the PAC encoder (Figure 10.25) uses a signal-adaptive MDCT filter bank 1o g
lyze the input spectrum with appropriate [requency resolution. A long “""duw
of 2048 points (1024 subbands) is used during steady-state segments, or elge
series of short 256-point windows (128 subbands) is applied for segmenis cany
taining transients or sharp attacks. In contrast to MPEG-1 and ATRAC, hm,u,u,\,-e_.I
PAC relies on the MDCT alone rather than a hybrid Rlter-bank structure 'huss
realizing a complexity reduction. As noted previousty | Bran8a] [_M.|I1|9(J|, g
MDCT fends itsell to compact representation of stationary signals, and a 2043.
point block size yields sufficiently high-frequency resolution for most sourgey,
This segment length was also associated with the maximum realizable coding gaiy,
as a function of block size [Sinh96]. Filter-bank resolution switching decisiong
are made on the basis of PE (high complexity) or signal energy (low complexity)
criteria. 1
The PAC perceptual model derives noise masking thresholds from filter-bagl
outpul samples in a manner similar to MPEG- 1 psychoacoustic model recommen-
dation 2 {ISOI92] and the PE calenlation in [John88b]. The PAC model, however,
accounts explicitly for both simultancous and temporal masking effects. Samples
are grouped into 1/3 eritical band partitions, tonality is estimated in cach band,
and then time and frequency spreading functions are used to compute a masking.
threshold that can be refated to the filter-bank outputs. One can observe that PAC
realizes some complexity reduction relative (o MPEG by avoiding parallel [re-
quency analysis structures for quantization and perceptual modeling. The masking
thresholds are used to select one of 128 exponentially distributed quantization
step sizes in cach of 49 or 14 coder bands (analogous to ATRAC BFUs) in high-
resolution and fow-resolution modes, respectively. The coder bands are quantized
using an iterative rate control foop in which thresholds are adjusted (o satisly
simultaneously bit-rate constraints and an equal loudness criterion that attempls
to shape quantization noise such that its absolute loudness is constant relative to
the masking threshold. The rate control loop allows time-varying instantaneous
hit rates so that additional bits are available in times of peak demand, much
like the bit reservoir of MPEG-1 layer HI. Remaining statistical redundancies
are removed {rom the stream of quantized spectral samples prior to bit stream
formatting using eight structured, multidimensional Huffiman codebooks. These
codebooks are applied (o DPCM-cncoded quantizer outputs. By clustering coder
bands nto sections and selecting only one codebook per section, the systen

minimizes the overhead.

‘ —m 7] G R

s moeT I - l___ Huffman j_ - 4
|
|

)
Quantizalic a1
F 12048 m | . a'm] Coding Bitstream

Figare 10.28. Lucent Technologies Perceptual Audio Coder (PAC),
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Figure 10.26. Lucent Technologies Enhanced Perceptual Audio Coder (EPAC).
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10.6.2 Enhanced PAC (EPAC)

In an effort to enhance PAC output quality at low bit rates, Sinha and John-
ston [Sinh96] introduced a novel signal-adaptive MDCT/WP' switched filter bank
scheme that resulted in nearly transparent coding for CD-quality source mate-
rial at 64 kb/s per stereo pair. EPAC (Figure 10.26) is unique in that it switches
between two distinct filter banks rather than relying upon hybrid [Tsut98] [ISOI92]
or nonuniform cascade [Prin95] structures.

A 2048-point MDCT decomposition is applied normally, during “stationary™
periods. EPAC switches to a tree-structured wavelet packel (WP) decomposition
matched to the auditory filter bank during sharp transients. Switching decisions
oceur every 25 ms, as in PAC, using either PE or energy criteria. The WP analysis
offers the dual advantages of more compact signal representation during transient
periods than MDCT, as well as improved time resolution at high frequencies for
accurate estimation of the ime/frequency distribution of masking power contained
in sharp attacks. In contrast to the uniform time-frequency tiling associated with
MDCT window-length switching schemes (e.g., [ISOI92] [Bran94al), the EPAC
WP transform (tree-structured QMF bank) achieves a nonuniform time-frequency
tiling. For a suitably designed analysis wavelet and tree-structure, an improvement
in time resolution is resiricted to the high-frequency regions of interest, while good-
frequency resolution is maintained in the low-[requency subbands. The EPAC
WP filter bank was specifically designed for time-localized impulse responses
al high frequencies to minimize the temporal spread of quantization noise (pre-
echo). Novel start and stop windows are inserted between analysis frames during
switching intervals to mitigate boundary effects associated with the MDCT-to-
WP and WP-to-MDCT transitions. Other than the enhanced filter bank, EPAC is
identical to PAC. In subjective tests involving 12 expert and nonexpert listeners
with difficult castanets and triangle test signals, EPAC outperformed PAC for a
64 kb/s per stereo pair by an average of 0.4-0.6 on a five-point quality scale.

10.6.3 Multichannel PAC (MPAC)

Like the MPEG, AC-3, and SDDS systems, the PAC algorithm also extends
its monophonic processing capabilities into stereophonic and multiple-channel

"See Chapter 8, Sections 8.2 and 8.3, for descriptions on wavcelet filter bank and WP transforms,
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modes. Stercophonic PAC computes individual masking thresholds for e
right, mono, and stereo (L, R, M = L - R, and § = L — R) signals using a verg
perceptual model that has been modified 1o account for bing

level masking differences (BLMD). or binaural unmasking effects {Mooy
Then, monaural PAC methods encode either the signal pairs (L, R) or (M, g)
order to minimize the overall bit rate, however, a LR/MS switching proeeg
is embedded in the raie-control loop such that different encoding modes (LR
MS) can be applied to the individual coder bands on the same analysis [rame
In the MPAC S-channel configuration, composite coding modes are availy|
for the front side left, center, right, and left and right surround (L., C, R, |
and Rs) channels. On each frame, the composite algorithm works as Tollgy
First appropriate window-switched filter-bank frequency resolution is determin
separately for the froni, side, and surround channels. Next, the four signal P
LR, MS, LsRs, and MsSs (Ms = Ls <4 Rs, Ss = Ls — Rs) are generated, T
MPAC perceptual model then computes individual BLMD-compensated maski
thresholds for the eight LR and M$ signals, as well as the center channel,
Once (hresholds have been oblained, a two-step coding proc
I, a mimimum PE criterion is first used (o se

ol the monophoni

ss s applied, In sk
et either MS or LR coding for (l
front, side. and surround channel groups in each coder band. Then, step 2 appli
interchannel prediction to the quantized spectral samples, The predietion residua
are quantized such that the final quantization noise satisfies the original maskis
thresholds for each channel (LR or MES). The interchannel prediction schen
are summarized in [Sinh98al. In pursuit of & minimum bii raie, the composii
coding algorithm may elect (o utilize either step I or step 2, both step | and ste
2. or neither step | nor step 2. Finally, the composite perceptual model compute
a global masking threshold as the maximum of the five individual threshold:
minus a safety margin. This threshold is phased in gradually for joint codin
when the bit reservoir drops below 20% | Sinh98al. The

depends upon the bit reservoir state. Composite modes are upplied separately fc
cach coder band on each analysis frame. In terms of performance, the MPAC
system was found o produce the best quality at 220 kb/s for 5 channels durin,
a recent 15O (est of multichannel algorithms [15O1194 ],

Applications. Both 128 and 160 kb/s stere
sidered for standardization in the U.5. Digi
an elfort to provide graceful de
p ociated with fringe reception arcas, pe
motivated unequal error protection (UEP channel codin
ined in [Sinh98b]. The prop

classes of perceptual umportance

ophonic versions of PAC were con
tal Audio Radio (DAR) project. i
adation and extend broadeast range in

ence of heavy fading

) schemes were exam:

e ranks bit stream elements into (wWe

am parameters associated with cen
ter channel information and certain mid-frequency subbands are
channel pmh_‘vlim'; (c 3

iven greatel
[y than other parameters (class 2). Subje
I

‘ stive esl
ference for UER over equal error protection (EEP), partic
ularly when bit error rates (BER)

revealed a strong pr

eded 2 % 107 For network applications,
fable PAC output quality at bit rates as low as 12=10 kb/s per channe!

in conjunction with the availability of JAVA PAC decoder implementations e
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for the lofi
124 vergj,
for bingry,
i [Moary ] '
(M, 8), 1y

_nortedly increasing PAC deployment among suppliers ol Internet audio program
.mmﬂﬂ"‘l [Sinh98a]. MPAC has also been considered for cinematic and advanced
l‘t‘eig_vib‘i()" applications. Real-time PAC and EPAC decoder implementations have
wﬂ“ demonstrated on 486-cluss PC platforms.

‘L,z:;"[”f]‘i“{;f- {07 DOLBY AUDIO CODING STANDARDS

i frame, gince the late 1980s, Dolby Laboratories has been active in perceptual audio
€ availab)y coding research and standardization, and Dolby researchers have made numer-
C" R, Lg, ..ou-‘* scientific contributions within the collaborative framework of MPEG audio.
15 follows; On the commercial front, Dolby has developed the AC-2 and the AC-3 algo-
letermingq rithms [Fiel9 1] [Fiel96].

ignal pairg
rated, The
d masking
hannel, @
ad. In step
ng for the
' 2 applies
1residuals
I masking

10.7.1 Dolby AC-2, AC-2A

The AC-2 [Davi90] [Fiel91] is a family of single-channel algorithms operating
at bit rates between 128 and 192 kb/s for 20 kHz bandwidth input sampled at
44,1 or 48 kHz. There are four available AC-2 variants, all of which share an
architecture in which the input is mapped to the frequency domain by an evenly
stacked TDAC filter bank [Prin86] with a novel parametric Kaiser-Bessel analy-
sis window (Section 6.7) optimized for improved stop-band attenuation relative
to the sinc window. The evenly stacked TDAC differs from the oddly stacked

) Schc.m.ex MDCT in that the evenly stacked low-band filter is hall-band, and its magni-
“omposite tude response wraps around the fold-over frequency (see Chapler 6). A unique
and step mantissa-exponent coding scheme is applied to the TDAC transform coeflicients.
computey First, sets of frequency-adjacent coefficients are grouped into blocks (subbands)
n'esho[.ds, of roughly eritical bandwidth. For each block. the maximum is identified and
i C(?dmg then quantized as an exponent in terms of the number of left shifts required until
mgnltu‘dc3 overflow occurs. The collection of exponents forms a stair-step spectral envelope
“ately for I having 6 dB (left shift = multiply by 2 = 6.02 dB) resolution, and normaliz-
5 MPAC i ing the transform coefficients by the envelope generales a set of mantissas. The
Is during ' envelope approximates the shorl-time spectrum, and therefore a perceptual mode)
uses the exponents to compute both a fixed and a signal-adaptive bit allocation
erefeany for the mantissas on each frame.
OJ?CL ln As far as details on the four AC-2 variants are concerned, two versions are
e in the designed for low-complexity, low-delay applications, and the other two for higher
eptually Quality at the expense of increased delay or complexity. In version 1, a 128-
e exam- sample (64-chunnel) filter bank is used, and the coder operates at 192 kbfs per
fm) two channel, resulting in high-quality output with only 7-ms delay at 48 kHz. Ver-
ith cen- sion 2 is also for low-delay applications with improved quality at the same bit
greater rate, and it uses the same filter bunk but exploits time redundancy across block
ve tests pairs, thus increasing delay to 12 ms. Version 3 achieves similar quality with the
, partic- reduced rate of 128 kb/s per channel at the expense of longer delay (45 ms) by
cations, using o 512-sample (256 channel) filter bank o improve steady-state coding gain.
channel | Finally, version 4 (the AC-2A [Davi92] algorithm) employs a switched 128/512-
ons are I point TDAC filter bank o improve quality for transient signals while maintaining
|
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high coding gain for stationary signals, A 320-sample bridge window presgy,
PR filter bank properties during mode switching, and a transient detector copgjy
ing of an §-kHz Chebyshev highpass filter is responsible for switching decigigy,
Order of magnitude peak level increases between 64-sample sub-blocks ag
filter output are interpreted as transient events. The Kaiser window parameg
used for the KBD windows in each of the AC-2 algorithms appearsd in [ Fielog)
For all four algorithms, the AC-2 encoder multiplexes spectral envelope and map,
tissa paramelers into an output bitstream, along with some auxiliary inlbrmatmﬁ;
Byte-wide Reed-Solomon BCC allows for correction of single byte errors in [
exponents at the expense of 1% overhead, resulting in good performance up
a BER ol 0.001.

One AC-2 feature that is unique among the standards s that the perceptyg]
maodel is backward adaptive, meaning that the bit allocation is not Ir.'msmillcdi
explicitly. Instead, the AC-2 decoder extracts the bit allocation from the quans
tized spectral envelope using the same pereeptual model as the AC-2 encoden,
This structure leads o a significant reduction of side information and induces
a symmetric encoder/decoder complexity, which was well suited to the origi-
nal AC-2 target application ol single point-to-point audio transport. An example
single point-to-point system now using low-defay AC-2 is the DolbyFAX™ 4
full-duplex codec that carries simultancously two channels in both directions
over four ISDN “B” links for film and TV studio distance collaboration. Low-
delay AC-2 codecs have also been installed on 950-MHz wireless digital studio
transmitier links (DSTL). The AC-2 moderate delay and AC-2A algorithms have
been used Tor both network and wireless broadcast applications such as cable
and direct broadeast satellite (DBS) television. The AC-2A is the predecessor @
the now popular multichannel AC-3 algorithm. As the next scction will show,
the AC-3 coder has inherited and enhanced several facets of the AC-2/AC-2A
architecture. In lact, the AC-2 encoder is nearly identical o (one channel ol)
the simplified AC-3 ¢ncoder shown in Figure 10.27, except that AC-2 does not
transmit explicitly any perceptual model parameters.

S(n
() Transient
Detectlor
_]; N
¥ Spectral Envelope/ .
—l Exponent = .
— Encoder o o’{/lceplual A
¥ odel
—»
MDCT l MUX
256/512-pt. Bit
e :
B Mantissa Allocation
Quantizer
f———— y

Figure 10.27. Dolby Laboratories AC-3 encoder.
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10.7.2 Dolby AC-3/Dolby Digital/Dolby SR.D

ppe 5.1-channel “surround™ format that had become the de fucto standard in
most movie houses during the 1980s was becoming ubiquitous in home the-
aters of the 19905 that were equipped with matrixed multichannel sound (e.g.,
polby ProLogic™). As a result of this trend, it was clear that emerging appli-
cations for perceptual coding would eventually minimally require stercophonic
or even multichannel surround-sound capabilities to gain consumer acceptance.
Although single=channel algorithms such as the AC-2 can run on parallel inde-
pendent channels, significantly better performance can be realized by treating
pultiple channels together in order to exploit interchunnel redundancies and irrel-
evancies. The Dolby Laboratories AC-3 algorithm [Davis93] [Todd94] [Davivg],
also known as “Dolby Digital” or “SR - D,” was developed specifically for mul-
tichannel coding by refining all of the fundamental AC-2 blocks, including the
filler bank, the spectral envelope encoding, the perceptual model, and the bii
allocation, The coder carries 5.1 channels of audio (left, center, right, left sur-
round, right surround. and a subwoofer), but at the same time it incorporates a
flexible downmix strategy al the decoder to maintain compatibility with conven-
tional monaurdl and stereophonic sound reproduction systems. The “. 1" channel
is nsually reserved for low-frequency effects, and is Towpass bandlimited below
1200 Hz. The main features of the AC-3 algorithm are as follows:

Sample rates: 32, 44.1, and 48 kHz
Bit rates: 32—640 kb/s, variable
High-quality output at 64 kb/s per channel

Delay roughly 100 ms
MDCT filter bank (oddly stacked TDAC [Prin87]), KBD prototype window

MDCT coelficients quantized and encoded in terms of exponents, mantissas

Spectral envelope represented by exponents

Signal-adaptive exponent strategy with time-varying time-frequency reso-
lution

Hybrid forward-backward adaptive perceptual model

Parametric bit allocation
Uniform quantization of mantissas according to signal-adaptive bit allocation

Perceptual model improvements possible at the encoder without changing

decoder
Multiple channels processed as an ensemble

Frequency-selective intensity coding, as well as LR, MS

Robust decoder downmix functionality from 5.1 to fewer channels

Integral dynamic range control system

Board-level real-time encoders available

Chip-level real-time decoders available.

Page 99



328 AUDIO CODING STANDARDS AND ALGORITHMS

The AC-3 works in the following way. A signal-adaptive MDCT filiey ban
a customized KBD window (Section 6.7) maps the input to the frequency g
Long windows are applied during steady-state segments, and a pair of Nhorf
dows is used for transient segments. The MDCT coefficients are quanizg
encoded by an exponent/mantissi scheme similar to AC-2. Bit allocation o
mantissas is performed according to a perceptual model that estimates the
threshold from the quantized spectral envelope. Like AC-2, an identical e
coder and decoder to allow for backward adypy
bit allocation on the basis of the spectral envelope, thus reducing the burden
side information on the bitstreanm. Unlike AC-2, however, the perceptual mod|
is also forward adaptive in the sense that it is parametric. Model parameters g
be changed al the encoder and the new parameters transmitted (o the degg
in order (o affeci modified masked (hreshold ealculations. Particularly at logy
bil rates, the perceptual bit allocation may yield insufficient bits to satisty ol
the masked threshold and the rate constraint. When this happens, mid-side gy
intensity coding (“channel coupling” above 2 kHz) reduce the demand for bits f
exploiting, respectively, inierchannel redundancies and irrelevancies, Ultimartely
exponents, manftissas, coupling data, and exponent strategy duta are combing
and transmiited 1o the receiver.

The remainder of this section provides details on the major functional bloek

(ual model resides at both the ¢

ol the AC-3 algorithm, including the filter bank, exponent strategy. perceptud
model, bit allocation, mantissa quantization, intensity coding, sysiem-level fung

tions, complexity, and applications and standardization activities.

10.7.2.1 Filter Bank Although the high-level AC-3 strueture (Figuve 10.27
resembles that of AC-2, there are significant differences between the two algo:
rithms. Like AC-2, the AC-3 algorithm first maps input samples to the frequency
domain using a PR cosine-modulated filter bank with a novel KBD window
(Section 6,7 parameters given in {Fiel96]). Unlike AC-2, however, A 3
on the oddly stacked MDCT. The AC-2 also handles window swiiching differ
ently than AC-2A. Long, 512-sample (93.75 Hz resolution @ 48 kHz) windows
are used o achieve reasonable ain during staiionary segments. During
iransients, however, a pair of 256-sample windows replaces the long window 1©
minimize pre-cchoes. Also in conirast (o the MPEG and AC-2 algorithms. the
AC-3 MDCT filter bank retains i s during window swiiching without
resorting 1o bridge windows by introducing a suitable phase shift info the MDCT
also [Sh1i97]) for one of

ihe two short fransforms. Whenever a scheme similar to the one used in AC-2A

is based

oding

o3 ]‘»l'()]‘nfl'il

basis veciors (Chapier 0, Ey. (6.38a) and (0.38b);

detects transients, short filier-hank windows may activaie independently on any
one or more of the 5.1 channels.

cntation, resulting in o $12=
nificantly improved coding ¢ | 3 2sponding

(0 1536 input samples (six transform blocks) are combined inio o single frame.
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k withy hen, & frame-processing routine oplimizes the exponent representation to exploit
My, L(,_mporul redundancy, while at the same time representing the stair-step spectral
1 win. envelope with adequate frequency resolution. In particular, spectral envelopes are
fd ang formed Lrom partitions of either one, two, or four consecutive MDCT coellicients
for the on each of the six MDCT blocks in the frame. To exploit time-redundancy, the
taskeq qix envelopes can be represented individually, or any or all of the six can be
ereep. combined into temporal partitions. As in AC-2, the exponents correspond 1o the
aptive cak values of each time-frequency partition, and each exponent is represented
len of with 6 dB of resolution by determining the number of left shifts until overflow.
Mode| The overall exponent strategy is selected by evaluating spectral stability. Many
IS can strategies are possible. For example, all transform coefficients could be transmit-
‘coder ted for stable spectra, but time updates might be restricted to 32-ms intervals,
lower i.e.. an envelope of single-coelficient partitions might be repeated five times to
" both exploit temporal redundancy. On the other hand, partitions of two or four com-
¢ and ponents might be encoded for transient signals, but the time-partition might be
1ts by smaller, e.g., updates could occur for every 5.3-ms MDCT block. Regardless
ately, of the particular strategy in use for a given frame, exponents are dilferentinlly
bined encoded across frequency. Differential coding of exponents exploits knowledge
of the filter-bank transition band characteristics. thus avoiding slope overload
locks with only a five-level quantization strategy. The AC-3 exponent strategy exploits
*ptual in a signal-dependent fashion the time- and (requency-domain redundancies that
func- exist on a frame of MDCT coefficients.
10.7.2.3 Perceptual Model A novel parametric forward-backward adaptive
0.27) perceptual mode! estimates the masked threshold on each frame. The forward-
algo- adaptive component exists only at the encoder. Given a rate constrain, this block
lency interacts with an iterative rate control loop to determine the best set ol percep-
1dow twal model parameters. These parameters are passed lo the backward-adaptive
.”‘}”“] component, which estimates the masked threshold by applying the parameters
iffer- from the forward-adaptive component to a calculation involving the quantized
jOAWS spectral envelope. Identical backward-adaptive model components are embedded
ring in both the encoder and decoder. Thus, model parameters are fixed at the encoder
W 10 after several threshold calculations in an iterative rate control process, and then
» the trangmitted Lo the decoder. The decoder only needs o perform one threshold
h‘l‘” caleulation given the parameter values established at the encoder.
D('T The backward-adaptive model component works as follows. First, the quan-
5 of lized spectral envelope exponents are clustered into 50. 0.5-Bark-width subbands.
=2A Then, a spreading function is applied (Figure 10.28a) that accounts only for the
any upward spread of masking. To compensate for filler-bank leakage at low fre-
quencies, spreading is disabled below 200 Hz. Also, spreading is not enabled
between 200 and 700 Hz for frequencies below the occurrence of the first sig-
n of nificant masker. The absolute threshold of hearing is accounted for after the
sig- spreading function has been applied. Unlike other algorithms, AC-3 neglects the
ding downward spread of masking, assumes that masking power is nonadditive, and
ime. makes no explicit assumptions about the relationship between (onality and the
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skirt slopes on the spreading function. Instead, these characteristics are capjpy
in a set of parameters that comprise the forward-adaptive model COMPOnen
Masking threshold calculations at the decoder are controfled by a set of pargy,
eters transmitted by the encoder, creating (lexibility for model improvemeng Al
the encoder such that improved estimates ol the masked threshold can be vealiy,
without modifying the embedded model at the decoder.

For example. a parametric (upwards only) spreading function is defingg
(Figure 10.284) in terms of two slopes, S, and two level olfsets, L;, fov i € |1, 2]:
! While the parameters S and Ly can be uniquely specified for cach Channe].
[ the parameters Sy and L, are applied to all channels. The parametric s|‘n'\:uuling‘:
function is advantageous in that it allows the perceptual model at the encodey

el

Parameiric
Spreading Function

SN
~Masker

h L4
Frequency (Barks)
(@)
&
100 e T i
o SMR =30 dB
o=
i \\\-
“ 60 — 9 .
20 dB
A0) :\\/_‘
& - -
T\1 5dB S
"‘-\_‘\7 —

Frequency (Barks)
()
fignre 10,28, Dolby AC-3 paramelric perceptual model: () prototype spreading func:

tion, (hy masker SMR Jevel-dependence,

Page 102



Captureq
mponem.
f parap,.
‘ments g
> realizeq

i defineq
€[L,2
channel,

ipreading
encoder

ing func-

DOLBY AUDIO CODING STANDARDS 331

(o account for tonality or dynamic masking patterns without the need to alter
gie decoder model. A range of values is available for each parameter. With
anits of dB per 1/2 Bark, the slopes are defined to be within the ranges
2295 < 8§ < =577, and —0.7 < Sy < —0.98. With units of dB SPL, the levels
are defined to be within the ranges —6 < L) < —48 and —49 < Ly < —63.
Ultimately, there are 512 unique spreading function shapes (o choose from. The
acoustic-level dependence of masking thresholds is also modeled in AC-3. It
is in general true that the signal-to-mask ratio (SMR) increases with increasing
stimulus level (Figure 10.28b). i.e., the threshold moves closer to the stimulus as
{he stimulus intensity decreases. In the AC-3 parametric perceptual model, this
phenomenon is captured by adding a positive bias to the masked thresholds when
the spectral envelope is below a threshold level. Acoustic Jevel threshold biasing
is applied on a band-by-bund basis. The decision threshold for the biasing is
one of the forward adaptive parameters transmitted by the encoder. This function
can also be disabled altogether, The parametric perceptual model also provides
g convenient upgrade path in the form of a bit allocation delta parameter.

It was envisioned that future, more sophisticated AC-3 encoders might run
in parallel two perceptual models, with one being the original reference model,
and the other being an enhanced model with mote aceurate estimates of masked
threshold. The delta parameter allows the encoder to transmit a stair-step function
for which each tread specifies a masking level adjustment for an integral number
of 1/2-Bark bands. Thus, the masking model can be incrementally improved
without alterations to the existing decoders. Other details on the hybrid backward-
forwards AC-3 perceptual model can be found in [Davi94].

10.7.2.4 Bit Allocation and Mantissa Quantization A bit allocation is
determined at the encoder for each frame of mantissas by an iterative pro-
cedure that adjusts the mantissa quantizers, the multichannel coding strategies
(below), and the forward-adaptive model parameters to salisfy simultaneously
the specified rate constraint and the masked threshold. Within the rate-control
loap, threshold partitions are formed on the basis of a bit allocation frequency
resolution parameter, with coefficient partitions ranging in width between 94 and
375 Hz. In a manner similar o MPEG-1, quantizers are selected for the set of
mantissas in each partition based on an SMR calculation. Sufficient bils are allo-
cated to ensure that the SNR for the quantized mantissas is greater than or equal
to the SMR. The quantization noise is thus rendered inaudible, below masked
threshold. Uniform quantizers are selected from a set of 15 having 0, 3,5, 7, 11,
and 15 levels symmetric about 0, and conventional 2’s-complement quantizers
having 32, 64, 128, 256, 512, 1024, 2048, 4096, 16384, or 65536 levels. Certain
quantizer codewords are group-encoded to make more efficient usage of avail-
able bits. Dithering can be enabled optionally on individual channels for 0-bil
mantissas. 11 the bit supply is insufficient to satisfy the masked threshold. then
SNRs can be reduced in selected threshold partitions until the rate is satisfied, or
intensity coding and MS transformations are used in a frequency-selective fash-
ion o reduce the bit demand. Two variable-rate methods are also available to

Page 103



332 AUDIO CODING STANDARDS AND ALGORITHMS

satisfy peak-rate demands. Within a frame of six MDCT coefficient blocks, bitg
can be distributed unevenly, such that the instantaneous bit rate is variable Jyy
the average rate is constant. In addition, bit rates are adjustable, and a unique
can be specified for each frame of six MDCT blocks, Unlike some of the othey
standardized algorithms, the AC-3 does not include an explicit lossless coding
stage Tor final redundancy reduction after quantization and encoding.

10.7.2.5 Multichannel Coding When bit demand imposed by multiple inde-
pendent channels exceeds the bit budget, the AC-3 ensemble processing of 5 [
channels exploits interchannel redundancies and irrelevancies, respectively, by
making frequency-selective use of mid-side (MS) and intensity coding tech-
niques. Although the MS and intensity functions can be simultaneously active
on a given channel, they are restricted to nonoverlapping subbands. The MS
scheme is carefully controlled [Davi98] to maintain compaltibility between AC-3°
and matrixed surround systems such as Dolby ProLogic. Intensity coding, also
known as “channel coupling,” is a multichannel irrelevancy reduction coding
technique that exploits properties of spatial hearing. There is considerable exper-
imental evidence [Blau74] suggesting that the interaural time difference of o
signal’s fine structure has negligible influence on sound localization above a cer-
tain frequency. Instead, the ear evaluates primarily energy envelopes. Thus, the
idea behind intensity coding is to transmit only one envelope in place of two
or more sufficiently correlated spectra from independent channels, together with
some side information. The side information consists of a set of coefficients that
is used to recover individual spectra from the intensity channel.

A simplified version of the AC-3 intensity coding scheme is illustrated in
Figure 10.29. At the encoder (Figure 10.292), two or more input spectra are added
together to form a single intensity channel. Prior to the addition, an optional
adjustment is applied to prevent phase cancellation. Then, groups of adjacent
coefficients are partitioned into between [ and [8 separate intensity subbands
on both the individual and the intensity channels. A set of coupling coefficients
is computed, ¢;;, that expresses the fraction of energy contributed by the i-th
individual channel (o the j-th band of the intensity envelope, i.e., ¢;; = fij/),
where f;; is the power contained in the j-th band of the i-th channel, and «; is
the power contained in the j-th band of the intensity channel. Finally, the inten-
sity spectrum is quantized, encoded, and transmitted to the decoder. The coupling
coefficients, ¢;;, are transmitled as side information. Once the intensity channel
has been recovered at the decoder (Figure 10.29b), the intensity subbands are
scaled by the coupling coefficients, ¢;;, in order to recover an appropriate [rac-
tion of intensity energy in the j-th band of the i-th channel. The intensity-coded
coefficients are then combined with any remaining uncoupled transform coeffi-
cients and passed through the synthesis filter bank to reconstruct the individual
channel. The AC-3 coupling coefficients have a dynamic range that spans —132
to +18 dB, with quantization step sizes between (.28 and 0.53 dB. Intensity cod-
ing is applied in a frequency-selective manner, parameterized by a start frequency
of 3.42 kHz or higher, and a bandwidth expressed in multiples of 1.2 kHz for
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Figure 10.29. Dolby AC-3 intensity coding (“channel coupling”):
decoder.

(a) encoder, (b)

a 48-kHz system |Davi98]. Note that unlike the simplified system shown in the
figure, the actual AC-3 intensity coding scheme may couple the spectra from as

many as five channels.

10.7.2.6 System-Level Functions Al the system level, AC-3 provides me-
chanisms forchannel down-mixing and dynamic range control. Down-mix capability
is essential for the 5.1-channel systeni since the majority of potential playback sys-
terns are stitl monaural or, at best, stereophonic. Down-mixing is performed at the
decoder in the frequency domain rather than the time-domain to reduce complex-
ity. This is possible because of the filter-bank linearity. The bit streant carries some
down-mix information since different listening situations call for different down-mix
weighting. Dialog-level normalization is also available af the decoder. Finally, the bit
stream has available facilities to handle other control and ancillary user information
such as copyright, language, production, and time-code data [Davis94].

10.7.2.7 Complexity ~Assuming the standard HDTV configuration of 384 kb/s
with a 48 kHz sample rate and implementation using the Zoran ZR38001 general-
purpose DSPinstruction set, the AC-3 decoder memory requirements and complexity
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are as follows: 6.6 kKbytes RAM, 5.4 kbytes ROM, 27.3 MIPS for 5.1 channels, and
3.1 kbytes RAM, 5.4 kbytes ROM, and 26,5 MIPS for 2 channels [Vern95]. Note
that complexity estimates are processor-dependent. For example, on a Motorola
DSP56002, 45 MIPS are required for a 5.1-channel decoder. Encoder complexity
varies between two and five times decoder complexity depending on the encoder
sophistication [Vern95]. Numerous real-time encoder and decoder implementations
have been reporied. Early on, forexample, a single-chip decoder was implemented on
aZoran DSP [Vern93], More recently, n DP561 AC-3 encoder (5.1 channels, 44. 1-ar
48-KHz sample rate) for DV mastering was implemented in real-time on a PC hos!
witha plug-in DSP subsystem. The computational requirements were handled by an
Ariel PC-Hydra DSP array of cight Texas Instruments TMS 320044 floating-point
DSP devices clocked at 50 MHz [Terr96|. Current information on real-time AC-3
implementations is also available online from Dolby Laboratories.
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10.7.2.8 Applications and Standardization The first popular AC-3 appli-
cition was in the cinenta. The “Dolby Digital” or "SR D™ AC-3 information is
interleaved between sprocket holes on one side of the 35-mm film. The AC-3
was first deployed in only three theaters for the film Srar Trek VIoin 1991, after
which the official rollout of Dolby SR D occurred in 1992 with Batman Renrns.
By 1997 April, over 900 film soundtracks had been AC-3 encoded. Nowadays,
the AC-3 algorithm is finding use in digital versatile disc (DVD), cable televi-
sion (CATV), and direct broadeast satellite (DBS). Many hi-fidelity amplifiers
and receiver units now contain embedded AC-3 decoders and accept an AC-3
digital rather than an analog feed from external sources such as DVD.

In addition, the DP504/324 version of the DolbyFAX system (Section 10.7.1)
has added AC-3 stereo and MPEG-1 layer I to the original AC-2-based systen.
Film, television, and music studios use DolbyFAX over ISDN links for auto-
matic dialog replacement, music collaboration, sound effects delivery, and remote
videotape audio playback. As far as standardization is concerned, the United
States Advanced Television Systems Committee (ATSC) has adopted the AC-
3 algorithm as the A/52 audio compression standard [USATY95b] and as the
audio component of the A/52 Digital Televiston (DTV) Standard [USAT95a]. The
United States Federal Communications Commission (US FCC) in 1996 December
adopted the ATSC standard for DTV, including the AC-3 audio component. On
the international standardization front, the Digital Audio-Visual Council (DAVIC)
selected AC-3 and MPEG-1 layer II for the audio component of the DAVIC 1.2
specification [DAVCI6].

10.7.2.9 Recent Developments —-The Dolby Digital Pius A Dolby digital
plus system or the enhanced AC-3 (E-AC-3) |Fiel04] was recently introduced
(o extend the capabilities of the Dolby AC-3 algorithm. While remaining back-
ward compatible with the Dolby AC-3 standard, the Dolby digital plus provides
several enhancements. Some of the extensions include fexibility to encode up
o 13,1 channels, extended data rates up to 6.144 Mb/s, The AC-3 fiterbank is
supplemented with a second stage DCT to exploit the stationary characteristics
in the audio. Other coding tools include spectral extension, enhanced channel
coupling, and transient pre-noise processing. The E-AC-3 is used in cable and
satellite television set-top boxes and broadeast distribution transcoding devices.
For a detailed description on the Dolby digital plus refer to [FielO4],

10.8 AUDIO PROCESSING TECHNOLOGY APT-x100

Without exception, all of the commercial and international audio coding standards
described thus far couple explicit models of auditory perception with classical
quantization techniques in an attempt to distribute quantization noise over the
time-frequency plane such that it is imperceptible to the human listener. In addi-
tion to irrelevancy reduction, most of these algorithms simultaneously seek to
reduce statistical redundancies. For the sake of comparison and perhaps to better
assess the impact of perceptual models on realizable coding gain, it is instructive
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10 next consider a commercially available audio coding algorithm that relieg "!\l‘:
upon redundancy removal without any explicit regard for auditory perceptioy |

We wrn to the Aundio Processing Technology APT-x100 algorithm, whicl
has been reporled to achieve nearly transparent coding of CD-quality 44, kiy
16-bit PCM input at a compression ratio of 4:1, or 176.4 kb/s per monaury|
channel [Wyli96b]. Like the ITU-T G.722 wideband speech codec [GT722], el

APT-x100 encoder (Figure 10.30) relies upon subband signal decomposition fo),
lowed by independent ADPCM guantization of the decimated subband outpy
sequences. Codewords from four uniform bandwidth subbands are multiplexeq
onto the channel and sent to the decoder where the ADPCM and filter-bank opey.
ations are inverted to generate an output. As shown in the figure, a tree-structured
QMF filter bank splits the input signal into four subbands. The first and secong
filter stages have 64 and 32 taps, respectively. Backward adaptive prediction is
applied to the four subband output sequences. The resulting prediction residual
is quantized with a backward-adaptive Laplacian quantizer. Backward adaptation
in the prediction and guantization steps eliminates side information but increases
sensitivity 1o fast transients. On the other hand, both prediction and adaptive
quantization were Tound to significantly improve coding gain for a wide range of
test signals [Wyli9ab]. Adaptive quantization attempls to track signal dynamics

and tends to produce constant SNR in each subband during stationary segments,

Unlike the other algorithms reviewed in this document, APT-x100 containg
no perceptual model or rate contral loop. The ADPCM output codewords are of
fixed resolution (1 bit per sample), and therefore with four subbands the output
bit rate is reduced 4:1. A comparison between APT-x100 quantization noise and

‘T QMF
Analysis
Filter

(64) B

—+
Quitput
Bitstream

QMIF
Analysis [.
Filter
(32)

I

Figure 10.30. Audio Processing Technology APT-x 100 encoder.
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Figure 10.31. DTS-coherent acoustics (DTS-CA) encoding scheme.

noise masking (hresholds computed as in [John88a) for a variety of test signals
from the SQAM test CD [SQAMSS| revealed two trends in the APT-x100 noise
floor. First, as expected, it is fat rather than shaped. Second, the noise is below
the masking threshold in most critical bands for most stationary test signals,
but tends to exceed the threshold in some critical bands for transient signals.
In [Wyli96h], however, the fast step-size adaptation in APT-x100 is reporied
to exploit temporal masking effects and mitigate the audibility of unmasked
quantization noise. While the lack of a perceptual model resulis in an inefficient
flat noise Aoor, it also affords some advantages including reduced complexity,
reduced frequency resolution requirements, and low delay of only 122 samples
or 2.77 ms at 44.1 kHz.

Several other relevant facts on APT-x100 quality and robustness were also
reported in [Wylig6bh|. Objective output quality was evaluated in terms of average
subband SNRs. which were 30, 15, 10, and 7 dB, respectively, for the low-
est 1o highest subbands, and the authors stated that the algorithm outperformed
NICAM [NICAM] in an informal subjective comparison [Wyli96b]. APT-x100
was robust to both random bit errors and tandem encoding. Errors were inaudible
for a bit error rate (BER) of 107, and speech remained intelligible for 2 BER of
107!, In one test, 10 stages of synchronous tandeming reduced output SNR from
45 dB to 37 dB. An auxiliary channel that accommodates up to 1/4 kb/s of the
sample rate in buried data (e.g., 24 kb/s for 48-kHz stereo samples) by bil steal-
ing from one of the subbands had a negligible effect on output quality. Finally,
real-time APT-x 100 encoder and decoder modules were implemented on a single
AT&T DSPI6A masked ROM DSP. As [ar as applications are concerned, APT-
x100 has been deployed in digital studio-transmitter links, audio storage products,
and cinematic surround sound applications. A cursory performance comparison
of the nonperceptual algorithms versus the percepiually based algorithms (e.g.,
NICAM or APT-x100 vs. MPEG or PAC, ete.) conlirms that some awareness
of peripheral auditory processing is necessary to achieve high-quality coding of
CD-quality audio for compression ratios in excess of 4:1.
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10.9 DTS -~ COHERENT ACOUSTICS

The performance comparison of the nonperceptual algorithms versus the percep.
tually based algorithms (e.g., APT-x100 vs. MPEG or PAC, etc.) given in
earlier section, highlights that some awareness of peripheral auditory processing
is necessary Lo achieve high-quality encoding of digital audio for compressioy:
ratios in excess of 4:1. To this end, DTS employs an audio compression algorithy,
based on the principles o “coherent acoustics encoding”™ [Smyt96] [Smyi99]

|DTS]. Tn coherent acoustics, both ADPCM-subband [iltering and psychoacoys.

tic analysis are employed to compress the audio data. The main emphasis in DTS

is to improve the precision (and, hence, the quality) of the digital audio. The DTS

encoding algorithm provides a resolution of up to 24 bits per sample and at (he
same time can deliver compression rates in the range of 3 to 40. Morcover, DTS

can deliver up to eight discrete channels of multiplexed audio at sampling fre-

quencies of 8-192 kHz and at bit rates of 8-512 kb/s per chunnel. Table 10.9

summarizes the various bit rates. sampling frequencies, and the bit resolutions

employed in the four configurations supported by the DTS-coherent acoustics.

10.9.1  Framing and Subband Analysis

The DTS-CA encoding algorithm (Figure 10.31) operates on 24-bit lincar PCM
ienals. The audio signals are typically analyzed in blocks (frames) of 1024
samples, although frame sizes of 236, 512, 2048, and 4096 samples are also
supported depending on the bit rates and sampling frequencies used (Table 10.10).
Forexample, if operating at bit rates of 10242048 Kkb/s and sampling frequencies
of 32 or 44,1 or 48 kHz; then the maximum number of samples allowed per frame
is 1024, Next. the segmented audio frames are decomposed into 32 critically
subsampled subbands using a polyphase realization of a pscudo QME (PQME)
bank (Chapter 6). Two different POME filter-bank structures, namely, perfect
reconstructing (PR) and nonperfect reconstructing (NPR) are provided in DTS-
coherent acoustics. In the example that we considered above, a frame size of 1024
samples results in 32 PCM samples per subband (i.e., 1024/32). The channels
are equally spaced such that o 32 kHz input signal is split into 500 Hz subbands
(i.e., 16 kHz/32), with the subbands being decimated at the ratio 32:1.

Table 10.9. A list of encoding pavameters vsed in IDTS-coherent acoustics
after [Smyit99].

Bit rates (kb/s/channel) Sampling rates (kHz) Bit resolution per sample
8-32 <24 16
3296 <4R 20
96-256 =Y6 24
256-312 <192 24
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Table 10.10. Maximum frame sizes allowed in DTS-CA (after [Smyt99]).

e

Sampling frequency-set, f, = [8/11.05/12] (kHz)

Bit rates (kb/s) Iy 2/ 4 8 /s 16 f;
0-512 Max. 1024 Max. 2048 Max. 4096 N/A N/A
5121024 N/A Max. 1024 Max. 2048  N/A N/A
10242048 N/A N/A Max. 1024 Max, 2048  N/A
20484096 N/A N/A N/A Max. 1024 Max. 2048

10.9.2 Psychoacoustic Analysis

While the subband filtering stage minimizes the statistical dependencies associ-
ated with the input PCM signal, the psychoacoustic analysis stage eliminates the
perceptually irrelevant information. Since we have already established the neces-
sary background on psychoacoustic analysis in Chapters 5, we will not elaborate
on these steps. However, we describe next the advantages of combining the
differential subband coding techniques (e.g., ADPCM) with the psychoacoustic

analysis.

10.9.3 ADPCM - Differential Subband Coding

A block diagram depicting the steps involved in the differential subband coding
in DTS-CA is shown in Figure 10.32. A [ourth-order forward linear prediction
is performed on each subband containing 32 PCM samples. From the above
example, we have 32 subbands and 32 PCM samples per subband. Recall that in
LP we predict the current time-domain audio sample based on a linearly weighted
combination of previous samples. From the LPC analysis corresponding (o the
i-th subband, we obtain predictor coefficients, a; for & =0.1,...,4 and the
residual error, ¢;(n) for n =0, 1,2,...,31 samples. The predictor coefficients
are usually vector quantized in the line spectral frequency (LSF) domain.

Two stages of ADPCM modules are provided in the DTS-CA algorithm, i.e..
the ADPCM estimation stage and the real ADPCM stage. ADPCM utilizes the
redundancy in the subband PCM audio by exploiting the correlation between
adjacent samples. First, the “estimation ADPCM” module is vsed to determine
the degree of prediction achieved by the fourth-order linear prediction filter
(Figure 10.32). Depending upon the statistical features of audio, a decision to
enable or disable the second “rea) ADPCM” stage is made.

A predictor mode flag, “PMODE” = | or 0, is set to indicate il the “real
ADPCM” module is active or not, respectively.

"
Siopred (1) = Y dijsi(n — k), for n = 0, 1,...., 31 (10.11)

k=0
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ei(n) = s;i(n) = i prea ()

ki (10.12)

=5 (n) — Z daj jsi(n — k)

k=0

while the “prediction analysis” block computes the PMODE flag based on the
prediction gain, the “transient analysis” module monitors the transient behavior
of the error residual. [n particular, when a signal with a sharp attack (i.e., rapid
transitions) begins near the end of a transform block and immediately following a
region of low energy. pre-echoes occur. Several pre-echo control strategies have
heen developed (Chapter 6, Section 6.10). These include window swilching, gain
modification, switched filter banks, including the bit reservoir, and temporal noise
shaping. In DTS-CA, the pre-echo artifacts are controlled by dividing the subband
analysis buffer into four sub-buffers, A transient mode, “TMODE” = 0, 1, 2, or
3, is set to denote the beginning of a transient signal in sub-bufters 1, 2, 3, or 4,
respectively. In addition, two scale factors are computed for each subband (i.e.,
before and after the transition) based on the peak magnitude of the residual error,
¢i:(n). A 64-level nonuniform quantizer is usually employed to encode the scale
factors in DTS-CA.

Note that the PMODE flag is a “Boolean” and the TMODE flag has four
values. Therefore, a total of 15 bits (i.e., 12 bits for two scale factors, | bit for
the “PMODE" flag, and 2 bits for the “TMODE” flag) are sufficient to encode the
entire gide information in the DTS-CA algorithm. Next, based on the predictor
mode flag (1 or 0), the second-stage ADPCM is used to encode the differential
subband PCM audio as shown in Figure 10.32. The optimum number of bits (in
the sense of minimizing the quantization noise) required to encode the differential
audio in each subband is estimated using a bit allocation procedure.

10.9.4 Bit Allocation, Quantization, and Multiplexing

Bit allocation is determined at the encoder for each frame (32 subbands) by an
iterative procedure that adjusts the scale-factor quantizers, the fourth-order lin-
ear predictive model parameters, and the quantization levels of the differential
subband audio. This is done in order to satisfy simultaneously the specified rate
constraint and the masked threshold. In a manner similar (o MPEG-1, quantizers
are selected in each subband based on an SMR calculation. A sufficient number
of hits is allocated to ensure that the SNR for the quantized error is greater than or
equal to the SMR. The quantization noise is thus rendered inaudible, i.e., below
the masked threshold. Recall that the main emphasis in DTS-CA is to improve
precision and hence the quality of the digital audio, while giving relatively less
importance to minimizing the data rate. Therefore, the DTS-CA bit reservoir will
almost always meet the bit demand imposed by the psychoacoustic model. Similar
to some of the other standardized algorithms (e.g.. MPEG codecs, lossless audio
coders), the DTS-CA includes an explicit lossless coding stage lor final redun-
dancy reduction after quantization and encoding. A data multiplexer merely packs
the differential subband data, the side information, the synchronization details,
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and the header syntax into a serial bitstream. Details on the structure of the “gy,
put data frame” employed in the DTS-CA algorithm are given in [Smyt99] DTS,

As an extension to the current coherent acoustics algorithm, Fejzo ef al.
proposed a new enhancement that delivers 96 kHz, 24-bit resolution audio quy].
ity |Fejz00]. The proposed enhancement makes use of both “core” und “extep.
sion” data to reproduce 96-kHz audio bitstreams. Details on the real-time imple-
mentation of the 5.1-channel decoder on a 32-bit {loating-point processor ype
also presented in [Fejz00]. Although much work has been done in the area of
encoder/decoder architectures for the DTS-CA codecs, relatively litile has been
published [Mesa99].

10.9.5 DTS-CA Versus Dolby Digital

The DTS-Coherent Acoustics and the Dolby AC-3 algorithms were the two com-
peting standards during the mid-1990s. While the former employs an adaptive
ditferential linear prediction (ADPCM-subband coding) in conjunction with o
perceptual model, the latter employs a unique exponent/mantissa MDCT coef-
ficient encoding technique in conjunction with a parametric forward-backward
adaptive perceptual model.

PROBLEMS
101, List some of the primary differences between the DTS, the Dolby digital,
and the Sony ATRAC encoding schemes.

10.2. Using a block diagram, describe how the ISO/IEC MPEG-1 layer 1 codec
is different from the ISO/MEC MPEG-1 layer [ algorithm.

10.3. What are the enhancements integrated into MPEG-2 AAC relative (o the
MP3 algorithm. State key differences in the algorithms.

10.4. List some of the distinguishing features of the MP4 audio format over the
MP3 format. Give bitrates and cite references.

10.5. What is the main idea behind the scalable audio coding? FExplain using a
block diagram. Give examples.

10.6. What is structured audio coding and parametric audio coding?
10.7. How is ISO/IEC MPEG-7 standard different from  the other MPEG

standards.

COMPUT

R EXERCISE

10.8. The audio files  ChlOaud2Lowvav,  ChlOaud2Ravay,  ChilOaud?2Covav,
ChlOaud2Lsowvav,  and  ChilOaud2Rs.wav — correspond (o lelt, right,
center, left-surround, and right-surround, respectively, of a 3/2-channel
configuration. Using the matrixing technique obtain o sterco outpul.
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