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PART B - I’EE(S) ’I‘RANSMIT'I‘AL

Complete and send this form, together with applicable facts), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
I’.O. Box 1450

Alexandria, Virginia 22313-1450
urging; (571)-273-2885

and I’llBLICL-W‘ION EFF (if required). Blocks 1 through 5 should be completed V'l *re
d notification of maintenance fees will be mailed to the current correspondence addrc ‘tS
tying a new correspondence address; andior lb) indicating a separate ”LEE ADDRILSb for
  

INSTRUCTIONS: This form should be used for transmitting the ISSUE
ap Jropriatc. All further correspondence including the Patent. advance order
in icated unless corn. ted below or directed otherwise in Block I. by (a) spectmaintenance fee notifications.

 

 

Note: -3\ certificate of mailing can only be used for domestic mailings of the
beefs) ransmittal. This certiticate cannot be used for any other accompanying

UfliRBNT CORREWONDEVCE ADDRESS (New: USE Bleck 1 for any change ofaddrm) apers. Each additional paper. such as an assignment or formal drawing. must
fia ye its own certificate of mailing or transmission.

 

Certificate of Mailing or Transmission
92342 7590 11/25/2016 l hereby certify that this Fee(s) Transmittal is being deposited with the United

Nathan & Assocrates Patent Agents Ltd States Postal Service with sufficient postage for first class mail in an envelope
P O B OX 10178 addressed to the Mail Stop ISSUE FEE address above, or being facsimiletransmitted to the USPTO (57f) 273—2885, on the date indicated below.
Tel Aviv, 61 IOI OI
ISRIAEI, (Deposi tor s name)

(Date) 
 

APPLICATION NO. FILING DATE FIR ST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

I413 $6,823 09/22/2014 Gal Shabtay (Tt_)l{IiI’Ii—0t)72 US NP I857
TITLE OF INVENTION: HIGH RESOLUTION TIIIN MULTI—APERTURIE IMAGING SYSTEMS

APPLN. TYPES ENTITY S'I‘A'I’US ISSUE IiIiIE'ZDIIIE PUBI.IC'A'II()N IIIEIS DIDE'I PREV. PAID ISSIE‘I,E“III3 'IOTAI. lilil' 1(3) DUE DATE DUE 
nonprovisionul SMALL $4 80 $0 30 53480 02/27/2017

IiXsMN’IINISR ART UNIT (TI.-/\SS—SUBCI.ASS
 

COWAN. li- UEL K 2664 348—336(X)U

   
 

  
 

 

I. Change of correspondence address or indication of "Fee Address" (37
CPR l.3ti3).

:l Chance of correspondence address (or Change of Correspondence
Address form P’l‘O/Sb'l 12?.) attached.

:] :‘I-iee Address" indication (or "Fee Address" Indication form
PTO/SHAW; Rev 03~02 or more recent) attached. Use of a Customer
Number is required.

2. For printing on the patent front page. list

(I) The. names of up to ‘3. registered patent attorneys i-Hamil»$34~AQSQQQEEBfllfllfiéflfllfiifld
or agents OR. alternatively.

(2) The name of a single firm (having as a member a -------------------------------------------------------------------
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no name is 1
listed, no name will be printed.

 

3. ASSIGNEE NAB/IE AND RESIDENCE DATA TO BE PRINTED ON THE I’ATENT (print or type)

PLEASE- NO'IE: Unless an assignee is identified below. no assignee data will appear on the patent. If an assignee is identified below. the document has been filed for
r‘ecordation as set forth in 37 (217R 3.] I. Completion of this iorm is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and S'I'A'I‘E 0R COUNTRY)

Corephotonics Ltd. Tel Aviv, Israel

Please check the appropriate assignee category or categories (will not be printed on the patent) : El Individual 13 Corporation or other private group entity D Government

4a The following fee(s) are submitted: 4b. Payment of Feels): (Please first reapply any previously paid issue fee shown above)
12! Issue Fee. D A check is enclosed.

D Publication Fee (No small entity discount permitted) Payment by credit card.WW Via EFS—Web

D Advance Order - # of Copies AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA I] The director is hereby authorized to charge the required feds), any deficiency, or credits any
overpayment. to Deposit Account Number rrrrrrrrrrrrrrrrrrrrrrrrrrr (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)

Cl Applicant certifying micro entity status. See 37 CPR I29 NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/ 15A and ISB), issue
fer yment in the micro entity amount will not be accepted at the risk of application abandonment. 

3 ,A'prlicant asserting small entity status. See 37 CPR 1.27 NUIE: If the application was previously under micro entity status, checking this box will be taken
to he a notification of loss of entitlement to micro entity status, 

3 Applicant changing to regular undiscounted fee status. NQ'l‘lE: Checking this box. will be taken to be a notification of loss of entitlement to small or micro
entity status. as applicable.

N'O'l‘l' This form must be signed in accordance with 37 CPR 1.31 and 1.3.3. See. 3? (.IFR 1.4 for si mature re uirements enid certifications.
  

Authorized Signature ,1,M§I}§9h§ml§l§tb§yj ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Date. 11/27/2016

13.,__,cd(_,rprmmname MENACHEM NATHAN Registration No. 65392
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Electronic Patent Application Fee Transmittal

Title of Invention: HIGH RESOLUTION THIN MULTI—APERTURE IMAGING SYSTEMS

First Named Inventor/Applicant Name: Gal Shabtay

Attorney Docket Number: COREPH—OO72 US NP

Filed as Small Entity

Filing Fees for US. National Stage under 35 USC 371

Sub-Total in

Description Fee Code Quantity USD($)

Basic Filing:

Pages:

Claims:

Miscellaneous-Filing:

Patent-Appeals-and-lnterference:

Post-Allowance-and-Post-lssuance:
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- - . Sub-Total in

Miscellaneous:

Total in USD (5) 

APPL—1002 / Page 4 of 383



APPL-1002 / Page 5 of 383

Electronic Acknowledgement Receipt

“—

——

Title of Invention: HIGH RESOLUTION THIN MULTI—APERTURE IMAGING SYSTEMS

——
——

Payment information:

 
——

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:
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File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

1 3 32483

1 Issue Fee Payment (PTO—858) |ssue_fee.pdf 0dd9b133bbc86ac98cbe479c6546768c43 -
339k

Information:

2 Fee Worksheet (SBO6) fee—info.pdf 022d1109d03580b63b5f980274233305115
1ce6d

Information:

Total Files Size (in bytes) 1362625

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria1 Virginia 22313-1450
www.uspto.gov

 
NOTICE OF ALLOWANCE AND FEE(S) DUE

 
   

92342 7590 11/25/2016

Nathan & Associates Patent Agents Ltd COWAN,EUEL K
P.O.Box 10178

Tel Aviv. 6110101
ISRAEL 2664

DATE MAILED: 11/25/2016

14/3 86823 09/22/2014 Gal Shabtay COREPH—0072 US NP 1857
TITLE OF INVENTION: HIGH RESOLUTION THIN MULTI—APERTURE IMAGING SYSTEMS

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $480 $480 02/27/2017

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.

THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE.

HOW TO REPLY TO THIS NOTICE:

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that
entity status still applies.

If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above.

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled
"Change in Entity Status (from status indicated above)".

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amount of small entity
fees.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 0f 3 APPL—1002 / Page 7 of 383
PTOL—85 (Rev. 02/11)
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
PO. Box 1450

Alexandria, Virginia 22313-1450
or m (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where
ap ropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" formaintenance fee notifications.

Note: A certificate of mailin can only be used for domestic mailings of the
Fee(s) Transmittal. This certi icate cannot be used for any other accompanying

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change ofaddFESS) apers. Each additional paper, such as an assignment or formal drawing, must
gave its own certificate of mailing or transmission.

Certificate of Mailing or Transmission
92342 7590 11/25/2016 I hereby certify that this Fee(s) Transmittal is being deposited with the United

Nathan & Assomates Patent Agents Ltd States Postal Service with sufficient postage for first class mail in an envelope
P O B 10178 addressed to the Mail Stop ISSUE FEE address above, or being facsimile' ' 0X transmitted to the USPTO (571) 273—2885, on the date indicated below.
Tel Av1v, 6110101
ISRAEL (Depositor's name)

(Signature)

(Date) 
 
  APPLICATION NO. FILING DATE F {ST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

14/3 86,823 09/22/2014 Gal Shabtay COREPH—0072 US NP 1857
TITLE OF INVENTION: HIGH RESOLUTION THIN MULTI—APERTURE IMAGING SYSTEMS

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $480 $480 02/27/2017

 

EXAMINER ART UNIT CLASS-SUB CLASS

COWAN, EUEL K 2664 348—336000

1. Change of correspondence address or indication of "Fee Address" (37
CFR 1.363).

3 Chan e of correspondence address (or Change of Correspondence
Address orm PTO/SB/ 122) attached.

3 "Fee Address" indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03—02 or more recent) attached. Use of a Customer
Vumber is required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

2. For printing on the patent front page, list  

(1) The names of up to 3 registered patent attorneys 1
or agents OR, alternatively,

(2) The name of a single firm (having as a member a 2
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no name is 3
listed, no name will be printed.

 

   

Please check the appropriate assignee category or categories (will not be printed on the patent) : '3 Individual '3 Corporation or other private group entity '3 Government

  
4a. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)

3 Issue Fee 3 A check is enclosed.

3 Publication Fee (No small entity discount permitted) 3 Payment by credit card. Form PTO—2038 is attached.

3 Advance Order — # of Copies 3 The director is hereby authorized to charge the required fee(s), any deficiency, or credits any
overpayment, to Deposit Account Number (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)

3 Applicant certifying micro entity status. See 37 CFR 1.29 NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/ 15A and 15B), issue
fee payment in the micro entity amount will not be accepted at the risk of application abandonment.

3 Applicant asserting small entity status. See 37 CFR 1.27 NOTE: If the application was previously under micro entity status, checking this box will be taken
to be a notification of loss of entitlement to micro entity status. 

3 Applicant changing to regular undiscounted fee status. NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro
entity status, as applicable.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications.

Authorized Signature Date
  

Typed or printed name Registration No.
  

Page 2 of 3 APPL—1002 / Page 8 of 383

PTOL—85 Part B (10—13) Approved for use through 10/31/2013. OMB 0651—0033 US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria1 Virginia 22313-1450
www.uspto.gov

APPLICATION NO. FILING DATE F {ST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
 
   

14/3 86823 09/22/2014 Gal Shabtay COREPH—0072 US NP 1857

92342 7590 11/25/2016

Nathan & Associates Patent Agents Ltd COWAN,EUEL K
P.O.Box 10178

Tel Aviv, 6110101
ISRAEL 2664

DATE MAILED: 11/25/2016

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(Applications filed on or after May 29, 2000)

The Office has discontinued providing a Patent Term Adjustment (PTA) calculation with the Notice of Allowance.

Section 1(h)(2) of the AIA Technical Corrections Act amended 35 U.S.C. 154(b)(3)(B)(i) to eliminate the

requirement that the Office provide a patent term adjustment determination with the notice of allowance. See

Revisions to Patent Term Adjustment, 78 Fed. Reg. 19416, 19417 (Apr. 1, 2013). Therefore, the Office is no longer

providing an initial patent term adjustment determination with the notice of allowance. The Office will continue to

provide a patent term adjustment determination with the Issue Notification Letter that is mailed to applicant

approximately three weeks prior to the issue date of the patent, and will include the patent term adjustment on the

patent. Any request for reconsideration of the patent term adjustment determination (or reinstatement of patent term

adjustment) should follow the process outlined in 37 CFR 1.705.

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of

Patent Legal Administration at (571)—272—7702. Questions relating to issue and publication fee payments should be

directed to the Customer Service Center of the Office of Patent Publication at 1—(888)—786—0101 or (571)—272—4200.

Page 3 0f 3 APPL—1002 / Page 9 of 383
PTOL—85 (Rev. 02/11)
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and

Budget approval before requesting most types of information from the public. When OMB approves an agency
request to collect information from the public, OMB (i) provides a valid OMB Control Number and expiration

date for the agency to display on the instrument that will be used to collect the information and (ii) requires the

agency to inform the public about the OMB Control Number’s legal significance in accordance with 5 CFR
1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain

or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is

governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary

depending upon the individual case. Any comments on the amount of time you require to complete this form

and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and

Trademark Office, U.S. Department of Commerce, PO. Box 1450, Alexandria, Virginia 22313-1450. DO NOT
SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box

1450, Alexandria, Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to

respond to a collection of information unless it displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (PL. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the

requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which

the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission

related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and

Trademark Office may not be able to process and/or examine your submission, which may result in termination of
proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records

may be disclosed to the Department of Justice to determine whether disclosure of these records is required

by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of

settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a

request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having

need for the information in order to perform a contract. Recipients of information shall be required to

comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).
5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of

records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property

Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General

Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's
responsibility to recommend improvements in records management practices and programs, under authority

of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations

governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive.
Such disclosure shall not be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication

of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a

record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the
record was filed in an application which became abandoned or in which the proceedings were terminated

and which application is referenced by either a published application, an application open to public

inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law

enforcement agency, if the USPTO becomes aware of a violation or potential violatiggflflaworpgeggtdatjogss
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 Application No. Applicant(s)
14/386,823 SHABTAY ET AL.

 Notice of Allowability EfiaETngWAN Qgtsfnit 3:33;“ '"V°"*°”° F"°’
No

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. IZI This communication is responsive to interview on 11/10/2016.

[I A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on
 

2. I] An election was made by the applicant in response to a restriction requirement set forth during the interview on ; the restriction

requirement and election have been incorporated into this action.

 
3. IX The allowed claim(s) is/are 44 53 62 & 63. As a result of the allowed claim(s), you may be eligible to benefit from the Patent

Prosecution Highway program at a participating intellectual property office for the corresponding application. For more information,

please see http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPeredback@uspto.gov.

4. IX Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:

a) IX All b) I] Some *c) I] None of the:

1. X Certified copies of the priority documents have been received.

2. El Certified copies of the priority documents have been received in Application No.

3. I] Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE” of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5. El CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.

El including changes required by the attached Examiner’s Amendment / Comment or in the Office action of
Paper No./Mai| Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. I] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

 

Attachment(s)

1. I] Notice of References Cited (PTO-892) 5. IX Examiner‘s Amendment/Comment

2. I] Information Disclosure Statements (PTO/SB/08), 6. IX Examiner‘s Statement of Reasons for Allowance
Paper No./Mai| Date

3. I] Examiner‘s Comment Regarding Requirement for Deposit 7. D Other .
of Biological Material

4. X Interview Summary (PTO-413),
Paper No./Mai| Date

/AUNG S. MOE/ /EUEL COWAN/

Primary Examiner, Art Unit 2664 Examiner, Art Unit 2664

 
US. Patent and Trademark Office

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mai| Date
20161108

APPL-1002 / Page 11 of 383
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Application/Control Number: 14/386,823 Page 2

Art Unit: 2664

DETAILED ACTION

Examiner’s Amendment

1. An examiner’s amendment to the record appears below. Should the changes

and/or additions be unacceptable to applicant, an amendment may be filed as provided

by 37 CFR 1.312. To ensure consideration of such an amendment, it MUST be

submitted no later than the payment of the issue fee.

Authorization for this examiner’s amendment was given in an interview with

Menachem Nathan on 11/10/2016.

The application has been amended as follows:

Delete claims 1, 4, 10, 13, 45-51, & 54-60.

Claim 44. (Currently amended) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera—subset having a

first field of view (FOV1) and a first sensor with a first plurality of sensor pixels covered

at least in part with a standard color filter array (CFA);

b) a second camera subset that provides a second image, the second camera

subset—having a second field of view (FOV2) such that FOV2 < FOV1 and a second
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sensor with a second plurality of sensor pixels, the second plurality of sensor pixels

being either Clear or covered with a standard CFA, the second image having an overlap

area with the first image; and

c) a processor cerriigtireti te previde an euthtit image irem a paint at View {if either;

the first eetheseeehe camera sebset based en a zeem faster (ZF) input that defines a

respective iieitt {if View {FQVZF}, the first ima e heih a rimar. ima e and the eeeehd

image being a nen—grimary image wherein it FOVQ :1 FQVMZF4; FOV; then the geiht at

 

 

View of the QUUU‘I ima e ie that (if the first camera, the reeeeeer further eehii ured te
 

register the everieg area at the eeeend image as rtert~grimery image te the first image

as; grimary image te obtain the ehtgut imaee.

Claim 53. (Currently amended) A method of acquiring images by a multi-

aperture imaging system, the method comprising:

a) providing a first image generated by a first camera subset of the imaging system,

the first camera subset having a first field of view (FOV1) and a first sensor with a first

plurality of sensor pixels covered at least in part with a standard color filter array (CFA);

b) providing a second image generated by a second camera subset—of the imaging

system, the second camera—subset—having a second field of view (FOVz) such that

FOV2 < FOV1 and a second sensor with a second plurality of sensor pixels, the second

plurality of sensor pixels being either Clear or covered with a standard CFA, the second

image having an overlap area with the first image; and

c) using a processor teegenetating to provide an output image from a point of view

of eitheiC the first epthe—seeend camera subset based on a zoom factor (ZF) input that

defines a respective field of view (FOVZF), the first image being a grimary image and the

secehd image being a heh~grimary image, wherein it FQVg g FOVZF< FO‘v’i then the

eirrt at View {if the amt tit ima e is; that at the first carriera: and  
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d train the rocessor to reister the overia area of the second late a as nonv

grimary image to the first image as grimary image to obtain the outgut image.

     

Claim 62. (New) The multi-aperture imaging system of claim 44, wherein, it

FOV2 2 FOVZF, then the processor is further configured it) provide an output image from

a point of View of the second camera.

Claim 63. (New) The method of claim 53, further comprising, if FOV2 2

FOVZF, using the processor to provide art output image from a point of View of

the seeond camera.

Allowable Subject Matter

2. Claims 44, 53, 62 & 63 are allowed.

3. The following is an examiner’s statement of reasons for allowance: The prior art

teaches switching the point of view from different cameras or sensors based on an

adjusted zoom level and also fusing images. It does not explicitly teach or suggest a

relationship of the zoom factor to a first and second FOV that dictates which
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corresponding image is used as the primary image when the images are fused, in

conjunction with other elements.

Any comments considered necessary by applicant must be submitted no later

than the payment of the issue fee and, to avoid processing delays, should preferably

accompany the issue fee. Such submissions should be clearly labeled “Comments on

Statement of Reasons for Allowance.”

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to EUEL COWAN whose telephone number is (571 )270-

5093. The examiner can normally be reached on Mon. - Thur: 8am - 5pm est.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Lin Ye can be reached on 571 272 7372. The fax phone number for the

organization where this application or proceeding is assigned is 571-273-8300.
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Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a

USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA) or 571 -272—1 000.

/EUEL COWAN/

Examiner, Art Unit 2664

/AUNG S. MOE/

Primary Examiner, Art Unit 2664
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 . . . . 14/386,823 SHABTAY ET AL.
Examiner-Initiated Interwew Summary _ _Examiner Art UnIt

EUEL COWAN 2664

All participants (applicant, applicant’s representative, PTO personnel):

(1) EUEL COWAN. (3) .

(2) Menachem Nathan. (4) .

Date of Interview: 10 November 2016.

Type: IZI Telephonic I] Video Conference
[I Personal [copy given to: I] applicant I] applicant’s representative]

Exhibit shown or demonstration conducted: [I Yes IXI No.

If Yes, brief description:
 

Issues Discussed D101 D112 D102 E103 IZIOthers
(For each of the checked b0x(es) above, please describe below the issue and detailed description of the discussion)

Claim(s) discussed: 1 44 and 53.
 

Identification of prior art discussed: Border US 2008/0218612 & Williams US 2013/0141525.
 

Substance of Interview
(For each issue discussed, provide a detailed description and indicate if agreement was reached. Some topics may include: identification or clarification of a
reference or a portion thereof, claim interpretation, proposed amendments, arguments of any applied references etc...)

AQQ/icant agreed to make amendments to claims 1 , 44 & 53 to inlcude the relationship of the zoom factor to the first

and second field of view that dictates at least the switching of the point of View, via Examiner’s Amendment in order to
issue the case.

Applicant recordation instructions: It is not necessary for applicant to provide a separate record of the substance of interview.

Examiner recordation instructions: Examiners must summarize the substance of any interview of record. A complete and proper recordation of the
substance of an interview should include the items listed in MPEP 713.04 for complete and proper recordation including the identification of the
general thrust of each argument or issue discussed, a general indication of any other pertinent matters discussed regarding patentability and the
general results or outcome of the interview, to include an indication as to whether or not agreement was reached on the issues raised.

I] Attachment

/EUEL COWAN/

Examiner, Art Unit 2664 
US. Patent and Trademark Office
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Applicant: § Confirmation No: 1857

§

Gal Shabtay §

§ Art Unit: 2664

Serial No.: 14/386,823

Title: HIGH RESOLUTION THIN

MULTI-APERTURE IMAGING

SYSTEMS

Filed: 09/22/2014 §

§ Attorney Docket: Coreph-0072 US NP

Examiner: COWAN, EUEL K

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

RESPONSE

This is in response to the Office Action having a Notification Date of 05/17/2016,

which response is made timely. Please amend the application as follows:
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IN THE CLAIMS:

1. (Original) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

sensor with a first plurality of sensor pixels covered at least in part with a non-standard color

filter array (CFA), the non-standard CFA used to increase a specific color sampling rate

relative to a same color sampling rate in a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

having a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Clear or covered with a standard CFA; and

c) a processor configured to process the first and second images into a combined output

image.

2. (Previously Cancelled)

3. (Previously Cancelled)

4. (Original) The imaging system of claim 1, wherein the non-standard CFA includes a

repetition of a 4x4 micro-cell in which a color filter order is BBRR-RBBR-RRBB-BRRB.

5-9. (Previously Cancelled)

10. (Previously Presented) The imaging system of claim 1, wherein the processor is

further configured to register respective first and second Luma images obtained from the first

and second images during the processing of the first and second images into a combined

output image, the registered first and second Luma images used together with color

information to form the combined output image.

11. (Previously Cancelled)

12. (Previously Cancelled)

13. (Previously Presented) The imaging system of claim 1, wherein the first camera

subset has a first field of view (FOV), wherein the second camera subset has a second,

smaller FOV than the first FOV, and wherein the non-standard CFA covers substantially only
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an overlap area on the first sensor that captures the second FOV, thereby providing both

optical zoom and increased color resolution.

14-31. (Previously Cancelled)

32-43. (Previously Cancelled)

44. (Previously Presented) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

field of view (FOV1) and a first sensor with a first plurality of sensor pixels covered at least

in part with a standard color filter array (CFA);

b) a second camera subset that provides a second image, the second camera subset

having a second field of view (FOVZ) such that FOVZ < FOV1 and a second sensor with a

second plurality of sensor pixels, the second plurality of sensor pixels being either Clear or

covered with a standard CFA; and

c) a processor configured to provide an output image from a point of view of either the

first or the second camera subset based on a zoom factor (ZF) input that defines a respective

field of view (FOVZF).

45. (Previously Presented) The imaging system of claim 44, wherein if FOVZ < FOVZF S

FOV1, then the point of view of the output image is that of the first camera and if FOVZ Z

FOVZF, then the point of view of the output image is that of the second camera.

46. (Previously Presented) The imaging system of claim 45, wherein the processor is

further configured to form the output image by processing the first and second images into a

combined output image.

47. (Previously Presented) The imaging system of claim 46, wherein the processing of the

first and second images into a combined output image includes a registration process for

registering respective pixels from the first and second images to form the combined output

image.
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48. (Previously Presented) The imaging system of claim 47, wherein if FOVZ < FOVZF S

FOV1 then the registration process includes finding in an overlap area a corresponding pixel

in the second image for each pixel in the first image, wherein the processor is further

configured to form the combined output image by modifying values of the first image pixels

according to values of the corresponding pixels in the second image, thereby providing a

point of view of the output image of the first camera, and if FOVZ Z FOVZF then the

registration includes finding a corresponding pixel in the first image for each pixel in the

second image, wherein the processor is further configured to form a combined output image

by modifying values of the second image pixels according to values of the corresponding

pixels in the first image, thereby providing a point of view of the output image of the second

camera.

49. (Previously Presented) The imaging system of claim 48, wherein the modified values

are Luma pixel values in the first or second image modified according to corresponding

Luma pixel values in, respectively, the second or first image.

50. (Previously Presented) The imaging system of claim 47, wherein if FOVZ < FOVZF S

FOV1 then a registration process includes finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image, wherein the processor is further configured

to form the combined output image by modifying values of the first image pixels according to

values of the corresponding pixels in the second image, thereby providing a point of view of

the output image of the first camera, and if FOVZ Z FOVZF then the processor is further

configured to form a combined output image using only pixel values from the second image,

thereby providing a point of view of the output image of the second camera.

51. (Previously Presented) The imaging system of claim 50, wherein the modified values

are first image Luma pixel values modified according to corresponding second image Luma

pixel values.

52. (Cancelled)
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53. (Previously Presented) A method of acquiring images by a multi-aperture imaging

system, the method comprising:

a) providing a first image generated by a first camera subset of the imaging system, the

first camera subset having a first field of view (FOV1) and a first sensor with a first plurality

of sensor pixels covered at least in part with a standard color filter array (CFA);

b) providing a second image generated by a second camera subset of the imaging

system, the second camera subset having a second field of view (FOVZ) such that FOVZ <

FOV1 and a second sensor with a second plurality of sensor pixels, the second plurality of

sensor pixels being either Clear or covered with a standard CFA; and

c) using a processor for generating an output image from a point of view of either the

first or the second camera subset based on a zoom factor (ZF) input that defines a respective

field of view (FOVZF).

54. (Previously Presented) The method of claim 53, further comprising: if FOVZ < FOVZF

S FOV1, generating an output image from a point of view of the first camera; and if FOVZ Z

FOVZF, generating an output image from a point of view of the second camera.

55. (Previously Presented) The method of claim 54, further comprising generating the

output image by processing the first and second images into a combined output image.

56. (Previously Presented) The method of claim 55, wherein the processing of the first

and second images into a combined output image includes executing a registration process

for registering respective pixels from the first and second images to form the combined

output image.

57. (Previously Presented) The method of claim 56, wherein the registration process

comprises: if FOVZ < FOVZF S FOV1, finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image and generating the combined output image

by modifying values of the first image pixels according to corresponding pixel values in the

second image, thereby providing a point of view of the output image of the first camera, and
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if FOVZ Z FOVZF, finding a corresponding pixel in the first image for each pixel in the second

image and generating a combined output image by modifying values of the second image

pixels according to corresponding pixel values in the first image, thereby providing a point of

view of the output image of the second camera.

58. (Previously Presented) The method of claim 57, wherein the modified values in the

first or second image are Luma pixel values modified according to corresponding Luma pixel

values in, respectively, the second or first image.

59. (Previously Presented) The method of claim 56, wherein the registration process

comprises: if FOVZ < FOVZF S FOVl, finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image and generating the combined output image

by modifying values of the first image pixels according to corresponding pixel values in the

second image, thereby providing a point of view of the output image of the first camera; and

if FOVZ Z FOVZF, generating a combined output image using only pixel values from the

second image, thereby providing a point of view of the output image of the second camera.

60. (Previously Presented) The method of claim 59, wherein the modified values are first

image Luma pixel values modified according to corresponding second image Luma pixel

values.

61. (Cancelled)
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RESPONSE

General

Claims 1, 10, 13, 44-61 are pending in the application. In the Office Action, all claims

were rejected. The rejection is respectfully traversed. Claims 52 and 61 are cancelled with

this response without prejudice to or disclaimer of the subject matter contained therein,

rendering their rejection moot.

Applicant respectfully requests Examiner to reconsider and to withdraw all rejections.

Claim Rejections - 35 USC § 103

Claims 1, 10, 13, 44-61 were rejected under pre-AIA 35 U.S.C. 103(a) as being

unpatentable over Dagher, US 2011/0064327 in view of Koskinen, US 8179457. The rejection

is respectfully traversed.

Regarding claim 1, Examiner states that Dagher discloses a multi-aperture imaging

system comprising elements (a)-(c) but does not explicitly disclose a non-standard color filter

array CFA. Examiner further states that Koskinen in the same art of imaging has a non-

standard color filter array CFA. Koskinen allows for the color filter array may be designed

much more freely than conventional color filter arrays. Contrasting Fig. 3 with FIG. 1, the

optical filters enable a plurality of different filter types to be used in any desired

combinations, Col. 3, lines 59-63, Fig.3; It should be noted that the color filters do not have

to be separate for each receptor (2)... each of three different filter types is shown overlaying a

plurality of the receptors Col.7 ln.51-55, Fig.7, Fig.9. Examiner concludes that it would have

been have been an obvious design choice to one of ordinary skill in the art at the time of the

invention to combine a non-Bayer filter as taught by Koskinen with the invention of Dagher

since it allows the designer much more freedom than a standard Bayer color filter array

(Koskinen, col. 1 line 46-56, col. 3 lines 41-48, col. 3 lines 59-63, Figs. 1 and 3).

Applicant respectfully traverses the rejection and argues as follows:

Regarding claim 1, the claim recites:

(a) a first camera subset that provides a first image, the first camera subset

having a first sensor with a first plurality of sensor pixels covered at least in part

with a non-standard color filter array (CFA), the non-standard CFA used to

increase a specific color sampling rate relative to a same color sampling rate in a
standard CFA”
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Koskinen's invention is concerned with color filters for sub-diffraction limit-sized light

sensors in a single camera. In this context, Koskinen mentions optimization between

”resolution” and color fidelity and sensitivity, as follows:

”A dynamic optimization between resolution and color fidelity and sensitivity

may be achieved by creating the data elements from different numbers of

receptors”.

Koskinen's ”receptors” are sub-diffraction limit sized sensor pixels. In Applicant's disclosure

as well as in Dagher there are no such sub-diffraction limit-sized sensor pixels and there is no

”data element” created from different numbers of receptors. More importantly, Examiner's

stated motivation, backed by text from Koskinen (Koskinen, col. 1 lines 46-56, col. 3, lines

41-48, col. 3, lines 59-63, FIGS. 1 and 3) that the combination of Koskinen and Dagher

”would be an obvious design choice that allows the designer much more freedom than a

standard Bayer color filter array” is completely unrelated to Applicant's motivation presented

in the Background of his disclosure:

”Therefore, there is a need for, and it would be advantageous to have thin MAI

(multi-aperture imaging) systems that produce an image with high resolution

(and specifically high color resolution) together with zoom functionality”.

Thus, Applicant's disclosure clearly states a different problem to be solved and a different

motivation than just a design choice to allow more freedom than a standard Bayer color filter

array. Moreover and as mentioned, in Dagher's image sensor there are no ”receptors” or ”data

elements” taught by Koskinen. Applicant respectfully submits that there would be no

motivation, and in fact it would make no sense to one of ordinary skill in the art, to combine

Koskinen's color filters with Dagher's sensor and that consequently Examiner has failed to

present even a primafacie case of obviousness for claim 1.

In summary, the combination of Dagher and Koskinen fails to render claim 1 obvious

because there would be no motivation to combine the two references and reasonably expect a

successful outcome that will lead to the system claimed in claim 1.

Regarding claim 10, the claim depends directly from claim 1 and includes all of its

limitations. Applicant therefore argues, as for claim 1, that Examiner has failed to present

even a primafacie case of obviousness for claim 10.

Regarding claim 13, Applicant has already argued above the difference between

”receptors” in Koskinen and sensor pixels in Dagher and in Applicant's invention. Therefore,

Applicant respectfully traverses Examiner's finding that the color filters do not have to be
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separate for each receptor (2)... each of three different filter types is shown overlaying a

plurality of the receptors Col.7 ln.51 55, Fig. 7, Fig. 9), thereby providing both optical zoom

and increased color resolution (as taught by Dagher in at least [58] and [98]). Further, as

claim 13 depends directly from claim 1 and includes all of its limitations. Applicant argues,

as for claim 1, that Examiner has failed to present even a prima facie case of obviousness for

claim 13.

Regarding claims 44-61, of which claims 44, 52, 53 and 61 are independent,

Applicant respectfully points out that although the 35 USC § 103 rejection above is based on

the combination of Dagher and Koskinen, Koskinen is not mentioned anymore in Examiner's

arguments and reasons for the rejection.

Regarding claim 44, Examiner states that Dagher renders the claim obvious by

disclosing elements (a) and (b) as well as (c) a processor configured to provide an output

image from a point of view of either the first or the second camera subset based on a zoom

factor (ZF) input that defines a respective field of view FOVZF (during the processing of the

first and second images into a combined output image the first and second sets of image data

may be configured for combining or fused based on a zoom factor (ZF) input by

changing the focal length of an optical system, paragraph 4 ”allows the user to choose

any level of zoom and to utilize the multi-aperture camera as a continuous zoom camera”

paragraph 62, thus including a point of view from either camera).

The rejection is respectfully traversed. Paragraph 62 in Dagher reads:

[0062] In certain of the image fusion processes presented herein, a resulting

image is either a full-size wide image or a full-size tele image, produced using

upsampling/interpolation of the original tele image. The term ”full-size,” in the

case where sub-cameras in a multi-aperture camera share a single sensor,

means that a resulting image size corresponds to an image that would be

produced using substantially all of the pixels available on the sensor, were it

not shared. This does not preclude a user from choosing an intermediate level

of zoom between wide and tele fields of view. Further cropping and re-

sampling of target image 310, for example, allows the user to choose any level

of zoom and to utilize the multi-aperture camera as a continuous zoom
camera.

Applicant disclosure refers to ”point of view” as follows:

The output image point of view is determined according to the primary image

point of view (camera angle).

Further, Applicant's disclosure refers to FIG. 1 as follows:

9
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”If the ZF is such that the output FOV is equal to, or smaller than the Tele FOV,

the primary sensor is the Tele sensor and the auxiliary sensor is the Wide sensor.

The point of view defined by the output image is that of the primary sensor”.

To clarify, in the instant invention, the output image may be based on a primary image

obtained either with the Wide sensor (or camera! or with the Tele sensor (or camera 1,

depending on the zoom level. Applicant argues that the output image in Dagher, even if it

includes image data from only the Tele camera, is output from the point of view of the Wide

camera.

Applicant submits that Dagher teaches high, low, and intermediate zoom in terms of

number of pixels used, but does not teach an output image being related to a zoom factor and

a point of view. His paragraph 62 refers to specifics of the image fusion, not of the output

image point of view being determined according to a primary image point of view (i.e. the

output image being based either on the Wide image or on the Tele image, depending on the

zoom level). Specifically, while Dagher mentions the word ”zoom” 44 times, Dagher does

not teach a processor configured to provide an output image from a point of view of either the

first or the second camera subset based on a zoom factor (ZF) input that defines a respective

field of view (FOV_ZF), as recited in (c). Dagher does not use a zoom factor to define FOVZF

and consequently to determine whether the output image is provided from the point of view

of the first or the second camera, depending on the defined FOVZF. Dagher's output image is

always based on the Wide camera point of view, with the Tele image data sets contributing to

the fused output image according to the zoom level (with a full Tele image representing

100% Tele image data contribution, but still represented from the Wide camera point of

view). Consequently, Applicant submits that Dagher does not teach all of the limitations of

claim 44 and therefore cannot and does not render claim 44 obvious. Applicant further

submits that Examiner has failed to present even a prima facie case of obviousness for claim

44.

Regarding claim 45, Examiner states that Dagher discloses that if FOVZ < FOVZF S

FOVl, then the point of view of the output image is that of the first camera (this requires a

request to increase zoom. Dagher discusses in paragraph 4...”zoom may be understood as a

capability to provide different magnifications of the same scene and/or object by changing

the focal length of an optical system” thus a situation where the current zoom factor is based

on camera 12 (narrow FOV) in fig. 1, a request to increase the zoom, moves it above the

initial position to that of at least the FOV of camera 10) and if FOVZ Z FOVZF, then the point

10
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of view of the output image is that of the second camera (same logic for the reverse request).

Applicant respectfully traverses and argues that nothing in the text above or anywhere

else in Dagher indicates that Dagher uses anything but a single point of view gof the same

Wide camera) for the output image at all zoom levels. While the sentence used by Examiner

provides a (well known) definition of zoom, it does not associate a level of zoom with an

output image being provided from the point of view of a Tele camera based on a zoom factor.

Dagher associates a level of zoom with image data set inputs to be used in the fusion process

to produce the output image, not with the output image being based on the point of view of

the Tele camera at certain zoom levels (e.g. at FOVZ Z FOVZF). Consequently, Applicant

submits that Dagher does not teach all of the limitations of claim 45 and that Examiner has

failed to present even a prima facie case of obviousness for claim 45.

Regarding claim 46, the claim depends indirectly from claim 44 through claim 45 and

includes all of their limitations. Applicant therefore submits that Dagher does not teach all of

the limitations of claim 46 and that Examiner has failed to present even a prima facie case of

obviousness for claim 46.

Regarding claim 47, the claim depends indirectly from claims 44 and 45 and includes

all of their limitations. Applicant therefore submits that Dagher does not teach all of the

limitations of claim 47 and that Examiner has failed to present even a prima facie case of

obviousness for claim 47.

Regarding claim 48, the claim depends indirectly from claims 44 and 45 and includes

all of their limitations. The claim further recites ”wherein if FOVZ < FOVZF S FOV1 then the

registration process includes finding in an overlap area a corresponding pixel in the second

image for each pixel in the first image, wherein the processor is further configured to form

the combined output image by modifying values of the first image pixels according to values

of the corresponding pixels in the second image, thereby providing a point of view of the

output image of the first camera, and if FOVZ Z FOVZF then the registration includes finding a

corresponding pixel in the first image for each pixel in the second image, wherein the

processor is further configured to form a combined output image by modifying values of the

second image pixels according to values of the corresponding pixels in the first image,

thereby providing a point of view of the output image of the second camera”. Examiner

refers specifically to paragraphs 73-74 and 83 in Dagher. These refer to image registration

and fusion, but say nothing of the point of view of the output image being of the second

camera if FOV2_Z FOV_ZF. Applicant therefore submits that Dagher does not teach all of the

11
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limitations of claim 48 and that Examiner has failed to present even a prima facie case of

obviousness for claim 48.

Regarding claim 49, the claim depends indirectly from claims 44, 45 and 48 and

includes all of their limitations. Applicant therefore submits that Dagher does not teach all of

the limitations of claim 49 and that Examiner has failed to present even a prima facie case of

obviousness for claim 49.

Regarding claim 50, the claim depends indirectly from claims 44, 45 and 47 and

includes all of their limitations. Further and similar to the argument presented re. claim 48

above, Applicant submits that Dagher does not teach at least ”if FOVZ Z FOVZF then the

processor is further configured to form a combined output image using only pixel values from

the second image, thereby providing a point of view of the output image of the second

camera”, because Dagher does not teach an output image from the point of view of a second

Tele camera. Applicant therefore submits that Dagher does not teach all of the limitations of

claim 50 and that Examiner has failed to present even a prima facie case of obviousness for

claim 50.

Regarding claim 51, the claim depends indirectly from claims 44, 45, 47 and 50 and

includes all of their limitations. Applicant therefore submits that Dagher does not teach all of

the limitations of claim 51 and that Examiner has failed to present even a prima facie case of

obviousness for claim 51.

Regarding claim 52, since the claim is cancelled herewith without prejudice to or

disclaimer of the subject matter contained therein, its rejection is moot.

Regarding claim 53, which was rejected using the same rationale as in the rejections

of claims 52 and 44, Applicant respectfully traverses the rejection and submits that Examiner

has failed to present even a prima facie case of obviousness for claim 53, for the reasons

argued against the rejection of claim 44.

Regarding claim 54, Examiner states the claim recites similar limitations as claim 45

and was rejected for the same rationale. Applicant respectfully traverses the rejection and

submits that Examiner has failed to present even a prima facie case of obviousness for claim

54, for the reasons argued against the rejection of claim 45.

Regarding claim 55, Examiner states the claim recites similar limitations as claim 46

and was rejected for the same rationale. Applicant respectfully traverses the rejection and

submits that Examiner has failed to present even a prima facie case of obviousness for claim

55, for the reasons argued against the rejection of claim 46.

12
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Regarding claim 56, Examiner states the claim recites similar limitations as claim 46

and was rejected for the same rationale. Applicant respectfully traverses the rejection and

submits that Examiner has failed to present even a prima facie case of obviousness for claim

56, for the reasons argued against the rejection of claim 46.

Regarding claims 57-60, Examiner states the claims recite similar limitations as

claims 48-51 and were rejected for the same rationale. Applicant respectfully traverses the

rejection and submits that Examiner has failed to present even a prima facie case of

obviousness for claims 57-60, for the reasons argued against the rejection of claims 48-51.

Regarding claim 61, since the claim is cancelled herewith without prejudice to or

disclaimer of the subject matter contained therein, its rejection is moot.

Claim 4 was rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable over

Dagher, US2011/0064327 in view of Koskinen, US 8179457 in view of Myhrvold, US

8094208.

The rejection of claim 4 is respectfully traversed. Claim 4 depends directly from

claim 1 and includes all of its limitations. Since Myhrvold does not teach recited limitations

similarly not taight by Dagher and Koskinen, the combination of Dagher, Koskinen and

Myhrvold cannot and does not render claim 4 obvious. Applicant submits, as for claim 1, that

Examiner has failed to present even a prima facie case of obviousness for claim 4.

In view of the above amendments and remarks it is respectfully submitted that claims

1, 4, 10, 13 and 44-51 and 53-60 are in condition for allowance. Prompt notice of allowance

is respectfully and earnestly solicited.

Respectfully submitted,

/Menachem Nathan/

Menachem Nathan

Agent for Applicant

Registration No. 65392

Date: August 8, 2016
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Art Unit: 2664

DETAILED ACTION

1. The present application is being examined under the pre-AIA first to invent

provisions.

Claim Rejections - 35 USC § 103

2. The following is a quotation of pre-AIA 35 U.S.C. 103(a) which forms the basis

for all obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described
as set forth in section 102 of this title, if the differences between the subject matter sought to
be patented and the prior art are such that the subject matter as a whole would have been
obvious at the time the invention was made to a person having ordinary skill in the art to which
said subject matter pertains. Patentability shall not be negatived by the manner in which the
invention was made.

3. Claims 1, 10, 13, 44-61 are rejected under pre-AIA 35 U.S.C. 103(a) as being

unpatentable over Dagher, US 2011/0064327 in view of Koskinen, US 8179457.

Regarding claim 1, Dagher discloses a muiti~apertare imaging

system (paragraphs [8041}[8942], Fig.1; mtiiti~aperture camera Fig.3) eemprising: a) a

first camera eiibeet (fig. 1 camera 10) that prevides a first image, the first camera subset

having a first senser with a first plurality of senser pixeis (paragraph 46, first pixels

images FQV 20 wide view as in fig. 4 arise; the sensers of sub~carneras at a singie muiti—

aperture camera may be shared in any manner... biQCkS et pixeis adjacent erre anether
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in a singie eeheer chip... rtet iimited ic having ideh‘iieai shapes or Sizes [eerie], Fig.2;...

muitieaperture camera (the), each ct first artci seeer‘rd epticai sub—systems (1 ti?!) artci

{12%} is shown imaging 0th its ewri eerreer (Lew eeheere (13(3) arid {149), reepeetiveiy)

[0067’]; Fig?) covered at ieaet in part with a ceier fitter array (EPA {paragraph 53,

image sehaers e'itert utiiize a Redfireert—Biee (“RG3”) ceier ‘iiiter array, each as a Bayer

pattern.” in PEG. 8, bath the teie and the wide images are cehverted irem RGB te YUV

[036% Fig.8; a CPA each as a Bayer iiiter, er he termed et individaai eeier eerreer

eiemehte (eg, RGB er Cyan—Niagehta‘t’eiiew (“€3M‘t’”}) [(3063), the CPA heed te

increaee a specific eater sameiihg rate reiative te a same ceicr eameiihg rate irt a

stariciarci CPA in. upsampiihg artci ihtereeiatieh ef the firet and seeertci sets at image

data”. ihcreaeihg the aamrjiihg frequency” higher ievei ei image quaiity,“ higher

reeeititiert {eat-34], Figaq Fig.5, Fig.6);

h) a eeccrici camera subset itig. t camera 12; paragraph 45) that ereviciea a

eecchd image, the seeehd camera subset having a seeehci sensor with a eeceha

piuraiity ei aenaer pixeie { Fig.1, pixeis ct seeehe camera ercdtiee image 22,, the eecehci

pieraiity ei eeheer pixeie being either Giear er (severed with a Standard GPA (H. image

eeheere ci‘ieh titiiize a Red—Greenfiiue ("RGB") eater fitter array (“CPA”), each as a

Bayer pattern“. in FEGH 8, bath the teie and the wide images are cehvertee trem RGB tc

YUVKH the teie eah~eamera may utiiize art image eehscr that deee net have a eeier iiiter

array.“ te atiiize its erttire eeriaer area [066:3]; Fight; arid

e) a preceaser eeh‘iigtired te preceas the first and seeehrj images irtte a

eemhihedeutput image (,.. Matti aperture camera (169} prevides first and eeceha sets
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atimage datar{31131) and (302111.; a piece {111165) which may 1er exameie be

eentigtireti tar cemhining er “fusing” the image data sets... to an image eutput device

{167} [111.153] Fig:91),‘i

Dagher deee net exeiieitiy diecieee a nenve'tanaard eeier 1iite1 31112313: (315131.

Keehinen in the same art at imaging has a nen~etanaara ee10rfiite1‘array (313A. (iiiter

types. ineiucie CYGM 1iiterenar1d FiC—ZBE 1i11e1‘e. {21:21.1 in£1656 Keeitinen aiiewe 11:11 the

(20101 fitter array may be deeignea rnueh there treeiy than cenventienai eater fitter aways

(3611311141148. FigfiCenhaetrng F113 3 with F113 1 the eptieai 1i11era... enahie a

p1uraiity at different iiiter types te be ueeti in any desired eembinatiene Cei. 3 in. 59~63

Fig.3 ;1t ehetiici he hated that the ceier tiitere 1311:: net have te be eeparate for each

teceptertZ .eaeh 01 11111-211 different fitter types it; ahawn everiaying a p1t1raiity at the

reeeptere Get 7 1115155 Fig.7 Fig 1311 it wetiid have been have been an ehvietie design

choice te ene 131 ordinary skiii in the art at the time at the inventien te cembine a nan—

Bayer 1i1ter as taught by Keekinen with the inventien at Dragnet since it aiiewe the

deeigner rntieh mere freedem than a etanda1d Bayer 1313101 11111-31" arrayt(Kat;kitten 13:31.1

1ihe 4855“, 131313 iinee 41~48 eat:iin 915113-53, tige. 1 81 3).

Regarding eiain‘i 11), the Dagner— Keekinen eembinatien teachee the inventieh as

per eiaim 1 wherein Dagher teaches eembining er ”fusing” the image data sets... te an
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image output device 16?, {0853}, tig.3) is further ooniigored to register respective first

and second Lorna images obtained from the first and second images during the

processing of the first and second images into a combined output image the registered

first and second Lorna images used together with eeior information to form the

combined output image t... F168, both the teie and wide images are converted from

RG8 to YUM” one itiininanoe (Y) channei and two ohreminanoe ohanneis (U, V) {0863},

figs; Process (338)”, may he aooiied to toii oeior images”, an image registration

procedure (34:2) is apeiied [(3955], figs}; fusion of image date.., may invoive

addition of coior information from a safer sodcamera image to iominance information

from a graysoaie stab—camera image,.. a comoiementary operation may he performed

where iomihanoe information from the graysoaie soh~cemera is added to the ooior

image from the ceior soh—oamera.,. FiG. tit which iiiostrates en exemoiary process

{365) that otiiizes processor {186) {see FiG. 3) for fusion of image data [0373}[QGW],

Fiat f; a graysoafe sob—oamera genereiiy produces oniy a itiininanoe signai (erg, ‘r’
a

information {@6271}.

Regarding ofaim tst the Dagher—Koskinen combination teaohes the invention as

per oiaim i wherein Dagher teaches the first camera subset has a first tieid of View FOV

{figs 1 part 26 from camera tilt)” wherein the second oamera subset has a seeehd,

narrower FQV than the first FQV (View 22 from camera t2 has a smaifer FQV that

camera to in fig. 1), and hositinen teaches that the nonstandard CPA icoi. 3 fines 4t~
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48 the iiiter‘ arrays may he designed mere ireeiy thah eenyentiehai ceicr iiiter‘ arrays)

savers suhstantiaiiy chiy ah cveriae area an the first senser that captures the secchd

FOV (the eetieai fitters”, ehahie a eiuraiity at different iiiter types te he used in any

desired eerrihihatieris Cei.3 trtiSEi—ESB, Fig.3) eeyers art everiap area on the first sensor

that captures the secehd FQV (it sheuid he rteted that the ester tiiters d0 hat have to be

separate icr each reeeptcr {2}”, each at three different iiiter types is shewn everiaying a

eiuraiity at the receeters Get? ih.5'tu55, Figff, Figs}, thereby previdihg hath eetieai

zeeih and increased seier reseiutieri {as taught by Dagher in at ieast [59} a rest).

Regarding eiairri 44, Dagher diseieses a rhuiti~aperture imaging system

eeiherisirrg: a) a first camera subset that provides a first image the first camera

subset having a iirst iieia at View FOVt (as described in eiaim t where a first FOV cart

he fig. 1 part ti); and a first sensor {from camera 10) with a first piuraiity ct sehser

pixeis (fig: 4 part Wt} severed at ieast in part with a standard eater ’r'iiter array CFA (fig

paragraph 63, image sehsers efterr utiiize a Pied—Greethiue ("R638”) ester fitter array;

h) a seeend camera subset that prcyides a secehd image (fig. 1 camera i2),

the seccnd camera subset having a second fieid at View (POW) such that F0V2 < FQV‘.

trig. 1 camera 2t) has a harrewer FOV than earrrera tit} and a seeehd sensor with a

seserrd eturaiity at sehser pixeis (tram camera i2), the secerid piuraiity et sehser

pixeis being either Ciear er ccyer‘eci with a standard CPA {paragraph 63, the teie suh~
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camera may utiiize an image sehscr that does not have a eater fitter array... te utiiize its

entire sensor area) ; and

e) a processor cehfigured to previde art output image frpm a paint pi view

at either the first or the ascend eamera suhset based on a zoem factor (2?) input

that defines a respective iieid e‘f view FQVzi (during the precesaing ef the first and

secend images ints a combined output image the first and second sets at image data

may be eenfigured tar eembining er fused based on a zeem factor (2F) input by

changing the teeai fength of an sptisai system , paragraph 4 “aiiews the user tr}

cheese any fave! at were and to utiiize the multi~aperture camera as a continuous zeem

camera” paragraph 82, thus ineiudmg a paint at view frdm either camera).

Regarding claim 45, Dagher discloses that if FOV2 < FOsz < FOV1, then the

point of view of the output image is that of the first camera (this requires a request to

increase zoom. Dagher discusses in paragraph 4..."zoom may be understood as a

capability to provide different magnifications of the same scene and/or object by

changing the focal length of an optical system”thus a situation where the current zoom

factor is based on camera 12 (narrow FOV) in fig. 1, a request to increase the zoom,

moves it above the initial position to that of at least the FOV of camera 10) and if

FOV2 > FOsz, then the point of view of the output image is that of the second camera

(same logic for the reverse request).
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Regarding claim 46, Dagher discloses that the processor is further configured to

form the output image by processing the first and second images into a combined

output image (paragraph 74, using processor 166).

Regarding claim 47, Dagher discloses that the processing of the first and second

images into a combined output image includes a registration process for registering

respective pixels from the first and second images to form the combined output image

(image registration is used, paragraph 65).

Regarding claim 48, Dagher discloses that if FOV2 < FOsz < FOV1 (which is a

request for zoom change between the lowest and highest magnification change) then

the registration process includes finding in an overlap area a corresponding pixel in the

second image for each pixel in the first image (W image may be divided into overlapping

er non—everlapping blocks of size fix x Ky, fer Le, Kx pixeis in an x—dir‘ectien and Ky

pixels in a y~direction, paragraph 63. Aieo seine evei‘iap is required fer images that are

to be registered, [81]}, wherein the processor is further configured to form the combined

output image by modifying values of the first image pixels according to values of the

corresponding pixels in the second image, thereby providing a point of view of the

output image of the first camera, and if FOV2 < FOsz then the registration includes

APPL-1002 / Page 54 of 383



APPL-1002 / Page 55 of 383

Application/Control Number: 14/386,823 Page 9

Art Unit: 2664

finding a corresponding pixel in the first image for each pixel in the second image,

wherein the processor is further configured to form a combined output image by

modifying values of the second image pixels according to values of the corresponding

pixels in the first image, thereby providing a point of view of the output image of the

second camera (for either zoom selection both images can be changed from RGB

domain to YUV in the fusion process, [73-74].

Regarding claim 49, Dagher discloses that the modified values are Luma pixel

values in the first or second image modified according to corresponding Luma pixel

values in, respectively, the second or first image (since the order of certain steps can be

reordered, the Luma pixels of either image may be replaced/transferred with the other

or cropped, [62, 66].

Regarding claim 50, Dagher discloses that if FOV2 < FOsz < FOV1 then a

registration process includes finding in an overlap area a corresponding pixel in the

second image for each pixel in the first image f... image may be divided inte overlapping

or nen-overiapping blacks. e’r‘ size Kx x Ky, fer Le, Kx pixeis in an xwdirectien end Ky

pixels in a yndireetieri, paragraph 533. Aiee some overiap is required fer images that are

to be registered, [81]), wherein the processor is further configured to form the combined

output image by modifying values of the first image pixels according to values of the
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corresponding pixels in the second image (the Luma pixels of one image may be

replaced/transferred with the other or cropped, [62, 66]), thereby providing a point of

view of the output image of the first camera (since the order of certain steps can be

reordered either point of view can be represented based on zoom selection), and if

FOV2 > FOsz then the processor is further configured to form a combined output

image using only pixel values from the second image, thereby providing a point of view

of the output image of the second camera (this would represent the reverse of the first

part of the claim).

Regarding claim 51, Dagher discloses that the meditied values are first image

Lama pixel vatties rnedified accer‘ding ts cerreeccnding secend image Luma cixei

vaiues {since the order of certain steps can be reordered, the Luma pixels of either

image may be replaced/transferred to the other and cropped, [62, 66])

Regarding claim 52, Dagher discloses the iimitaticns oi the ciaim similar to that ct

ciaim 44 wherein he aiec disciesee wherein the precessing inciudes registering the first

and second images and finding respective pixels in the first and second images and
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wherein the registering tnetedee apptytr‘rg Eew ease iiiiertr‘rg to the second image, thereby

impreving registraiien pertermanee {paragraph 238, “using image tegietratien

tntermatienneeier intermettert may be teeetzimonly low passed color information is used

from the color channels).

Cietm 53 recites eimiiar Eimitatierie es Cieims 52 and 44 and is rejected fer tire

eeme retienaten

Ciatm 534 recites eimiier timitetiene as etaim 45 end is rejected fer the same

rationete.

Ciatm 55 recites eimiiar timttetieris ae eteim 48 and is rejected ier tire same

rationete.

Cietrri 58 recite-e eimiier ttmitetierie ere eteirri 47 and is rejected fer the eerrre

ratienete.

Cietrrie are} recite etmttar Eirriitetierie es eteime 48'5’i and are rejected for the

same reiieriete.
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Claim 61 is a method claim corresponding to the device of claim 52 and is

rejected for the same rationale.

4. Claim 4 is rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable over

Dagher, US2011/006432? in view of Koskinen, US 8179457 in view of Myhrvold, US

8094208.

Regarding cfaim 4. the Dagheru liositineh combination teaches the invention as

per cfairn “i. it does not explicitly teach that the nonstandard GPA inciudes a repetition

oi a 4x4 miero—oelf in which a color“ fitter order is BBRR~RBBR—RRBB~BRRB. Myhrvold

in the same art of imaging teaches various filter arrangements such as RGBE, CYYM &

RGBW and such as needed to reduce or compensate diffraction effects. Also see figs.

3a-h). Thus it would have been obvious to one of ordinary skill in the art at the time the

invention was made to have modified the Dagher— Koskineh combination with the

different possible arrangements of Myhrvold to allow for a cleaner image.
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DETAILED ACTION
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examiner should be directed to EUEL COWAN whose telephone number is (571 )270-

5093. The examiner can normally be reached on Mon. - Thur: 8am - 5pm est.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Lin Ye can be reached on 571 272 7372. The fax phone number for the

organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Applicant: § Confirmation No: 1857

Gal Shabtay g
Serial No.: 14/386823 §

Title: HIGH RESOLUTION THIN

MULTI-APERTURE IMAGING

SYSTEMS

Filed: 09/22/2014 §

§ Attorney Docket: Coreph-0072 US NP

Commissioner for Patents

Alexandria, VA 223 1 3- 1450

PRELIMINARY AMENDMENT

Sir/Madam

Before substantive examination, Applicant respectfully requests that claims

32-43 presently outstanding in the application be cancelled and replaced with new

claims 44-61. A small entity fee of $ 290 for one independent claim in excess of three

and two claims in excess of 20 is paid herewith.
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IN THE CLAIMS:

Please cancel presently outstanding claims 32-43 and replace them with new

claims 44-61.

1. (Original) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having

a first sensor with a first plurality of sensor pixels covered at least in part with a non-

standard color filter array (CFA), the non-standard CFA used to increase a specific

color sampling rate relative to a same color sampling rate in a standard CFA;

b) a second camera subset that provides a second image, the second camera

subset having a second sensor with a second plurality of sensor pixels, the second

plurality of sensor pixels being either Clear or covered with a standard CFA; and

c) a processor configured to process the first and second images into a combined

output image.

2. (Previously Cancelled)

3. (Previously Cancelled)

4. (Original) The imaging system of claim 1, wherein the non-standard CFA

includes a repetition of a 4x4 micro-cell in which a color filter order is BBRR-RBBR-

RRBB-BRRB.

5-9. (Previously Cancelled)

10. (Previously Presented) The imaging system of claim 1, wherein the processor

is further configured to register respective first and second Luma images obtained

from the first and second images during the processing of the first and second images

into a combined output image, the registered first and second Luma images used

together with color information to form the combined output image.

11. (Previously Cancelled)

12. (Previously Cancelled)
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13. (Previously presented) The imaging system of claim 1, wherein the first

camera subset has a first field of view (FOV), wherein the second camera subset has a

second, smaller FOV than the first FOV, and wherein the non-standard CFA covers

substantially only an overlap area on the first sensor that captures the second FOV,

thereby providing both optical zoom and increased color resolution.

14-31. (Previously Cancelled)

32-43. (Cancelled)

44. (New) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a

first field of view (FOV1) and a first sensor with a first plurality of sensor pixels

covered at least in part with a standard color filter array (CFA);

b) a second camera subset that provides a second image, the second camera

subset having a second field of view (FOVz) such that FOVz < FOV1 and a second

sensor with a second plurality of sensor pixels, the second plurality of sensor pixels

being either Clear or covered with a standard CFA; and

c) a processor configured to provide an output image from a point of view of

either the first or the second camera subset based on a zoom factor (ZF) input that

defines a respective field of view (FOVzF).

45. (New) The imaging system of claim 44, wherein if FOVz < FOVZF S FOVl,

then the point of view of the output image is that of the first camera and if FOVZ 2

FOVZF, then the point of view of the output image is that of the second camera.

46. (New) The imaging system of claim 45, wherein the processor is further

configured to form the output image by processing the first and second images into a

combined output image.
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47. (New) The imaging system of claim 46, wherein the processing of the first and

second images into a combined output image includes a registration process for

registering respective pixels from the first and second images to form the combined

output image.

48. (New) The imaging system of claim 47, wherein if FOVz < FOVZF S FOV1

then the registration process includes finding in an overlap area a corresponding pixel

in the second image for each pixel in the first image, wherein the processor is further

configured to form the combined output image by modifying values of the first image

pixels according to values of the corresponding pixels in the second image, thereby

providing a point of view of the output image of the first camera, and if FOVz 2

FOVZF then the registration includes finding a corresponding pixel in the first image

for each pixel in the second image, wherein the processor is further configured to

form a combined output image by modifying values of the second image pixels

according to values of the corresponding pixels in the first image, thereby providing a

point of view of the output image of the second camera.

49. (New) The imaging system of claim 48, wherein the modified values are

Luma pixel values in the first or second image modified according to corresponding

Luma pixel values in, respectively, the second or first image.

50. (New) The imaging system of claim 47, wherein if FOVz < FOVZF S FOV1

then a registration process includes finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image, wherein the processor is further

configured to form the combined output image by modifying values of the first image

pixels according to values of the corresponding pixels in the second image, thereby

providing a point of view of the output image of the first camera, and if FOVz 2

FOVZF then the processor is further configured to form a combined output image

using only pixel values from the second image, thereby providing a point of view of

the output image of the second camera.
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51. (New) The imaging system of claim 50, wherein the modified values are first

image Luma pixel values modified according to corresponding second image Luma

pixel values.

52. (New) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having

a first field of view (FOVl) and a first sensor with a first plurality of sensor pixels

covered at least in part with a standard color filter array (CFA);

b) a second camera subset that provides a second image, the second camera

subset having a second field of view (FOV2) such that FOV2 < FOVl and a second

sensor with a second plurality of sensor pixels, the second plurality of sensor pixels

being either Clear or covered with a standard CFA; and

c) a processor configured to form an output image by processing the first and

second images into a combined output image;

wherein the processing includes registering the first and second images and

finding respective pixels in the first and second images and wherein the registering

includes applying low pass filtering to the second image, thereby improving

registration performance.

53. (New) A method of acquiring images by a multi-aperture imaging system, the

method comprising:

d) providing a first image generated by a first camera subset of the imaging

system, the first camera subset having a first field of view (FOVl) and a first sensor

with a first plurality of sensor pixels covered at least in part with a standard color

filter array (CFA);

e) providing a second image generated by a second camera subset of the

imaging system, the second camera subset having a second field of view (FOVz) such

that FOVz < FOV1 and a second sensor with a second plurality of sensor pixels, the

second plurality of sensor pixels being either Clear or covered with a standard CFA;

and
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f) using a processor for generating an output image from a point of view of either

the first or the second camera subset based on a zoom factor (ZF) input that defines a

respective field of view (FOVzF).

54. (New) The method of claim 53, further comprising: if FOVz < FOVZF S FOVl,

generating an output image from a point of view of the first camera; and if FOVz 2

FOVZF, generating an output image from a point of view of the second camera.

55. (New) The method of claim 54, further comprising generating the output

image by processing the first and second images into a combined output image.

56. (New) The method of claim 55, wherein the processing of the first and second

images into a combined output image includes executing a registration process for

registering respective pixels from the first and second images to form the combined

output image.

57. (New) The method of claim 56, wherein the registration process comprises:

if FOVz < FOVZF S FOVl, finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image and generating the combined output

image by modifying values of the first image pixels according to corresponding pixel

values in the second image, thereby providing a point of view of the output image of

the first camera, and if FOVz 2 FOVZF, finding a corresponding pixel in the first

image for each pixel in the second image and generating a combined output image by

modifying values of the second image pixels according to corresponding pixel values

in the first image, thereby providing a point of view of the output image of the second

camera.

58. (New) The method of claim 57, wherein the modified values in the first or

second image are Luma pixel values modified according to corresponding Luma pixel

values in, respectively, the second or first image.
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59. (New) The method of claim 56, wherein the registration process comprises:

if FOVz < FOVZF S FOVl, finding in an overlap area a corresponding pixel in

the second image for each pixel in the first image and generating the combined output

image by modifying values of the first image pixels according to corresponding pixel

values in the second image, thereby providing a point of view of the output image of

the first camera; and if FOVz 2 FOVZF, generating a combined output image using

only pixel values from the second image, thereby providing a point of view of the

output image of the second camera.

60. (New) The method of claim 59, wherein the modified values are first image

Luma pixel values modified according to corresponding second image Luma pixel

values.

61. (New) A method of acquiring images by a multi-aperture imaging system, the

method comprising:

g) providing a first image generated by a first camera subset of the imaging

system, the first camera subset having a first field of view (FOVl) and a first sensor

with a first plurality of sensor pixels covered at least in part with a standard color

filter array (CFA);

h) providing a second image generated by a second camera subset of the

imaging system, the second camera subset having a second field of view (FOVZ) such

that FOVz < FOV1 and a second sensor with a second plurality of sensor pixels, the

second plurality of sensor pixels being either Clear or covered with a standard CFA;

and

i) using a processor for generating an output image by processing the first and

second images into a combined output image, wherein the processing includes

registering the first and second images and finding respective pixels in the first and

second images, and wherein the registering includes applying low pass filtering to the

second image, thereby improving registration performance.
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REMARKS

This preliminary amendment cancels presently outstanding claims 1, 4, 10, 13

and 32-43 and adds new claims 44-61, of which claims 44, 53, 53 and 61 are

independent. No new matter is introduced. Support for the new claims may be found

with reference to the published PCT application WO 2014/083489 A1, as follows:

Claims 44, 52, 53 and 61: p. 4, lines 3-10 and 23-25, p. 7, line 3-p. 8, line 2, p. 12,

lines 15-20

Claims 45 and 54: p. 12, lines 15-20

Claims 46 and 55: p. 13, lines 2-3, p. 4, lines 9-10

Claims 47 and 56: p. 4, lines 23 to p. 5, line 3

Claims 48-51 and 57-60: p. 12, line 1 to p. 13, line 15

In View of the above amendments and remarks it is respectfully submitted that

claims 1, 4, 10, 13 and 44-61 are in condition for allowance. Prompt notice of

allowance is respectfully and earnestly solicited.

Respectfully submitted,

/Menachem Nathan/

Menachem Nathan

Agent for Applicant

Registration No. 65392

Date: September 15, 2015
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Title:H|GH RESOLUTION THIN MULTl-APERTURE IMAGING SYSTEMS

Publication No.US-2015-0085174-A1

Publication Date:03/26/2015
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The above-identified application will be electronically published as a patent application publication pursuant to 37

CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases via the

Internet at www.uspto.gov. The direct link to access the publication is currently http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the publication to

applicant. A copy of the publication may be obtained from the Office upon payment of the appropriate fee set forth
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by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the

dates of receipt of correspondence filed in the Office, may also be accessed via the Internet through the Patent

Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and

Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.uspto.gov/. Prior to

publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.
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NOTICE OF ACCEPTANCE OF APPLICATION UNDER 35 U.S.C 371 AND 37 CFR 1.495

The applicant is hereby advised that the United States Patent and Trademark Office, in its capacity as a

Designated / Elected Office (37 CFR 1.495), has ACCEPTED the above identified international application for

national patentability examination in the United States Patent and Trademark Office.

The United States Application Number assigned to the application is shown above. A Filing Receipt will be

issued for the present application in due course. THE DATE APPEARING ON THE FILING RECEIPT AS THE

"FILING DATE or 371 (c) DATE" IS THE DATE ON WHICH THE LAST OF THE 35 U.S.C. 371 (c)(1) and (c)(2)

REQUIREMENTS HAS BEEN RECEIVED IN THE OFFICE. THIS DATE IS SHOWN BELOW. The filing date of
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U.S.C. 363)

09/22/2014

DATE OF RECEIPT OF 35 use

371(c)(1) and (c)(2) REQUIREMENTS
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. Indication of Small Entity Status

' Copy of the International Application filed on 09/22/2014

' Copy of the International Search Report filed on 09/22/2014

- Preliminary Amendments filed on 09/22/2014
. Information Disclosure Statements filed on 09/22/2014

' Inventor's Oath or Declaration filed on 09/22/2014

' Request for Immediate Examination filed on 09/22/2014
' U.S. Basic National Fees filed on 09/22/2014

- Assignment filed on 09/22/2014

- Priority Documents filed on 09/22/2014

- Power of Attorney filed on 09/22/2014

' Application Data Sheet (37 CFR 1.76) filed on 09/22/2014
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Applicant is reminded that any communications to the United States Patent and Trademark Office must be mailed

to the address given in the heading and include the US. application no. shown above (37 CFR 1.5)

JUELETHIA A PALMER
 

Telephone: (571) 272-9050
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Date Mailed: 12/18/2014

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination

in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the US. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the

changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit

any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply

to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

lnventor(s)

Gal Shabtay, Tel-Aviv, ISRAEL;

Noy Cohen, Tel-Aviv, ISRAEL;

Oded Gigushinski, Herzlia, ISRAEL;

Ephraim Goldenberg, Ashdod, ISRAEL;

Applicant(s)

Corephotonics Ltd., Tel-Aviv, ISRAEL

Assignment For Published Patent Application

Corephotonics Ltd., Tel-Aviv, ISRAEL

Power of Attorney: The patent practitioners associated with Customer Number 92342

Domestic Priority data as claimed by applicant

This application is a 371 of PCT/IB2013/060356 11/23/2013
which claims benefit of 61/730,570 11/28/2012

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution

Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None.

Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to

foreign priority. See 37 CFR 1.55 and 1.76.

If Required, Foreign Filing License Granted: 12/15/2014

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 14/386,823
Projected Publication Date: 03/26/2015

Non-Publication Request: No
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Early Publication Request: No
** SMALL ENTITY **

Title

HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Preliminary Class

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific

countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the US. Government hotline at 1-866-999-HALT (1-866-999-4258).
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for

business investment, innovation, and commercialization of new technologies. The US. offers tremendous resources

and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to

promote and facilitate business investment. SelectUSA provides information assistance to the international investor

community; serves as an ombudsman for existing and potential investors; advocates on behalf of US. cities, states,

and regions competing for global investment; and counsels US. economic development organizations on investment

attraction best practices. To learn more about why the United States is the best country in the world to develop

technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call
+1 -202-482—6800.
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attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised

that: (1 } the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited

is voluntary; and (3) the principal purpose for which the information is used by the US Patent and Trademark Office is to

process and/or examine your submission related to a patent application or patent. If you do not furnish the requested

information, the US Patent and Trademark Office may not be able to process and/or examine your submission, which may

result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act

(5 U.S.C. 552} and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the

Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a

court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement

negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a

request involving an individual, to whom the record pertains, when the individual has requested assistance from the

Member with respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for

the information in order to perform a contract. Recipients of information shall be required to comply with the

requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records

may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant

to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of

National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or

his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility to

recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and

2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this

purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of

the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record

may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed in

an application which became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law

enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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NATHAN & ASSOCIATES PATENT AGENTS
LTD.
PO. BOX 10178
6110101TEL AVlV
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(PCT Rule 43bis. l)

   

Date ofmailing

(day/mommiear) “E ? g P R EQIQ
FOR FURTHER ACTION

See paragraph 2 below

 

 
 

Applicant’s or agent’s file reference
C ORE PH—72

International application No.

PCT/lBZO13/060356 23 November 2013 28 November 2012

 

 

 
 

 

 

International filing date {day/month/year) Priority date (day/month/year) 
 

International Patent Classification (IPC) or both national classification and IPC
lPC(8) - HD4N9/09 (201401) '
USPC — 348/277

Applicant COREPHOTONICS LTD.

 

                 

  1. This opinion contains indications relating to the following items:

  K‘ Box No. 1 Basis 'of the opinion

 Box No. II Priority

  Box No. IlE Non-establishment of opinion with regard to novelty, inventive step and industrial applicability

  Box No. IV Lack of unity of invention

  
 citations and explanations supporting such statement 

  
Box No VE Certain documents cited

  Box No. VII Certain defects in the international application

  

Box No. V Reasoned statement under Rule 43bi.sx l(a)(i) with regard to novelty, inventive step or industrial applicability;

Box No. VIII Certain observations on the international application

 

  
FURTHER ACTION

If a demand for international preliminary examination is made: this opinion will be considered to be a written opinion of the
International Preliminary Examining Authority (“IPEA”) except that this does not apply where the applicant chooses an Authority
other than this one to be the IPBA and the chosen IPBA has notified the International Bureau under Rule 661M507) that written
opinions of this International Searching Authority will not be so considered.

 

  
 If this opinion is, as provided above, considered to be a written opinion of the IPEA, the applicant is invited to submit to the IPEA

a written reply together, where appropriate, with amendments, before the expiration of3 months from the date ofmailing of Form
PCT/ISA/zzt) or before the expiration of 22 months from the priority date, whichever expires later:
For further options, see Form PCT/ISA/ZZO.

 

  

 
 

      

  
Name and mailing address of the ISA/US Date of completion of this opinion Authorized officer:
Mail Stop PCT. Attn: ISA/US
Commissioner for Patents
P.O. Box 1450, Alexandria, Virginia 223134450
Facsimile No. 571 273-3201

Form PCT/ISA/237 (cover sheet) (July 201 1)

  

 
Blaine Rt Copenheaver

   
 

 

 
 

27 March 2014
  

  

PCT Helpdesk: 5712724300
PCT OSP: 571-272‘7774
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WRITTEN OPINION OF THE International application No.
INTERNATIONAL SEARCHING AUTHORITY PCT/'32013/060356
  

Box No. 1 Basis of this opinion 

1. With regard to the language, this opinion has been established on the basis of:

the international application in the language in which it was filed.

I: a translation of the international application into which is the language of a
translation furnished for the purposes of international search (Rules 12.3(a) and 23‘ Kb»

2‘ D This opinion has been established taking into account the rectification of an obvious mistake authorized by or notified
to this Authority under Rule 91 tltiile 43bis.1(a))

3. With regard to any nucleotide and/or amino acid sequence disclosed in the international application, this opinion has been
established on the basis of a sequence listing filed or furnished: ,

a. (means)

[:1 on paper

D in electronic form

C] in the international application as filed

E] together with the international application in electronic form

D subsequently to this Authority for the purposes of search

4. CI In addition; in the case that more than one version or copy ofa sequence listing has been filed or furnished, the required
statements that the information in the subsequent or additional copies is identical to that in the application as filed or
does not go beyond the application as filed, as appropriate, were furnished

5, Additional comments:

 

Form PC'I‘I’lSA/237 (Box No. 1) (July 2011)
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International application No.WRITTEN OPINION OF THE‘ r , . . , . ,

INTERNA FIONAL SEARCHING AU I IIORI'I 1 PCTIlB2013/060356   

Box No. V Reasoned statement under Rule 43bis.1(a)(i) with regard to novelty, inventive step or industrial applicability;
citations and explanations supporting such statement 

1. Statement

 

 

 

 

Novelty (N) Claims 120.3031 YES
Claims 21—2932 NO

Inventive step (IS) Claims None YES
Claims 1432 NO

Industrial applicability (IA) Claims 13? YES
 

 Claims None NO

 

2. Citations and explanations:

Claims 21—29, 32 lack lack novelty under PCT Article 33(2) as being anticipated by Dagher et al. (US 2011/0064327 A1), hereinafter
Dagher.

Regarding claim 21, Dagher teaches a multi-aperture imaging system (... multi—aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; multiaaperture camera Fig.3) comprising: ,
a) a first camera subset that provides a first image, the first camera subset having a first sensor with a first piurality of sensor pixels (... A
scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras
of a single mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras of a single multi—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical Shapes or
sizes [0049], Fig.2; multi-aperture camera (100), each of first and second optical subsystems (110) and (120) is shown imaging onto its
own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) covered at least in part with a standard CFA (. .. Image sensors
often utilize a Red—Green—Biue ("RGB") color filter array ("CFA"), such as a Bayer pattern... in FIG. 8, both the tale and the wide images
are converted from RGB to YUV [0063], Fig.8; a CPA such as a Bayer filter, or be formed of individual color sensor elements (0.9., RGB
or Cyan'Magenta-Yellow (“CMY”)) [0067]); ,
b) a second camera subset that provides a second image, the second camera subSet having a second sensor with a second plurality of
sensor pixels (... A scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may
be... sub-cameras of a single multi~aperture camera [0046], Fig.1. Fig.2; it is contemplated that sensors of subvcameras of a single
multiaperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; multi~aperture camera (100), each of first and second optical sub—systems (110) and
(120) is shown imaging onto its own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2), the second plurality of sensor pixels
being either Clear or covered with a standard CFA (... image sensors often utilize a Red-Green-Blue ("RGB") color filter array (“CFA”),
such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV... the tele sub-camera may utilize ,
an image sensor that does not have a color filter array... to utilize its entire sensor area [0063], Fig.8); and
c) a processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which
may, for example, be configured for combining or “fusing" the image data sets... to an image output device (167) [0053], Fig.3) configured
to register first and second Luma images obtained respectively from the first and second images and to process the registered first and '
second Luma images together with coior information into a combined output image (... FlG.8, both the tele and wide images are converted
from RGB to YUV... one luminance (Y) channel and two chrominance channels (U, V) [0063], Fig.8; Process (338)... may be applied to
full color images... an image registration procedure (342) is apptied [0065], Fig.9; fusion of image data... may involve addition of color
information from a color sub—camera image to luminance information from a grayscale sub-camera image... a complementary operation
may be performed where luminance information from the grayscale subocamera is added to the color image from the color sub—camera...
HS. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]—[0077],
Fig.11; a grayscale sub—camera generally produces only a luminance signal (e.g., Y information [0067]).
{the term ”Luma" is synonymous with “luminance".]

Regarding claim 22, Dagher teaches the imaging system of claim 21 (... multi-raperturo camera systems with the imaging characteristics
[0041]—[0042], Fig.1; mum-aperture camera Fig.3), wherein the first and the second camera subsets (... cameras (t0) and (12) may be. ..
sub~cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; it is contemplated that sensors of sub-cameras of a single
muiti-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049]) have respectively identical fields of view (In a particutar aspect, configuring the first sub-camera
may include establishing'a first focal length... configuring the second camera may include establishing a second focal length... The
second focal length may be different than the first focal length such that the second camera exhibits a different field of View as compared
to the first camera [0013]: each optical sub-system may have a different focal length resulting in different fields of view [0048], Fig.2).
[The first and second sub—cameras may have identical focal lengths and therefore identical fields of view.]

 

Form PCT/iSAi237 (Box No. V) (Juiy 2011)

APPL-1002 / Page 100 of 383



APPL-1002 / Page 101 of 383

International application No. 
 

 WRITTEN OPINION OF THE
INTERNATIONAL SEARCHIN G AUTHORITY

PCT/@201 13/060356
 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Supplem ental Box  
In case the space in any of the preceding boxes is not sufficient.
Continuation of:

Regarding claim 23, Dagher teaches the imaging system of claim 22 (... multi—aperture camera systems with the imaging characteristics
[0041}{0042}, Fig.1; multi~aperture camera Fig.3), wherein the registration includes finding a corresponding pixel in the second Luma
image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... an image registration procedure
(342) is applied [0065}, Fig.9; FIG. 1 1, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion
of image data [0073]—[0077], Fig.11; image may be divided into overlapping or non~overlapping blocks of size Kx x Ky (i.e., Kx pixels in
an x-direction and Ky pixels in a y~direction) [0083], Fig.12; knowledge of the sub—camera geometry for a multi-aperture camera (e.g.,
first and second sub—cameras (150) and (160) of FIG. 2B) and its sensor(s)... it is possible to estimate a parallax shift between the two or
more sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block-wise sliding window transform [0090],
Fig.13; image fusion step (373) (see FIG. 1?)... registration information computed in image registration step (369)... may be
‘merged’ [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be appfied to full color images... an image registration procedure (342) is applied
[0065], Fig.9; ..‘. fusion of image data... may involve addition of color information from a color sub~camera image to luminance information
from a grayscale sub‘camera image... a complementary operation may be performed where luminance information from the grayscale
sub-camera is added to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[00773, Fig.11). ‘

Regarding claim 24, Dagher teaches the imaging system of claim 22 (... multi-aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi-aperlure camera Fig.3), wherein the registration includes finding a corresponding pixel In the first Luma image
for each pixel in the second Luma image (... Process (338)... may be apptied to full color images... an image registration procedure (342)
is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of
image data [0073]—[0077], Fig.11; image may be divided into overlapping or n'oneoveriapping blocks of size Kx x Ky (i.e., Kx pixels in an
x~direction and Ky pixels in a y~direction) [0083], Fig.12; knowledge of the subcamera geometry for a multi—aperture‘camera (9.9., first
and second sub—cameras (150) and (160) of FIG. 28) and its sensor(s)... It is possible to estimate a parallax shift between the two or more
sub~cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block~wise sliding window transform [0090], Fig.13;

image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be ‘merged’ [0098],
Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first image to the
second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub—camera image to luminance information from a grayscale.
sub-camera image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added
to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073]-[0077], Fig.11). »

Regarding claim 25, Dagher teaches the imaging system of claim 21 (... multi-aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; multi—aperture camera Fig.3), wherein the first camera subset has a first field of View (FOV), wherein the second
camera subset has a second, smaller FOV than the first FOV (... two cameras (30) and (12) that image fieids of view (20) and (22)...
cameras (10) and (12) may be... sub—cameras of a single multi-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of
sub-cameras of a singie multi-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor
chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect, configuring the first sub-camera may include
establishing a first focal length... configuring the second camera may include establishing a second focal length... The second focal length
may be different than the first focal length such that the second camera exhibits a different field of View as compared to the first camera
[0013]; each optical subsystem may have a different focal length resulting in different fields of View {0048], Fig.2), and wherein the
processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which may,
for example, be configured for combining or "fusing" the image data sets... to an image output device (167) [0053], Fig.3) is further
configured to register the first and second Luma images (... FIGS, both the tale and wide images are converted from R68 to YUV... one
luminance (Y) channel and two chromlnanco channels (U, V) [0063], Fig.8; Process (338)... may be applied to full color images... an
image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve addition of color information from a color
sub—camera image to luminance information from a grayscale sub~camera image... a complementary operation may be performed where
luminance information from the grayscale subcamcra is added to the color image from the color subvcamera... FIG. 11, which illustrates
an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]~[0077], Fig.11) based on a zoom
factor (ZF) input (... “zoom" may be understood as a capability to provide different magnifications... by changing the focal length of an
optical system [0004]; allows the user to choose any level of zoom and to utilize the multivaperture camera as a continuous zoom
camera [0062]).
[The first and second sub~cameras have variable focal lengths and therefore variable fields of view.]
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Supplemental Box 

In case the space in any ofthc preceding boxes is not sufficient.
Continuation of:

Regarding claim 26, Dagher teaches the imaging system of claim 25 (... mulIi—aperture camera systems with the imaging characteristics
[00411-[0042], Fig.1; multi—aperture camera Fig.3), wherein the registration includes, for a ZF input (... ”zoom" may be understood as a
capability to provide different magnifications... by changing the focal length of an optical system {0004}; allows the user to choose any
level of zoom and to utilize the multi-aperture camera as a continuous zoom camera [0062]) that defines an FOV greater than the second
FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single
mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single multi~aperture camera may be
shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first sub‘camera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the second Luma image for each pixei in the
first Luma image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;

FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]-[0077],
Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx pixels in an x-direction and Ky pixels in
a y—direction) [0083], Fig.12; knowledge of the sub-camera geometry for a mum—aperture camera (e.g., first and second sub-cameras
(150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the two or more sub-cameras [0084];
image registration step (369) (see FIG. 11) implemented with a block~wise sliding window transform [0090], Fig.13; image fusion step
(373) (see FiG.'11)... registration information computed in image registration step (369)... may be ‘merged' [0098], Fig.15) and wherein
the processor is further configured to form the output image by transferring information from the second image to the first image (...
Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0085]. Fig.9; fusion of image
data... may involve addition of color information from a color sub-camera image to luminance information from a grayscale sub—camera
image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added to the color
image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for
fusion of image data [0073]-[0077], Fig.11).

Regarding ctaim 27, Dagher teaches the imaging system of claim 25 (, .. mum-aperture camera systems with the imaging characteristics
[00411—[0042], Fig.1; multi~aperture camera Fig.3), wherein the registration includes, for a ZF input (... "zoom" may be understood as a
capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any
level of zoom and to utilize the mum—aperture camera as a continuous zoom camera [0062]) that defines an FOV smaller than, or equal to
the second FOV (... two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub«cameras of
a single multi‘aperture camera [0046], Fig.1. Fig.2; It is contemplated that sensors of subscameras of a single mum—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or
sizes [0049], Fig.2; In a particular aspect, configuring the first sub~camera may include establishing a first focal length... configuring the
second camera may include establishing a second focal length... The second focal length may be different than the first focal length such
that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a
different focal length resulting in different fields of View [0048], Fig.2), finding a corresponding pixel in the first Luma image for each pixel in
the second Luma image (. .. Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065],
Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data
[0073]-[0077], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx pixels in an x«direction
and Ky pixels in a yvdirection) [0083], Fig.12; knowledge of the sub—camera geometry for a multi—aperture camera (9.9., first and second
sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the two or more
sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block—wise sliding window transform [0090], Fig.13;

image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be ‘rnerged' [0098},
Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first image to the
second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub~camera image to luminance information from a grayscale
sub‘camera image... a complementary operation may be performed where luminance information from the grayscale sub~camera is added
to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073}[0077], Fig.11).
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Regarding ciaim 28, Dagher teaches the imaging system of claim 25, wherein the second sensor (... cameras (10) and (12) may be...
sub-cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single
mum-aperture camera may be shared in any manner... blocks of pixeis adjacent one another in a single sensor chip... not limited to
having identicai shapes or sizes [0049], Fig.2; first and second optical sub—systems (110) and (120) is shown imaging onto its own
sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) includes a standard CFA (... Image sensors often utilize a
Red—Green—Blue (“RGB") color filter array ("CPA"), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan-Magenta-Yellow (”CMY")) [0067]) and wherein, for a ZF input (... “zoom” may be understood as a capability to provide different
magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of zoom and to utilize the
mum-aperture camera as a continuous zoom camera [0062]) that defines an FOV equal to or smaller than the second FOV (... two
cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mum-aperture
camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub-cameras of a single multi-aperture camera may be shared in any
manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a
particular aspect, configuring the first sub-camera may include establishing a first focal length... configuring the second camera may
include establishing a second focal length... The second focal length may be different than the first focal length such that the second
camera exhibits a different field of View ascompared to the first camera [0013]; each optical sub-system may have a different focal
length resulting in different fields of view [0048], Fig.2), the processesr is further configured to form the output image based on the second
image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0085], Fig.9; fusion
of image data. .. may involve addition of color information from a color sub-camera image to luminance information from a grayscale
sub-camera image... a complementary operation may be performed where luminance information from the grayscale sub-camera is added
to the color image from the color sub—camera. .. FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073]]0077], Fig.11). '

Regarding claim 29, Dagher teaches the imaging system of claim 21 (... multi—apeiture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi~aperture camera Fig.3), wherein the standard CFA inciudes a Bayer filter (... Image sensors often utilize a
Red~Green-Blue (”RGB") color filter array (“CPA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan~Magenta-Yellow ("CMY”)) [0067]).

Regarding claim 32, Dagher teaches a multi—aperture imaging system (... multi—aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi—aperture camera Fig.3) comprising:
a) a first camera subset that provides a first image, the first camera subset having a first field of view (FOV) (... two cameras (10) and (12)
that image fields of view (20) and (22)... cameras (10) and (12) may be... sub-cameras of a single multi—aperture camera [0046], Fig.1,
Fig.2; It is contemplated that sensors of sub-cameras of a single multi«aperture camera may be shared in any manner... blocks of
pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub-camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of View as compared to the first camera [0013]; each optical sub-system may have a different focal length resulting in different
fields Of view [0048], Fig.2) and first sensor with a first plurality of sensor pixels (. .. multi~aperture camera (100), each of first and second
optical subsystems (110) and (120) is shown imaging onto its own sensor (ta, sensors (130) and (140), respectively) [0067], Fig.2)
covered at least in part with a standard CFA (... Image sensors often utilize a Red—Green-Blue (”RGB") color filter array (“CFA”), such as a
Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CPA such as a Bayer
filter, or be formed Of individual color sensor elements (eg, RGB or Cyan—Magenta—Yellow (“CMY”)) [0067]);
b) a second camera subset that provides a second image, the second camera subset having a second, smaller FOV than the first FOV (...
two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub-cameras of a singie
mum—aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras ofa single multi-aperture camera may be
shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first subscamera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of View [0048], Fig.2) and a second sensor with a second plurality of sensor pixels (... multi-aperture
camera (100), each of first and second optical sub-systems (110) and (120) is shown imaging onto its own sensor (i.e., sensors (130) and
(140), respectively) [0067], Fig.2) covered with a standard CFA (... Image sensors often utilize a Red-Green—Blue (“RGB”) color filter array
(“CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA
such as a Bayer filter, or be formed Of individual color sensor elements (e.g.. RGB or Cyan—Magenta—Yellow (“CMY”)) (0067:); and
c) a processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which
may, for example, be configured for combining or “fusing” the image data sets... to an image output device (167) [00533, Fig.3) configured
to, for a zoom factor input (... “zoom” may be understood as a capability to provide different magnifications... by changing the focal length
of an optical system [0004]; allows the user to choose any level of zoom and to utitize the muiti-apezture camera as a continuous zoom
camera [0062]) that defines an FOV equal to or smaller than the second FOV (... two cameras (10) and (12) that image fields of view (20)
and (22)... cameras (10) and (12) may be... sub-cameras of a single mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that
sensors of sub—cameras of a single multi~aperture camera may be shared in any manner... blocks of pixels adjacent one another in a
single sensor chip... not limited to having identical shapes or sizes [0049]. Fig.2; In a particular aspect, configuring the first sub—camera
may include establishing a first focal length... configuring the second camera may include establishing a second focal length... The second
focal length may be different than the first focal length such that the second camera exhibits a different field of view as compared to the
first camera [0013]; each optical subsystem may have a different focal length resulting in different fields of view [0048], Fig.2), form an
output image based on the second image (... Process (338)... may be applied to full color images... an image registration procedure (342)
is applied [0065], Fig.9; fusion of image data... may involve addition of color information from a color subacamera image to luminance
information from a grayscale sub—camera image... a complementary operation may be performed where luminance information from the
grayscale sub-camera is added to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that
utilizes processor (166) (see FIG. 3) for fusion of image data [0073]~[0077], Fig.11). 
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Claims 1, 6—20, 30-31 lack an inventive step under PCT Article 33(3) as being obvious over Dagher et al. (US 2011/0064327 A1),
hereinafter Dagher in View of Koskinen et a3. (US 8,134,115 82), hereinafter Koskinen.

Regarding claim 1, Dagher teaches a multi—aperture imaging system (... mum—aperture camera systems with the imaging CharacteristiCS
[0041]-[0042], Fig.1; mum—aperture camera Fig.3) comprising:
a) a first camera subset that provides a first image, the first camera subset having a first sensor with a first plurality of sensor pixels (... A
scene (5) is imaged by two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub~cameras
of a single multi~aperture camera [0046], Fig.1, Fig.2; it is contemplated that sensors of sub-cameras of a single multi—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or
sizes [0049], Fig.2; mum-aperture camera (100), each of first and second optical sub-systems (110) and (120) is shown imaging onto its
own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) covered at least in part with a color filter array (CFA) (... image
sensors often utilize a Red-Green—Blue (”RGB”) color filter array (“CFA”), ‘such as a Bayer pattern... in FIG. 8, both the tale and the wide
images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements
(e.g., RGB or Cyan-Magenta—Yellow (”CMY")) [0067]), the CFA used to increase a specific color sampling rate relative to a same color
sampling rate in a standard CFA (... upsampling and interpolation of the first and second sets of image data... increasing the sampling
frequency... higher level of image quality... higher resolution [0054], Fig.4, Fig.5, Fig.6);
b) a second camera subset that provides a second image, the second camera subset having a second sensor with a second plurality of
sensor pixels (... A scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may
be... sub-cameras of a single multLaperture camera [0046], Fig.1,‘Fig.2; It is contemplated that sensors of sub-cameras of a single
multi—aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not iimited to
having identical shapes or sizes [0049], Fig.2; mum—aperture camera (100), each of first and second optical sub-systems (110) and
(120) is shown imaging onto its own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2), the second plurality of sensor pixels
being either Clear or covered with a standard CFA (... Image sensors often utilize a Red—Green‘Blue ("RGB") color filter array (“CFA”),
such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV... the tele sub-camera may utilize
an image sensor that does not have a color filter array... to utilize its entire sensor area [0063], Fig.8); and
C) a processor configured to process the first and second images into a combinectoutput image (... Mufti aperture camera (100) provides
first and second sets of image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing”
the image data sets... to an image output device (167) [0053], Fig.3). but lacks the explicitteaching of a non-standard color filter array
(CFA).
However, Koskinen is analogous to Dagher and has a nonstandard color filter array (CFA) (Typical technologies for generating color
images rely on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example,
CYGM filters... and RGBE filters Col.1 In.46—56, Fig.1; The exemplary embodiments of this invention use... subsdiffraction limit receptors in
combination with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3
ln.41-48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different filter types to be used in any desired
combinations Col.3 In.59~63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three
different filter types is shown overlaying a plurality of the receptors Col.7 In.51-55, Fig.7, Fig.9). ,
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a non-standard color filter array (CFA)
as taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different fitter types to be used in any desired combination (Koskinen, Col.3 In.41~48, Col.3
ln.59—63, Fig.3).

Regarding claim 6. Dagher teaches the imaging system of claim 1 (... rnuiti—aperture camera systems with the imaging characteristics
{00411—[0042], Fig.1; mum-aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... image sensors often utilize a
Red—GreemBlue ("RGB”) color filter array ("CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from R88 to YUV {0063}. Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., ROB or
CyawMagentaeYellow (“CMY")) [0067]).

Regarding Claim 7. Dagher teaches the imaging system of claim 1 (... multi~apertore camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; multi~aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... Image sensors often uiiiize a
Red—Green~Blue (“RGB”) color filter array (“CFA"), such as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan-Magenta—Yellow (“CMY”)) [0067]), but lacks the expticit teaching of a non~Bayer filter.
However, Koskinen is analogous to Dagher and has a nonsBayerfitter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example, CYGM filters... and RGBE
filters Col/E In.46—56, Fig.1).
It would have been obvious to one of ordinary skill in the an at the time of the invention to combine a nonBayer filter as taught by
Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 |n.46~56, Col.3 |n.41-48, Col.3 ln.59~63, Fig.1, Fig.3).
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Regarding claim 8, Dagher teaches the imaging system of claim 7 (... multi~aperture camera systems with the imaging characteristics
[OO41H0042], Fig.1; multi—aperturo camera Fig.3; image sensors often utilize a Red~Green~Blue (“RGB") color filter array (“CFA”), such
as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from R68 to YtJV [0063], Fig.8; a CFA such as a Bayer
filter, or be formed of individual color sensor elements (e.g., RGB or Cyan~Magenta—Yellow (“CMY”)) [0067]), but lacks the explicit teaching
of wherein the non-Bayer filter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBWfH, a RGBW#2 and a
RGBW#3 filter. ‘
However, Koskinen is analogous to Dagher and has wherein the non-Bayer filter is selected from the group consisting of a RGBE, a
CWM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FlG. 1 shows a typical Bayer—hips pattern... Other filter types include, by example, CYGM filters... and RGBE filters
Col.1 In.46—56, Fig.1).
it would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non-Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation woutd have been an obvious design choice and altows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col_1 In.46-56, Col.3 In.41-48, Col.3 |n.59—63. Fig.1, Fig.3).

Regarding claim 9, Dagher teaches the imaging system of claim 1 (... mutti-aperture camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; mum-aperture camera Fig.3), wherein the first and the second camera subsets (... cameras (10) and (12) may be...
subvcameras of a single mum—aperture camera [0046], Fig.1, Fig.2; lt is contemplated that sensors of sub-cameras of a single
mutti-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049]) have identical fields of view (In a particular aspect, configuring the first sub—camera may include
establishing a first focal length... configuring the second camera may include establishing a second focal length... The second focal length
may be different than the first focal length such that the second camera exhibits a different field of view as compared to the first camera
[0013]; each optical sub—system may have a different focal length resulting in different fields of view [0048], Fig.2), but lacks the explicit
teaching of and wherein the non—standard CFA covers an overlap area that includes all the pixels of the first sensor, thereby providing
increased color resolution. ‘
However, Koskinen is analogous to Dagher and has and wherein the non—standard CFA (The exemplary embodiments of this invention
use... sub—diffraction limit receptors in combination with a color filter array. The color filter array may be designed much more freely than
conventional color filter arrays Col.3 In.41-48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optics; filters... enable a plurality of different filter
types to be used in any desired combinations 003.3 3n.59-63, Fig.3) covers an overlap area that includes all the pixels of the first sensor (It
should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types is shown
overtaying a plurality of the receptors Col.7 ln.51—55, Fig.7, Fig.9), thereby providing increased color resolution (This enables the use of the
muitiple filters... resotution is not degraded... A dynamic optimization between resolution and color fidelity and sensitivity may be achieved
Cot.3 ln.52~58; in certain cases it may be beneficial to vary the spectral characteristics of the filter array (6)... the center area of the filter
array (6) may have higher resolution Col.7 ln.41-44, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine and wherein the non-standard CFA
covers an overlap area that includes all the pixels of the first sensor, thereby providing increased color resolution as taught by Koskinen
with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filtertypos to be used in any desired combination (Koskinen, Cot.3 M41448, Col.3
ln.59~63, Fig.3). In addition, a dynamic optimization between resolution and color fidelity may be achieved and designation of higher
resolution in certain areas of the filter array (Koskinen, Col.3 [n.52—58, Col.7 In.41~44).

Regarding claim 10, Dagher teaches the imaging system of claim 9 (... muEti—aperture camera systems with the imaging characteristics
[0041]-{0042], Fig.1; rnulti«aperture camera Fig.3), wherein the processor (. .. Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing“ the image data sets... to
an image output device (167) [0053], Fig.3) is fUrther configured to register respective first and second Luma images obtained from the first
and second images during the processing of the first and second images into a combined output image, the registered first and second
Luma images used together with color information to form the combined output image (... FIG.8, both the tele and wide images are
converted from RGB to YUV... one luminance (Y) channel and two chrominance channels (U. V) [0063], Fig.8; Process (338)... may be
applied to full color images... an image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve addition
of color information from a color sub-camera image to luminance information from a grayscale sub—camera image... a complementary
operation may be performed where luminance information from the grayscale sub-camera is added to the color image from the color
sub»camera... FIG. 11, which illustrates an exemptary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data
{0073]{0077}, Fig.11; a grayscale sub-camera generally produces only a luminance signal (e.g., Y information [0067]).

Regarding ctaim 11, Dagher teaches the imaging system of claim 10, wherein the registration includes finding a corresponding pixel in the
second Luma image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... on image registration
procedure (342) is appiied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]—[0077], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x~direction and Ky pixels in a y—direction) [0083], Fig.12; knowledge of the sub-camera geometry for a multi~aperture camera
(8.9.. first and second sub-cameras (150) and (160) of FIG. 2B) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. 11) imptemonted with a block—wise sliding window transform
10090], Fig.13; image fusion step (373) (see FiG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098}, Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
{0065]. Fig.9; fusion of image data... may involve addition of color information from a color sub-camera image to luminance information
from a grayscate subacamera image... a compiementary operation may be performed where luminance information from the grayscale
subacamera is added to the color image from the color subacamera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [00731—[0077]. Fig.11).
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Regarding claim 12, Dagher teaches the imaging system of claim 10, wherein the registration includes finding a corresponding pixel in the
first Luma image for each pixel in the second Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065]. Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]—[00?7], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x—direction and Ky pixels in a y-direction) [0083], Fig.12; knowledge ofthe sub-camera geometry for a multi~aperture camera
(cg, first and second sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a paratlax shift between the
two or more subvcameras [0084]; image registration step (369) (see FIG. 11) implemented with a block-wise sliding window transform
{0090}, Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first
image to the second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
[0065}, Fig.9; fusion of image data... may involve addition of color information from a color sub—camera image to luminance information
from a grayscale sub-camera image... a complementary operation may be performed where luminance information from the grayscale
sub—camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365} that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073}[0077], Fig.11). '

Regarding claim 13, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi~aperture camera Fig.3), wherein the first camera subset has a first field of view (FOV) (... two cameras (10) and
(12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mum-aperture camera [00463,
Fig.1, Fig.2; It is contemplated that sensorsof sub~cameras of a single multi-aperture camera may be shared in any manner... blocks
of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub—camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of view as compared to the first camera [0013]; .., each optical sub~system may have a different focal length resulting in different
fields of view [0048], Fig.2), wherein the second camera subset has a second, smaller FOV than the first FOV (... two cameras (10) and
(12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mold-aperture camera [0046},
Fig.1, Fig.2; It is contemplated that sensors Of sub—cameras of a single multi—aperture camera may be shared in any manner... blocks
of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub—camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of view as compared to the first camera [0013]; each optical sub‘system may have a different focal length resulting in different
fields of view [0048], Fig.2; first sub‘camera (150) has a wider field of View as compared to second sub»camera (160)... (160) may serve
as a “tele” sub-camera having a higher level of zoom as compared to first sub-camera (150) [0051]), thereby providing both optical zoom
and increased color resolution (... (160) may serve as a “tale" sub-camera having a higher level of zoom as compared to first sub-camera
(150) [0051]; it is possible to combine... two or more images... to create a single, foveated high resolution image... images will have
regions of higher resolution [0054]; the tele sub—camera... resulting in even higher image resolution in the overlap region [0063]: in
order to ensure good color fidelity [0106]), but lacks the explicit teaching of and wherein the non~standard CFA covers an overlap area on
the first sensor that captures the second FOV.
However, Koskinen is analogous to Dagher and has and wherein the non-standard CFA (The exemplary embodiments of this invention
use... sub-diffraction limit receptors in combination with a color filter array. The color filter array may be designed much more freely than
conventional color filter arrays Col.3 In.41—48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different filter
types to be used in any desired combinations 003.3 ln.59~63. Fig.3) covers an overlap area on the first sensor that captures the second
FOV (It should be noted that the color fitters do not have to be separate for each receptor (2)... each of three different filter types is shown
overlaying a plurality of the receptors Col.7 In.51—55, Fig.7, Fig.9; The direction at which the light arrives is assumed to be within a field of
view (FOV) of the sensor (1) Col.4 In.46~47).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine and wherein the non—standard CFA
covers an overlap area on the first sensor that captures the second FOV as taught by Koskinen with the invention of Dagher.
The motivation would have been an Obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41-48, Col.3
ln.59~63, Fig.3). In addition, a dynamic optimization between resolution and color fidelity may be achieved and designation of higher
resolution in certain areas of the filter array (Koskinen, Col.3 ln.52~58, Col.7 ln.41~44, Fig.7, Fig.9).

Regarding claim 14, Dagher teaches the imaging system of claim 13, wherein the processor is further configured to, during the processing
of the first and second images into a combined output image (. .. Multi aperture camera (100) provides first and second sets of image data
(301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing” the image data sets... to an image
output device (167) {0053], Fig.3) and based on a zoom factor (ZF) input (... "zoom" may be understood as a capability to provide different
magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of zoom and to utilize the
multisaporture camera as a continuous zoom camera [0062]), register respective first and second Lorna images obtained from the first and
second images, the registered first and second Luma images used together with color information to form the combined output image (_ ..
FIGS, both the tale and wide images are converted from R68 to YUV... one luminance (Y) channel and two chrominance channels (U, V)
[0063], Fig.8; Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub—camera image to luminance information from a grayscale
sub—camera image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added
to the color image from the color subcamera. .. FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [00731—[0077], Fig.11; a grayscale sub-camera generally produces only a luminance signal (9.9., Y
information [0067]). V
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Regarding claim 15, Dagher teaches the imaging system of claim 14, wherein the registration includes, for a ZF input (... “Zoom" may be
understood as a capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user
to choose any level of zoom and to utilize the multi~aperture camera as a continuous zoom camera [0062]) that defines an FOV greater
than the second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (t2) may be...
sub—cameras of a single multi—aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub‘cameras of a single
"mitt-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; In a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
subsystem may have a different focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the second
Luma image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073}[0077], Fig.11; image may be divided into overlapping or non~overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x-direction and Ky pixels in a y-direction) E0083], Fig.12; knowledge of the subvcamera geometry for a multiaperture camera
(reg, first and second sub—cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block—wise sliding window transform
10090], Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied

[0065], Fig.9; fusion of image data... may involve addition of color information from a color sub-camera image to luminance information
from a grayscaie sub-camera image... a complementary operation may be performed where luminance information from the grayscale
sub-camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[0077], Fig.11).

Regarding claim 16, Dagher teaches the imaging system of claim 14, wherein the registration includes, for a ZF input (...“‘zoom" may be
understood as a capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user
to choose any level of zoom and to utilize the multi~aperture camera as a continuous zoom camera [0062]) that defines an FOV smaller
than, or equal to the second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be...
subocameras of a single multi-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single
multi-aperture camera may be shared in any manner... blocksof pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or.sizes [0049], Fig.2; In a particular aspect, configuring the first sub—camera may include establishing a first focal
tength... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
subosystem may have a different focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the first
Luma image for each pixel in the second Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]-[0077], Fig.11; image may be divided into overlapping or nonvoverlapping blocks of size KX x Ky (i.e., Kx
pixels in an x-direction and Ky pixels in a y~dlrection) [0083], Fig.12; knowledge of the sub«camera geometry for a multi-aperture camera
(e.g., first and second sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. t1) implemented with a blockawise sliding window transform
[0090], Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged’ [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first
image to the second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
[0065], Fig.9; fusion of image data... may involve addition of color information from a color sub—camera image to luminance information
from a grayscale sub-camera image. .. a complementary operation may be performed where luminance information from the grayscale
sub»camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[0077], Fig.11).

Regarding claim 17, Dagher teaches the imaging system of claim 13, wherein the second sensor (... cameras (10) and (12) may be...
sub-cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub‘cameras of a single
mum—aperture camera may be shared En any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; first and second optical Sub—systems (1 10) and (120) is shown imaging onto its own
sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) includes a standard CFA (... Image sensors often utilize a
Red—Green—Blue (“RG8") color filter array ("CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from R65 to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan~Magenta~Yetlow (“CMY”)) [0067]) and wherein the processing includes, for a ZF input (... "zoom” may be understood as a capability
to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of
zoom and to utilize the multi—aperture camera as a continuous zoom camera [0062]) that defines an FOV equal to or smaller than the
second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a
single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of subcamcras of a single multi—aperture camera may
be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first subtcamera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of View as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of view [0048], Fig.2), forming the output image based on the second image (... Process (338)...
may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve
addition of color information from a color sub'camera image to luminance information from a grayscale sub-camera image... a
complementary operation may be performed where luminance information from the grayscale sub—camera is added to the color image from
the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image
data {0073140077}, Fig.11).
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Regarding claim 18, Dagher teaches the imaging system of claim 13 (... Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or "fusing" the image data sets... to
an image output device (167) [0053], Fig.3; in a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of View as compared to the first camera [0013]; each optical
sub—system may have a different focal length resulting in different fields of View [0048], Fig.2), wherein the standard CFA includes a Bayer
filter (... Image sensors often utilize a Red—Green~Blue (”RGB”) color filter array (“CFA”), such as a Bayer pattern... in FIG. 8, both the tale
and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor
elements (e.g., RGB or Cyan~Magenta—Yellow (“CMY”)) [0067]). ,

Regarding claim 19, Dagher teaches the imaging system of claim 13 (... Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing" the image data sets... to
an image output device (167) [0053], Fig.3; In a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
sub—system may have a different focal length resulting in different fields of view [0048], Fig.2), wherein the standard CFA includes a Bayer
filter (... Image sensors often utilize a Red-Green-Blue ("RGB") color filter array (“CFA"). such as a Bayer pattern... in FIG. 8, both the tele
and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor
elements (e.g., RGB or Cyan-Magenta-Yeilow (”CMY“)) [0067]), but lacks the explicit teaching of a non-Bayer filter.
However, Koskinen is analogous to Dagher and has a non-Bayer filter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer—type pattern... Other fitter types include, by example, CYGM filters... and RGBE
filters Col.1 In.46-56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a non—Bayer filter as taught by
Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 ln.46—56, Col.3 ln.41-48, Co|.3 In.59—63, Fig.1. Fig.3).

Regarding claim 20, Dagher teaches the imaging system of claim 19 (... mum-aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; mum—aperture camera Fig.3; Image sensors often utilize a Red-GreerI~Blue ("RGB") color filter array ("CFA"), such
as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer
filter, or be formed of individual color sensor elements (e.g., RGB or Cyan-Magenta-Yellow (“CMY”)) [0067]), but lacks the explicit teaching
of wherein the non—Bayer filter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and aRGBW#3 filter.
However, Koskinen is analogous to Dagher and has wherein the non-Bayer filter is selected from the group consisting of a RGBE, a
CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FIG. 1 shows a typical Bayentype pattern... Other fitter types include, by example, CYGM filters... and RGBE filters
Col.1 ln.46—56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non-Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 In.46-56, Col.3 ln.41—48, Col.3 ln.59-63, Fig.1, Fig.3).

Regarding claim 30, Dagher teaches the imaging system of claim 21 (... mum—aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi—aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... Image sensors often utilize a
Red-Green~B|ue (“RGB”) color filter array (“CFA"), such as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual coEor sensor elements (e.g., RGB or
Cyan—Magenta-Yellow ("CMY”)) [0067]), but lacks the explicit teaching of a non—Bayer filter.
However, Koskinen is analogous to Dagher and has a non—Bayer filter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer~type pattern... Other filter types include, by example, CYGM filters... and RGBE
filters Col.1 MAS-56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a ncn~Bayer filter as taught by
Koskinen with the invention of Daghcr. '
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 In.46-56, Col.8 ln.41~48, Col.3 IrI.59-63, Fig.1. Fig.3).

Regarding claim 31, Dagher teaches the imaging system of claim 30 (... mtilti—apedtire camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi-aperture camera Fig.3; image sensors often utilize a Red-Green’Blue ("RGB") color fitter array (“CFA"), such
as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer
filter. or be formed of individual color sensor elements (e.g., RGB or Cyan-Magenta—Yellow (“CMY")) [0067]), but lacks the explicit teaching
of wherein the non-Bayer fiiter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a
RGBW#3 filter.
However, Koskinen is analogous to Dagher and has wherein the non—Bayer filter is selected from the group consisting of a RGBE, a
CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FIG. 1 shows a typical Bayer—type pattern... Other filter types include, by example, CYGM filters... and RGBE filters
Col.1 ln.46-56. Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non~Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 ln.46~56, Col.3 In.41-48, Col.3 ln.59«63, Fig.1, Fig.3). 
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Claims 25 lack an inventive step under PCT Article 33(3) as being obvious over Dagher et al (US 2011/0064327 A1), hereinafter Dagher

in View of Koskinen et al. (US 8,134,115 82), hereinafter Koskinen and furtherIn View of Myhrvold (US 8,094,208 82), hereinafterMyhrvold

Regarding claim 2, Dagher teaches the imaging system of claim 1 (... mum-aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; mum-aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras ofa single multi»aperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras ofa single mum-aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the nonvstandard CFA includes a repetition of a 2x2 micro—cell in which a color filter order is either BR—RB or YC—CY.
However, Koskinen is analogous to Dagher and has wherein the nonstandard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example. CYGM filters...
and RGBE filters Col.1 In.46—56, Fig.1; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41-48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different fitter types to be used in any desired combinations 001.3
ln.59-63 Fig.3; it should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality of the receptors Col.7 ln.51—55, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a pluratity of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41—48, Co|.3
In.59*63 Fig.3).
Dagher as modified lacks includes airepetition of a 2x2 micro-cell in which a color filter order is either BR-RB or YC—CY.
Myhrvold is analogous to Dagher and has inchdes a repetition of a 2x2 micro~cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disciosed herein... CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44-53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (e.g., RGBE, CYYM, CYGM, RGBW, etc.) Colo ln.56-Col.7 [n.1, Fig.2; Exemplary CFA patterns may include
NxN repeat units... corresponding to a 2x2 array... a 3x3 array... a 4x4 array... a 5x5 array Col.7 In.20-30, Col.8 ln.14-22, Fig.3; 2x2 array
Fig.3A; 3x3 array Fig.38, Fig.3C; 4x4 array Fig.2, Fig.3D, Fig.3E; 6x6 array Fig.1). but lacks the explicit teaching of in which a cotor filter
order is either BR—RB or YC-CY.
However, it would have been obvious to one of ordinary skill in the art at the time of the invention was made to combine includes a
repetition of a 2x2 micro-cell in which a color filter order is either BR—RB or YC-CY as taught by Myhrvold with the invention of Dagher,
since rearranging parts of an invention involves only routine skill in the art.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 In.44«53, Co|.6 ln.56—Col.7 ln.1, Col.7 In.20-30, Figs.1-3).

Regarding claim 3, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; multi—aperture camera Fig.3; cameras (10) and (12) may be... sub—cameras ofa single multivaperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras of a single mum-aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip. .. not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the nonstandard CFA includes a repetition of a 3x3 micro-cell in which a color filter order is GBR—RGB~BRG.
However, Koskinen is analogous to Dagher and has wherein the nonstandard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example, CYGM filters...
and RGBE filters (301.1 ln.46—56, Fig.1; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Co|.3 In.41—48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different fitter types to be used in any desired combinations Col.3
|n.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality of the receptors Cot? M51755, Fig.7, Fig.9).
It would have been obvious to one of ordinaw skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 |n.41-48, Col.3
in.59-63 Fig.3).
Dagher as modified lacks includes a repetition of a 3x3 microcell in which a color filter orderIs GBRRGBERG.
Myhrvold is analogous to Dagher and has inctudes a repetition of a 3x3 microcell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein. .CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Coi.5 ln.44-53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (e.g., RGBE, CYYM. CYGM, RGBW, etc.) Col.6 ln.56—Col.7 Int, Fig.2; Exemplary CFA patterns may include
NxN repeat units. .corresponding to a 2x2 array. .a 3x3 array” a 4x4 array” .3 5x5 array Col.7 In.2030, Col8 In. 1422 Fig.3, 2x2 array

Fig.3A; 3x3 array Fig.BB, Fig.3C; 4x4 array Fig.2, Fig. 3D, Fig3E; 6x6 array Fig.1), but lacks the explicit teaching ofIn which a color filterorder is GBR—RGB—BRG.
However, it would have been obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a
repetition of a 3x3 micro-cell in which a color filter order is GBR-RGB-BRG as taught by Myhrvold with the invention of Dagher, since
rearranging parts of an invention involves only routine skill in the art.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 In.44-53, CoE.6 |n.56-Col.7 ln.1, Col.7 ln.20~30, Figs.1‘3).
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Supplemental Box 

In case the space in any ofthe preceding boxesIs not sufficient.
Continuation of:

Regarding claim 4, Dagher teaches the imaging system of claim 1 (... multi—aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi—aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras of a single multi~aperture camera
[0046], Fig.1, Fig.2; it is contemplated that sensors of sub—cameras ofa single multi—aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [00493), but lacks the explicit
teaching of wherein the non-standard CFA includes a repetition of a 4x4 micro~cell in which a color filter order is
BBRR~RBBR~RRBB-BRRB.

However, Koskinen is analogous to Dagher and has wherein the non—standard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer‘type pattern... Other filter types include, by example, CYGM filters...
and RGBE filters Co|.1 ln.46~56, Fig.1; The exemplary embodiments of this invention use... sub~diflraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41~48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a pturality of different filter types to be used in any desired combinations Col.3
ln.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality ofthe receptors 00]] ln.51-55, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41-48, Col.3
ln.59-63 Fig.3).
Dagher as modified lacks includes a repetition of a 4x4 micro-cell in which a color filter order is BBRR—RBBR-RRBB-BRRB.
Myhrvold is analogous to Dagher and has includes a repetition of a 4x4 micro—cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein. .. CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44—53; FtG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (8.9.. RGBE, GYYM, CYGM, RGBW, etc.) Col.6 ln.56—Col.7 ln.1, Fig.2; Exemplary CFA patterns may include
NxN repeat units” .corresponding to a 2x2 array” .3 3x3 array. .a 4x4 array. .a 5x5 array Col.7 ln.20—30, Col8 ln. 14—22 Fig.3; 2x2 array

Fig. 3A; 3x3 array Fig3B, Fig3C; 4x4 array Fig2, Fig30, Fig3E; 6x6 array Fig 1) but lacks the explicit teaching ofIn which a color filterorder"Is BBRR—RBBR-RRBB~BRRB.

However it would have been obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a

repetition of a 4x4 micro——cellIn which a color filter orderIs BBRR—RBBR—RRBB-BRRB as taught by Myhrvold with the invention of Daghersince rearranging parts of an invention involves oniy routine skillIn the art.
The motivation for doing so woutd be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 in.4453. Col.6 ln. 56-Col.7 ln. 1 Col. 7 ln.20-30, Figs. 1--.3)
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Supplemental Box 

In case the space in any Of the preceding boxes is not sufficient.
Continuation of:

Regarding claim 5, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[0041]-[OO42], Fig.1; multi~aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras ofa single :nutti~aperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub-cameras of a single mutti—aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the non-standard CFA includes a repetition of a 6x6 micro-cell in which a color filter order is selected from the group
consisting of RBBRRB-RWRBWB—BBRBRR—RRBRBB~BWBRWR—BRRBBR,
BBGRRG-RGRBGBGBRGRBRRGBBG-BGBRGR—GRBGBR, RBBRRB-RGRBGB—BBRBRR-RRBRBBBGBRGR-BRRBBR and
RBRBRB-BGBRGR-RBRBRB~BRBRBR—RGRBGB—BRBRBR.
However, Koskinen is analogous to Dagher and has wherein the non-standard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer~type pattern... Other fitter types include, by example, CYGM filters...
and RGBE filters Col.1 ln.46-56, Figt; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41—48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality ofdifferent filter types to be used in any desired combinations 001.3
ln.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a piurality of the receptors Col.7 ”3.51435, Fig.7, Fig.9).
It would have been obvious to one of ordinary skili in the art at the time of the invention to combine wherein the non-standard CFA as
taught by Koskinen with the invention of Dagher. ,
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color fitter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Cots ln.41—48, Col.3
ln.59—63 Fig.3).
Dagher as modified tacks includes a repetition of a 6x6 micro-eel] in which a coior filter order is selected from the group consisting of
RBBRRB—RWRBWB-BBRBRR—RRBRBB-BWBRWR-BRRBBR. BBGRRG—RGRBGBGBRGRB-RRGBBG—BGBRGR-GRBGBR,
RBBRRB—RGRBGB—BBRBRR~RRBRBBBGBRGR—BRRBBR and RBRBRB—BGBRGRnRBRBRB—BRBRBR—RGRBGB~BRBRBR.
Myhrvold is analogous to Dagher and has includes a repetition of a 6x6 micro-cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein... CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44»53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (eg, RGBE, CYYiVi, CYGM, RGBW, etc.) Colfi ln.56-Col.7 ln.1, Fig.2; Exemplary CFA patterns may include
NxN repeat units... corresponding to a 2x2 array... a 3x3 array... 3 4x4 array... 3 5x5 array COL? ln.20-30, Col.8 ln.14-22, Fig.3: 2x2 array
Fig.3A; 3x3 array Fig.88, Fig.30; 4x4 array Fig.2, Fig.30, Fig.3Ev; 6x6 array Fig.1), but lacks the explicit teaching of in which a color filter
Order is selected from the group consisting of RBBRRB»RWRBWB-BBRBRR-RRBRBB-BWBRWR-BRRBBR,
BBGRRG—RGRBGBGBRGRB-RRGBBG-BGBRGR~GRBGBR, RBBRRB-RGRBGB'BBRBRR-RRBRBBBGBRGR-BRRBBR and
RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR.
However, it would have been Obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a
repetition of a 6x6 microcell'In which a color filter orderis selected from the group consisting of
RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR, BBGRRGRGRBGBGBRGRB-RRGBBG-BGBRGR—GRBGBR,
RBBRRB-RGRBGB-BBRB RR-RRBRBBBGBRGR—BRRBBR and RBRBRB~BGBRGRcRBRBRB-BRBRBR—RGRBGB-BRBRBR as taught
by Myhrvold with the invention Of Dagher, since rearranging parts of an invention involves only routine skill in therart.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NXN repeat units and not be
restricted to any particular color sensor (Myhrvold Colb‘ ln.44—53, COLB ln.56—Col.7 ln_1, Col] ln.20—30, Figs.1—3).

Claims 1~32 meet the criteria set out in PCT Article 33(4), and thus have industrial applicability because the subject matter claimed can be
made or used in industry. 
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providing first and second sets of image data corresponding to an im—
aged first and second scene respectively. The scenes at least partially
overlap in an overlap region, defining a first collection of overlap im—
age data as part of the first set of image data, and a second collection of
overlap image data as part of the second set of image data. The second
collection of overlap image data is represented as a plurality of image
data subsets such that each of the subsets is based on at least one char—

acteristic of the second collection, and each subset spans the overlap
region. A fused set of image data is produced by an image processor,
by modifying the first collection of overlap image data based on at least
a selected one of, but less than all of, the image data subsets.
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IMAGE DATA FUSION SYSTEMS AND METHODS

CROSS—REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to U.S. Provisional Patent application

No. 61/025,533, filed on 1 February 2008 and entitled MULTI—FOCAL LENGTH

IMAGE FUSION, U.S. Provisional Patent application No. 61/051,338, filed 7 May

2008 and entitled TRANSFORM DOMAIN REGISTRATION FOR IMAGE

FUSION, and U.S. Provisional Patent application No. 61/059,319, filed 6 June 2008

and entitled TRANSFORM DOMAIN REGISTRATION FOR IMAGE FUSION. All

of the above—identified applications are incorporated herein by reference in their

entiretics.

BACKGROUND

[0002] Small, digital cameras integrated into mobile electronics such as

mobile phones, personal digital assistants (“PDAs”) and music players are becoming

ubiquitous. Each year, mobile phone manufacturers add more imaging features to

their handsets, causing these mobile imaging devices to converge towards feature sets

that consumers expect from stand—alone digital still cameras. At the same time, the

size of these handsets is shrinking, making it necessary to accordingly reduce the total

size of the camera modules while still adding imaging features. Optical zoom is a

primary feature that many digital still cameras have that many mobile phones may not

have, primarily due to the severe size constraints in mobile imaging devices.

[0003] Cameras (including digital cameras) may be arranged to receive

electromagnetic radiation (such as visible light) through an aperture that can be

defined by the camera based on a number of well known techniques. For example, an

optical sub-system, including one or more lenses and/or other optical elements, may

define the aperture such that the received radiation is imaged by the optical sub-

system and a resulting image is directed towards a sensor region such as a sensor

array that includes a plurality of detectors defining a sensing surface. The sensor

region may be configured to receive the image and to generate a set of image data

based on the image. In some common applications, such as when using conventional

digital cameras to capture images, the camera may be aligned to receive

APPL-1002 / Page 115 of 383



APPL-1002 / Page 116 of 383

IO

15

2O

25

WO 2009/097552 PCT/US2009/032683

electromagnetic radiation associated with scenery having a given set of one or more

objects. In these applications the set of image data is, for example, represented as

digital image data using an electrical signal conveyed by electrical conductors or

stored using memory or other digital storage techniques. In addition, the set of image

data can be processed using a number of known image processing techniques.

[0004] In the context of the present disclosure, “zoom” may be understood

as a capability to provide different magnifications of the same scene and/or object by

changing the focal length of an optical system, with a higher “level of zoom” being

associated herein with greater magnification and a lower level of zoom being

associated with lower magnification. In typical film-based cameras, as well as in

conventional digital cameras, optical zoom can be accomplished with multiple lens

groups that are moved along an optical axis of an imaging system for defining a range

of different lens configurations. For any given configuration, the position of the lens

groups determines a focal length specific to that configuration. Based on well known

techniques, camera users can adjustably control the positioning of the lens groups for

selecting a specific level of zoom. At any specific level of zoom associated with a

selected focal length of a camera’s optical sub-assembly, an image represents a

portion of a given scene based in part on the field of view defined by the lens system.

For example, an image plane can be defined by the camera’s sensor region (such as a

sensor array), and the resulting image represents a field of view consistent with (i) a

shape and transverse extent of the sensor region’s sensing surface, and (ii) the selected

focal length. For a given camera, there is a tradeoff between zoom and field of View

such that camera settings exhibiting longer focal lengths generally tend to result in a

greater level of zoom in conjunction with correspondingly narrower field of View.

Conversely, camera settings exhibiting comparatively shorter focal lengths tend to

result in a lower level of zoom in conjunction with a wider field of view.

[0005] Certain film-based cameras and digital cameras utilize a fixed

focus imaging system, and these cameras generally do not feature adjustable optical

zoom. Fixed focus imaging systems are especially common in PDAs. The high

complexity, cost and decreased durability typically associated with moveable lenses

(e. g., in cameras having optical zoom) limit their use in inexpensive camera modules

such as mobile phone camera modules and other low cost modules. Film based
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cameras with fixed focus imaging systems generally offer no means for the user to

adjust the degree of magnification while preparing to take a picture. On the other

hand, digital cameras having fixed optical focus can incorporate digital zoom to allow

the user to control the level of zoom before and/or after capturing the image by

generating a corresponding set of image data. For example, digital zoom can utilize

computer-processed cropping followed by signal upsampling and data interpolation of

the cropped image to convert the cropped image to the original display size. As a

result, however, the resolution of the cropped, final image is decreased and the image

quality suffers.

SUMMARY .,._

[0006] The following embodiments and aspects thereof are described and

illustrated in conjunction with systems, tools and methods, which are meant to be

exemplary and illustrative, not limiting in scope. In various embodiments, one or

more problems and/or limitations associated with the above-described systems and

methods have been addressed, while other embodiments are directed to other

improvements.

[0007] In an embodiment, an imaging method utilizes a multi-aperture

imaging system for producing a fused set of image data. This method may include

providing a multi—aperture camera having first and second sub-cameras including a

first sub-camera, having imaging optics defining a first aperture, with the first camera

configured for imaging a first scene through the first aperture and for generating a

first set of image data corresponding to the imaged first scene. A second camera may

be provided, having imaging optics defining a second aperture, and the second sub—

camera may be configured for imaging a second scene through the second aperture

and for generating a second set of image data corresponding to the imaged second

scene. The second sub-camera can be aligned such that the second scene at least

partially overlaps the first scene in an overlap region that defines (i) a first collection

of overlap image data as part of the first set of image data for the imaged first scene

and (ii) an at least generally corresponding, second collection of overlap image data as

part of the second set of image data for the imaged second scene. The second

collection of overlap image data of the second scene may be represented as a plurality
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of image data subsets based on at least one associated characteristic of the second

collection of overlap image data, such that each subset is superimposed across the

overlap region. A fused set of image data can be produced from the first set of image

data by changing the first collection of overlap image data in the overlap region of the

first scene based on at least a selected one of, but less than all of the image data

subsets.

[0008] In one aspect, representing the second collection of overlap image

data may include configuring the plurality of image data subsets such that each subset

is based on a different characteristic as compared to the characteristic associated with

any one of the other subsets.

[0009] In another aspect, the first collection of overlap image data may

include a first collection of luminance data, and the selected one of the image data

subsets may be a luminance channel (of luminance data) based on luminance as the

characteristic of the second collection of overlap image data, and changing of the first

collection of overlap image data may include combining the first and second

collections of luminance data, Airangin g of the second sub-camera may include

supplying the second sub—camera as a grayscale camera for providing the luminance

channel as being composed of grayscale scaled image data.

[0010] In yet another aspect, representing the second collection of overlap

image data may include filtering the second collection of overlap image data such that

the selected image data subset is composed of filtered data, and filtering the second

collection of overlap image data may include applying convolution filtering to the

second collection of overlap image data such that the selected image data subset is

influenced by the convolution filtering. Furthermore, representing the second

collection of overlap image data may include scaling the second collection of overlap

image data such that the selected image data subset is composed of scaled data.

[0011] In an additional aspect, the second collection of overlap image data

may include intensity information, and scaling the second collection of overlap image

data may include changing at least some of the intensity information. In this case

scaling the second collection of overlap image data includes applying a gain for

causing the changing of the intensity information.
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[0012] In another aspect, representing the second collection of overlap

image data may include transforming at least some of the second collection of overlap

image data such that the characteristic of the second collection of overlap image data

is represented in a transform domain, and the selected image data subset is composed

of transformed data.

[0013] In a particular aspect, configuring the first sub-camera may include

establishing a first focal length for the first sub-camera, and configuring the second

camera may include establishing a second focal length for the second camera. The

second focal length may be different than the first focal length such that the second

camera exhibits a different field of View as compared to the first camera. Configuring

the first camera may include providing a first sensing surface that has a first shape,

with the first shape being characterized by a first transverse Width. The first sensing

surface may be oriented for receiving the imaged first scene to cause the generating of

the first set of image data. In this particular aspect, configuring the second camera

may include providing a second sensing surface that has a second shape that matches

the first shape and has a transverse Width that matches the first transverse width, and

the second sensing surface may be oriented for receiving the imaged second scene to

cause the generating of the first set of image data. Establishing the first focal length

may cause the first set of image data to exhibit a first level of zoom with respect to the

first scene, and establishing the second focal length may cause the second set of data

to exhibit a second level of zoom with respect to the second scene, and the first level

of zoom may be greater than the first level of zoom. In some instances, imaging of

the first scene may causes the first set of image data to have a first angular frequency

based at least in part on the first focal length, and the imaging of the second scene

may cause the second collection of overlap data to have a second angular frequency

based at least in part on the second focal length, such that the second angular

frequency is higher than the first angular frequency. In this particular aspect,

generating the first set of image data may include initially producing an initial set of

image data and then producing the first set of image data from the initial set of image

data by upsampling the initial set of image data for increasing the angular frequency

of the first set of image data, as compared to the initial image data, to a target angular

frequency such that the first set of image data is upsamplcd image data. The initial set
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of image data may include a group of initial data points, and the upsampling may

cause the first set of image data to include (i) the group of initial data points and (ii)

an additional number of data points. The upsampling of the initial set of image data

may further include interpolating between the initial data points for assigning values

for each of the additional of data points. Furthermore, the upsampling can include

matching the increased angular frequency to the second angular frequency such that

the target angular frequency of the first set of image data is at least approximately

equal to the second angular frequency.

[0014] In one embodiment, the first sub—camera may be configured with a

first sensor region having a first sensing surface, and the first sensor region may be

aligned such that the imaging of the first scene includes projecting an image of the

first scene through the first aperture and onto the first sensing surface such that the

first sensor region causes the generating of the first set of image data. In this

example, the second sub—camera may be furnished with a second sensor region having

a second sensing surface, and the second sensor region may be aligned Such that the

imaging of the second scene includes projecting an image of the second scene through

the second aperture and onto the second sensing surface such that the second sensor

region causes the generating of the second set of image data. In one aspect of this

embodiment, the first sensing surface may have a first shape defined by a first surface

area and the second sensing surface may have a second shape that at least generally

matches the first shape, and the second surface may have a second surface area that is

at least approximately equal to the first surface area. It is noted that the first sensor

region and the second sensor region may each be a part of a single image sensor.

[0015] In another aspect of this embodiment, the first collection of overlap

image data may initially be represented based on first, second and third data channels,

and changing the first collection of overlap image data may include converting the

first collection of overlap image data, as represented by the first second and third data

eharmels, to represent the first collection of overlap image data based on a different

set of three data channels. For example, the first, second, and third channels may be

R, G and B channels, respectively, and the different set of data channels may be Y, U

and V channels.
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[0016] In yet another aspect of this embodiment, the second collection of

overlap image data may be initially based on first, second, and third channels, and

representing the fused set of overlap image data may further include converting the

second collection of overlap image data (as represented by the first, second, and third

channels) to represent the second collection of overlap data based on a different set of

three channels. Each of the different channels may serve as one of the plurality of

image data subsets. For example, the three data channels may be R, G, and B

channels, and the different set of data channels may be Y, U and V channels, and the

Y channel may serve as the selected subset of overlap image data.

[0017] In an aspect, generating the first set of image data may include

initially producing a set of initial image data and then producing the first set of image

data from the initial image data by applying a first forward transformation to at least a

portion of the initial image data such that the first set of image data may be

transformed data in a transform domain such that the first set of image data least

generally represents, in the transform domain, at least some of the portion of the

initial image data, and representing the second collection of overlap image data may

include applying a second forward transformation to at least some of the second set of

image data such that the characteristic of the second collection of image data is

represented in the transform domain, and at least the selected image data subset is

composed of transformed data. Changing the first collection of overlap image data

may include merging the selected-one of the image data subsets with the first

collection of overlap image data in the transform domain to generate a merged data

set in the transform domain, and producing the fused set of image data may include

converting the merged data set from the transfonn domain by applying thereto at least

one of (i) a reverse transformation and (ii) an inverse transformation.

[0018] In an additional aspect, producing the fused set of image data

further may include identifying at least one spatial feature that is present at a feature

position within the first collection of overlap image data of the first set of image data,

searching for a related representation of at least one identified spatial feature (in the

selected image data subset) such that each related representation at least

approximately corresponds to one of the identified features, and (for at least a selected

one of the related representations that is located in the selected image data subset
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based on the searching) registering the selected related representation as being

associated with the feature position of the corresponding identified feature. In this

additional aspect, changing the first collection of overlap image data may include

modifying each identified spatial feature based on the corresponding related

representation of that feature. It is noted that the related representation may have a

related feature position within the selected image data subset, and searching for the

related representation can include finding a spatial shift between the related feature

position and the feature position. It is further noted that finding the spatial shift may

include determining that the spatial shift is non-zero and is caused by parallax

between the first and second sub—cameras.

[0019] The additional aspect may include (i) defining a reference block

overlying the feature position and having a shape that overlies a reference portion of

the first collection of overlap image data such that the reference portion of image data

at least represents the spatial feature, (ii) defining a search region Within the selected

image data subset, and (iii) designating a plurality of candidate blocks within the

search region, each of which candidate blocks overlies an associated portion of the

selected image data subset at a candidate position therein. In some instances the

searching may include determining a degree of correspondence between (i) the

reference portion of data overlaid by the reference block and (ii) the portion of data

associated with each of the plurality of candidate blocks, and in this instance one

candidate block may be selected based on the degree of correspondence, such that the

selected candidate block exhibits the highest degree of correspondence as compared

to the other candidate blocks. Registering the selected related representation may

include associating the candidate position of the selected candidate block with the

feature position, and modifying of the spatial feature may include include changing

the reference portion of data based on at least some of the portion of data associated

with the selected candidate block. Designating the plurality of candidate blocks may

include defining a first candidate block as a specific one of the plurality of candidate

blocks, and a second candidate block as a different one of the plurality of candidate

blocks, such that the first and second candidate blocks partially overlap one another.

[0020] In addition to the exemplary aspects and embodiments described

above, further aspects and embodiments will become apparent by reference to the
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drawings and by study of the following descriptions. In addition to the exemplary

aspects and embodiments described above, further aspects and embodiments will

become apparent by reference to the drawings and by study of the following

descriptions.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] Exemplary embodiments are illustrated in referenced figures of the

drawings. It is intended that the embodiments and figures disclosed herein are to be

illustrative rather than limiting.

[0022] FIG. 1 is a schematic view illustrating fusion of image data from

two sources.

[0023] FIG. 2A is a diagrammatic view of one embodiment of an optical

design for a multi—aperture camera.

[0024] FIG. 2B is a diagrammatic view of another embodiment of an

optical design for a multi—aperture camera.

[0025] FIG. 3 is a block diagram illustrating a multi—aperture imaging

system.

[0026] FIG. 4 is a block diagram illustrating one embodiment of a process

for creating full—size images from a multi—aperture camera that shares a single sensor.

[0027] FIG. 5 is an exemplary plot illustrating the differences in angular

frequency information contained in the images produced from optical sub—systems

having different focal lengths, but the same f—number.

[0028] FIG. 6 is a series of exemplary plots, shown here to illustrate how

differences in angular frequency information from images produced from sub—

cameras having different focal lengths can be exploited in fusing the images.

[0029] FIG. 7 is a combination block diagram and flow chart illustrating

optional embodiments of the methods for processing and fusing images from a multi-

aperture camera.

[0030] FIG. 8 is a combination block diagram and flow chart illustrating

other embodiments of methods for processing and fusing images from a multi—

aperture camera.
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[0031] FIG. 9 is a combination block diagram and flow chart illustrating

another embodiment for processing and fusing images from a multi-aperture camera.

[0032] FIG. 10 is a diagramatic View ofa two—dimensional sensor array

for use in one embodiment of a multi—aperture camera.

[0033] FIG. 11 illustrates one embodiment of a process for registering and

fusing image data produced by grayscale and color sub—cameras in a multi—aperture

03111613.

[0034] FIG. 12 illustrates one embodiment of a process for registering

image data produced by grayscale and color sub-cameras in a multi—aperture camera,

in an embodiment.

[0035] FIG. 13 illustrates one embodiment of a process for fusing

registered image data produced by grayscale and color sub—cameras in a multi-

aperture camera, in another embodiment.

[0036] FIG. 14 is a contour plot illustrating the amount of parallax present

between objects imaged by grayscale and color sub-cameras in one embodiment of a

multi—aperture camera.

[0037] FIG. 15 is a plot comparing cross-sectional intensity changes for

grayscale and color sub—cameras in one embodiment of a multi-aperture camera.

[0038] FIG. 16 is a plot comparing cross—sectional contrast changes for

grayscale and color sub—cameras in one embodiment of a multi—aperture camera, in an

embodiment.

[0039] FIG. 17 shows line plots of a cross—section through a dark to bright

transition region, in a luminance channel of a color image produced by a color sub—

camera before image fusion.

DETAILED DESCRIPTION OF THE DRAWINGS

[0040] The following description is presented to enable one of ordinary

skill in the art to make and use the embodiments herein, and is provided in the context

of a patent application and its requirements. Various modifications to the described

embodiments will be readily apparent to those skilled in the art and the principles

herein may be applied to other embodiments. Thus, the present disclosure is not
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intended to be limited to the embodiments shown but is to be accorded the widest

scope consistent with the principles and features described herein.

[0041] Certain embodiments described in this disclosure address issues

that affect currently available systems by providing multi—aperture camera systems

with the imaging characteristics approaching those of optical zoom and a size profile

similar to fixed focus systems. ln addition to combinations of optical and electronic

components, this disclosure provides methods for fusing images having different

optical characteristics.

[0042] The use of multi-aperture digital camera systems provides

advantages over certain optical zoom systems (e. g., smaller module height,‘lower

cost, elimination of moving parts) and over strictly digital zoom systems (e.g, better

image quality, as quantified by, for example, image resolution).

[0043] A first digital camera, for example, operated by a first

photographer, exhibits a specific fixed focal length, and the focal length influences an

overall field of View that is consistent with a given level of zoom of the first digital

camera. For example, the first digital camera is hand-held by the first photographer

and hand-aligned in a direction suitable for imaging a set of objects that is centered on

a tree (as a first object) and includes a person (as a second object) sitting at a picnic

table (as a third object) The field of view of the first digital camera can be of

sufficient transverse extent such that the imaged scene includes all three obj ects, each

in their entirety, in a way that is consistent at least with (i) the directional orientation

of the camera, (ii) a given spacing from the camera to the tree, and (iii) the level of

zoom of the camera. The first photographer can select a fixed focal length camera

having a sufficiently “wide” angle lens (i.e., corresponding to a low degree of zoom)

such that all three objects can be simultaneously imaged. Alternatively, the first

photographer can intentionally place herself at a sclcctcd distance from the objects in

order to achieve the desired result of having all three objects within the field of View

of the camera. As described immediately above, the level of zoom of the camera is

determined in part by the focal length of the camera, with the resulting field of View

being determined by other factors such as a physical size of a sensor array (such as a

charge—coupled device, or “CCD” array) utilized by and associated with the camera.
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In this example, the first digital camera produces a first set of image data

corresponding to the imaged scene.

[0044] Continuing with the above example, a second photographer can

stand next to the first photographer, and hold a fixed focal length compact digital

camera that is aligned in approximately the same direction as the first photographer’s

camera. The second photographer in this example might be particularly interested in

the tree, and may therefore elect to utilize a digital zoom feature to digitally adjust the

level of zoom such that only the tree (the first object in the scene) is captured, while

the rest of the scene is cropped. In this example, the compact digital camera. produces

a second set of image data corresponding to the tree. While the second set of image

data (captured by the second photographer) corresponds to the same tree that is

imaged in a corresponding portion of the first set of image data, and therefore can be

considered as representing a part of the same scene imaged by the first set of image

data, for purposes of this disclosure, the second set of image data is regarded as

representing a second scene that overlaps the first scene.

[0045] Throughout this disclosure, the terms “image” and “digital signal”

are used interchangeably when referring to signal processing. For example, those

skilled in the art will recognize that the term “image processing” is Often used

interchangeably with “digital signal processing” or, more simply, “signal processing”.

[0046] Turning now to the figures, wherein like reference numbers are

used hereinafter to refer to like components whenever possible throughout the various

figures, FIG. 1 is a schematic View illustrating fusion of image data from two sources.

A scene 5 is imaged by two cameras 10 and 12 that image fields of view 20 and 22,

respectively, producing first and second sets of image data 30 and 32, respectively. In

embodiments herein, cameras 10 and 12 may be physically separate devices, as shown

in FIG. 1, or may be sub-cameras of a single multi—aperturc camera, as discussed

below in connection with FIG. 2A and 28. First and second sets of image data 30 and

32 overlap in an overlap region 40. In anembodiment, data from first and second sets

of image data 30 and 32 are utilized to generate a fused set of image data 45. Fused

set of imaged data 45 may span overlap region 40, as shown in FIG. 1, or may extend

beyond overlap region 40 to the extent of either first and second sets of image data 30

and 32, as will be discussed below.
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[0047] FIG. 2A illustrates a simplified diagrammatic representation of an

exemplary multi-aperture zoom camera 95 that includes two sub—cameras. Each sub—

camera includes an optical sub—system (represented by boxes 1 10 and 120 in FIG. 2A)

in optical communication with a detector, or sensor region, 100 or a portion of image

sensor region 100 along a respective optical axis (102, 103). The optical sub—systems

may include one or more optical elements such as lenses, but also may include

spacers and elements without optical power.

[0048] In the embodiment of a multi—aperture camera illustrated in FIG.

2A, each of optical sub—systems 1 10 and 120 may have a different focal length, but

the same f—number, and each optical sub—system may image a scene and project an

image onto a portion (such as approximately one half) of sensor region 100 for

generating a corresponding set of image data corresponding to each scene. Sensor

region 100 in this exemplary embodiment may be provided, for instance, as a

complementary metal oxide semiconductor (“CMOS”) sensor, a CCD array or any

other analog or digital array of sensors or sensor media capable of receiving image

information from two or more optical sub—systems. While sensor region 100 is

illustrated in FIG. 2A as one continuous part or component, there is no requirement

for this to be the case, as will be described below. In the exemplified illustration in

FIG. 2, each optical sub-system may have a different focal length resulting in

different fields of View; there is a “wide” sub—camera 120 having aperture 107 and a

“tele” or “zoom” sub-camera 110 having aperture 105.

[0049] In the embodiment of FIG. 2A, it is convenient for illustrative

purposes to consider an image sensor that is a two—dimensional array of individual

sensing pixels, with a total of about 3 megapixels in the entire array. In a two—

aperture system such as the one shown in FIG. 2, each half of the image sensor used

by each of the optical sub—systems might include about 1.5 megapixels. It is

contemplated that sensors of sub-cameras of a single multi—aperture camera may be

shared in any manner; that is, pixels thereof may be (1) in separate sensor chips with

images focused thereon by a single optical system or by separate optical subsystems,

(2) blocks of pixels adjacent one another in a single sensor chip, or (3) interleaved in

any manner within a single sensor chip. Similarly, sensors (and/or pixels thereof) of
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separate cameras that provide image data for embodiments herein are not limited to

having identical shapes or sizes.

[0050] Attention is now turned to FIG. 2B with continuing reference to

FIG. 2A. FIG. 2B illustrates another embodiment of multi—aperture camera 95,

having a sensor region configured as two separate sensors 130 and 140 respectively.

In FIG. 2B first sub—camera 150 is indicated with a coarse dashed line and second

sub-camera 160 is indicated with a fine dashed line. First sub—camera 150 includes

optical sub—system 1 10 configured to image a first scene through first aperture 105

and first sensor 130 may receive the resulting image for generating therefrom a first

set of image data (represented by an arrow 30]) corresponding to the imaged first

scene. Second sub-camera 160 includes second optical sub-system 120 configured to

image a second scene through second aperture 107 and second sensor 140 may

receive the resulting second image for generating therefrom a second set of image

data (represented by an arrow 302) corresponding to the imaged second scene. First

and second sub-cameras 150 and 160 are therefore disclosed as a way to generate

image data from two sub—cameras. Certain embodiments hcrcin may require that one

or the other of sub—cameras 150 and 160 have certain relative focal lengths (e. g., tclc

or wide) or imaging capabilities (e.g,. grayscale or color image data); it is not

intended that such requirements remain fixed to one sub—camera or the other

throughout the present disclosure. Also, it is recognized herein that the first and

second optical sub-systems each may include one or more optical elements such as,

but not limited to, refractive elements, diffractive elements, apertures, phase

modifying elements and spacers, and that the first and second optical sub—systems

may be identical to each other, may have different optical or physical characteristics,

and may or may not be physically adjacent to one another as shown in FIGS. 2A and

2B.

[0051} Aperture 105 and optical sub—system 1 10 may be configured, for

example, such that first sub-camera 150 has a wider field of view as compared to

second sub—camera 160. In other words, first sub—camera 150 serves as a wide sub-

camera having a field of View that is wider as compared to that of second sub—camera

160. Furthermore, second sub—camera 160 may serve as a “tele” sub-camera having a

higher level of zoom as compared to first sub—camera 150.
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[0052] As described above, the first and second sub—cameras in the present

example may be oriented in a direction that is approximately the same for both the

first and second cameras, as indicated by optical axes 102 and 103, respectively. As a

result, the first and second scenes may overlap one another such that overlapping

portions of the two scenes may simultaneously represent a similar image, albeit from

two slightly different views. This causes the first and second image data sets to

include subsets of data that are to be considered as overlapping one another, as will be

discussed in greater detail below.

[0053] Attention is now turned to FIG. 3 with ongoing reference to FIG.

2B. FIG. 3 illustrates an embodiment of a multi—aperture imaging system 164. Multi

aperture camera 100 provides first and second sets of image data 301 and 302 to a

processor 166 which may, for example, be configured for combining or “fusing” the

image data sets as will be described hereinafter, and fused image data 350 may then

be provided to an image output device 167. It is noted that one or both of processor

166 and output device 167 may be arranged integrally with the multi—aperture camera,

in a manner that is analogous to conventional digital cameras having integral

processors and displays. In another example, one or both of processor 166 and output

device 167 may be arranged externally to the given multi—aperture camera. ln either

arrangement, processor 167 is configured for receiving image data from multi—

aperture camera 100, and image output device 167 is configured for receiving

processed image data from processor 166. As described above, and based on well

known techniques, image data may be represented and/or conveyed using one or both

of (i) electrical signals (wirelessly or by electrical conductors) and (ii) memory or

other digital storage techniques.

[0054] FIG. 4 schematically illustrates operation of a system 170 for

processing first and second sets of image data generated by first and second sub—

cameras ofa multi—aperture camera (e.g., sub—cameras 150 and 160 of FIG. 2A and

FIG. 2B). First and second sensor regions 17] and 172 respectively, associated with

first and second sub—cameras 150 and 160 respectively, each have N/2 pixels such that

the multi-aperture camera has a total of N pixels. In some instances, a user of the

multi-aperture camera may desire that a final image size have a total of N pixels. For

example, a multi—aperture camera may include first and second sensor regions,
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associated with the first and second sub—cameras, that each have 1.5 megapixels, such

that the overall sensor region of the multi-aperture camera is 3 megapixels. In another

example, a user of the multi—aperture camera may desire that a final image size (tele

or wide) correspond to the original 3 megapixel sensor size. FIG. 4 represents one

way to accomplish this by applying 2—dimensional upsampling and interpolation to

the first and second sets of image data (for example digital signals) associated with

the first and second sub-cameras. Upsampling is a process of increasing the sampling

frequency of a digital signal and creates new data points in the signal. Interpolation

calculates the values for the created data points. A first set of image data 173, having

N/2 pixels, is upsampled and interpolated to provide a first upsampled and

interpolated set 174, and a second set of image data 175 having N/2 pixels, is

upsampled and interpolated to provide a second upsampled and interpolated set 176.

Importantly, the newly created data points did not exist in the original digital signal

and as a consequence, upsampling and interpolation generally results in some level of

degradation in image quality. Methods of upsampling and interpolation include, but

are not limited to, linear interpolation, polynomial interpolation, spline interpolation,

bilinear interpolation, bieubic interpolation, and wavelet interpolation. In cases where

a higher level of image quality is desired by the multi-aperture camera user, it is

possible to combine, or fuse, the data contained in two or more of the images recorded

in the multi—aperture camera to create a single, foveated high resolution image. These

fused images will have regions of higher resolution and may be combined with other

upsampling and interpolation techniques to create a high quality image.

[0055] FIG. 5 shows a plot 180 that illustrates differences in angular

frequency information present in images having different fields of views, but identical

image sensor sizes. For simplicity, the plot applies with respect to image data values

lying along one—dimension only of a given image sensor and/or sensing region. Those

skilled in the art will recognize that this discussion may be adapted to apply to the

two-dimensional sensor systems described herein.

[0056] Well known principles of sampling theory dictate that for a

detector with ‘n’ pixels, the sampling frequency (fs) of the detector is

fs = n/FOV ,

1 6
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where FOV is the field of view, in degrees. This yields a Nyquist sampling frequency

of:

Nyquist = fs/2

in cycles/degree. Optical systems generally cannot distinguish frequencies above the

Nyquist limit. As depicted in FIGS. 2A and 2B, the wide and tele optical sub-systems

may be configured such that the image captured by the tele system corresponds to, or

overlaps with, some portion of the image captured by the wide optical sub-system.

This will be referred to as the “overlap region”. For the multi—aperture cameras

illustrated in FIGS. 2A and 28, the “wide” optical sub-system may have, for example,

a field of View of 60 degrees. As an example, given a 1024 pixel sampling (in one

dimension), the “wide” Nyquist frequency is 8.5 cycles/degree. The “tele” optical

sub-system in FIGS. 2A and 2B uses the same number of pixels as the wide optical

sub—system, but has a field of View, for example, of 30 degrees, yielding a “tele”

Nyquist frequency of 17 cycles/degree. In the embodiments in FIG. 2A and 1B, the

tele optical sub—system may create an image with a field of View that substantially

overlaps the central portion of the Wide image, defining an overlap region over which

the second scene (imaged by the second sub-camera) substantially overlaps the first

scene (imaged by the first sub-camera). With regard to this overlap region, a

corresponding collection of the first set ofimage data is considered as a first

collection of overlap image data, and a corresponding collection of the second set of

image data is to be considered herein as a second collection of overlap image data. In

other words, the first collection of overlap image data (from the first sub-camera)

overlaps the second collection of overlap image data (from the second sub—camera).

In a particular example depicted graphically by FIG. 5 the wide Signal only includes

frequency data below 8.5 cycles/degree (a region 200 in FIG. 4) and the tele image

contains frequency data from O to 17 cycles/degree for the overlap region. That is, the

tele image contains high frequency data that was not captured by the Wide sub—camera

(cg, between 8.5 and 17 cycles/degree). A shaded region 210 represents the high

frequency data captured by the tele optical sub—system.

[0057] FIG. 6 shows a series of three plots 192, 194 and 196, vertically

aligned with one another and generally indicated by reference number 190, that

illustrate certain principles underlying one embodiment of a method of image fusion.
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As illustrated in FIG. 6, a first set of image data (for example a digital signal)

generated by a wide optical sub—system (e.g., a “wide image”) may be upsampled (for

example as described with reference to FIG. 4) to match an angular sampling

frequency of a tele digital signal obtained from a tele optical sub-system (e. g., a “tele

image”) such that each of the images has the same, or nearly the same, effective

Nyquist frequency. The upsampled first set of image data 191 is represented in first

plot 192, and the second set ofimage data 193 is represented in second plot 194. It is

noted that second set of image data 193 has been hi gh-pass filtered, as will be

described in greater detail below. Upsampling the first set of image data to create first

set of image data 191 effectively doubles a number of points in the wide image

without changing its field of view, but it also leaves a “gap” in the frequency domain

between a detected Nyquist frequency and an upsampled Nyquist frequency of the

image data (in this example, from 8.5 to 17 cycles per degree). This gap can be filled

by calculated data (e.g., interpolation, as previously described with reference to FIG.

3), but if the region of overlap between the fields of view of the tele and wide images

is known, or can be determined by image registration techniques, high—frequency

information captured by the tele image may be added back into the upsampled wide

image at that overlap region. In other words, the high frequency tele data may be

used to fill the ‘ gap’ created by upsampling the wide image, at the overlap region.

This results in a fused, foveated image of high resolution, represented in FIG. 6 by

fused data set 195, shown in third plot 196 that includes both first set of image data

191 and second set of image data 193. In the event that the upsampling of the first set

of image data results in an angular frequency that does not exactly match the angular

frequency of the tele signal, additional blending steps may be utilized as part of, or in

addition to, the fusion of tele image data with Wide image data, to improve image

quality of fused data set 195.

[0058] FIG. 7 illustrates details of one embodiment of the process ofFIG.

6. In FIG. 7, a first set ofimage data 300 (e.g., a wide image) is upsampled and

interpolated to form a target image 310. A second set of image data 320 (e. g., a tele

image) is centered and blended into target image 310. As described previously with

reference to FIGS. 2A and 28, the first and second sub—cameras in the present

example may be oriented in a direction that is approximately the same for both the
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first and second cameras, as indicated by axes l02 and l03, respectively. As a result,

the first and second scenes, imaged by the first and second cameras and represented

by the first and second sets of image data, may overlap with one another such that

overlapping portions of the two scenes may simultaneously represent a similar

physical source of scenery, albeit from two slightly different views. As described

previously, this may cause the first and second image data sets to include collections

of data that are to be considered as overlapping one another, as will be discussed in

greater detail immediately hereinafter.

[0059] FIG. 7 illustrates a particular example wherein a multi—aperture

camera is configured such that the second sub—camera (e.g., sub—camera 160, FIG.

2A) having a higher level of zoom as compared to the first sub-camera) is aligned

with the first sub-camera (e. g., sub—camera 150) in an orientation that causes the

second scene (imaged by the second camera) to be at least approximately centered

within the first scene (imaged by the first camera). One result of this arrangement is

that a second set of image data overlaps a first collection of overlap data that is

centered within the first set of image data. In this particular arrangement, as depicted

in FIG. 7, the second set of image data is entirely overlapped by the first set of image

data, and the entire second set of image data serves as the second set of overlap image

data.

[0060] In one embodiment (Option A # indicated in FIG. 7 by a circled

letter “‘A”), a blend procedure may include changing a first set of overlap image data

by directly replacing data from an upsampled wide image with low and high

frequency data from a tele image. Alternatively, the low frequency data from the tele

and wide images may be averaged as part of the center and blend step, and the high

frequency data (obtained after interpolation of the wide image) is replaced with data

from the tele image. In another embodiment, indicated by Option B (indicated in

FIG. 7 by a circled letter “B”), a high—pass filter 315 is optionally applied to the signal

from the tele image prior to the steps of centering and blending, to remove low

frequency data. High—pass filters, suitable for use as high—pass filter 315 in the

process illustrated in FIG. 6, may include convolution filters such as finite impulse

response (FIR) filters and infinite impulse response (IIR) filters, among others.

Removing low frequency data already present in an overlap region 312 of the wide

1
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image, from the tele image, allows faster, less computationally intense fusion of the

two images.

[0061] As mentioned previously, a tele image may not correspond to the

exact image center of a wide image, or that the tele image may only partially overlap

with the wide image. For example, mechanical alignment between axes of a first

camera and a second camera (e.g., axes 102 and 103, FIG. ZB) may be of limited

precision, and the mechanical alignment may result in a spatial shift between the first

and second scenes such that the second scene is not perfectly centered within the first

scene. Therefore, it may be necessary to compensate for the spatial shift using signal

processing techniques to register the two images prior to fusion. Image registration

techniques, to be described in detail at appropriate points hereinafter include, but are

not limited to: identification and alignment of center pixels for the two images to be

registered; mapping features (e.g., lines, curves, boundaries, points, line intersections,

and others) in one image to features in a second image; image similarity methods;

search-based methods; spatial—domain methods (using control points); and frequency

domain methods (e.g., phase correlation).

[0062] In certain of the image fusion processes presented herein, a

resulting image is either a full—size wide image or a full—size tele image, produced

using upsampling/interpolation of the original tele image. The term “full-size,” in the

case Where sub-cameras in a multi-aperture camera share a single sensor, means that a

resulting image size corresponds to an image that would be produced using

substantially all of the pixels available on the sensor, were it not shared. This does

not preclude a user from choosing an intermediate level of zoom between wide and

tele fields of View. Further cropping and re—sampling of target image 310, for

example, allows the user to choose any level of zoom and to utilize the multi—aperture

camera as a continuous zoom camera.

[0063] FIG. 8 illustrates an embodiment ofa process 332 for fusing tele

and wide images. It relies on the principles described above with reference to FIG. 7,

but also takes advantage of the human eye’s increased sensitivity to luminance over

chrominance with respect to blending of overlap regions of wide and tele images

represented by first and second sets of image data, respectively. Using only

luminance data allows for adecrease in computational demands for signal processing
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and fusion algorithms, and may reduce susceptibility to color effects (e.g., color

aliasing) at edges. Image sensors often utilize a Red-Green—Blue (“RGB”) color filter

array (“CFA”), such as a Bayer pattern CFA, for representing a given set ofimage

data as a group using three data subsets corresponding to red, green and blue. There

are a number of other available techniques for representing image data as a plurality

of image data subsets, and it is often possible to apply well established techniques to

convert image data from one representation to another. As one example, in the

embodiment exemplified in FIG. 8, both the tele and the wide images are converted

from RGB to YUV in a conversion procedure 334. The YUV model defines a set of

image data in terms of one luminance (Y) channel and two ehrominance channels (U,

V), and these channels may each be regarded as subsets of a given set of image data.

Then, as in previous examples, the wide image data is upsampled and interpolated in

an upsampling procedure 336. The step of upsampling/interpolating data from the

wide image may occur before or after conversion of RGB to YUV. Data from the Y

channel (luminance) of a tele sub—camera may be optionally high—pass filtered (i.e.,

option B, as indicated by filtering procedure 315, FIG. 8 ), as described previously.

The resulting high frequency luminance data from the tele image is fused With the low

frequency luminance data from the wide image, also as described previously.

Optionally, as part of signal processing of the second set of image data, a gain

procedure 340 may also be applied to the high frequency data extracted from the tele

image prior to fusion with the low frequency data from the wide image. This process

is a form of an unsharp mask process. Finally, ehrominance data from the Wide image

may be returned to form a final, blended image. Alternatively, because ehrominance

data has been discarded from the tele sub—camera in this embodiment, the tele sub—

camera may utilize an image sensor that does not have a color filter array. This

allows the tele optical sub—system to utilize its entire sensor area to collect luminance

data, resulting in even higher image resolution in the overlap region of the fused

image. In the example presented above, and as indicated in FIG. 8, ehrominance data

from the U and V channels (ehrominance data), as part of a second set of image data

(e. g., the tele image) are discarded as redundant to the U and V data obtained from the

wide image. In another embodiment, however, data from the tele U and V channels

may be averaged with the U and V data from the wide image to reduce noise.
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[0064] It is noted that high and/or low pass filtering ofa given set of

image is considered herein as one way of at least approximately representing the

given set of image data based on one or more image data subsets, since applying

filtering procedures to the given data set may be regarded as a procedure for dividing

the data into different subsets of image data. For example, applying a high pass filter

to the given set of image data produces filtered data that may be considered as a

subset of the image data, since the filtered data corresponds to the given set of image

data and represents only a filtered subset thereof Also, for a given overlap region

represented by at least two sets of overlap image data, the tele image captures both

high and low frequency information for that region while the wide image captures

only low frequency information. As will be described immediately hereinafter, the

unsharp mask process described above can be accomplished using much less

computational power by treating the wide image data as a low-pass subset of the tele

image data.

[0065] FIG. 9 schematically illustrates yet another embodiment of a

method 338 for image fusion. In method 338, high pass filtering is provided by

subtraction of the original wide image signal (discarding interpolated high frequency

data) from a tele image signal, after registration at a region of overlap. It is noted that

method 338 may be performed in a way that produces results that are substantially the

same as those or method 332, FIG. 7 (e.g., applying a high-pass filter to the tele image

signal). However, method 338 may be performed without using a computational

filtering operation. Method 338 includes what is referred to herein as an “optical—

digital high—pass filter.” Again, a step of applying a gain 340 to a filtered Signal is

optional. Based on known digital processing techniques, this subtraction operation

may be used in conjunction with the gain operation to optionally replace the high—pass

filtering step described above and as illustrated in FIG. 8 when, for example, access to

computational power is limited. For example, a subtraction operation requires far less

computational power, pixel for pixel, than, for example, applying a 7 X 7 convolution

filter that requires 49 multiplications and 48 additions for each pixel in the overlap

region. Process 338 may be thought of as an optical—digital high-pass filter that may

be applied either to fill] color images, or as in the example shown in FIG. 7, to a

signal from a luminance channel only. It is noted that an image registration procedure
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342 is applied prior to subtraction procedure 344. As described above in reference to

FIG. 7, FIG. 2A and FIG. 2B, mechanical alignment between axis 102 ofthe first

camera and axis 103 of the second camera may be oflimited precision, and the

mechanical alignment may result in a spatial shift between first and second scenes

such that the second scene is not perfectly centered within the first scene. It may thus

be desirable to compensate for the spatial shift using signal processing techniques to

register the two images prior to fusion. Image registration techniques are described in

greater detail immediately hereinafter.

[0066] While the embodiments herein disclose fusion of tele and wide

images produced by a multi—aperture camera, it will be appreciated by those skilled in

the art that the processes described and claimed herein can be applied to the fusion of

any two images that have image overlap regions but differ in field of View and/or

native resolution. It is also contemplated that simply changing the order of certain

steps in the processes and methods described herein may result in substantially the

same fused images. Such re—ordering of steps thus falls within the scope of the

disclosed methods.

[0067] Having described systems and methods relating to multi-aperture

cameras and image fusion, a number of further details are described below. Attention

is again returned to FIG. 2B. As discussed previously above, in multi—aperture

camera 100, each of first and second optical sub-systems 110 and 120 is shown

imaging onto its own sensor (i.e., sensors 130 and 140, respectively), and additional

examples of a multi—aperture camera may include one or more optical subsystems

sharing the same or different regions of a Single sensor. Similarly, it may be desirable

for each sub—camera, or a group of sub-cameras, to use sensors positioned on different

planes. Image sensors suitable for use with multi-aperture camera 100 may include,

for example, a CMOS sensor, a CCD array or any other analog or digital array of

sensors or sensor media capable of receiving image infonnation from one or more

optical sub-systems. Image sensors 130 and 140 may be identical, or may be

configured to have different physical, optical or electronic properties. For example,

first sensor 130 may be a grayscale sensor for capturing and generating first image

data 301 including luminance information corresponding to an object or a scene,

while second sensor 140 may be a color sensor for providing second image data 302,
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including color information about the object or scene. Second sensor 140 may

include, for instance, a CFA such as a Bayer filter, or be formed of individual color

sensor elements (e.g., RGB or Cyan—Magenta-Yellow (“CMY”)). It is noted that a

grayscale sub-camera generally produces only a luminance signal (e. g., Y information

without U, V chrominance information). Conversely, a color sub—camera produces a

color image (e. g., RGB or CMY) that contains both chrominance and luminance

information.

[0068] Attention is now directed to FIG. 10 with continued reference to

FIG. 2B. A top View of sensors 130 and 140 of FIG. 2B is shown in FIG. 10. In this

example, first sensor 130 of FIG. 2B is an array of grayscale pixels, and second sensor

140 of FIG. 2B is an array of color—sensitive pixels. While FIG. 10 is not drawn to

scale, and only depicts a limited number of pixels, it illustrates that a position of a

given pixel 360 can be described in terms of its position along a row (2') and a column

(f) such that each given pixel 360 is associated with a position indicated by a

coordinate (i, j). While FIG. 10 depicts grayscale, first sensor 130 and color, second

sensor 140 aligned along sensor rows, it is noted that the sensors (or portions of a

single sensor shared by multiple optical sub—systems) may be aligned along the

columns or offset in some other manner.

[0069] Two characteristics of a multi—aperture camera, such as multi—

aperture camera 100 of FIG. 2B, may include parallax and a differential sensitivity

between a grayscale and a color sub—camera. These characteristics are discussed

briefly below.

[0070] Due to a separation between first and second sub—cameras 150 and

160 of FIG. 2B, multi—aperture camera 100 may have parallax between a grayscale,

luminance image produced by first sub—camera 150 and a color image produced by

second sub—camera 160. In other words, because each sub—camera images a given

object or feature from a slightly different position, the position of the given object or

feature as projected on each sub—camera’s sensor may vary. It is noted that parallax is

a function of a camera—to-object depth (e.g., distance from the multi-aperture camera

95, FIG. 2B) and therefore, for a three—dimensional object parallax changes across the

imaged object. That is, for objects or features at different camera-to-object distances,

an image of the object or feature in the first sub—camera may fall on different pixels as
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compared to an image of the same object or feature in the second sub—camera. When

the images are combined, it is desirable in most applications to at least reduce the

effects of parallax during image fusion.

[0071] Additionally, because substantially all of the light available to a

grayscale sub-camera may fall on pixels of its grayscale sensor, the grayscale sub—

camera may exhibit higher light sensitivity than a color sub-camera that utilizes a

CFA for extracting color information. Moreover, spatial resolution of image data

obtained from the grayscale sensor (i.e., image data including luminance information

only) may also be higher than spatial resolution of image data in a luminance (Y)

channel of the CFA. The higher light sensitivity and higher spatial resolution of the

grayscale sub—camera may be exploited by combining the set of image data generated

by the grayscale sub—camera with the set of color image data to form a final color

image with higher overall image quality, as compared to the set of image data

obtained from the color sub—camera alone. Consequently, multi—aperture imaging

system 100 may provide advantages such as, but not limited to: 1) improved low—

light performance in terms oflower noise levels; 2) higher contrast as a result of the

better light—sensitivity of the grayscale sensor; and 3) knowledge of object depth

derived from the fusion algorithm and known camera geometries.

[0072] While the exemplary embodiment of the multi-aperture camera of

FIG. 2B is shown to include two sub-cameras, other numbers and configurations of

sub-cameras are possible. For example, three sub—cameras may be arranged in linear

or triangular configurations. Four or more sub—cameras may be arranged in a linear

manner, or in two or more rows (i.e., horizontal) or columns (i.e., vertical).

IMAGE REGISTRATION AND FUSION ALGORITHM

[0073] In an embodiment, fusion of image data from a multi-aperture

camera may involve addition of color information from a color sub-camera image to

luminance information from a grayscale sub—camera image. In another embodiment,

a complementary operation may be performed Where luminance information from the

grayscale sub—camera is added to the color image from the color sub—camera. Due to

parallax, one main difference between these two embodiments is that certain objects

are spatially shifted in the resulting fused images.

25 APPL-1002 / Page 139 of 383



APPL-1002 / Page 140 of 383

10

20

25

30

WO 2009/097552 PCT/US2009/032683

[0074] Attention is now turned to FIG. l l, which illustrates an exemplary

process 365 that utilizes processor 166 (see FIG. 3) for fusion of image data 301 and

302 produced, for example, by grayscale and color sub—cameras in a multi-aperture

camera system. (It is appreciated that although process 365 and other processes

herein are described as operating on image data from a multi—aperture camera system,

other embodiments apply such processes to appropriate image data from imaging

systems of other types.) in a step 367, a second set of image data 302 from second

sub-camera 160 is converted to luminance—chrominance (i.e., YUV channels).

Conversion step 367 is necessary due to the fact that, in the present example, image

data 301 from first sub-camera 150 is already in the luminance domain; consequently,

the color channels (e. g., RGB or CMY) from second sensor 140 are advantageously

converted to include a first channel of luminance data (Y) and additional channels of

chrominance data (UV) as a part of the image fusion process. We denote the

luminance channels of the grayscale and color images as YG and YC , respectively;

(UG , VG) and (UC , VC) denote their corresponding color channels. Note that, in the

exemplary embodiment, the (U G , VG ) channels are effectively zero initially because

the grayscale sub-camera collects no chrominance data. Consistent with terminology

established above and used throughout this disclosure, each one of the

(YG , YC , UC, VC) channels is to be regarded as a subset ofits associated set ofimage

data.

[0075] Luminance channel YC from step 367 is directed to a step 369,

Where both grayscale and color luminance channels YC and YC are registered so as to

generate registration information 371 (indicated by an arrow). This registration step

may utilize a set of basis functions applied to a digital signal in the sampled domain to

decompose that signal into image data subsets, including at least two frequency sub-

bands in the transform domain, While maintaining localized information about the

frequency content. The application of such a function to data in the sampled domain

is referred to herein as a localized sampled domain frequency transform (“LSDFT”).

One example of a LSDFT is the use of successive convolution filters to apply a series

of high pass and low pass filters to decompose an image, initially into high and low

frequency sub-bands, then into High/Low (“HL”), High/High (“HH”), Low/Low
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(“LL”) and Low/High (“LH”) bands. Another example ofa LSDFT is the use of short

time Fourier transforms (“STFT”) to obtain information about bands of frequencies

for a given spatial interval. Another exemplary basis function is the wavelet

transform. Consistent with terminology established above, particularly in reference to

filtering of image data, any given frequency sub—band, including but not limited to

HH, LL, and LH bands, may be regarded as a subset of its associated set ofimage

data, and STFT may be utilized to decompose a given set of image data into subsets

of image data.

[0076] In one exemplary embodiment, registration step 369 utilizes

LSDFT processing in order to determine any disparity between the grayseale and

color luminance channels YC and YC caused by parallax effects. For instance,

registration step 369 may determine which group of pixels in image YC corresponds

to a given group ofpixels in image YG.

[0077] Still referring to F1G. 11, registration information 371 generated in

registration step 369 is directed to a step 373 where registration information 371 is

combined with chrominance information (UC , VC) from color image data 302 to form

fused set of color image data 375 with (YF , Up , VF ) . That is, image fusion step

373 calls corresponding color information from the (U (y, VC) channels and adds it to

the appropriate (UG , VG) channels.

[0078] In certain applications, it may be desirable to perform some

processing of the images prior to or following image fusion step 373 in order to, for

instance, improve the fidelity of the fusion and/or reduce artifacts that result from any

potential registration errors. For instance, prior to image registration step 369, the

9 (Yr , U F , VF) channels may be scaled prior to processing in order to account for any

intensity difference between the two sensors. For example, the data may be scaled by

applying gain to a given set of image data. Such intensity matching may be necessary

for proper registration of the grayscale and color images in image registration step

369. The matching of the Y channel intensity levels may be performed using a

method such as, but not limited to, scaling and gamma correction. Additionally, post

processing after image fusion step 373 may be performed, for instance, to ensure that
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relative color gain stays the same after the image fusion operation. Such additional

processing steps are optional.

[0079] One advantage ofthe process illustrated in FIG. 1 l resides in

enabling estimation of the (U0 , VG) Channels from the (YG , YF , UC , VC) channels

while utilizing any known information about any inherent dependence between them.

In other words, (YG , YC , UC , VC) channels may be used to estimate the (previously

zero) (UG , VG) channels, first by utilizing known (or calculated) registration between

them, then applying the known color infonnation from the (Ur , VF) channels, as

discussed below.

IMAGE REGISTRATION

[0080] Image registration may require at lcast some overlap region

between two collections of overlap image data that are to be registered with onc

another. When this occurs, some feature may be identified in a first collection of

overlap image data, and a second collection of overlap image data may be registered

with the first collection of overlap image data. In particular, an example of image

registration step 369 is discussed in detail immediately hereinafter.

[0081] Image registration may be performed utilizing any LSDFT

applicable to a given sampled domain. For example, image registration may be

performed in the wavelet domain. As another example, image registration may be

applied in a transform domain such that at least one of the collections of overlap

image data is represented in that transform domain. The wavelet transform includes

an inherent property of allowing simultaneous access to localized spatial information

and localized frequency content without certain artifacts (e.g., ringing, intensity

mismatch, and edge discontinuity) commonly encountered in other block transform

methods. As an example, the wavelet transform may be applied in a sliding—window

fashion, which may be particularly useful when working in memory-constrained

processing environments. The exemplary wavelet transform described herein utilizes

Daubechies’ 4X4 wavelets [See, I. Daubechies, Ten Lectures on Wavelets, SIAM:

Society for Industrial and Applied Mathematics; First edition (June I, 1992)].

Alternatives using higher level wavelets, other families of wavelets (c.g., bi-
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orthogonal, Haar, Meyer, and Gabor), or other types of LSFTs are contemplated and

are considered as within the scope of embodiments disclosed herein.

[0082] Attention is now turned to FIG. 12 with ongoing reference to FIG.

2B, FIG. 10 and FIG. 11. FIG. 12 illustrates an exemplary embodiment 369(1) of

image registration step 369 (see FIG. 11) implemented with a block—wise sliding

window transform. First, forward transforms 380 and 385, respectively, are applied to

grayscale and color luminance channels YG and YC . The results of forward

transforms 380 and 385 are two groups of dyadic frequency sub—bands dcnoted 400

(1’0” Y HL YGLH,YGHH) and 410 (YCLL,YCHL,YCLH,YCHH) for the Y6 and YC7 G 7

channels, respectively. The schcmatic illustrations of of the two groups of sub—bands

are not drawn to scale. Each one ofthe (YO LL , YG HL , YG LH , YG HH) sub-bands includes a

subset of image data represented in the transform domain and corresponding to the

entire block that is illustrated in FIG. 12 and dcnoted as Y0. Similarly, each one of

HL LH

the (Y5 LL , YC , YC , YC H” ) sub-bands includes a subset of image data corresponding

to the entire block that is illustrated in FIG. 12 and denoted as YF. For example, the

YC LL sub block entirely overlaps and corresponds to the YG channel.

[0083] Next, the YG LL sub-band image may be divided into overlapping or

non-overlapping blocks of size XX X KY (i.e., KX pixels in an x—direction and Ky pixels

in a y—direction). Note that this division of the sub—band image may not be necessary

in practice. Howcvcr, it is contemplated that a “sliding” transform may be used, that

is, the transform may operate on one block at a time and the data needed to generate

subsequent blocks may be buffered. A full-frame version is described herein for

clarity. A given km block in the LL sub-band from the YG image is denoted in FIG.

12 as (Yea )1: , and the corresponding blocks in the HL, LH and HH frequency sub—

bands are denoted in FIG. 12 as (YO/{LL , (YOU, )k , and (Y(:HH )k respectively.

[0084] For each “target” block (YGLL )k , a block in the LL sub—band from

the YC. image corresponding to the same spatial region in object space that is occupied

by the target block is identified. This identified block from the Yr image may be
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chosen from all sets ofpossible (overlapping) XX X K), blocks in IQ.” . With prior

knowledge of a spatial relationship between sub—cameras in a multi-apeiture camera

system (or between other imaging systems that supply the IQ. and YG channels) the

search region may be greatly reduced. For example, using knowledge of the sub—

camera geometry for a multi-aperture camera (e. g., first and second sub—cameras 150

and 160 of FIG. ZB) and its sensor(s) (e.g., first and second sensors 130 and 140 of

FIG. 2B), it is possible to estimate a parallax shift between the two or more sub-

cameras. For example, an inspection of FIG. 10, which illustrates the sensor

orientation for the exemplary arrangement of grayscale and color sensors from FIG.

2B, reveals that any parallax that occurs in this particular multi—aperture camera,

occurs in one direction (e.g, along a row ofpixels and spanning several columns of

the sensors). Because of the position of the grayscalc sensor with respect to the color

sensor in the exemplary configuration shown in FIG. 10, any parallax for each pixel

position (i, j) in YGLL , ifpresent, would occur at positions (z',j') in YCLL , where

j 'S j . Also, given prior knowledge of the imaging geometry for a given multi-

aperture system, it is possible to determine a maximum expected parallax shift from a

closest object distance of interest, For example, the maximum expected parallax for

closest objects in image space may be P pixels in the wavelet domain. Thus, a search

region Z (denoted as the Z region in FIG. 12) may be defined as a block ofpixels in
LL . . . . . .

YC whose row indices and max1mum column index are the same as those pixels in

(YGLL )k but whose minimum column index is P pixels less than the smallest column

index in (YGLL )k .

[0085] In addition to utilizing prior knowledge of the spatial relationship

between sub—cameras (or separate imaging systems), it may be desirable to refine a

determination of parallax by identifying at least one spatial feature having a feature

position within the first collection of overlap image data, and then searching within

the second collection of image data for a related representation of the spatial feature

such that the related feature at least approximately corresponds to the identified

feature. It is then possible to register the related representation as being associated

with the first feature position. This makes it possible to compensate for parallax by
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changing the first collection of overlap image data by modifying each identified

spatial feature based on the related representation thereof. For example, changing the

feature may include shifting the associated feature position in order to spatially align

it with the related representation. Certain embodiments described below provide

examplary techniques for performing such registration.

[0086] Still referring to FIG. 12, search region Z may be divided into

overlapping KX X Ky blocks. An overlap between these blocks may be chosen as, for

example, one pixel. Any such candidate jth block may be denoted as (YCLL )7]. for the

LL frequency sub—band of the color channel. The corresponding blocks in the HL,

LH and HH color channel frequency sub-bands may be similarly denoted as (YCHL )j ,

(YCLH )j , and (YCHH >1. , respectively. In order to determine which of candidate blocks

(Y5! ), correspond to target block (YGLL )A, the following sequence of steps may be

performed:

(i) Merge (i.e., project) the high frequency blocks corresponding to low

frequency block (YCLL )j onto the high frequency blocks corresponding

to low frequency block (YGLL )k . This operation may be performed, for
HH

instance, by swapping the blocks {(Yéfl )k ,(YGLH )k , (Y0 )k} with the

blocks {(YCHI‘ )j , (YCLH )j , (ng L} and performing an inverse transform.

Denote the spatial domain block that results from this operation as 8 .

(ii) Compute an error between 5 and (YC )j , where (YC ) j is the jth block

in the sampled domain that corresponds to the jth blocks in the

transform domain that are used to compute 3 in step (i). For example,

the comparison may utilize a mean squared error (“MSE”) operation

seal ed by the overall block intensity. Other error metrics, such as Ll

norm, may be used.
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(iii) Steps (i) and (ii) may be repeated for all] values. The block index j*

that generates the lowest error may be selected as the block associated

with (YGLL )A, .

[0087] Attention is now directed to FIG. 13 in conjunction with FIG. 12.

FIG. 13 illustrates an embodiment 369(2) ofimage registration step 369 (see FIG. 1 l)

implemented with a block—wise sliding window transform” The initial processing in I

this alterative embodiment is substantially the same as illustrated in FIG. 12 and

described above and may be performed in the wavelet domain using Daubechies’ 4X4

wavelets. For example, the steps of performing a forward transform (e.g., an LSDFT

such as a discrete wavelet transform) on both color and grayscale Y channels,

defining a “target” block (YGLL ) , and defining a search region Z are similar to the

embodiment illustrated in FIG. 12. Further processing as shown in FIG. 13 may

include the following:

(i) Merge (e.g., project) the high frequency blocks corresponding to low

frequency block (YéL )-1 onto the high frequency blocks corresponding

to low frequency block (YGLL )k . Like the process shown in FIG. 12,

this operation may be perfonned, for instance, by swapping the blocks

{(Ydu )k 7 (YGLH )k 7 (YGHH )k} With the HOOKS {(YCI'LIL )j 9 (YCM )1 ’ (YCHH )i} and

performing an inverse transform, with an additional step of performing

a forward transform. Denote the block that results in the LL sub—band

. LL ,
at the same location as YG k as 6' .

.. LL .
(11) Compute an error between 8 ’ and (YC )1 . Again, the error

computation may utilize an MSE operation scaled by overall block

intensity, or other suitable error metrics, such as L1 norm, may be

used.

(iii) Steps (i) and (ii) may be repeated for all j valucs. The block index j*

that generates the lowest error may be selected as the block associated

with (YGLLL.
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[0088] As in the embodiment described by FIG. 12, steps (i) and (ii) may

be repeated for all j values. The block index j* that generates the lowest error may be

selected as the block associated with (YGU‘ )1; .

[0089] Index and error information obtained using either of methods

369(1) and 369(2) described above may be represented, for example, as a “parallax

map” and/or an “error map.” The error map is a two-dimensional array of error

values calculated in step (iii) above for the block selected in step (iv) for each target

block processed. The parallax map is a two-dimensional array indicating which index

(i, j*) from YCLL corresponds to each index (i, j) in Y6” and may be represented as

pixel offset as a function of image coordinate.

[0090] Turning now to FIG. 14, an example of such a parallax map is

illustrated as a contour plot 500. In this example, two planar objects were imaged

with a multi—aperture camera, such as multi—apeiture camera 95 ofFIG. 2B. One

object (at a center of the imaged scene) was placed at an object distance of 60 cm

from the multi-aperture camera and the other was placed at an object distance of 1 in

(background). Contour plot 500 in FIG. 14 reflects this object composition, showing

22 to 28 pixels of parallax in the center (e. g., associated with the object at 60 cm in

the present example) and 2 to 6 pixels of parallax associated with the object at 1 m.

With prior knowledge of the geometry for a particular multi—aperture camera, creation

of such a parallax map may be used to obtain “ranging” information for objects in an

image created using the multi-aperture camera.

[0091] In another example, image registration step 369 (FIG. 11) may

include a simplified version of the process outlined above. For example, steps (i)—(iii)

as described above in connection with step 369(1) (FIG. 12) may be replaced by a

simpler process where, instead of computing 8 , only blocks (YCLL )/ and (YUM )k are

directly compared. In most instances, results of this simplified comparison operation

are similar to the results of performing step 369(1). However, with certain objects

having high—frequency content, step 369(1) may yield more accurate registration

results. This is expected because inspection of only low-frequency sub-bands would

“miss” certain registration error that may be present only in the higher spatial

frequencies.
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IMAGE FUSION.

[0092] Attention is now turned to FIG. 15 in conjunction with FIG. 1 1. In

eeitain embodiments, image fusion step 373 (see FIG. 1 1) is integrated within or

performed concurrently with registration step 369. However, FIG. 15 illustrates the

operation of image fusion component 373 as a stand—alone step. Using registration

information computed in image registration step 369, color channels (U(.,V() may be

‘merged’ onto grayscale channels (U(”I/G). This image fusion step may be

accomplished utilizing a variety of digital signal processing methods and using some

or all of the frequency components of the digital signals. In one embodiment, only

low passed color information is used from the color channels. This offers two main

benefits: 1) using only low—frequency information may eliminate high—frequency

noise components that are inherently more significant in the color image, and thus

reduce the total noise in the fused set of image data; and 2) a low-pass smoothing

operation may reduce any artifacts that result from registration errors. In the

embodiment illustrated in FIG. 15, a wavelet transform may be applied to grayscale

and color chrominance channels (UpVC) and (UGJ/G). Subsequently, resulting LL

frequency sub—band blocks from (UDVF) may be assigned (e.g., based on registration

information obtained in image registration step 369) onto the LL sub—band of (UG, VG)

according to a parallax map generated as described above. In the present example,

high—frequency sub—bands may be ignored for the color channels. After the LL

frequency sub—band blocks from (U0V6) are assigned onto the LL sub—band of

(UGIG), an inverse wavelet transform may be applied to the merged Y, U, and V

channels to obtain a fused (YF , UF , VF) image as a fused set of image data, wherein

YF = Y0 and UF, VF are subsets of image data that represent the U and V channels

from the original color image, registered and assigned onto the LL sub-band of

(UGJ/G), as discussed above.

[0093] A resulting fused set of image data, obtained as described above,

may offer improved image quality, for example, in low—light conditions, as compared

to a color image captured by a conventional, single aperture imaging system. For

example, application of the above-described algorithms to the images produced by a
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multi—aperture camera may result in a variety of advantages such as, but not limited

to: 1) improved low—light performance in terms of lower noise levels; 2) higher—

contrast as a result of the better light-sensitivity of the grayscale sensor; and 3) object

depth information as a by—product of the aforedescribed image fusion process.

[0094] Attention is now turned to FIG. 16. FIG. 16 shows two line plots

ofluminance (i.e., Y channel) intensity as a function of pixel position for a cross-

section (after correction for parallax) for a fused color image and a color sub-camera

image. First line plot 610 corresponds to YF of fused set ofimage data 350 (see FIG.

3), and second line plot 620 corresponds to YC of color image data 302. A first signal

mean 630 (corresponding to fused set of image data 350) is indicated as a solid

horizontal line, and a second signal mean 640 (corresponding to color image data 302)

is indicated as a dashed horizontal line. In each line plot, variations of the image data

around the corresponding mean intensity can be attributed to noise sources in the

imaging system. It may thus be seen that first line plot 610 is higher in intensity than

second line plot 620, and, based on first and second line plots 610 and 620, that noise

is less severe in the luminance channel of the fused set of image data as compared to

the luminance channel of the original color image. Signal—to—noise ratio (“SNR”) may

be used in the example shown in FIG. 16 to quantify the noise reduction for the

luminance channel of the fused set of image data from the exemplary multi—aperture

camera over the luminance channel of the un—fused, original color image. In the

present context, SNR is understood to be the ratio of the signal mean to the signal

standard deviation (e. g., due to noise). In the example shown in FIG. 16, the SNR of

the luminance channel of the fused set of image data may be calculated to be 100

while the SNR of the luminance channel of the original color image obtained from the

color sub—camera is 73.6. These values demonstrate an improvement of over 25% in

SNR of the fused set of image data, which amounts to a 2.7dB improvement.

[0095] Turning now to FIG. 17, in addition to the noise reduction, the

fused set of image data 350 from the exemplary multi—aperture camera also yields a

higher contrast compared to the color image produced by the color sub-camera alone.

FIG. 17 shows first and second line plots 710 and 720 of a cross-section through a

dark to bright transition region from the luminance channel YF of the fused color
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image, and the luminance channel YC of the color image produced by the color sub-

camera before image fusion, respectively. First and second line plots 710 and 720

provide the necessary data to compute a contrast measure for each of these images. In

the context of the present disclosure, the contrast measure M may be defined as:

M 2 max([)-— min(1)
max(])+ min(1)

where I is intensity of the luminance channel. Based on first and second line plots

710 and 720, the contrast measure for the fused image from the exemplary multi-

aperture camera is M = 0.22, while that for the un-fused, color image from the color

sub—camera is M = 0.20, thereby demonstrating an improvement of 10% in the fused

image over the un—fused color image.

PRE— AND POST-PROCESSING ALGORITHMS

[0096] Referring briefly again to FIG. I l , a number of additional image

processing algorithms may be applied to the digital signals produced by the sub—

cameras of a multi-aperture camera. These additional algorithms may be applied

prior to, during, or after application of the image registration and fusion steps of FIG.

1 I, and may result in a higher quality fused set of image data 375. Image processing

algorithms that are applied to digital signals prior to image registration step 369 are

referred to herein as “pre-processing algorithms”. Algorithms that are applied after

image fusion step 373 are referred to herein as “post—processing algorithms”.

[0097] One example of a pre—processing algorithm is edge enhancement.

While enhancing edges (i.e., areas of high spatial frequency) may result in a higher

MSE for registration errors than an MSE calculated without edge enhancement, the

effect may be desirable in certain applications. One method of edge enhancement

involves increasing contrast of the images. Suitable methods include, for instance,

high pass boost and application of an unsharp mask. Methods for increasing contrast

include, but are not limited to, application of a gamma curve to the intensity levels in

the Y channels, and/or application of histogram stretch. In certain applications, if

contrast is increased in pre-processing, it may be necessary to reverse this operation

prior to an image fusion step.
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[0098] One example of an image processing algorithm that may be applied

between the image registration and image fusion steps is a filtering operation to

correct for localized errors in the parallax map created during image registration step

369. Such localized errors may be caused by noise and can be removed, or reduced,

using a filtering operation applied to the parallax map prior to image fusion step 373.

For example, a filter may be selected to remove isolated sparse registration errors.

One such filtering operation may be achieved, for instance, using median filtering.

Other filtering operations suitable for removal of noise in the parallax map include the

application of band—pass filters.

[0099] Additionally, examination of the error map generated at image

registration step 369 may yield information about the fidelity of the registration

operation. By comparing the errors to some predetennined or adaptively computed

threshold, an additional algorithm may be utilized to decide whether or not to “color”

a certain wavelet block. This additional algorithm may be particularly useful in the

presence of occluded regions, where there are objects visible in the grayseale image

data that are not visible in the color image data due to parallax effects, which results

in that object having no corresponding color information. In such regions, the

calculated MSE may be higher than other, non—occluded areas and, consequently, the

additional algorithm may be configured such that application of the algorithm does

not add color in occluded regions.

[0100] Also, it should be noted that the sealing of the chrominance (i.e., U

and V) channels of the color image from the color sub-camera system to the

chrominance channels of the grayscale image in step 367 should be performed with

care. For example, since color saturation is a function of the corresponding intensity

level, adaptive sealin g of the chrominance channels may be desirable during fusion in

order to ensure good color fidelity.

[0101] While the examples described in this disclosure relate to the fusion

of images produced by a multi-aperture camera having color and grayseale sub-

eameras, it will be appreciated by those skilled in the art that the processes described

and claimed herein may be applied to the fusion of any two or more images that have

image overlap regions, whether produced by a multi—aperture camera system or by

other imaging means. In addition, the examples described herein are applications of a
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localized transform to a digital signal in which the sampled domain is the spatial

domain. It is recognized herein that such localized transfonns may be applied to

digital signals having other sampled domains such as, but not limited to, the temporal

domain. Application of the methods described herein to such images may thus be

considered to fall within the scope of the disclosed embodiments. It should thus be

noted that the matter contained in the above description or shown in the

accompanying drawings should be inteipreted as illustrative and not a limiting sense.
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CLAIMS

What is claimed is:

l. A method for image data fusion, comprising:

providing a first set of image data corresponding to an imaged first scene;

providing a second set of image data corresponding to an imaged second scene

that at least partially overlaps said first scene in an overlap region, the

overlap region defining

a first collection of overlap image data as part of the first set of image data and

a second collection of overlap image data as part of the second set of image

data;

representing said second collection of overlap image data as a plurality of

image data subsets such that each of the subsets is based on at least one

characteristic of the second collection of overlap image data, and each

subset spans the overlap region; and

producing a fused set of image data by modifying the first collection of

overlap image data based on at least a selected one of, but less than all

of, said image data subsets,

wherein the representing and producing steps are performed by an image

pI'OCCSSOl‘.

2. The method of Claim 1 wherein

providing the first set of image data includes providing luminance data as part

of the first set of image data, such that said first collection of overlap

image data includes first luminance data;

providing the second set of image data includes providing luminance data as

part ofthe second set of image data, such that said selected one of said

image data subsets is a luminance channel including second luminance

data;

representing the second collection of overlap image data includes utilizing

luminance as the characteristic of the second collection of overlap

image data, and
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modifying the first collection of overlap image data includes combining the

first and second luminance data.

3. The method of Claim 2 wherein providing the second set of image data

includes providing grayscale image data as said second luminance data.

4. The method of Claim 1 wherein representing said second collection of

overlap image data includes filtering the second collection of overlap image data to

form the selected image data subset.

5. The method of Claim 4 wherein filtering the second collection of

overlap image data includes high—pass filtering the second collection of overlap image

' data such that high—pass filtered data forms the selected image data subset.

6. The method of Claim 4 wherein filtering the second collection of

overlap image data includes convolution filtering the second collection of overlap

image data.

7. The method of Claim 1 wherein representing said second collection of

overlap image data includes scaling said second collection of overlap image data.

8. The method of Claim 7 wherein

providing the second set of image data includes providing intensity

information as part of the second set of image data, such that said

second collection of overlap image data includes said intensity

information, and

scaling said second collection of overlap image data includes changing at least

some of said intensity information.

9. The method of Claim 8 wherein scaling said second collection of

overlap image data includes applying a gain to said intensity information.

10. The method of Claim 1 wherein representing said second collection of

overlap image data includes transforming at least some of the second collection of

overlap image data such that the characteristic of the second collection of overlap
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image data is represented in a transform domain and at least the selected image data

subset includes transformed data.

1 l. The method of Claim 1 wherein

providing said first set of image data includes establishing a first level of zoom

5 with respect to said first scene, and

providing said second set of image data includes establishing a second level of

zoom With respect to said second scene that is greater than said first

level of zoom.

12. The method of Claim 1 1 wherein establishing the first and second

10 levels of zoom causes said first set of image data to have first angular frequency

information based at least in part on said first level of zoom, and causes said second

collection of overlap image data to have second angular frequency information based

at least in part on said second level of zoom, and said second angular frequency

information represents a higher angular frequency than said first angular frequency

15 information.

13. The method of Claim 12 wherein generating the first set of image data

includes

producing an initial set of image data and

producing said first set of image data from the initial set of image data by

20 upsampling said initial set of image data to increase the angular

frequency represented in said first set of image data to a target angular

frequency.

14. The method of Claim 13 wherein

producing said initial set of image data generates a group of initial data points,

25 and

upsampling causes the first set of image data to include (i) said group of initial

data points and (ii) an additional number of data points produced by

interpolating between the initial data points for assigning values for

each of the additional of data points.
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15. The method of Claim 13 wherein said upsampling includes matching

said increased angular frequency to said second angular frequency such that the target

angular frequency of the first set of image data is at least approximately equal to said

second angular frequency.

16. The method of Claim 15 wherein modifying the first collection of

overlap image data includes blending said second collection of overlap image data

with said first set of image data such that at least a majority of said fused image data

exhibits a resulting angular frequency that is at least approximately equal to said

second angular frequency.

17. The method of Claim 1 wherein providing the first set of image data

includes providing said first collection of overlap image data as first, second and third

data channels, and modifying said first collection of overlap image data includes

converting the first, second and third data channels to a different set of three data

channels.

18. The method of claim 17 wherein providing said first collection of

overlap image data includes providing said first, second and third channels as R, G

and B channels, respectively, and converting the first, second and third data channels

includes converting the R, G and B channels to Y, U and V channels.

19. The method of Claim 1 wherein providing the second set of image data

includes providing said second collection of overlap image data as first, second and

third channels, and representing said second collection of overlap image data includes

converting the second collection of overlap image data to a different set of three

channels, each of which different channels forms one of said plurality of image data

subsets.

20. The method of Claim 19 wherein providing said second collection of

overlap image data includes providing said first, second and third channels as R, G,

and B channels, and converting the second collection of overlap image data includes

converting the R, G and B channels to a different set of three channels including Y, U

and V channels.
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21. The method of Claim 20 including selecting said Y channel as the

selected subset of overlap image data.

22. The method of Claim 1 including modifying said second collection of

overlap image data by subtracting therefrom said first set of overlap image data.

5 23. The method of Claim 1 wherein

providing the first set of image data includes

producing an initial set of initial image data and

producing said first set of image data from the set of initial image data by

applying a first forward transformation to at least a portion of said

10 initial image data such that said first set of image data is transformed

data in a transform domain and represents, in said transform domain, at

least some of said portion of the initial image data; and

representing the second collection of overlap image data includes applying a

second forward transformation to at least some of said second set of

15 image data such that the characteristic of the second collection of

overlap image data is represented in said transform domain, and the

selected image data subset is a transformed data subset.

24. The method of Claim 23 wherein modifying said first collection of

overlap image data includes merging the selected one of the image data subsets with

20 the first collection of overlap image data in the transform domain to generate a

merged data set in the transform domain.

25. The method of Claim 24 wherein producing the fused set of image data

includes converting the merged data set from the transform domain by applying

thereto at least one of (i) a forward transformation and (ii) an inverse transformation.

25 26. The method of Claim 1 wherein producing the fused set of image data

further includes

identifying at least one spatial feature that is present at a feature position

within the first collection of overlap image data, as an identified spatial

feature;
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identifying a related representation of each such identified spatial feature, in

the selected image data subset, such that each related representation at

least approximately corresponds to one of the identified spatial

features;

registering a selected related representation as corresponding with a feature

position of the corresponding identified spatial feature; and

wherein changing the first collection of overlap image data includes modifying

at least one identified spatial feature based on the corresponding

related representation of that feature.

27. The method of Claim 26 wherein the related representation has a

related feature position within the selected image data subset, and identifying the

related representation includes identifying a non—zero spatial shift between said

related feature position and said feature position.

28. The method of Claim 26 wherein identifying said spatial shift includes

determining that the spatial shift is caused by parallax between first and second sub—

cameras that provide the first and second sets of image data, respectively.

29. The method of Claim 26 further including

defining a reference block overlying said feature position and having a shape

that overlies a reference portion of said first collection of overlap

image data such that the reference portion of image data represents

said spatial feature, and

defining a search region within the selected image data subset,

designating a plurality of candidate blocks within the search region, each of

which overlies an associated portion of the selected image data subset

at a candidate position therein,

wherein said identifying includes

determining a degree of correspondence between (i) the reference portion of

image data overlaid by the reference block and (ii) the portion of the

selected image data associated with each of the plurality of candidate

blocks, and
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selecting one of the candidate blocks, based on the degree of correspondence,

that exhibits the highest degree of correspondence among the candidate

blocks.

30. The method of Claim 29 wherein designating the plurality of candidate

blocks includes defining a first candidate block and a second candidate block that

partially overlap one another.

31. The method of Claim 29 wherein registering the selected related

representation includes associating the candidate position of the selected candidate

block with the feature position, and modifying the at least one identified spatial

feature includes changing the reference portion of data based on at least some of the

portion of data associated with the selected candidate block.

32. The method of Claim 31 wherein generating the first set of image data

includes

producing a set of initial image data and

producing said first set of image data from the initial image data by applying a

first forward transformation to at least a portion of said initial image

data, such that said first set of image data is transformed data in a

transform domain, and

wherein said representing the second collection of overlap image data includes

applying a second forward transformation to at least some of said

second set of image data such that the characteristic of the second

collection of overlap image data is represented in said transform

domain, and the selected image data subset is a transformed data

subset.

33. The method of Claim 32 wherein modifying said first collection of

overlap image data includes

merging the selected one of the image data subsets with the first collection of

overlap image data in the transform domain, to generate a merged data

set in the transform domain, and
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converting the merged data set from the transform domain by applying thereto

at least one of (i) a forward transfonnation and (ii) an inverse

transformation.

34. The method of Claim 1, further comprising

configuring a first sub-camera to provide the first set of image data

corresponding to a first field of View;

configuring a second sub—camera to provide the second set of image data

corresponding to a second field of View; and

arranging an overlap of the first and second fields of View, to generate the

overlap region.

35. The method of Claim 34, wherein configuring the second sub—camera

includes supplying the second sub—camera as a grayscale camera that provides at least

a luminance channel.

36. The method of Claim 34 wherein

configuring the first sub—camera includes providing a first sensing surface

characterized by a first transverse width, and orienting said first

sensing surface for receiving the imaged first scene to generate the first

set of image data, and

configuring the second sub—camera includes providing a second sensing

surface characterized by a second transverse width, and orienting said

second sensing surface for receiving the imaged second scene to

generate the second set of image data.

37. The method of Claim 34 wherein

configuring the first sub—camera includes establishing a first focal length for

thc first sub—camera, and

configuring the second sub—camera includes establishing a second focal length

for the second sub-camera, the first and second focal lengths being

different from one another.

46
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38. The method of Claim 37 wherein establishing the first focal length

causes the first set ofimage data to exhibit a first level of zoom with respect to said

first scene, and establishing the second focal length causes the second set of data to

exhibit a second level of zoom with respect to said second scene that is greater than

said first level of zoom.

39. The method of Claim 37 wherein providing the first set of image data

includes generating said first set of image data with a first angular frequency based at

least in part on said first focal length, and said providing the second set of image data

includes generating said second set of image data with a second angular frequency

based at least in part on said second focal length, and said second angular frequency is

highcr than said first angular frequency.

40. The method of Claim 34 wherein

configuring the first sub-camera includes furnishing said first sub-camera with

a first sensor region having a first sensing surface, and aligning the

first sensor region such that said imaging of said first scene includes

projecting an image of said first scene onto said first sensing surface

such that said first sensor region generates said first set of image data,

and

configuring the second sub—camera includes furnishing said sccond sub—

camera with a second sensor region having a second sensing surface,

and aligning the second sensor region such that said imaging of said

second scene includes projecting an image of said second scene onto

said second sensing surface such that said second sensor region

generates said second set of image data.

41. The method of Claim 40 wherein

furnishing said first sub-camera with said first sensor region having said first

sensing surface, and furnishing said second sub—camera with said

second sensor region having said second sensing surface includes

supplying the first and second sensing surfaces with sensing surface

4
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shapes and surface areas that substantially correspond with one

another.

42. The method of Claim 40 wherein furnishing said first sub-camera with

said first sensor region having said first sensing surface, and furnishing said second

sub—camera with said second sensor region having said second sensing surface,

include supplying the first and second sensing surfaces as portions of a single image

sensor chip.

43. The method of Claim 34 wherein

providing the first set of image data includes

producing an initial set of initial image data and

producing said first set of image data from the set of initial image data by

applying a first forward transformation to at least a portion of said

initial image data such that said first set of image data is transformed

data in a transform domain and represents, in said transform domain, at

least some of said portion of the initial image data, and

representing the second collection of overlap image data includes applying a

second forward transformation to at least some of said second set of

image data such that the characteristic of the second collection of

overlap image data is represented in said transform domain, and the

selected image data subset is a transformed data subset.

44. The method of Claim 43 wherein modifying said first collection of

overlap image data includes merging the selected one of the image data subsets with

the first collection of overlap image data in the transform domain to generate a

merged data set in the transform domain.

45. The method of Claim 44 wherein producing the fused set of image data

includes converting the merged data set from the transform domain by applying

thereto at least one of (i) a forward transfomiation and (ii) an inverse transformation.
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to process) an application. Confidentiality'Is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection'Is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND
TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

Ifyou need assistance in completing the form, call 1-800—PTO—9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which
the information is used by the US. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the US. Patent and
Trademark Office may not be able to process and/or examine your submission, which may result in termination
of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1 . The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of
records may be disclosed to the Department of Justice to determine whether disclosure of these
records is required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in
the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has

requested assistance from the Member with respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be
required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C.
552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this
system of records may be disclosed, as a routine use, to the International Bureau of the World
Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that
agency’s responsibility to recommend improvements in records management practices and programs,
under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the
GSA regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations about individuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35
U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine
use, to the public if the record was filed in an application which became abandoned or in which the
proceedings were terminated and which application is referenced by either a published application, an
application open to public inspection or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local
law enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or
regulation.
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PTO/AiA/Su (0742)
Approved for use through 11/30/2014. 0MB (mist-0035

US. Patent and Trademark Office; U S DEPARTMENT QF COMMERCE
Under the Paperwork Reduction Actof1995, no persons are required to respond to a deflection of information unless it displays a vaiid OMB controi number.

PQWER QF ATTQRNEY TO PROSEQQTE APPLECATiQNS BEFORE THE H$PTQ 
i hereby revoke alt previous powers of attorney given in the eppiioation ident. ed in the atta ned statement
under 3? CFR 3.73/0).

3 i hereby appoint:

E Practitioners associated with Customer Number:

UQR
Registration Name ‘ RegistrationNumber

As attorney(s) or agent(s) to represent the undersigned before the United States Patent and Trademark Office (USPTO) in connection witi
any and ail patent eppiications assigned oniv to the undersigned according to the LJSPTO assignment records or assignments documents

Ad d ress

City State

Country

Telephone

Assignee Name and Address: COFePhOtoniCS Ltd-25 Habarzel St. 3rd Floor

Ramat Hachayal, 6971035
Israel

A copy of this term, together With a statement under 37 CFR 333“.) (Form PTOIAEAIQE or equrvaieht) is required to he
Fiied in eaeh appiicetion in which this form is used. The statement under 3? CFR 3.7393) may he eompieted by one of
The practitioners appointed in this term, and must identify the appiication in which this Power of Attorney is to he ‘iiied.

SEGNATURE of Assignee of Record
The inciiviciuai whose signature and title is suppiied heiow is authorized to act on bei‘iaif of the assignee

Sigiesiure /GAL SHABTAY/ Date 09-20-2014

GAL SHABTAY .........+.........

 
 i on o niormation required by . . '. ~ mforr is reg ed to ob or retain a hen t by the pub! .

by the USPTO to process)- ai g plication. Confid ility is govern :J by 35 U.S.C. 1. and 37 CFR 111 and 1.14. This coiiection is estimated to take 3 minutes
tr; complete, including gathering, preparing, and s ,Jrriitting the . .npleted application form to the USPTO Tirne wili vary depending upon the individual it .. Any
comments on the amount of time you require to compiete this form and/or suggestions for reducing thi burden, shouid be sent to the Chief information Officer,
us. Patent and Trademark Office, us. Department of Commerce, PO. Box 1450, Aiexandria, VA 2 313-1450. DO NOT SEND FEES OR COMPLETED
FQRMS TC) Tl-iiS ADDRESS. SEND TO: Commissioner for Patents, RC. Box 1450, Aiexandria, VA 22313-1450.

 
     

    

 

it' you need assistance in completing the form, cell 1—QOG—P'i'O—9'it‘29 and select cfifiétL-ZIOOZ / Page 191 Of 333
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Privacy Act Statement

The privacy Act of mm (Pi... §3~5mi requires that you be given certain information in connection with your

submission of the attached ‘iorm related to a patent application or patent. Accordihgiy, pursuant to the

requirements of the Act, piease be advised that: (i) the generai authority i'or the coilection of this information is 35

USC. 2(b)(2); (2)1‘urnishing ot the information solicited is voluntary; and (3) the principai purpose for which the

information is used by the US. Patent and Trademark Office is to process and/or examine your suhmission

reiated to a patent appiication or patent, it you do not furnish the reduested information, the US. Patent and

Trademark Office may not he abie to process and/or examine your submission, which may resuit in termination of

proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form wiil be subject to the foiiowing routine uses:

1. The information on this form wiii he treated coniidentiaiiy to the extent ailowed under the Freedom of

information Act (5 USC. 552) and the Privacy Act (5 USC 552a). Records from this system or" records

may be disciosed to the Department of Justice to determine whether disciosure of these records is

required hy the Freedom of information Act.

2. A record from this system of records may be disciosed, as a routine use, in the course oi presenting

evidence to a court, magistrate, or administrative tribunal, inciudihg disciosures to opposing counsei in

the course of settiement negotiations.

3. A record in this system of records may be disciosed. as a routine use. to a iViemher of Congress

suhmitting a request invoiving an individuai, to whom the record pertains, when the individuai has

requested assistance from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disciosed, as a routine use, to a contractor of the Agency

having need for the information in order to perform a contract. Recipients of information shaii he required

to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 USE. 552a(m).

A record reiated to an international Appiication filed under the Patent Cooperation Treaty in this system of

records may be disclosed, as a routine use, to the internationai Bureau of the Worid inteilectuai Property

Organization, pursuant to the Patent Cooperation Treaty.

I01

6. A record in this system of records may he disciosed, as a routine use, to anothertederai agency for

purposes of National Security review (35 USS. 181) and for review pursuant to the Atomic Energy Act

(42 USC. 21803)),

37. A record from this system of records may he disciosed, as a routine use, to the Administrator, General

Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency’s

responsibiiity to recommend improvements in records management practices and programs, under

authority of 44 USC. 2904 and 2906. Such disciosure shalt be made in accordance with the GSA

reguiations governing inspection of records for this purpose, and any other reievant (to, GSA or

Commerce) directive. Such disciosure shail not he used to make determinations about individuais.

8. A record from this system of records may be disciosed, as a routine use, to the pu'oiic after either

puhiicatioh ot the appiication pursuant to 35 USS. 122(k)) or issuance of a patent pursuant to 35 USS.

151. Further. a record may be disciosed, subject to the iimitations of 3? CFR 1.14. as a routine use, to the

puhiic it the record was iiied in an appiication which became abandoned or in which the proceedings were

terminated and which application is referenced by either a puhiished appiication, an application open to
pu'piic inspection or an issued patent.

9. A record from this system of records may be disciosed, as a routine use, to a Federai, State, or iocai law

enforcement agency, it the USPTO becomes aware of a vioiation or potentiai vioiation oi law or

reguiatioh.
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PTO/AlA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

US. Patent and Trademark Office;U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of1995, no persons arerequired to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER 37 CFR 3.73(c)

Applicant/Patent Owner: Corephotonics Ltd-
 

Application No./Patent No.: Filed/Issue Date:

Titled: HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Corephotonics Ltd. ! a COMPANY

  

 

 

(Name of Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency, etc.)

states that, for the patent application/patent identified above, it is (choose one of options 1, 2, 3 or 4 below):

1. The assignee of the entire right, title, and interest.

2. D An assignee of less than the entire right, title, and interest (check applicable box):

I_I The extent (by percentage) of its ownership interest is %. Additional Statement(s) by the owners
holding the balance of the interest must be submitted to account for 100% of the ownership interest.

I:I There are unspecified percentages of ownership. The other parties, including inventors, who together own the entire
right, title and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire
right, title, and interest.

3. D The assignee of an undivided interest in the entirety (a complete assignment from one of the joint inventors was made).
The other parties, including inventors, who together own the entire right, title, and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire
right, title, and interest.

4. I:I The recipient, via a court proceeding or the like (6.9., bankruptcy, probate), of an undivided interest in the entirety (a
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached.

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose one of options A or B below):

A. An assignment from the inventor(s) of the patent application/patent identified above. The assignment was recorded in

the United States Patent and Trademark Office at Reel , Frame , or for which a copy
thereof is attached.

B. I: A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee as follows:

1. From: To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

2. From: To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

[Page 1 of 2]
This collection of information is required by37 CFR3.73(b). The information is required toobtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentialityis governed by35 U.S.C. 122and 37 CFR1.11 and1.14. Thiscollection is estimated to take 12 minutes to complete, including
gathering, preparing, and submittingthe completed application form to the USPTO.Time will vary depending upon the individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sent tothe Chief Information Officer, US. Patent and Trademark
Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESSSEND
TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450

 
Ifyon need assistance in completing theform, call I-800-PTO-9199 and seAe—glggréigzrz/é,age 193 of 383
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PTO/AlA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER 37 CFR 3.73(c1

To: 

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To: 

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To: 

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To: 

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

E Additional documents in the chain of title are listed on a supplemental sheet( ).

D As required by 37 CFR 3.73(c)(1)(i), the documentary evidence of the chain of title from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy (Le, a true copy of the original assignment document(s)) must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assignment in the records of the USPTO. See MPEP 302.08]

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

/GAL SHABTAY/ 09-20-2014

Signature Date

GAL SHABTAY VP-R&D

Printed or Typed Name Title or Registration Number

[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that yoube given certain informationin connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, pleasebe advised that: (1) the general authority forthe collection of thisinformation is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and(3) the principal purpose forwhich the
information isused by the US. Patent and Trademark Office is to process and/or examine your submission related
to a patent applicationor patent. If you do not furnish the requested information,the US. Patent and Trademark
Office may not be able to process and/or examineyour submission,which may result in termination of proceedings
or abandonment of the applicationor expiration of the patent.

The informationprovided by you in this form will be subject to the following routine uses:

1 . The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records

may be disclosed to the Department of Justice to determine whether disclosure of these records is
required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the
course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Member with respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the informationin order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).
A record related to an InternationalApplication filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General

Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency’s
responsibility to recommend improvements in records management practices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA

regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, arecord may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record was filed in an application which became abandoned or in which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.
A record from thissystem of records may be disclosed, as a routine use, to a Federal, State, or local law

enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Applicant:

Gal Shabtay WDO’JDO’JDO’J
Serial No. : l4/XXX,XXX

Title: HIGH RESOLUTION THIN

MULTI-APERTURE IMAGING

SYSTEMS

Filed: Concurrently WWW
Attorney Docket: Coreph-0072 US NP

Commissioner of Patents and Trademarks

Alexandria, VA 223 l 3- 1450

PRELIMINARY AMENDMENT

This Preliminary Amendment is filed concurrently with the National Phase

application of PCT/IB2013/060356. Before substantive examination, please amend

the application as follows:
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IN THE CLAIMS:

Please amend the claims as follows:

1. (Original) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having

a first sensor with a first plurality of sensor pixels covered at least in part with a non-

standard color filter array (CFA), the non-standard CFA used to increase a specific

color sampling rate relative to a same color sampling rate in a standard CFA;

b) a second camera subset that provides a second image, the second camera

subset having a second sensor with a second plurality of sensor pixels, the second

plurality of sensor pixels being either Clear or covered with a standard CFA; and

c) a processor configured to process the first and second images into a combined

output image.

2. (Cancelled)

3. (Cancelled)

4. (Original) The imaging system of claim 1, wherein the non-standard CFA

includes a repetition of a 4x4 micro-cell in which a color filter order is BBRR-RBBR-

RRBB-BRRB.

5-9. (Cancelled)

10. (Currently amended) The imaging system of claim 9 1, wherein the processor

is further configured to register respective first and second Luma images obtained

from the first and second images during the processing of the first and second images

into a combined output image, the registered first and second Luma images used

together with color information to form the combined output image.

1 l. (Cancelled)

12. (Cancelled)

13. (Currently amended) The imaging system of claim 1, wherein the first camera

2
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subset has a first field of view (FOV), wherein the second camera subset has a second,

smaller FOV than the first FOV, and wherein the non-standard CFA covers

substantially only an overlap area on the first sensor that captures the second FOV,

thereby providing both optical zoom and increased color resolution.

14-31. (Cancelled)

32. (Original) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a

first field of view (FOV) and first sensor with a first plurality of sensor pixels covered

at least in part with a standard CFA;

b) a second camera subset that provides a second image, the second camera

subset having a second, smaller FOV than the first FOV and a second sensor with a

second plurality of sensor pixels covered with a standard CFA; and

c) a processor configured to, for a zoom factor input that defines an FOV equal

to or smaller than the second FOV, form an output image based on the second image.

33. (New) A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a

first field of view (FOV1) and a first sensor with a first plurality of sensor pixels

covered at least in part with a standard color filter array (CFA);

b) a second camera subset that provides a second image, the second camera

subset having a second field of view (FOVz) such that FOVz < FOV1 and a second

sensor with a second plurality of sensor pixels, the second plurality of sensor pixels

being either Clear or covered with a standard CFA; and

c) a processor configured to provide an output image from a point of view of

either the first or the second camera subset based on a zoom factor (ZF) input that

defines a respective field of view (FOVzF).

34. (New) The imaging system of claim 33, wherein the processor is further

configured to form the output image by processing the first and second images into a

combined output image.
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35. (New) The imaging system of claim 34, wherein if FOVz < FOVZF S FOVl,

then the point of View of the output image is that of the first camera and if FOVZ 2

FOVZF, then the point of View of the output image is that of the second camera.

36. (New) The imaging system of claim 34, wherein the processor is further

configured to, during the processing of the first and second images into a combined

output image and based on the ZF input, register respective first and second Luma

images obtained from the first and second images, the registered first and second

Luma images used together with color information to form the combined output

image.

37. (New) The imaging system of claim 36, wherein if FOVz < FOVZF S FOV1

then the registration includes finding a corresponding pixel in the second Luma image

for each pixel in the first Luma image and the processor is further configured to form

the combined output image by transferring information from the second image to the

first image, and if FOVZ 2 FOVZF then the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image

and the processor is further configured to form the combined output image by

transferring information from the first image to the second image.

38. (New) The imaging system of claim 33, wherein the first plurality of sensor

pixels is covered at least in part with a non-standard CFA, the non-standard CFA used

to increase a specific color sampling rate relative to a same color sampling rate in a

standard CFA.

39. (New) The imaging system of claim 38, wherein if FOVz < FOVZF S FOVl,

then the point of View of the output image is that of the first camera and if FOVz 2

FOVZF, then the point of View of the output image is that of the second camera.

40. (New) The imaging system of claim 38, wherein the processor is further

configured to form the output image by processing the first and second images into a

combined output image.

41. (New) The imaging system of claim 40, wherein the processor is further
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configured to, during the processing of the first and second images into a combined

output image and based on the ZF input, register respective first and second Luma

images obtained from the first and second images, the registered first and second

Luma images used together with color information to form the combined output

image.

42. (New) The imaging system of claim 41, wherein if FOVz < FOVZF S FOV1

then the registration includes finding a corresponding pixel in the second Luma image

for each pixel in the first Luma image and the processor is further configured to form

the combined output image by transferring information from the second image to the

first image, and if FOVz 2 FOVZF then the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image

and the processor is further configured to form the combined output image by

transferring information from the first image to the second image.

43. (New) The imaging system of claim 38, wherein the non-standard CFA covers

substantially only an overlap area on the first sensor that captures the second FOV,

thereby providing both optical zoom and increased color resolution.
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REMARKS

This preliminary amendment cancels claims 2, 3. 5-9, 11, 12 and 14-31 of

related PCT application PCT/IB2013/060356 and adds new claims 33-43, thereby

reducing the number of claims to a total of 16. No new matter is introduced. Support

for the amended and new claims may be found as follows:

Claim 13: at least in description of Figure 1A from page 7, line 15 to line 29, Figures

2-9;

Claim 33: at least in description of Figure 1A from page 7, line 15 to page 8, line 2;

Claims 34 and 40: from page 3, line 34 to page 4, line 2;

Claims 35 and 39: original claim 1, from page 3, line 32 to page 4, line 2;

Claims 36-37 and 41-42: original claims 14-16, page 11, line 11 to page 13, line 15;

Claims 38 and 43: original claim 1, at least in description of Figure 1A from page 7,

line 15 to page 8, line 2, Figures 2-9.

In View of the above amendments and remarks it is respectfully submitted that

claims 1, 4, 10, 13 and 32-43 are in condition for allowance. Prompt notice of

allowance is respectfully and earnestly solicited.

Respectfully submitted,

/Menachem Nathan/

Menachem Nathan

Agent for Applicant

Registration No. 65392

Date: September 19, 2014
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Electronic Patent Application Fee Transmittal

——

Title of Invention: HIGH RESOLUTION THIN MU LTI-APERTURE IMAGING SYSTEMS

First Named Inventor/Applicant Name: Gal Shabtay

Attorney Docket Number: COREPH-0072 US NP

U.S. National Stage under 35 USC 371 Filing Fees

Sub-Total in

USD($)

Basic Filing:

I 60 6ONatl Stage Search Fee - U.S. was the ISA 2641

_
Patent-Appeals-and-lnterference:

Description Fee Code Quantity 
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Description Fee Code Quantity USD($)

Post-Allowance-and-Post-lssuance:

Extension-of—Time:

Miscellaneous:

Total in USD (5) 
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Electronic Acknowledgement Receipt

Application Number:

International Application Number:

Confirmation Number:

Title of Invention:

First Named Inventor/Applicant Name:

Customer Number:

Filer Authorized By:

Attorney Docket Number:

Receipt Date:

Filing Date:

Time Stamp:

Application Type:

Payment information:

Submitted with Payment

Payment Type

Payment was successfully received in RAM

RAM confirmation Number

Deposit Account

Authorized User

FHeLBfing:

Document Document Descri tion File SizeAngEefléz P MUIE f:8 PagesNumber p Message iges £6}??sz afappl.)

HIGH RESOLUTION THIN MU LTI-APERTURE IMAGING SYSTEMS

Gal Shabtay

92342

Menachem Nathan

COREPH-OO72 US NP

22-SEP-2014

07:23:14

U.S. National Stage under 35 USC 371

Credlt Card

$560

7608
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1503894

Application Data Sheet 796de7b77d37bdd4f67bbc87bdc8213889
47c2ab
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Assignee showing of ownership per 37
CFR 373. ASSIGNMENTpdf 2e642f354b3e47fe8da85a4c0c759c90e8c2

9606

Information:

942907

Oath or Declaration filed Declaration1.pdf cceSad17a94b72434bd3a660a68a962ce3b
2428

Information:

941099

Oath or Declaration filed Declaration2.pdf 6ed4de394290738883155c26cf45efed5e0|

Information:

946070

Oath or Declaration filed Declaration3.pdf ef0584e9d155eddaf91c687e085c34b17a3I

Information:

947771

Oath or Declaration filed Declaration4.pdf 523285ef5b2f442d342e79f7d547039c9d6I

Information:

2262326

Ful|_application_plus_Figs.pdf e84ae8ee1a4ef04329daba9ef160715b7bb

Multipart Description/PDF files in .zip description

Drawings-only black and white line drawings
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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PTO/AIN14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.
 

_ _ Attorney Docket Number COREPH-0072 US NP
Application Data Sheet 37 CFR 1.76

 

Application Number

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

The application data sheet is part of the provisional or nonprovisional application for which it is being submitted. The following form contains the
bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76.
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document may be printed and included in a paper filed application.

   

  
Secrecy Order 37 CFR 5.2

Portions or all of the application associated with this Application Data Sheet may fall under a Secrecy Order pursuant to

El 37 CFR 5.2 (Paper filers only. Applications that fall under Secrecy Order may not be filed electronically.)

Inventor Information:

Inventor 1

Legal Name

 

 

Prefix Given Name Middle Name Family Name Suffix

Residence Information (Select One) 0 US Residency (9 Non US Residency 0 Active US Military Service

City Tel-Aviv Country of Residence i I |L

 
  
 

Mailing Address of Inventor:

Address 1 4 Shmuel Shnitzer St.

Address 2

Postal Code 6958313 IL

Inventor 2

Legal Name

Prefix Given Name Middle Name Family Name Suffix 

Noy Cohen

Residence Information (Select One) 0 US Residency @ Non US Residency 0 Active US Military Service

Mailing Address of Inventor:

Address 1 30 Shlomo Ben Yossef St, apt. 20

Address 2

Postal Code 6912529 IL

Remove
Inventor 3

Legal Name

  
 

APPL-1002 / Page 208 of 383

EFS Web 2.2.5



APPL-1002 / Page 209 of 383

PTO/AIN14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

 

 

  
 

 

 Attorney Docket Number COREPH-0072 US NP
Application Data Sheet 37 CFR 1.76

Application Number

 
 

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Prefix Given Name Middle Name Family Name Suffix 

Oded Gigushinski

Residence Information (Select One) 0 US Residency @ Non US Residency 0 Active US Military Service

Mailing Address of Inventor:

Address 1 23 Ahi Dakar St.

Address 2

Remove
Inventor 4

Legal Name

Prefi_ Middle Name Family Name Suffix 
Residence Information (Select One) 0 US Residency 6) Non US Residency 0 Active US Military Service

City Ashdod Country of Residence i IL

Mailing Address of Inventor:

Address 1 32 Tel Chai St.

Address 2

City Ashdod Statel'Province

Postal Code 7751025 |L

All Inventors Must Be Listed - Additional Inventor Information blocks may be

generated within this form by selecting the Add button.

 

Add

Correspondence Information:

Enter either Customer Number or complete the Correspondence Information section below.

For further information see 37 CFR 1.33(a).

 

|:| An Address is being provided for the correspondence Information of this application.

 
 

Customer Number

Email Address     

  
AddEman
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PTO/AIN14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

. .

Application Data Sheet 37 CFR 1.76

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Application Information:

 
 

 
 

HIGH RESOLUTION THIN MULTl-APERTURE IMAGING SYSTEMS

COREPH-0072 US NP | Small Entity Status Claimed

Title of the Invention 

Attorney Docket Number 

Nonprovisional

Total Number of Drawing Sheets (if any) Suggested Figure for Publication (if any)

Publication Information:

|:| Request Early Publication (Fee required at time of Request 37 CFR 1.219)

Application Type

Subject Matter  

  

Request Not to Publish. I hereby request that the attached application not be published under

El 35 U.S.C. 122(b) and certify that the invention disclosed in the attached application has not and will not be the
subject of an application filed in another country, or under a multilateral international agreement, that requires

publication at eighteen months after filing.

  
 

Representative Information: 

Representative information should be provided for all practitioners having a power of attorney in the application. Providing
this information in the Application Data Sheet does not constitute a power of attorney in the application (see 37 CFR 1.32).
Either enter Customer Number or complete the Representative Name section below. If both sections are completed the customer
Number will be used for the Representative Information during processing.
 

Please Select One: (9 Customer Number 0 US Patent Practitioner 0 Limited Recognition (37 CFR 11.9)

 Customer Number 92342

Domestic Benefit/National Stage Information:

This section allows for the applicant to either claim benefit under 35 U.S.C. 119(e), 120, 121, or 365(c) or indicate

National Stage entry from a PCT application. Providing this information in the application data sheet constitutes the

specific reference required by 35 U.S.C. 119(e) or 120, and 37 CFR 1.78.

Prior Application Status

Application Number Filing Date (YYYY-MM-DD)

Prior Application Status

Application Number Filing Date (YYYY-MM-DD)

Additional Domestic Benefit/National Stage Data may be generated within this form

by selecting the Add button.

Add

  
Foreign Priority Information: AWL-1°02 / Page 210 “383
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PTO/AIN14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

 

 

  
 

 

 _ _ Attorney Docket Number COREPH-0072 US NP
Appllcatlon Data Sheet 37 CFR 1.76

Application Number

 
 

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet

constitutes the claim for priority as required by 35 U.S.C. 119(b) and 37 CFR 1.55_(d). When priority is claimed to a foreign application
that is eligible for retrieval under the priority document exchange program (PDX) Ithe information will be used by the Office to

automatically attempt retrieval pursuant to 37 CFR 1.55(h)(1) and (2). Under the PDX program, applicant bears the ultimate

responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual

property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR 1.55(g)(1).

_

Application Number Country I Filing Date (YYYY-MM-DD) Access Codei (if applicable)

 
Additional Foreign Priority Data may be generated within this form by selecting the
Add button. Add

  
Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition

Applications

This application (1) claims priority to or the benefit of an application filed before March 16, 2013 and (2) also

|:| contains, or contained at any time, a claim to a claimed invention that has an effective filing date on or after March
16, 2013. 

Authorization to Permit Access:

Authorization to Permit Access to the Instant Application by the Participating Offices

If checked, the undersigned hereby grants the USPTO authority to provide the European Patent Office (EPO),
the Japan Patent Office (JPO), the Korean Intellectual Property Office (KIPO), the World Intellectual Property Office (WIPO),
and any other intellectual property offices in which a foreign application claiming priority to the instant patent application

is filed access to the instant patent application. See 37 CFR 1.14(c) and (h). This box should not be checked if the applicant
does not wish the EPO, JPO, KIPO, WIPO, or other intellectual property office in which a foreign application claiming priority
to the instant patent application is filed to have access to the instant patent application.

In accordance with 37 CFR 1.14(h)(3), access will be provided to a copy of the instant patent application with respect

to: 1) the instant patent application-as—filed; 2) any foreign application to which the instant patent application
claims priority under 35 U.S.C. 119(a)—(d) if a copy of the foreign application that satisfies the certified copy requirement of
37 CFR 1.55 has been filed in the instant patent application; and 3) any US. application-as-filed from which benefit is

sought in the instant patent application.

In accordance with 37 CFR 1.14(c), access may be provided to information concerning the date of filing this Authorization.
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PTO/AIN14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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_ _ Attorney Docket Number COREPH-0072 US NP

Appllcatlon Data Sheet 37 CFR 1.76 _ _

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Applicant Information:

 

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR
to have an assignment recorded by the Office.

Applicant 1

If the applicant is the inventor (or the remaining joint inventor or inventors under 37 CFR 1.45), this section should not be completed.
The information to be provided in this section is the name and address of the legal representative who is the applicant under 37 CFR
1.43; or the name and address of the assignee, person to whom the inventor is under an obligation to assign the invention, or person
who otherwise shows sufficient proprietary interest in the matter who is the applicant under 37 CFR 1.46. If the applicant is an

applicant under 37 CFR 1.46 (assignee, person to whom the inventor is obligated to assign, or person who otherwise shows sufficient
proprietary interest) together with one or more joint inventors, then the joint inventor or inventors who are also the applicant should be
identified in this section.

@ Assignee 0 Legal Representative under 35 U.S.C. 117 0 Joint Inventor

0 Person to whom the inventor is obligated to assign. 0 Person who shows sufficient proprietary interest

 
 

If applicant is the legal representative, indicate the authority to file the patent application, the inventor is:

Name of the Deceased or Legally lncapacitated Inventor::|
If the Applicant is an Organization check here.

Organizatlon Name Corephotonics Ltd.

Mailing Address Information:

Address 1 25 Habarzel St. 3rd Floor

Address 2 Ramat Hachayal

Email Address 

Additional Applicant Data may be generated within this form by selecting the Add button. Add

  
Non-Applicant Assignee Information:

Providing assignment information in this section does not subsitute for compliance with any requirement of part 3 of Title 37 of CFR to
have an assignment recorded by the Office. 
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PTO/AlAl14 (03-13)
Approved for use through 0181/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

 

 

  
 

 

 Attorney Docket Number COREPH-0072 US NP
Application Data Sheet 37 CFR 1.76

Application Number

 
 

Title of Invention HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Assignee 1

Complete this section only if non-applicant assignee information is desired to be included on the patent application publication in
accordance with 37 CFR 1.215(b). Do not include in this section an applicant under 37 CFR 1.46 (assignee, person to whom the
inventor is obligated to assign, or person who otherwise shows sufficient proprietary interest), as the patent application publication will
include the name of the applicant(s).

Remove 

If the AssigneeIs an Organization check here.

Prefix Middle Name Family Name Suffix

Mailing Address Information:

Address 1

Address 2

 

   
 

City StatelProvince

Additional Assignee Data may be generated within this form by selecting the Add button. Add

Signature:

NOTE: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4 for signature requirements and
certifications

 

 
 

Signature [Menachem Nathan/ Date (YYYY-MM-DD) 2014-09-20 

First Name MENACHEM Last Name NATHAN Registration Number 65392

Additional Signature may be generated within this form by selecting the Add button. Add

  
 

This collection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C_ 122 and 37 CFR 1.14. This

collection is estimated to take 23 minutes to complete, including gathering, preparing, and submitting the completed application data
sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to
complete this form and/0r suggestions for reducing this burden, should be sent to the Chief Information Officer, US. Patent and
Trademark Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.0. Box 1450, Alexandria, VA 22313-1450.
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The Privacy Act of 1974 (PL. 93-579) requires that you be given certain information in connection with your submission of the attached form related to
a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general authority for the collection
of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is
used by the U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent application or patent. If you do not
furnish the requested information, the US Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

Privacy Act Statement

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act (5 U.S.C. 552)
and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the Department of Justice to determine
whether the Freedom of Information Act requires disclosure of these records.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a court, magistrate, or
administrative tribunal, including disclosures to opposing counsel in the course of settlement negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a request involving an
individual, to whom the record pertains, when the individual has requested assistance from the Member with respect to the subject matter of
the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for the information in
order to perform a contract. Recipients of information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records may be disclosed,
as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of National Security
review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or his/her designee,
during an inspection of records conducted by GSA as part of that agency's responsibility to recommend improvements in records
management practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the
GSA regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such
disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the application pursuant
to 35 U.S.C. 122(b) or issuance ofa patent pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, as a routine use, to the public if the record was filed in an application which became abandoned or in which the proceedings were
terminated and which application is referenced by either a published application, an application open to public inspections or an issued
patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law enforcement agency, if the
USPTO becomes aware of a violation or potential violation of law or regulation.
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W

For good and valuable consideration, the receipt and sufficiency of which is hereby

acknowledged, the undersigned:

GAL SHABTAY NOY COHEN

ODED GIGUSHINSKI EPHRAIM GOLDENBERG

(hereinafter called the "assignor(s)"), hereby assign(s) and transfer(s) to:

Corephotonics Ltd.

25 Habarzel St. 3rd Floor

Ramat Hachayal, 6971035

Israel

(hereinafter called the “assignee(s)”), its/his successors, assignees, nominees, or other legal

representatives, the assignor’s entire right, title and interest in and to the invention entitled:

HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

Described and claimed in the following US National Phase Patent Application identified as

Attorney docket No. COREPH-0072 US NP and filed herewith; and in and to said Patent

Applications, and all original and reissued Patents granted therefor, and all divisions and

continuations thereof, including the right to apply and obtain Patents in all other countries,

the priority rights under International Conventions, and the Letters Patent which may be

granted thereon.

Signed and sealed this 20 day of September, 2014

 

GAL SHABTAY / GAL SHABTAY /

NOY COHEN / NOY COHEN /

ODED GIGUSHINSKI / ODED GIGUSHINSKI/

EPHRAIM GOLDENBERG / EPHRAIM GOLDENBERG /
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PTO/AiAl01 (06-12)
Approved for use through 01/31/2014. OMB 0651—0032

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN

APPLICATION DATA SHEET (37 CFR 1.76)

Title of HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS
Invention

As the below named inventor, l hereby declare that:

This declaration IEis directed to: The attached application, or

D United States application or PCT international application number
filed on

The above—identified application was made or authorized to be made by me.

I believe that l am the original inventor or an original joint inventor of a claimed invention in the application.

l hereby acknowledge that any willful false statement made in this declaration is punishable under 18 U.S.C. 1001
by fine or imprisonment of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card numbers
(other than a check or credit card authorization form PTO—2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. if this type of personal information is included in documents submitted to the USPTO,
petitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non—publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

Gal Shabtay Date (Optional) .09-20-2014lnventor:

/Gal Shabtay/Signature:

Note: An application data sheet (PTO/SB/14 or equivalent), including naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an additional PTO/AlA/01 form for each additional inventor.

 
This collection of information is required by 35 U.S.C. 115 and 37 CFR 1.63. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US.
Patent and Trademark Office, U.S. Department of Commerce. PO. Box 1450, Alexandria, VA 223134450. DO NOT SEND FEES OR COMPLETED FORMS TO
THls ADDRESS SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1—800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the

collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;

and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. if you do

not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or

abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the

Freedom of information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from

this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of information Act.
A record from this system of records may be disclosed, as a routine use, in the course of

presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to

opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of

Congress submitting a request involving an individual, to whom the record pertains, when the

individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the

Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as

amended, pursuant to 5 U.S.C. 552a(m).
A record related to an international Application filed under the Patent Cooperation Treaty in

this system of records may be disclosed, as a routine use, to the international Bureau of the

World intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal

agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to

the Atomic Energy Act (42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,

General Services, or his/her designee, during an inspection of records conducted by GSA as

part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall

be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant ( i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after

either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37

CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspection or an

issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,

or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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PTO/AiAl01 (06-12)
Approved for use through 01/31/2014. OMB 0651—0032

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN

APPLICATION DATA SHEET (37 CFR 1.76)

Title of HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS
Invention

As the below named inventor, l hereby declare that:

This declaration IEis directed to: The attached application, or

D United States application or PCT international application number
filed on

The above—identified application was made or authorized to be made by me.

I believe that l am the original inventor or an original joint inventor of a claimed invention in the application.

l hereby acknowledge that any willful false statement made in this declaration is punishable under 18 U.S.C. 1001
by fine or imprisonment of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card numbers
(other than a check or credit card authorization form PTO—2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. if this type of personal information is included in documents submitted to the USPTO,
petitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non—publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

Noy Cohen Date (Optional) .09-20-2014lnventor:

/Noy Cohen/Signature:

Note: An application data sheet (PTO/SB/14 or equivalent), including naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an additional PTO/AlA/01 form for each additional inventor.

 
This collection of information is required by 35 U.S.C. 115 and 37 CFR 1.63. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US.
Patent and Trademark Office, U.S. Department of Commerce. PO. Box 1450, Alexandria, VA 223134450. DO NOT SEND FEES OR COMPLETED FORMS TO
THls ADDRESS SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1—800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the

collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;

and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. if you do

not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or

abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the

Freedom of information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from

this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of information Act.
A record from this system of records may be disclosed, as a routine use, in the course of

presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to

opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of

Congress submitting a request involving an individual, to whom the record pertains, when the

individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the

Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as

amended, pursuant to 5 U.S.C. 552a(m).
A record related to an international Application filed under the Patent Cooperation Treaty in

this system of records may be disclosed, as a routine use, to the international Bureau of the

World intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal

agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to

the Atomic Energy Act (42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,

General Services, or his/her designee, during an inspection of records conducted by GSA as

part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall

be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant ( i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after

either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37

CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspection or an

issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,

or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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PTO/AiAl01 (06-12)
Approved for use through 01/31/2014. OMB 0651—0032

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN

APPLICATION DATA SHEET (37 CFR 1.76)

Title of HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS
Invention

As the below named inventor, l hereby declare that:

This declaration IEis directed to: The attached application, or

D United States application or PCT international application number
filed on

The above—identified application was made or authorized to be made by me.

I believe that l am the original inventor or an original joint inventor of a claimed invention in the application.

l hereby acknowledge that any willful false statement made in this declaration is punishable under 18 U.S.C. 1001
by fine or imprisonment of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card numbers
(other than a check or credit card authorization form PTO—2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. if this type of personal information is included in documents submitted to the USPTO,
petitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non—publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

Odecl Gigushinski Date (Optional) .09-20-2014lnventor:

/Oded Gigushinski/Signature:

Note: An application data sheet (PTO/SB/14 or equivalent), including naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an additional PTO/AlA/01 form for each additional inventor.

 
This collection of information is required by 35 U.S.C. 115 and 37 CFR 1.63. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US.
Patent and Trademark Office, U.S. Department of Commerce. PO. Box 1450, Alexandria, VA 223134450. DO NOT SEND FEES OR COMPLETED FORMS TO
THls ADDRESS SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1—800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the

collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;

and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. if you do

not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or

abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the

Freedom of information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from

this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of information Act.
A record from this system of records may be disclosed, as a routine use, in the course of

presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to

opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of

Congress submitting a request involving an individual, to whom the record pertains, when the

individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the

Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as

amended, pursuant to 5 U.S.C. 552a(m).
A record related to an international Application filed under the Patent Cooperation Treaty in

this system of records may be disclosed, as a routine use, to the international Bureau of the

World intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal

agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to

the Atomic Energy Act (42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,

General Services, or his/her designee, during an inspection of records conducted by GSA as

part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall

be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant ( i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after

either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37

CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspection or an

issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,

or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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PTO/AiAl01 (06-12)
Approved for use through 01/31/2014. OMB 0651—0032

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN

APPLICATION DATA SHEET (37 CFR 1.76)

Title of HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS
Invention

As the below named inventor, l hereby declare that:

This declaration IEis directed to: The attached application, or

D United States application or PCT international application number
filed on

The above—identified application was made or authorized to be made by me.

I believe that l am the original inventor or an original joint inventor of a claimed invention in the application.

l hereby acknowledge that any willful false statement made in this declaration is punishable under 18 U.S.C. 1001
by fine or imprisonment of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card numbers
(other than a check or credit card authorization form PTO—2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. if this type of personal information is included in documents submitted to the USPTO,
petitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non—publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

Ephraim Goldenberg Date (Optional) .09-20-2014lnventor:

/Ephraim Goldenberg/Signature:

Note: An application data sheet (PTO/SB/14 or equivalent), including naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an additional PTO/AlA/01 form for each additional inventor.

 
This collection of information is required by 35 U.S.C. 115 and 37 CFR 1.63. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US.
Patent and Trademark Office, U.S. Department of Commerce. PO. Box 1450, Alexandria, VA 223134450. DO NOT SEND FEES OR COMPLETED FORMS TO
THls ADDRESS SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1—800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the

collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;

and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. if you do

not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or

abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the

Freedom of information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from

this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freedom of information Act.
A record from this system of records may be disclosed, as a routine use, in the course of

presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to

opposing counsel in the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of

Congress submitting a request involving an individual, to whom the record pertains, when the

individual has requested assistance from the Member with respect to the subject matter of the
record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the

Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as

amended, pursuant to 5 U.S.C. 552a(m).
A record related to an international Application filed under the Patent Cooperation Treaty in

this system of records may be disclosed, as a routine use, to the international Bureau of the

World intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal

agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to

the Atomic Energy Act (42 U.S.C. 218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator,

General Services, or his/her designee, during an inspection of records conducted by GSA as

part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall

be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant ( i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after

either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37

CFR 1.14, as a routine use, to the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspection or an

issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State,

or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

CROSS REFERENCE TO RELATED APPLICATIONS

This application is a National Phase application from PCT patent application

PCT/IB2013/060356 which claims priority from US Provisional Patent Application No.

61/730,570 having the same title and filed November 28, 2013, which is incorporated herein by

reference in its entirety.

FIELD

Embodiments disclosed herein relate in general to multi-aperture imaging ("MAI")

systems (where “multi” refers to two or more apertures) and more specifically to thin MAI

systems with high color resolution and/or optical zoom.

BACKGROUND

Small digital cameras integrated into mobile (cell) phones, personal digital assistants

and music players are becoming ubiquitous. Each year, mobile phone manufacturers add more

imaging features to their handsets, causing these mobile imaging devices to converge towards

feature sets and image quality that customers expect from stand-alone digital still cameras.

Concurrently, the size of these handsets is shrinking, making it necessary to reduce the total

size of the camera accordingly while adding more imaging features. Optical Zoom is a primary

feature of many digital still cameras but one that mobile phone cameras usually lack, mainly

due to camera height constraints in mobile imaging devices, cost and mechanical reliability.

Mechanical zoom solutions are common in digital still cameras but are typically too

thick for most camera phones. Furthermore, the F/# (“F number) in such systems typically

increases with the zoom factor (ZF) resulting in poor light sensitivity and higher noise

(especially in low-light scenarios). In mobile cameras, this also results in resolution

compromise, due to the small pixel size of their image sensors and the diffraction limit optics

associated with the F/#.

One way of implementing zoom in mobile cameras is by over-sampling the image and

cropping and interpolating it in accordance with the desired ZF. While this method is

mechanically reliable, it results in thick optics and in an expensive image sensor due to the
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large number of pixels associated therewith. As an example, if one is interested in

implementing a 12 Megapixel camera with X3 ZF, one needs a sensor of 108 Megapixels.

Another way of implementing zoom, as well as increasing the output resolution, is by

using a dual-aperture imaging ("DAI") system. In its basic form, a DAI system includes two

optical apertures which may be formed by one or two optical modules, and one or two image

sensors (e. g., CMOS or CCD) that grab the optical image or images and convert the data into

the electronic domain, where the image can be processed and stored.

The design of a thin MAI system with improved resolution requires a careful choice of

parameters coupled with advanced signal processing algorithms to support the output of a high

quality image. Known MAI systems, in particular ones with short optical paths, often trade-off

functionalities and properties, for example zoom and color resolution, or image resolution and

quality for camera module height. Therefore, there is a need for, and it would be advantageous

to have thin MAI systems that produce an image with high resolution (and specifically high

color resolution) together with zoom functionality.

Moreover, known signal processing algorithms used together with existing MAI

systems often further degrade the output image quality by introducing artifacts when

combining information from different apertures. A primary source of these artifacts is the

image registration process, which has to find correspondences between the different images

that are often captured by different sensors with different color filter arrays (CFAs). There is

therefore a need for, and it would be advantageous to have an image registration algorithm that

is more robust to the type of CFA used by the cameras and which can produce better

correspondence between images captured by a multi-aperture system.

SUMMARY

Embodiments disclosed herein teach the use of multi-aperture imaging systems to

implement thin cameras (with short optical paths of less than about 9 mm) and/or to realize

optical zoom systems in such thin cameras. Embodiments disclosed herein further teach new

color filter arrays that optimize the color information which may be achieved in a multi-

aperture imaging system with or without zoom. In various embodiments, a MAI system

disclosed herein includes at least two sensors or a single sensor divided into at least two areas.

Hereinafter, the description refers to “two sensors”, with the understanding that they may

represent sections of a single physical sensor (imager chip). Exemplarily, in a dual-aperture

imaging system, a left sensor (or left side of a single sensor) captures an image coming from a

APPL-1002 / Page 225 of 383



APPL-1002 / Page 226 of 383

10

15

20

25

30

first aperture while a right sensor (or right side of a single sensor) captures an image coming

from a second aperture. In various embodiments disclosed herein, one sensor is a “Wide”

sensor while another sensor is a “Tele” sensor, see e.g. FIG. 1A. The Wide sensor includes

either a single standard CPA or two different CFAs: a non-standard CPA with higher color

sampling rate positioned in an “overlap area” of the sensor (see below description of FIG. 1B)

and a standard CPA with a lower color sampling rate surrounding the overlap area. When

including a single standard CFA, the CFA may cover the entire Wide sensor area. A "standard

CFA" may include a RGB (Bayer) pattern or a non-Bayer pattern such as RGBE, CYYM,

CYGM, RGBW#l, RGBW#2 or RGBW#3. Thus, reference may be made to "standard Bayer"

or "standard non-Bayer" patterns or filters. As used herein, “non-standard CFA” refers to a

CPA that is different in its pattern that CFAs listed above as “standard”. Exemplary non-

standard CFA patterns may include repetitions of a 2x2 micro-cell in which the color filter

order is RR-BB, RB-BR or YC-CY where Y=Yellow = Green + Red, C = Cyan = Green +

Blue; repetitions of a 3x3 micro-cell in which the color filter order is GBR-RGB-BRG; and

repetitions of a 6x6 micro-cell in which the color filter order is

RBBRRB-RWRBWB-BBRBRR-RRBRBB-BWBRWR-BRRBBR, or

BBGRRG-RGRBGB-GBRGRB-RRGBBG-BGBRGR-GRBGBR, or

RBBRRB-RGRBGB-BBRBRR-RRBRBB-BGBRGR-BRRBBR, or,

RBRBRB-BGBRGR-RBRBRB-BRBRBR-RGRBGB-BRBRBR.

The Tele sensor may be a Clear sensor (i.e. a sensor without color filters) or a standard

CFA sensor. This arrangement of the two (or more than two) sensors and of two (or more than

two) Wide and Tele “subset cameras” (or simply “subsets”) related to the two Wide and Tele

subsets. Each sensor provides a separate image (referred to respectively as a Wide image and a

Tele image), except for the case of a single sensor, where two images are captured (grabbed)

by the single sensor (example above). In some embodiments, zoom is achieved by fusing the

two images, resulting in higher color resolution that approaches that of a high quality dual-

aperture zoom camera. Some thin MAI systems disclosed herein therefore provide zoom,

super-resolution, high dynamic range and enhanced user experience.

In some embodiments, in order to reach optical zoom capabilities, a different

magnification image of the same scene is grabbed by each subset, resulting in field of view

(FOV) overlap between the two subsets. In some embodiments, the two subsets have the same

zoom (i.e. same FOV). In some embodiments, the Tele subset is the higher zoom subset and

the Wide subset is the lower zoom subset. Post processing is applied on the two images

grabbed by the MAI system to fuse and output one fused (combined) output zoom image
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processed according to a user ZF input request. In some embodiments, the resolution of the

fused image may be higher than the resolution of the Wide/Tele sensors. As part of the fusion

procedure, up-sampling may be applied on the Wide image to scale it to the Tele image.

In an embodiment there is provided a multi-aperture imaging system comprising a first

camera subset that provides a first image, the first camera subset having a first sensor with a

first plurality of sensor pixels covered at least in part with a non-standard CFA, the non-

standard CFA used to increase a specific color sampling rate relative to a same color sampling

rate in a standard CFA; a second camera subset that provides a second image, the second

camera subset having a second sensor with a second plurality of sensor pixels either Clear or

covered with a standard CFA; and a processor configured to process the first and second

images into a combined output image.

In some embodiments, the first and the second camera subsets have identical FOVs and

the non-standard CFA may cover an overlap area that includes all the pixels of first sensor,

thereby providing increased color resolution. In some such embodiments, the processor is

further configured to, during the processing of the first and second images into a combined

output image, register respective first and second Luma images obtained from the first and

second images, the registered first and second Luma images used together with color

information to form the combined output image. In an embodiment, the registration includes

finding a corresponding pixel in the second Luma image for each pixel in the first Luma image,

whereby the output image is formed by transferring information from the second image to the

first image. In another embodiment, the registration includes finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image, whereby the output image is

formed by transferring information from the first image to the second image.

In some embodiments, the first camera subset has a first FOV, the second camera

subset has a second, smaller FOV than the first FOV, and the non-standard CFA covers an

overlap area on the first sensor that captures the second FOV, thereby providing both optical

zoom and increased color resolution. In some such embodiments, the processor is further

configured to, during the processing of the first and second images into a combined output

image and based on a ZF input, register respective first and second Luma images obtained from

the first and second images, the registered first and second Luma images used together with

color information to form the combined output image. For a ZF input that defines an FOV

greater than the second FOV, the registration includes finding a corresponding pixel in the

second Luma image for each pixel in the first Luma image and the processing includes forming

the output image by transferring information from the second image to the first image. For a
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ZF input that defines an FOV smaller than or equal to the second FOV, the registration

includes finding a corresponding pixel in the first Luma image for each pixel in the second

Luma image, and the processing includes forming the output image by transferring information

from the first image to the second image.

In an embodiment there is provided a multi-aperture imaging system comprising a first

camera subset that provides a first image, the first camera subset having a first sensor with a

first plurality of sensor pixels covered at least in part with a standard CFA; a second camera

subset that provides a second image, the second camera subset having a second sensor with a

second plurality of sensor pixels either Clear or covered with a standard CFA; and a processor

configured to register first and second Luma images obtained respectively from the first and

second images and to process the registered first and second Luma images together with color

information into a combined output image.

In some embodiments, the first and the second camera subsets have identical first and

second FOVs. In some such embodiments, the registration includes finding a corresponding

pixel in the second Luma image for each pixel in the first Luma image and the processing

includes forming the output image by transferring information from the second image to the

first image. In other such embodiments, the registration includes finding a corresponding pixel

in the first Luma image for each pixel in the second Luma image and the processing includes

forming the output image by transferring information from the first image to the second image.

In some embodiments, the first camera subset has a first FOV, the second camera

subset has a second, smaller FOV than the first FOV, and the processor is further configured to

register the first and second Luma images based on a ZF input. For a ZF input that defines an

FOV greater than the second FOV, the registration includes finding a corresponding pixel in

the second Luma image for each pixel in the first Luma image and the processing includes

forming the output image by transferring information from the second image to the first image.

For a ZF input that defines an FOV smaller than or equal to the second FOV, the registration

includes finding a corresponding pixel in the first Luma image for each pixel in the second

Luma image, and the processing includes forming the output image by transferring information

from the first image to the second image.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting examples of embodiments disclosed herein are described below with

reference to figures attached hereto that are listed following this paragraph. The drawings and
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descriptions are meant to illuminate and clarify embodiments disclosed herein, and should not

be considered limiting in any way.

FIG. 1A shows schematically a block diagram illustrating a dual-aperture zoom

imaging system disclosed herein;

FIG. 1B shows an example of an image captured by the Wide sensor and the Tele

sensor while illustrating the overlap area on the Wide sensor;

FIG. 2 shows schematically an embodiment of a Wide sensor that may be implemented

in a dual-aperture zoom imaging system disclosed herein;

FIG. 3 shows schematically another embodiment of a Wide camera sensor that may be

implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 4 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 5 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 6 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 7 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 8 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 9 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 10 shows a schematically in a flow chart an embodiment of a method disclosed

herein for acquiring and outputting a zoom image;

FIG. llA shows exemplary images captured by a triple aperture zoom imaging system

disclosed herein;

FIG. llB illustrates schematically the three sensors of the triple aperture imaging

system of FIG. llA.

DETAILED DESCRIPTION

Embodiments disclosed herein relate to multi-aperture imaging systems that include at

least one Wide sensor with a single CFA or with two different CFAs and at least one Tele

sensor. The description continues with particular reference to dual-aperture imaging systems
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that include two (Wide and Tele) subsets with respective sensors. A three-aperture imaging

system is described later with reference to FIGS. llA-l 1B.

The Wide sensor includes an overlap area (see description of FIG. 1B) that captures

the Tele FOV. The overlap area may cover the entire Wide sensor or only part of the sensor.

The overlap area may include a standard CFA or a non-standard CFA. Since the Tele image is

optically magnified compared to the Wide image, the effective sampling rate of the Tele image

is higher than that of the Wide image. Thus, the effective color sampling rate in the Wide

sensor is much lower than the Clear sampling rate in the Tele sensor. In addition, the Tele and

Wide images fusion procedure (see below) requires up-scaling of the color data from the Wide

sensor. Up-scaling will not improve color resolution. In some applications, it is therefore

advantageous to use a non-standard CFA in the Wide overlap area that increases color

resolution for cases in which the Tele sensor includes only Clear pixels. In some embodiments

in which the Tele sensor includes a Bayer CFA, the Wide sensor may have a Bayer CFA in the

overlap area. In such embodiments, color resolution improvement depends on using color

information from the Tele sensor in the fused output image.

FIG. 1A shows schematically a block diagram illustrating a dual-aperture zoom

imaging ("DAZI") system 100 disclosed herein. System 100 includes a dual-aperture camera

102 with a Wide subset 104 and a Tele subset 106 (each subset having a respective sensor), and

a processor 108 that fuses two images, a Wide image obtained with the Wide subset and a Tele

image obtained with the Tele subset, into a single fused output image according to a user-

defined "applied" ZF input or request. The ZF is input to processor 108. The Wide sensor may

include a non-standard CFA in an overlap area illustrated by 110 in FIG. 1B. Overlap area 110

is surrounded by a non-overlap area 112 with a standard CFA (for example a Bayer pattern).

FIG. 1B also shows an example of an image captured by both Wide and Tele sensors. Note that

“overlap” and “non-overlap” areas refer to parts of the Wide image as well as to the CFA

arrangements of the Wide sensor. The overlap area may cover different portions of a Wide

sensor, for example half the sensor area, a third of the sensor area, a quarter of the sensor area,

etc. A number of such Wide sensor CFA arrangements are described in more detail with

reference to FIGS. 2-9. The non-standard CFA pattern increases the color resolution of the

DAZI system.

The Tele sensor may be Clear (providing a Tele Clear image scaled relative to the Wide

image) or may include a standard (Bayer or non-Bayer) CFA. It in the latter case, it is desirable

to define primary and auxiliary sensors based on the applied ZF. If the ZF is such that the

output FOV is larger than the Tele FOV, the primary sensor is the Wide sensor and the
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auxiliary sensor is the Tele sensor. If the ZF is such that the output FOV is equal to, or smaller

than the Tele FOV, the primary sensor is the Tele sensor and the auxiliary sensor is the Wide

sensor. The point of view defined by the output image is that of the primary sensor.

FIG. 2 shows schematically an embodiment of a Wide sensor 200 that may be

implemented in a DAZI system such as system 100. Sensor 200 has a non-overlap area 202

with a Bayer CFA and an overlap area 204 covered by a non-standard CFA with a repetition of

a 4x4 micro-cell in which the color filter order is BBRR-RBBR-RRBB-BRRB. In this figure,

as well as in FIGS. 3-9, “Width 1” and “Height 1” refer to the full Wide sensor dimension.

“Width 2” and “Height 2” refer to the dimensions of the Wide sensor overlap area. Note that in

FIG. 2 (as in following figures 3-5 and 7, 8) the empty row and column to the left and top of

the overlap area are for clarity purposes only, and that the sensor pixels follow there the pattern

of the non-overlap area (as shown in FIG. 6). In overlap area 204, R and B are sampled at 1/20'5

Nyquist frequency in the diagonal (left to right) direction with 2 pixel intervals instead of at 1/2

Nyquist frequency in a standard Bayer pattern.

FIG. 3 shows schematically an embodiment of a Wide sensor 300 that may be

implemented in a DAZI system such as system 100. Sensor 300 has a non-overlap area 302

with a Bayer CFA and an overlap area 304 covered by a non-standard CFA with a repetition of

a 2x2 micro-cell in which the color filter order is BR-RB. In the overlap area, R and B are

sampled at 1/20'5 Nyquist frequency in both diagonal directions.

FIG. 4 shows schematically an embodiment of a Wide sensor 400 that may be

implemented in a DAZI system such as system 100. Sensor 400 has a non-overlap area 402

with a Bayer CFA and an overlap area 404 covered by a non-standard CFA with a repetition of

a 2x2 micro-cell in which the color filter order is YC-CY, where Y=Yellow = Green + Red, C

= Cyan = Green + Blue. As a result, in the overlap area, R and B are sampled at 1/20'5 Nyquist

frequency in a diagonal direction. The non-standard CFA includes green information for

registration purposes. This allows for example registration between the two images where the

object is green, since there is green information in both sensor images.

FIG. 5 shows schematically an embodiment of a Wide sensor 500 that may be

implemented in a DAZI system such as system 100. Sensor 500 has a non-overlap area 502

with a Bayer CFA and an overlap area 504 covered by a non-standard CFA with a repetition of

a 6x6 micro-cell in which the color filter order is RBBRRB-RWRBWB-BBRBRR-RRBRBB-

BWBRWR-BRRBBR, where “W” represents White or Clear pixels. In the overlap area, R and

B are sampled at a higher frequency than in a standard CFA. For example, in a Bayer pixel

order, the Red average sampling rate ("Rs") is 0.25 (sampled once for every 4 pixels). In the

APPL-1002 / Page 231 of 383



APPL-1002 / Page 232 of 383

10

15

20

25

30

overlap area pattern, Rs is 0.44.

FIG. 6 shows schematically an embodiment of a Wide sensor 600 that may be

implemented in a DAZI system such as system 100. Sensor 600 has a non-overlap area 602

with a Bayer CFA and an overlap area 604 covered by a non-standard CFA with a repetition of

a 6x6 micro-cell in which the color filter order is BBGRRG-RGRBGB-GBRGRB-RRGBBG-

BGBRGR-GRBGBR. In the overlap area, R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, Rs is 0. 33 vs. 0.25 in a Bayer pixel

order.

FIG. 7 shows schematically an embodiment of a Wide sensor 700 that may be

implemented in a DAZI system such as system 100. Sensor 700 has a non-overlap area 702

with a Bayer CFA and an overlap area 704 covered by a non-standard CFA with a repetition of

a 3x3 micro-cell in which the color filter order is GBR-RGB-BRG. In the overlap area, R and

B are sampled at a higher frequency than in a standard CFA. For example, in the overlap area

pattern, Rs is 0. 33 vs. 0.25 in a Bayer pixel order.

FIG. 8 shows schematically an embodiment of a Wide sensor 800 that may be

implemented in a DAZI system such as system 100. Sensor 800 has a non-overlap area 802

with a Bayer CFA and an overlap area 804 covered by a non-standard CFA with a repetition of

a 6x6 micro-cell in which the color filter order is RBBRRB-RGRBGB-BBRBRR-RRBRBB-

BGBRGR-BRRBBR. In the overlap area, R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, Rs is 0. 44 vs. 0.25 in a Bayer pixel

order.

FIG. 9 shows schematically an embodiment of a Wide sensor 900 that may be

implemented in a DAZI system such as system 100. Sensor 900 has a non-overlap area 902

with a Bayer CFA and an overlap area 904 covered by a non-standard CFA with a repetition of

a 6x6 micro-cell in which the color filter order is RBRBRB-BGBRGR-RBRBRB-BRBRBR-

RGRBGB-BRBRBR. In the overlap area, R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, Rs is 0. 44 vs. 0.25 in a Bayer pixel

order.

Processing flow

In use, an image is acquired with imaging system 100 and is processed according to

steps illustrated in a flowchart shown in FIG. 10. In step 1000, demosaicing is performed on

the Wide overlap area pixels (which refer to the Tele image FOV) according to the specific
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CFA pattern. If the CFA in the Wide overlap area is a standard CFA, a standard demosaicing

process may be applied to it. If the CFA in the Wide overlap area is non-standard CFA, the

overlap and non-overlap subsets of pixels may need different demosaicing processes. That is,

the Wide overlap area may need a non-standard demosaicing process and the Wide non-

overlap area may need a standard demosaicing process. Exemplary and non-limiting non-

standard demosaicing interpolations for the overlap area of each of the Wide sensors shown in

FIGS. 2-9 are given in detail below. The aim of the demosaicing is to reconstruct missing

colors in each pixel. Demosaicing is applied also to the Tele sensor pixels if the Tele sensor is

not a Clear only sensor. This will result in a Wide subset color image where the colors (in the

overlap area) hold higher resolution than those of a standard CFA pattern. In step 1002, the

Tele image is registered (mapped) into the Wide image. The mapping includes finding

correspondences between pixels in the two images. In step 1002, actual registration is

performed on luminance Tele and Wide images (respectively LumaTele and LumaWide)

calculated from the pixel information of the Tele and Wide cameras. These luminance images

are estimates for the scene luminance as captured by each camera and do not include any color

information. If the Wide or Tele sensors have CFAs, the calculation of the luminance images is

performed on the respective demosaiced images. The calculation of the Wide luminance image

varies according to the type of non-standard CFA used in the Wide overlap area. If the CFA

permits calculation of a full RGB demosaiced image, the luminance image calculation is

straightforward. If the CPA is such that it does not permit calculation of a full RGB

demosaiced image, the luminance image is estimated from the available color channels. If the

Tele sensor is a Clear sensor, the Tele luminance image is just the pixel information.

Performing the registration on luminance images has the advantage of enabling registration

between images captured by sensors with different CFAs or between images captured by a

standard CPA or non-standard CFA sensor and a standard CPA or Clear sensor and avoiding

color artifacts that may arise from erroneous registration.

In step 1004, the data from the Wide and Tele images is processed together with the

registration information from step 1002 to form a high quality output zoom image. In cases

where the Tele sensor is a Clear only sensor, the high resolution luminance component is taken

from the Tele sensor and color resolution is taken from the Wide sensor. In cases where the

Tele sensor includes a CPA, both color and luminance data are taken from the Tele subset to

form the high quality zoom image. In addition, color and luminance data is taken from the

Wide subset.

10
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Exemplary process for fusing a zoom image

1. Special demosaicing

In this step, the Wide image is interpolated to reconstruct the missing pixel values.

Standard demosaicing is applied in the non-overlap area. If the overlap area includes a standard

CFA, standard demosaicing is applied there as well. If the overlap area includes a non-

standard CFA, a special demosaicing algorithm is applied, depending on the CFA pattern used.

In addition, in case the Tele sensor has a CFA, standard demosaicing is applied to reconstruct

the missing pixel values in each pixel location and to generate a full RGB color image.

2. Registration preparation

- Tele image: a luminance image LumaTele is calculated from the Tele sensor pixels. If

the Tele subset has a Clear sensor, LumaTele is simply the sensor pixels data. If the Tele subset

has a standard CFA, LumaTele is calculated from the demosaiced Tele image.

- Wide image: as a first step, in case the Wide overlap CFA permits estimating the

luminance component of the image, the luminance component is calculated from the

demosaiced Wide image, LumaWide. If the CFA is one of those depicted in FIGS. 4-9, a

luminance image is calculated first. If the CFA is one of the CFAs depicted in FIG. 2 or FIG. 3,

a luminance image is not calculated. Instead, the following registration step is performed

between a weighted average of the demosaiced channels of the Wide image and LumaTele. For

convenience, this weighted average image is also denoted LumaWide. For example, if the Wide

sensor CFA in the overlap region is as shown in FIG. 2, the demosaiced channels RWide and

BWMe are averaged to create LumaWide according to LumaWide = (fl *RWide+f2*BWide)/(f1+f2),

where fl may be f1=1 and f2 may be f2=1.

- Low-pass filtering is applied on the Tele luminance image in order to match its spatial

frequency content to that of the LumaWide image. This improves the registration performance,

as after low-pass filtering the luminance images become more similar. The calculation is

LumaTele9 Low pass filter 9 LumaTeleLP, where "LP" denotes an image after low pass

filtering.

11
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3. Registration of LumaWide and Lumam
 

This step of the algorithm calculates the mapping between the overlap areas in the two

luminance images. The registration step does not depend on the type of CFA used (or the lack

thereof), as it is applied on luminance images. The same registration step can therefore be

applied on Wide and Tele images captured by standard CFA sensors, as well as by any

combination of CFAs or Clear sensor pixels disclosed herein. The registration process chooses

either the Wide image or the Tele image to be a primary image. The other image is defined as

an auxiliary image. The registration process considers the primary image as the baseline image

and registers the overlap area in the auxiliary image to it, by finding for each pixel in the

overlap area of the primary image its corresponding pixel in the auxiliary image. The output

image point of view is determined according to the primary image point of view (camera

angle). Various correspondence metrics could be used for this purpose, among which are a sum

of absolute differences and correlation.

In an embodiment, the choice of the Wide image or the Tele image as the primary and

auxiliary images is based on the ZF chosen for the output image. If the chosen ZF is larger than

the ratio between the focal-lengths of the Tele and Wide cameras, the Tele image is set to be

the primary image and the Wide image is set to be the auxiliary image. If the chosen ZF is

smaller than or equal to the ratio between the focal-lengths of the Tele and Wide cameras, the

Wide image is set to be the primary image and the Tele image is set to be the auxiliary image.

In another embodiment independent of a zoom factor, the Wide image is always the primary

image and the Tele image is always the auxiliary image. The output of the registration stage is

a map relating Wide image pixels indices to matching Tele image pixels indices.

4. Combination into a high resolution image

In this final step, the primary and auxiliary images are used to produce a high

resolution image. One can distinguish between several cases:

a. If the Wide image is the primary image, and the Tele image was generated from

a Clear sensor, LumaWide is calculated and replaced or averaged with LumaTele in the overlap

area between the two images to create a luminance output image, matching corresponding

pixels according to the registration map Lumaom = cl* LumaWide + c2* LumaTele. The values of

cl and c2 may change between different pixels in the image. Then, RGB values of the output

are calculated from Lumaom and RWide, GWide, and BWide.

12
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b. If the Wide image is the primary image and the Tele image was generated from

a CPA sensor, LumaTele is calculated and is combined with LumaWide in the overlap area

between the two images, according to the flow described in 4a.

c. If the Tele image is the primary image generated from a Clear sensor, the RGB

values of the output are calculated from the LumaTele image and RWide, GWide, and BWide

(matching pixels according to the registration map).

d. If the Tele image is the primary image generated from a CPA sensor, the RGB

values of the output (matching pixels according to the registration map) are calculated either by

using only the Tele image data, or by also combining data from the Wide image. The choice

depends on the zoom factor.

Certain portions of the registered Wide and Tele images are used to generate the output

image based on the ZF of the output image. In an embodiment, if the ZF of the output image

defines a FOV smaller than the Tele FOV, the fused high resolution image is cropped to the

required field of view and digital interpolation is applied to scale up the image to the required

output image resolution.

Exemplary and non-limiting pixel interpolations specifications for the overlap area

FIG. 2  

B11 B12 R13
 

R21 B22 B23
 

R31 R32 B33 
 

In order to reconstruct the missing R22 pixel, we perform R22 = (R31+R13)/2. The same

operation is performed for all missing Blue pixels.

 

    
 

FIG. 3

R11 B12 R13

B21 R22 B23

R31 B32 R33
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In order to reconstruct the missing B22 pixel, we perform B22 = (B12+B21+B32+B23)/4. The

same operation is performed for all missing Red pixels.

FIG. 4

 

  
Yll C12 Y13

C21 Y22 C23

Y31 C32 Y33   
In order to reconstruct the missing C22 pixel, we perform C22 = (C12+C2l+C32+C23)/4. The

same operation is performed for all missing Yellow pixels.

FIG. 5

Case 1: W is center pixel
 

 

 

 

R11 B12 B13

R21 W22 R23

B31 B32 R33

 

  
In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (B12+B32)/2

R22 = (R21+R23)/2

G22= (W22-R22-B22) (assuming that W includes the same amount of R, G and B

colors).

Case 2: R22 is center pixel
 

 

 

    
14

 
B11 B12 R13 R14

W21 R22 B23 W24

B31 R32 B33 R34
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In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (B11+R33)/2

W22 = (2*W21+W24)/3

G22 = (W22-R22-B22) (assuming that W contains the same amount of R, G and B

5 colors). The same operation is performed for Blue as the center pixel.

 

 

 

 

FIG. 6

B11 B 12 G13 R14

R21 G22 R23 B24

G31 B32 R33 G34

R41 R42 G43 B44
   
 

In order to reconstruct the missing 22 pixels, we perform the following:

10 B22 = (B12+B32)/2

R22 = (R21+R23)/2.

In order to reconstruct the missing 32 pixels, we perform the following:

G32 = (2*G31+2*G22+G43)/5

15 R32 = (R41+2*R42+2*R33+R23+R21)/7.

FIG. 7

  
In order to reconstruct the missing 22 pixels, we perform the following:

20 B22 = (2*B12+2*B23+B31)/5

R22 = (2*R21+2*R32+R13)/5

and similarly for all other missing pixels.
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FIG. 8

R11

R21

B31

R41

B51

 

     
In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (2*B12+2*B32+B13)/5

R22 = (2*R21+2*R23+R11)/5.

In order to reconstruct the missing 32 pixels, we perform the following:

G32 = (2*G22+G52)/3

R32 = (2*R33+2*R42+R41+R21+R23)/7.

 

 

 

 

 

FIG. 9

R11 B12 R13 B14

B21 G22 B23 R24

R31 B32 R33 B34

B41 R42 B43 R44

R51 G52 R53 B54
   
 

In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (B12+B32+B23+B21)/4

R22 = (R11+R13+R31+R33)/4.

In order to reconstruct the missing 32 pixels, we perform the following:

G32 = (2*G22+G52)/3

R32 = (R42+R31+R33)/3.

Triple-aperture zoom imaging system with improved color resolution

As mentioned, a multi-aperture zoom or non-zoom imaging system disclosed herein

may include more than two apertures. A non-limiting and exemplary embodiment 1100 of a

triple-aperture imaging system is shown in FIGS. llA-l 1B. System 1100 includes a first Wide

subset camera 1102 (with exemplarily X1), a second Wide subset camera (with exemplarily
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X15, and referred to as a “Wide-Tele” subset) and a Tele subset camera (with exemplarily

X2). FIG. 11A shows exemplary images captured by imaging system 1100, while FIG. 11B

illustrates schematically three sensors marked 1102, 1104 and 1106, which belong respectively

to the Wide, Wide-Tele and Tele subsets. FIG. 11B also shows the CFA arrangements in each

sensor: sensors 1102 and 1104 are similar to Wide sensors described above with reference to

any of FIGS. 2-9, in the sense that they include an overlap area and a non-overlap area. The

overlap area includes a non-standard CFA. In both Wide sensors, the non-overlap area may

have a Clear pattern or a standard CFA. Thus, neither Wide subset is solely a Clear channel

camera. The Tele sensor may be Clear or have a standard Bayer CFA or a standard non-Bayer

CFA. In use, an image is acquired with imaging system 1100 and processed as follows:

demosaicing is performed on the overlap area pixels of the Wide and Wide-Tele sensors

according to the specific CFA pattern in each overlap area. The overlap and non-overlap

subsets of pixels in each of these sensors may need different demosaicing. Exemplary and non-

limiting demosaicing specifications for the overlap area for Wide sensors shown in FIGS. 2-9

are given above. The aim is to reconstruct the missing colors in each and every pixel. In cases

in which the Tele subset sensor is not Clear only, demosaicing is performed as well. The Wide

and Wide-Tele subset color images acquired this way will have colors (in the overlap area)

holding higher resolution than that of a standard CFA pattern. Then, the Tele image acquired

with the Tele sensor is registered (mapped) into the respective Wide image. The data from the

Wide, Wide-Tele and Tele images is then processed to form a high quality zoom image. In

cases where the Tele subset is Clear only, high Luma resolution is taken from the Tele sensor

and color resolution is taken from the Wide sensor. In cases where the Tele subset includes a

CFA, both color and Luma resolution is taken from the Tele subset. In addition, color

resolution is taken from the Wide sensor. The resolution of the fused image may be higher than

the resolution of both sensors.

While this disclosure has been described in terms of certain embodiments and generally

associated methods, alterations and permutations of the embodiments and methods will be

apparent to those skilled in the art. For example, multi-aperture imaging systems with more

than two Wide or Wide-Tele subsets (and sensors) or with more than one Tele subset (and

sensor) may be constructed and used according to principles set forth herein. Similarly, non-

zoom multi-aperture imaging systems with more than two sensors, at least one of which has a

non-standard CFA, may be constructed and used according to principles set forth herein. The

disclosure is to be understood as not limited by the specific embodiments described herein, but

only by the scope of the appended claims.
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CLAIMS:

1. A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

sensor with a first plurality of sensor pixels covered at least in part with a non-standard color

filter array (CFA), the non-standard CFA used to increase a specific color sampling rate

relative to a same color sampling rate in a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

having a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Clear or covered with a standard CFA; and

c) a processor configured to process the first and second images into a combined output

image.

2. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 2x2 micro-cell in which a color filter order is either BR-RB or YC-CY.

3. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 3x3 micro-cell in which a color filter order is GBR-RGB-BRG.

4. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 4x4 micro-cell in which a color filter order is BBRR-RBBR-RRBB-BRRB.

5. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 6x6 micro-cell in which a color filter order is selected from the group consisting of

RBBRRB-RWRBWB-BBRBRR-RRBRBB-BWBRWR-BRRBBR, BBGRRG-RGRBGB-

GBRGRB-RRGBBG-BGBRGR-GRBGBR, RBBRRB-RGRBGB-BBRBRR-RRBRBB-

BGBRGR-BRRBBR and RBRBRB-BGBRGR-RBRBRB-BRBRBR-RGRBGB-BRBRBR.

6. The imaging system of any of claims 1-5, wherein the standard CFA includes a Bayer

filter.

7. The imaging system of any of claims 1-5, wherein the standard CFA includes a non-

Bayer filter.
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8. The imaging system of claim 7, wherein the non-Bayer filter is selected from the

group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3

filter.

9. The imaging system of claim 1, wherein the first and the second camera subsets have

identical fields of view and wherein the non-standard CFA covers an overlap area that

includes all the pixels of the first sensor, thereby providing increased color resolution.

10. The imaging system of claim 9, wherein the processor is further configured to register

respective first and second Luma images obtained from the first and second images during the

processing of the first and second images into a combined output image, the registered first

and second Luma images used together with color information to form the combined output

image.

11. The imaging system of claim 10, wherein the registration includes finding a

corresponding pixel in the second Luma image for each pixel in the first Luma image and

wherein the processor is further configured to form the output image by transferring

information from the second image to the first image.

12. The imaging system of claim 10, wherein the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image and

wherein the processor is further configured to form the output image by transferring

information from the first image to the second image.

13. The imaging system of claim 1, wherein the first camera subset has a first field of

view (FOV), wherein the second camera subset has a second, smaller FOV than the first FOV,

and wherein the non-standard CFA covers an overlap area on the first sensor that captures the

second FOV, thereby providing both optical zoom and increased color resolution.

14. The imaging system of claim 13, wherein the processor is further configured to,

during the processing of the first and second images into a combined output image and based

on a zoom factor (ZF) input, register respective first and second Luma images obtained from

the first and second images, the registered first and second Luma images used together with

color information to form the combined output image.
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15. The imaging system of claim 14, wherein the registration includes, for a ZF input that

defines an FOV greater than the second FOV, finding a corresponding pixel in the second

Luma image for each pixel in the first Luma image and wherein the processor is further

configured to form the output image by transferring information from the second image to the

first image.

16. The imaging system of claim 14, wherein the registration includes, for a ZF input that

defines an FOV smaller than, or equal to the second FOV, finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image and wherein the processor is

further configured to form the output image by transferring information from the first image

to the second image.

17. The imaging system of claim 13, wherein the second sensor includes a standard CFA

and wherein the processing includes, for a ZF input that defines an FOV equal to or smaller

than the second FOV, forming the output image based on the second image.

18. The imaging system of any of claims 13-17, wherein the standard CFA includes a

Bayer filter.

19. The imaging system of any of claims 13-17, wherein the standard CFA includes a

non-Bayer filter.

20. The imaging system of claim 19, wherein the non-Bayer filter is selected from the

group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3

filter.

21. A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset haVing a first

sensor with a first plurality of sensor pixels covered at least in part with a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

haVing a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Clear or covered with a standard CFA; and
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C) a processor configured to register first and second Luma images obtained respectively

from the first and second images and to process the registered first and second Luma images

together with color information into a combined output image.

22. The imaging system of claim 21, wherein the first and the second camera subsets have

respectively identical fields of View.

23. The imaging system of claim 22, wherein the registration includes finding a

corresponding pixel in the second Luma image for each pixel in the first Luma image and

wherein the processor is further configured to form the output image by transferring

information from the second image to the first image.

24. The imaging system of claim 22, wherein the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image and

wherein the processor is further configured to form the output image by transferring

information from the first image to the second image.

25. The imaging system of claim 21, wherein the first camera subset has a first field of

View (FOV), wherein the second camera subset has a second, smaller FOV than the first FOV,

and wherein the processor is further configured to register the first and second Luma images

based on a zoom factor (ZF) input.

26. The imaging system of claim 25, wherein the registration includes, for a ZF input that

defines an FOV greater than the second FOV, finding a corresponding pixel in the second

Luma image for each pixel in the first Luma image and wherein the processor is further

configured to form the output image by transferring information from the second image to the

first image.

27. The imaging system of claim 25, wherein the registration includes, for a ZF input that

defines an FOV smaller than, or equal to the second FOV, finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image and wherein the processor is

further configured to form the output image by transferring information from the first image

to the second image.
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28. The imaging system of claim 25, wherein the second sensor includes a standard CFA

and wherein, for a ZF input that defines an FOV equal to or smaller than the second FOV, the

processor is further configured to form the output image based on the second image.

29. The imaging system of any of claims 21-28, wherein the standard CFA includes a

Bayer filter.

30. The imaging system of any of claims 21-28, wherein the standard CFA includes a

non-Bayer filter.

31. The imaging system of claim 30, wherein the non-Bayer filter is selected from the

group consisting of a RGBE, a CYYM, a CYGM, a RGBW#l, a RGBW#2 and a RGBW#3

filter.

32. A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset haVing a first

field of View (FOV) and first sensor with a first plurality of sensor pixels covered at least in

part with a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

haVing a second, smaller FOV than the first FOV and a second sensor with a second plurality

of sensor pixels covered with a standard CFA; and

c) a processor configured to, for a zoom factor input that defines an FOV equal to or

smaller than the second FOV, form an output image based on the second image.
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ABSTRACT

A multi-aperture imaging system comprising a first camera with a first sensor that captures a

first image and a second camera with a second sensor that captures a second image, the two

cameras haVing either identical or different FOVs. The first sensor may have a standard color

filter array (CFA) covering one sensor section and a non-standard color CFA covering

another. The second sensor may have either Clear or standard CFA covered sections. Either

image may be chosen to be a primary or an auxiliary image, based on a zoom factor. An

output image with a point of View determined by the primary image is obtained by registering

the auxiliary image to the primary image.
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1. This is an express request to begin national examination procedures (35 U.S.C. 371(f)). NOTE: The express request under
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previously communicated by the International Bureau or was filed in the United States Receiving Office (RO/US)).

3. An English language translation of the International Application (35 U.S.C. 371(c)(2))
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An oath or declaration of the inventor(s) (35 U.S.C. 371(c)(4))
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5. D Amendments to the claims under PCT Article 19 are attached (not required if communicated by the International Bureau) (35 U.S.C.
371(c)(3)).

6. B English translation of the PCT Article 19 amendment is attached (35 U.S.C. 371(c)(3)).

7. English translation of annexes (Article 19 and/or 34 amendments only) of the International Preliminary Examination Report is
attached (35 U.S.C. 371(c)(5)).

Cancellation of amendments made in the international phase

83. D Do not enter the amendment made in the international phase under PCT Article 19.

8b. I: Do not enter the amendment made in the international phase under PCT Article 34.

NOTE: A proper amendment made in English under Article 19 or 34 will be entered in the US. national phase application absent a clear
instruction from applicant not to enter the amendment(s).

The following items 9 to 17 concern a document(s) or information included.

9. I: An Information Disclosure Statement under 37 CFR 1.97 and 1.98.

10. A preliminary amendment.

11. An Application Data Sheet under 37 CFR 1.76.

12. I: A substitute specification. NOTE: A substitute specification cannot include claims. See 37 CFR 1.125(b).

13. A power of attorney and/or change of address letter.

14. I: A computer-readable form of the sequence listing in accordance with PCT Rule 13ter.3 and 37 CFR 1.821-1.825.
 

15. Assignment papers (cover sheet and document(s)). Name of Assignee: Corephotonics Ltd-
 

16. 37 CFR 3.73(c) Statement (when there is an Assignee).
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Officer, US. Patent and Trademark Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
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Examination fee (37 CFR 1.492(c))
If the written opinion prepared by ISA/US or the international preliminary
examination report prepared by lPEA/US indicates all claims satisfy provisions of
PCT Article 33(1)—(4) .................................................................... $0
All other situations ....................................................................... $720

Search fee (37 CFR 1.492(b))
If the written opinion prepared by ISA/US or the international preliminary
examination report prepared by lPEA/US indicates all claims satisfy provisions of
PCT Article 33(1)—(4) .................................................................... $0
Search fee (37 CFR 1.445(a)(2)) has been paid on the international application to
the USPTO as an International Searching Authority ............................$120
International Search Report prepared by an ISA other than the US and provided to
the Office or previously communicated to the US by the IB ................... $480
All other situations ........................................................................ $600

E Additional fee for specification and drawings filed in paper over 100 sheets
(excluding sequence listing in compliance with 37 CFR 1.821(c) or (e) in an
electronic medium or computer program listing in an electronic medium) (37 CFR
1.492(j)).
Fee for each additional 50 sheets of paper or fraction thereof ............... $400

Total Sheets Extra Sheets Number of each addition 50 or fraction RATE
thereof (round up to a whole number)

Surcharge of $140.00 for furnishing any of the search fee, examination fee, or the oath or
declaration after the date of commencement of the national stage (37 CFR 1.492(h)).
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MULTIPLE DEPENDENT CLAIM(S) (if applicable) + $780 _—
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Applicant certifies micro entity status. See 37 CFR 1.29. Fees above are reduced by %.
Applicant must attach form PTO/SB/15A or B or equivalent.
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I: any required fee.

|:| any required fee except for excess claims fees required under 37 CFR 1.492(d) and (e) and multiple dependent claim feerequired under 37 CFR 1.492(f).
Fees are to be charged to a credit card. WARNING: Information on this form may become public. Credit card information should not
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faxed to the USPTO. However, when paying the basic national fee, the PTO-2038 may NOT be faxed to the USPTO.
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information, it is recommended to pay fees online by using the electronic payment method.

NOTE: Where an appropriate time limit under 37 CFR 1.495 has not been met, a petition to revive (37 CFR 1.137(a) or (b)) must be
filed and granted to restore the International Application to pending status.

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to FiIe)Transition Applications

D This application (1) claims priority to or the benefit of an application filed before March 16, 2013, and (2) also contains, or contained atany time, a claim to a claimed invention that has an effective filing date on or after March 16, 2013.

NOTE 1: By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March 16, 2013, will be
examined under the first inventor to file rovisions of the AIA.

NOTE 2: A US. national stage application may not claim priority to the international application of which it is the national phase. The filing
date of a US. national stage application is the international filing date. See 35 U.S.C. 363.  
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements of
the Act, please be advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2)
furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is used by the
US. Patent and Trademark Office is to process and/or examine your submission related to a patent application or
patent. If you do not furnish the requested information, the US. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or abandonment of the
application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1 . The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records may
be disclosed to the Department of Justice to determine whether disclosure of these records is required by the
Freedom of Information Act.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from
the Member with respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to comply
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(0)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency’s
responsibility to recommend improvements in records management practices and programs, under authority of
44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing
inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such
disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record
was filed in an application which became abandoned or in which the proceedings were terminated and which
application is referenced by either a published application, an application open to public inspection or an issued
patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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HIGH RESOLUTION THIN MULTI-APERTURE IMAGING SYSTEMS

CROSS REFERENCE TO RELATED APPLICATIONS

This application is related to and claims priority from US Provisional Patent

Application No. 61/730,570 having the same title and filed November 28, 2013, which is

incorporated herein by reference in its entirety.

FIELD

Embodiments disclosed herein relate in general to multi-aperture imaging ("MAI")

systems (where “multi” refers to two or more apertures) and more specifically to thin MAI

systems with high color resolution and/or optical zoom.

BACKGROUND

Small digital cameras integrated into mobile (cell) phones, personal digital assistants

and music players are becoming ubiquitous. Each year, mobile phone manufacturers add more

imaging features to their handsets, causing these mobile imaging devices to converge towards

feature sets and image quality that customers expect from stand—alone digital still cameras.

Concurrently, the size of these handsets is shrinking, making it necessary to reduce the total

size of the camera accordingly while adding more imaging features. Optical Zoom is a primary

feature of many digital still cameras but one that mobile phone cameras usually lack, mainly

due to camera height constraints in mobile imaging devices, cost and mechanical reliability.

Mechanical zoom solutions are common in digital still cameras but are typically too

thick for most camera phones. Furthermore, the F/# (“F number) in such systems typically

increases with the zoom factor (ZF) resulting in poor light sensitivity and higher noise

(especially in low—light scenarios). In mobile cameras, this also results in resolution

compromise, due to the small pixel size of their image sensors and the diffraction limit optics

associated with the F/#.

One way of implementing zoom in mobile cameras is by over-sampling the image and

cropping and interpolating it in accordance with the desired ZF. While this method is

mechanically reliable, it results in thick optics and in an expensive image sensor due to the

large number of pixels associated therewith. As an example, if one is interested in
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implementing a 12 Megapixel camera with X3 ZF, one needs a sensor of 108 Megapixels.

Another way of implementing zoom, as well as increasing the output resolution, is by

using a dual—aperture imaging (”DAI") system. In its basic form, a DAI system includes two

optical apertures which may be formed by one or two optical modules, and one or two image

sensors (e. g., CMOS or CCD) that grab the optical image or images and convert the data into

the electronic domain, where the image can be processed and stored.

The design of a thin MAI system with improved resolution requires a careful choice of

parameters coupled with advanced signal processing algorithms to support the output of a high

quality image. Known MAI systems, in particular ones with short optical paths, often trade-off

functionalities and properties, for example zoom and color resolution, or image resolution and

quality for camera module height. Therefore, there is a need for, and it would be advantageous

to have thin MAI systems that produce an image with high resolution (and specifically high

color resolution) together with zoom functionality.

Moreover, known signal processing algorithms used together with existing MAI

systems often further degrade the output image quality by introducing artifacts when

combining information from different apertures. A primary source of these artifacts is the

image registration process, which has to find correspondences between the different images

that are often captured by different sensors with different color filter arrays (CFAs). There is

therefore a need for, and it would be advantageous to have an image registration algorithm that

is more robust to the type of CFA used by the cameras and which can produce better

correspondence between images captured by a multi—aperture system.

SUMMARY

Embodiments disclosed herein teach the use of multi-aperture imaging systems to

implement thin cameras (with short optical paths of less than about 9 mm) and/or to realize

optical 7.00m systems in such thin cameras. Embodiments disclosed herein further teach new

color filter arrays that optimize the color information which may be achieved in a multi—

aperture imaging system with or without zoom. In various embodiments, a MAI system

disclosed herein includes at least two sensors or a single sensor divided into at least two areas.

Hereinafter, the description refers to “two sensors”, with the understanding that they may

represent sections of a single physical sensor (imager chip). Exemplarily, in a dual-aperture

imaging system, a left sensor (or left side of a single sensor) captures an image coming from a

first aperture while a right sensor (or right side of a single sensor) captures an image coming
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from a second aperture. In various embodiments disclosed herein, one sensor is a “Wide”

sensor while another sensor is a “Tele” sensor, see e.g. FIG. 1A. The Wide sensor includes

either a single standard CFA or two different CFAs: a non-standard CFA with higher color

sampling rate positioned in an “overlap area” of the sensor (see below description of FIG. 1B)

and a standard CFA with a lower color sampling rate surrounding the overlap area. When

including a single standard CFA, the CFA may cover the entire Wide sensor area. A "standard

CFA" may include a RGB (Bayer) pattern or a non—Bayer pattern such as RGBE, CYYM,

CYGM, RGBW#1, RGBW#2 or RGBW#3. Thus, reference may be made to "standard Bayer"

or "standard non-Bayer" patterns or filters. As used herein, “non—standard CFA” refers to a

CFA that is different in its pattern that CFAs listed above as “standar ”. Exemplary non—

standard CFA patterns may include repetitions of a 2x2 micro-cell in which the color filter

order is RR-BB, RB-BR or YC-CY Where Y:Yellow : Green + Red, C : Cyan : Green +

Blue; repetitions of a 3x3 micro—cell in which the color filter order is GBR—RGB—BRG; and

repetitions of a 6x6 micro—cell in which the color filter order is

RBBRRB-RWRBWB—BBRBRR-RRBRBB-BWBRWR-BRRBBR, or

BB GRRG—RGRBGB—GBRGRB—RRGBBG—BGBRGR—GRB GBR, or

RBBRRB-RGRBGB-BBRBRR-RRBRBB—B GBRGR-BRRBBR, or,

RBRBRB-BGBRGR-RBRBRB-BRBRBR—RGRBGB-BRBRBR.

The Tele sensor may be a Clear sensor (i.e. a sensor Without color filters) or a standard

CFA sensor. This arrangement of the two (or more than two) sensors and of two (or more than

two) Wide and Tele “subset cameras” (or simply “subsets”) related to the two Wide and Tele

subsets. Each sensor provides a separate image (referred to respectively as a Wide image and a

Tele image), except for the case of a single sensor, where two images are captured (grabbed)

by the single sensor (example above). In some embodiments, zoom is achieved by fusing the

two images, resulting in higher color resolution that approaches that of a high quality dual—

aperture zoom camera. Some thin MAI systems disclosed herein therefore provide zoom,

super-resolution, high dynamic range and enhanced user experience.

In some embodiments, in order to reach optical zoom capabilities, a different

magnification image of the same scene is grabbed by each subset, resulting in field of view

(FOV) overlap between the two subsets. In some embodiments, the two subsets have the same

zoom (i.e. same FOV). In some embodiments, the Tele subset is the higher zoom subset and

the Wide subset is the lower zoom subset. Post processing is applied on the two images

grabbed by the MAI system to fuse and output one fused (combined) output zoom image

processed according to a user ZF input request. In some embodiments, the resolution of the
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fused image may be higher than the resolution of the Wide/Tele sensors. As part of the fusion

procedure, up-sampling may be applied on the Wide image to scale it to the Tele image.

In an embodiment there is provided a multi-aperture imaging system comprising a first

camera subset that provides a first image, the first camera subset having a first sensor With a

first plurality of sensor pixels covered at least in part with a non—standard CFA, the non—

standard CFA used to increase a specific color sampling rate relative to a same color sampling

rate in a standard CFA; a second camera subset that provides a second image, the second

camera subset having a second sensor with a second plurality of sensor pixels either Clear or

covered with a standard CFA; and a processor configured to process the first and second

images into a combined output image.

In some embodiments, the first and the second camera subsets have identical FOVs and

the non-standard CFA may cover an overlap area that includes all the pixels of first sensor,

thereby providing increased color resolution. In some such embodiments, the processor is

further configured to, during the processing of the first and second images into a combined

output image, register respective first and second Luma images obtained from the first and

second images, the registered first and second Luma images used together With color

information to form the combined output image. In an embodiment, the registration includes

finding a corresponding pixel in the second Luma image for each pixel in the first Luma image,

whereby the output image is formed by transferring information from the second image to the

first image. In another embodiment, the registration includes finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image, whereby the output image is

formed by transferring information from the first image to the second image.

In some embodiments, the first camera subset has a first FOV, the second camera

subset has a second, smaller FOV than the first FOV, and the non—standard CFA covers an

overlap area on the first sensor that captures the second HOV, thereby providing both optical

zoom and increased color resolution. In some such embodiments, the processor is further

configured to, during the processing of the first and second images into a combined output

image and based on a ZF input, register respective first and second Luma images obtained from

the first and second images, the registered first and second Luma images used together With

color information to form the combined output image. For a ZF input that defines an FOV

greater than the second FOV, the registration includes finding a corresponding pixel in the

second Luma image for each pixel in the first Luma image and the processing includes forming

the output image by transferring information from the second image to the first image. For a

ZF input that defines an FOV smaller than or equal to the second FOV, the registration
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includes finding a corresponding pixel in the first Luma image for each pixel in the second

Luma image, and the processing includes forming the output image by transferring information

from the first image to the second image.

In an embodiment there is provided a multi—aperture imaging system comprising a first

camera subset that provides a first image, the first camera subset having a first sensor with a

first plurality of sensor pixels covered at least in part with a standard CFA; a second camera

subset that provides a second image, the second camera subset having a second sensor with a

second plurality of sensor pixels either Clear or covered with a standard CFA; and a processor

configured to register first and second Luma images obtained respectively from the first and

second images and to process the registered first and second Luma images together With color

information into a combined output image.

In some embodiments, the first and the second camera subsets have identical first and

second FOVs. In some such embodiments, the registration includes finding a corresponding

pixel in the second Luma image for each pixel in the first Luma image and the processing

includes forming the output image by transferring information from the second image to the

first image. In other such embodiments, the registration includes finding a corresponding pixel

in the first Luma image for each pixel in the second Luma image and the processing includes

forming the output image by transferring information from the first image to the second image.

In some embodiments, the first camera subset has a first FOV, the second camera

subset has a second, smaller FOV than the first FOV, and the processor is further configured to

register the first and second Luma images based on a ZF input. For a ZF input that defines an

FOV greater than the second FOV, the registration includes finding a corresponding pixel in

the second Luma image for each pixel in the first Luma image and the processing includes

forming the output image by transferring information from the second image to the first image.

For a [F input that defines an FOV smaller than or equal to the second FOV. the registration

includes finding a corresponding pixel in the first Luma image for each pixel in the second

Luma image, and the processing includes forming the output image by transferring information

from the first image to the second image.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting examples of embodiments disclosed herein are described below with

reference to figures attached hereto that are listed following this paragraph. The drawings and

descriptions are meant to illuminate and clarify embodiments disclosed herein, and should not
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be considered limiting in any way.

FIG. 1A shows schematically a block diagram illustrating a dual—aperture zoom

imaging system disclosed herein;

FIG. 1B shows an example of an image captured by the Wide sensor and the Tele

sensor while illustrating the overlap area on the Wide sensor;

FIG. 2 shows schematically an embodiment of a Wide sensor that may be implemented

in a dual—aperture zoom imaging system disclosed herein;

FIG. 3 shows schematically another embodiment of a Wide camera sensor that may be

implemented in a dual—aperture zoom imaging system disclosed herein;

FIG. 4 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 5 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual—aperture zoom imaging system disclosed herein;

FIG. 6 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 7 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 8 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual—aperture zoom imaging system disclosed herein;

FIG. 9 shows schematically yet another embodiment of a Wide camera sensor that may

be implemented in a dual-aperture zoom imaging system disclosed herein;

FIG. 10 shows a schematically in a flow chart an embodiment of a method disclosed

herein for acquiring and outputting a zoom image;

FIG. llA shows exemplary images captured by a triple aperture 7.00m imaging system

disclosed herein;

FIG. 11B illustrates schematically the three sensors of the triple aperture imaging

system of FIG. 1 1A.

DETAILED DESCRIPTION

Embodiments disclosed herein relate to multi-aperture imaging systems that include at

least one Wide sensor with a single CFA or with two different CFAs and at least one Tele

sensor. The description continues with particular reference to dual-aperture imaging systems

that include two (Wide and Tele) subsets with respective sensors. A three—aperture imaging

APPL-1002 / Page 264 of 383



APPL-1002 / Page 265 of 383

10

15

20

25

30

WO 2014/083489 PCT/IB2013/060356

system is described later with reference to FIGS. llA—l 1B.

The Wide sensor includes an overlap area (see description of FIG. 1B) that captures

the Tele FOV. The overlap area may cover the entire Wide sensor or only part of the sensor.

The overlap area may include a standard CPA or a non—standard CFA. Since the Tele image is

optically magnified compared to the Wide image, the effective sampling rate of the Tele image

is higher than that of the Wide image. Thus, the effective color sampling rate in the Wide

sensor is much lower than the Clear sampling rate in the Tele sensor. In addition, the Tele and

Wide images fusion procedure (see below) requires up-scaling of the color data from the Wide

sensor. Up-scaling will not improve color resolution. In some applications, it is therefore

advantageous to use a non—standard CFA in the Wide overlap area that increases color

resolution for cases in which the Tele sensor includes only Clear pixels. In some embodiments

in which the Tele sensor includes a Bayer CFA, the Wide sensor may have a Bayer CFA in the

overlap area. In such embodiments, color resolution improvement depends on using color

information from the Tele sensor in the fused output image.

FIG. 1A shows schematically a block diagram illustrating a dual—aperture zoom

imaging (”DAZI") system 100 disclosed herein. System 100 includes a dual—aperture camera

102 with a Wide subset 104 and a Tele subset 106 (each subset having a respective sensor), and

a processor 108 that fuses two images, a Wide image obtained with the Wide subset and a Tele

image obtained with the Tele subset, into a single fused output image according to a user—

defined "applied" ZF input or request. The ZF is input to processor 108. The Wide sensor may

include a non-standard CFA in an overlap area illustrated by 110 in FIG. 1B. Overlap area 110

is surrounded by a non-overlap area 112 with a standard CFA (for example a Bayer pattern).

FIG. 1B also shows an example of an image captured by both Wide and Tele sensors. Note that

“overlap” and “non—overlap” areas refer to parts of the Wide image as well as to the CFA

arrangements of the Wide sensor. The overlap area may cover different portions of a Wide

sensor, for example half the sensor area, a third of the sensor area, a quarter of the sensor area,

etc. A number of such Wide sensor CFA arrangements are described in more detail with

reference to FIGS. 2-9. The non-standard CFA pattern increases the color resolution of the

DAZI system.

The Tele sensor may be Clear (providing a Tele Clear image scaled relative to the Wide

image) or may include a standard (B aycr or non-Bayer) CFA. It in the latter case, it is desirable

to define primary and auxiliary sensors based on the applied ZF. If the ZF is such that the

output FOV is larger than the Tele FOV, the primary sensor is the Wide sensor and the

auxiliary sensor is the Tele sensor. If the [F is such that the output FOV is equal to, or smaller
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than the Tele FOV, the primary sensor is the Tele sensor and the auxiliary sensor is the Wide

sensor. The point of view defined by the output image is that of the primary sensor.

FIG. 2 shows schematically an embodiment of a Wide sensor 200 that may be

implemented in a DAZI system such as system 100. Sensor 200 has a non—overlap area 202

with a Bayer CFA and an overlap area 204 covered by a non-standard CFA with a repetition of

a 4x4 micro—cell in which the color filter order is BBRR-RBBR-RRBB-BRRB. In this figure,

as well as in FIGS. 3—9, “Width 1” and “Height 1” refer to the full Wide sensor dimension.

“Width 2” and “Height 2” refer to the dimensions of the Wide sensor overlap area. Note that in

FIG. 2 (as in following figures 3—5 and 7, 8) the empty row and column to the left and top of

the overlap area are for clarity purposes only, and that the sensor pixels follow there the pattern

of the non-overlap area (as shown in FIG. 6). In overlap area 204, R and B are sampled at 1/205

Nyquist frequency in the diagonal (left to right) direction with 2 pixel intervals instead of at 1/2

Nyquist frequency in a standard Bayer pattern.

FIG. 3 shows schematically an embodiment of a Wide sensor 300 that may be

implemented in a DAZI system such as system 100. Sensor 300 has a non—overlap area 302

with a Bayer CFA and an overlap area 304 covered by a non—standard CFA with a repetition of

a 2x2 micro—cell in which the color filter order is BR-RB. In the overlap area, R and B are

sampled at 1/205 Nyquist frequency in both diagonal directions.

FIG. 4 shows schematically an embodiment of a Wide sensor 400 that may be

implemented in a DAZI system such as system 100. Sensor 400 has a non—overlap area 402

with a Bayer CFA and an overlap area 404 covered by a non-standard CFA with a repetition of

a 2x2 micro-cell in which the color filter order is YC—CY, where Y=Yellow 2 Green + Red, C

= Cyan 2 Green + Blue. As a result, in the overlap area, R and B are sampled at 1/20‘5 Nyquist

frequency in a diagonal direction. The non-standard CFA includes green information for

registration purposes. This allows for example registration between the two images where the

object is green, since there is green information in both sensor images.

FIG. 5 shows schematically an embodiment of a Wide sensor 500 that may be

implemented in a DAZI system such as system 100. Sensor 500 has a non—overlap area 502

with a Bayer CFA and an overlap area 504 covered by a non-standard CFA with a repetition of

a 6x6 micro—cell in which the color filter order is RBBRRB-RWRBWB-BBRBRR-RRBRBB—

BWBRWR-BRRBBR, where “W” rcprcscnts White or Clcar pixcls. In the overlap arca, R and

B are sampled at a higher frequency than in a standard CFA. For example, in a Bayer pixel

order, the Red average sampling rate (”Rs") is 0.25 (sampled once for every 4 pixels). In the

overlap area pattern, Rs is 0.44.
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FIG. 6 shows schematically an embodiment of a Wide sensor 600 that may be

implemented in a DAZI system such as system 100. Sensor 600 has a non—overlap area 602

with a Bayer CFA and an overlap area 604 covered by a non-standard CFA with a repetition of

a 6X6 micro—cell in which the color filter order is BBGRRG—RGRBGB—GBRGRB—RRGBBG—

BGBRGR-GRBGBR. In the overlap area, R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, R5 is 0. 33 vs. 0.25 in a Bayer pixel

order.

FIG. 7 shows schematically an embodiment of a Wide sensor 700 that may be

implemented in a DAZI system such as system 100. Sensor 700 has a non—overlap area 702

with a Bayer CFA and an overlap area 704 covered by a non—standard CFA with a repetition of

a 3x3 micro-cell in which the color filter order is GBR-RGB-BRG. In the overlap area, R and

B are sampled at a higher frequency than in a standard CFA. For example, in the overlap area

pattern, R5 is 0. 33 vs. 0.25 in a Bayer pixel order.

FIG. 8 shows schematically an embodiment of a Wide sensor 800 that may be

implemented in a DAZI system such as system 100. Sensor 800 has a non—overlap area 802

with a Bayer CFA and an overlap area 804 covered by a non—standard CFA with a repetition of

a 6x6 micro—cell in which the color filter order is RBBRRB—RGRBGB-BBRBRR-RRBRBB—

BGBRGR-BRRBBR. In the overlap area, R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, Rs is 0. 44 vs. 0.25 in a Bayer pixel

order.

FIG. 9 shows schematically an embodiment of a Wide sensor 900 that may be

implemented in a DAZI system such as system 100. Sensor 900 has a non—overlap area 902

with a Bayer CFA and an overlap area 904 covered by a non-standard CFA with a repetition of

a 6x6 micro—cell in which the color filter order is RBRBRB—BGBRGR-RBRBRB-BRBRBR—

RGRBGB-BRBRBR. In the overlap area. R and B are sampled at a higher frequency than in a

standard CFA. For example, in the overlap area pattern, Rs is 0. 44 vs. 0.25 in a Bayer pixel

order.

Processing flow

In use, an image is acquired with imaging system 100 and is processed according to

steps illustrated in a flowchart shown in FIG. 10. In step 1000, demosaicing is performed on

the Wide overlap area pixels (which refer to the Tele image FOV) according to the specific

CFA pattern. If the CFA in the Wide overlap area is a standard CFA, a standard demosaicing
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process may be applied to it. If the CFA in the Wide overlap area is non—standard CFA, the

overlap and non—overlap subsets of pixels may need different demosaicing processes. That is,

the Wide overlap area may need a non-standard demosaicing process and the Wide non—

overlap area may need a standard demosaicing process. Exemplary and non—limiting non—

standard demosaicing interpolations for the overlap area of each of the Wide sensors shown in

FIGS. 2-9 are given in detail below. The aim of the demosaicing is to reconstruct missing

colors in each pixel. Demosaicing is applied also to the Tele sensor pixels if the Tele sensor is

not a Clear only sensor. This will result in a Wide subset color image where the colors (in the

overlap area) hold higher resolution than those of a standard CFA pattern. In step 1002, the

Tele image is registered (mapped) into the Wide image. The mapping includes finding

correspondences between pixels in the two images. In step 1002, actual registration is

performed on luminance Tele and Wide images (respectively LumaTele and LumaWide)

calculated from the pixel information of the Tele and Wide cameras. These luminance images

are estimates for the scene luminance as captured by each camera and do not include any color

information. If the Wide or Tele sensors have CFAs, the calculation of the luminance images is

performed on the respective demosaiced images. The calculation of the Wide luminance image

varies according to the type of non-standard CFA used in the Wide overlap area. If the CFA

permits calculation of a full RGB demosaiced image, the luminance image calculation is

straightforward. If the CFA is such that it does not permit calculation of a full RGB

demosaiced image, the luminance image is estimated from the available color channels. If the

Tele sensor is a Clear sensor, the Tele luminance image is just the pixel information.

Performing the registration on luminance images has the advantage of enabling registration

between images captured by sensors With different CFAs or between images captured by a

standard CPA or non-standard CFA sensor and a standard CPA or Clear sensor and avoiding

color artifacts that may arise from erroneous registration.

In step 1004, the data from the Wide and Tele images is processed together with the

registration information from step 1002 to form a high quality output 7.00m image. In cases

Where the Tele sensor is a Clear only sensor, the high resolution luminance component is taken

from the Tele sensor and color resolution is taken from the Wide sensor. In cases Where the

Tele sensor includes a CFA, both color and luminance data are taken from the Tele subset to

form the high quality zoom image. In addition, color and luminance data is taken from the

Wide subset.
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Exemplary process for fusing a zoom image

1. Special demosaicing

In this step, the Wide image is interpolated to reconstruct the missing pixel values.

Standard demosaicing is applied in the non—overlap area. If the overlap area includes a standard

CFA, standard demosaicing is applied there as well. If the overlap area includes a non—

standard CFA, a special demosaicing algorithm is applied, depending on the CFA pattern used.

In addition, in case the Tele sensor has a CFA, standard demosaicing is applied to reconstruct

the missing pixel values in each pixel location and to generate a full RGB color image.

2. Registration preparation

- Tele image: a luminance image LumaTElB is calculated from the Tele sensor pixels. If

the Tele subset has a Clear sensor, LumaTele is simply the sensor pixels data. If the Tele subset

has a standard CFA, LumaTele is calculated from the demosaiced Tele image.

- Wide image: as a first step, in case the Wide overlap CFA permits estimating the

luminance component of the image, the luminance component is calculated from the

demosaiced Wide image, Lumawme. If the CFA is one of those depicted in FIGS. 4—9, a

luminance image is calculated first. If the CFA is one of the CFAs depicted in FIG. 2 or FIG. 3,

a luminance image is not calculated. Instead, the following registration step is performed

between a weighted average of the demosaiced channels of the Wide image and Lumavlvele. For

convenience, this weighted average image is also denoted LumaWide. For example, if the Wide

sensor CFA in the overlap region is as shown in FIG. 2, the demosaiced channels RWide and

BWide are averaged to create LumaWide according to LumaWide = (fl *RWide+f2*BWide)/(fl+f2),

where f1 may be f1=1 and f2 may be f2=1.

- Low-pass filtering is applied on the Tele luminance image in order to match its spatial

frequency content to that of the LumaWide image. This improves the registration performance,

as after low-pass filtering the luminance images become more similar. The calculation is
LP

LumaTeleé Low pass filter 9 LumaTele , where "LP” denotes an image after low pass

filtering.
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. . LP
3. Reglstration of LumaWide and LumaTele

This step of the algorithm calculates the mapping between the overlap areas in the two

luminance images. The registration step does not depend on the type of CFA used (or the lack

thereof), as it is applied on luminance images. The same registration step can therefore be

applied on Wide and Tele images captured by standard CFA sensors, as well as by any

combination of CFAs or Clear sensor pixels disclosed herein. The registration process chooses

either the Wide image or the Tele image to be a primary image. The other image is defined as

an auxiliary image. The registration process considers the primary image as the baseline image

and registers the overlap area in the auxiliary image to it, by finding for each pixel in the

overlap area of the primary image its corresponding pixel in the auxiliary image. The output

image point of view is determined according to the primary image point of view (camera

angle). Various correspondence metrics could be used for this purpose, among which are a sum

of absolute differences and correlation.

In an embodiment, the choice of the Wide image or the Tele image as the primary and

auxiliary images is based on the ZF chosen for the output image. If the chosen ZF is larger than

the ratio between the focal-lengths of the Tele and Wide cameras, the Tele image is set to be

the primary image and the Wide image is set to be the auxiliary image. If the chosen ZF is

smaller than or equal to the ratio between the focal—lengths of the Tele and Wide cameras, the

Wide image is set to be the primary image and the Tele image is set to be the auxiliary image.

In another embodiment independent of a zoom factor, the Wide image is always the primary

image and the Tele image is always the auxiliary image. The output of the registration stage is

a map relating Wide image pixels indices to matching Tele image pixels indices.

4. Combination into a high resolution image

In this final step, the primary and auxiliary images are used to produce a high

resolution image. One can distinguish between several cases:

a. If the Wide image is the primary image, and the Tele image was generated from

a Clear sensor, LumaWide is calculated and replaced or averaged with LumaTele in the overlap

area between the two images to create a luminance output image, matching corresponding

pixels according to the registration map Lumaom 2 c1* LumaWid.s + c2* LumaTElg. The values of

cl and c2 may change between different pixels in the image. Then, RGB values of the output

are calculated from LumaOut and mee, Gwme, and mee.
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b. If the Wide image is the primary image and the Tele image was generated from

a CFA sensor, LumaTele is calculated and is combined with LumaWide in the overlap area

between the two images, according to the flow described in 4a.

c. If the Tele image is the primary image generated from a Clear sensor, the RGB

values of the output are calculated from the LumaTele image and RWide, Gwrde, and BWide

(matching pixels according to the registration map).

d. If the Tele image is the primary image generated from a CPA sensor, the RGB

values of the output (matching pixels according to the registration map) are calculated either by

using only the Tele image data, or by also combining data from the Wide image. The choice

depends on the zoom factor.

Certain portions of the registered Wide and Tele images are used to generate the output

image based on the ZF of the output image. In an embodiment, if the ZF of the output image

defines a FOV smaller than the Tele FOV, the fused high resolution image is cropped to the

required field of View and digital interpolation is applied to scale up the image to the required

output image resolution.

Exemplary and non-limiting pixel interpolations specifications for the overlap area

FIG. 2  

B11 B12 R13

 
R31 R32 B33
 

In order to reconstruct the missing R22 pixel, we perform R22 2 (R31+R13)/2. The same

operation is performed for all missing Blue pixels.

FIG. 3
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In order to reconstruct the missing B22 pixel, we perform B22 2 (Bl2+B21+B32+B23)/4. The

same operation is performed for all missing Red pixels.

FIG. 4

 
In order to reconstruct the missing C22 pixel, we perform C22 2 (Cl2+C2l+C32+C23)/4. The

same operation is performed for all missing Yellow pixels.

FIG. 5

Case 1: W is center pixel
 

 
In order to reconstiuct the missing 22 pixels, we perform the following:

B22 = (B l2+B32)/2

R22 2 (R21+R23)/2

G22: (W22—R22-B22) (assuming that W includes the same amount of R, G and B

colors).

Case 2: R22 is center pixel
 

 
APPL-1002 / Page 272 of 383



APPL-1002 / Page 273 of 383

10

15

20

WO 2014/083489 PCT/IB2013/060356
15

In order to reconstruct the missing 22 pixels, we perform the following:

B22 2 (B 1 1+R33)/2

W22 = (2*W2l+W24)/3

G22 2 (W22—R22—B22) (assuming that W contains the same amount of R, G and B

colors). The same operation is performed for Blue as the center pixel.

FIG. 6

 

 
R4 1 R42 G43 B44 
 

In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (B l2+B32)/2

R22 = (R21+R23)/2.

In order to reconstruct the missing 32 pixels, we perform the following:

G32 = (2*G31+2*G22+G43)/5

R32 : (R41+2*R42+2*R33+R23+R2l)/7.

  
G4 1 B 42 R43 G44 

In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (2*Bl2+2*B23+B3l)/5

R22 = (2*R21+2*R32+Rl3)/5

and similarly for all other missing pixels.
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FIG. 8

 

  
In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (2*B12+2*B32+B l3)/5

R22 2 (2*R21+2*R23+R11)/5.

In order to reconst1uct the missing 32 pixels, we perform the following:

G32 = (2*G22+G52)/3

R32 2 (2*R33+2*R42+R41+R21+R23)/7.

FIG. 9 

R11 B12 R13 B14

  
R51 G52 R53 B54

 
 

In order to reconstruct the missing 22 pixels, we perform the following:

B22 = (B 12+B32+B23+B21)/4

R22 2 (R11+R13+R31+R33)/4.

In order to reconstruct the missing 32 pixels, we perform the following:

G32 = (2*G22+G52)/3

R32 2 (R42+R31+R33)/3.

Triple-aperture zoom imaging system with improved color resolution

As mentioned, a multi-aperture 200111 or non—zoom imaging system disclosed herein

may include more than two apertures. A non—limiting and exemplary embodiment 1100 of a

triple-aperture imaging system is shown in FIGS. 11A—11B. System 1100 includes a first Wide

subset camera 1102 (with exemplarily X1), a second Wide subset camera (with exemplarily
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X1.5, and referred to as a “Wide—Tele” subset) and a Tele subset camera (with exemplarily

X2). FIG. 11A shows exemplary images captured by imaging system 1100, while FIG. 11B

illustrates schematically three sensors marked 1102, 1104 and 1106, which belong respectively

to the Wide, Wide—Tele and Tele subsets. FIG. 11B also shows the CFA arrangements in each

sensor: sensors 1102 and 1104 are similar to Wide sensors described above with reference to

any of FIGS. 2-9, in the sense that they include an overlap area and a non-overlap area. The

overlap area includes a non—standard CFA. In both Wide sensors, the non—overlap area may

have a Clear pattern or a standard CFA. Thus, neither Wide subset is solely a Clear channel

camera. The Tele sensor may be Clear or have a standard Bayer CFA or a standard non—B ayer

CFA. In use, an image is acquired with imaging system 1100 and processed as follows:

demosaicing is performed on the overlap area pixels of the Wide and Wide-Tele sensors

according to the specific CFA pattern in each overlap area. The overlap and non-overlap

subsets of pixels in each of these sensors may need different demosaicing. Exemplary and non—

limiting demosaicing specifications for the overlap area for Wide sensors shown in FIGS. 2-9

are given above. The aim is to reconstruct the missing colors in each and every pixel. In cases

in which the Tele subset sensor is not Clear only, demosaicing is performed as well. The Wide

and Wide-Tele subset color images acquired this way will have colors (in the overlap area)

holding higher resolution than that of a standard CFA pattern. Then, the Tele image acquired

With the Tele sensor is registered (mapped) into the respective Wide image. The data from the

Wide, Wide—Tele and Tele images is then processed to form a high quality zoom image. In

cases Where the Tele subset is Clear only, high Luma resolution is taken from the Tele sensor

and color resolution is taken from the Wide sensor. In cases where the Tele subset includes a

CFA, both color and Luma resolution is taken from the Tele subset. In addition, color

resolution is taken from the Wide sensor. The resolution of the fused image may be higher than

the resolution of both sensors.

While this disclosure has been described in terms of certain embodiments and generally

associated methods, alterations and permutations of the embodiments and methods will be

apparent to those skilled in the art. For example, multi-aperture imaging systems with more

than two Wide or Wide-Tele subsets (and sensors) or with more than one Tele subset (and

sensor) may be constructed and used according to principles set forth herein. Similarly, non—

zoom multi-apcrturc imaging systems with more than two sensors, at least one of which has a

non-standard CFA, may be constructed and used according to principles set forth herein. The

disclosure is to be understood as not limited by the specific embodiments described herein, but

only by the scope of the appended claims.
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CLAIMS:

1. A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

sensor with a first plurality of sensor pixels covered at least in part with a non—standard color

filter array (CFA), the non-standard CFA used to increase a specific color sampling rate

relative to a same color sampling rate in a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

having a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Clear or covered with a standard CFA; and

c) a processor configured to process the first and second images into a combined output

image.

2. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 2x2 micro—cell in which a color filter order is either BR—RB or YC—CY.

3. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 3x3 micro—cell in which a color filter order is GBR—RGB—BRG.

4. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 4x4 micro—cell in which a color filter order is BBRR—RBBR—RRBB—BRRB.

5. The imaging system of claim 1, wherein the non-standard CFA includes a repetition of

a 6x6 micro—cell in which a color filter order is selected from the group consisting of

RBBRRB-RWRBWB-BBRBRR-RRBRBB-BWBRWR-BRRBBR, BBGRRG-RGRBGB-

GBRGRB-RRGBBG-BGBRGR-GRBGBR, RBBRRB-RGRBGB—BBRBRR-RRBRBB-

BGBRGR—BRRBBR and RBRBRB —BGBRGR—RBRBRB—BRBRBR—RGRBGB —BRBRBR.

6. The imaging system of any of claims 1—5, wherein the standard CFA includes a Bayer

filter.

7. The imaging system of any of claims 1-5, wherein the standard CFA includes a non-

B ayer filter.
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8. The imaging system of claim 7, wherein the non-Bayer filter is selected from the

group consisting of a RGBE. a CYYM. a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3

filter.

9. The imaging system of claim 1, wherein the first and the second camera subsets have

identical fields of view and wherein the non-standard CFA covers an overlap area that

includes all the pixels of the first sensor, thereby providing increased color resolution.

10. The imaging system of claim 9, wherein the processor is further configured to register

respective first and second Luma images obtained from the first and second images during the

processing of the first and second images into a combined output image, the registered first

and second Luma images used together with color information to form the combined output

image.

11. The imaging system of claim 10, wherein the registration includes finding a

corresponding pixel in the second Luma image for each pixel in the first Luma image and

wherein the processor is further configured to form the output image by transferring

information from the second image to the first image.

12. The imaging system of claim 10, wherein the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image and

wherein the processor is further configured to form the output image by transferring

information from the first image to the second image.

13. The imaging system of claim 1, wherein the first camera subset has a first field of

view (FOV), wherein the second camera subset has a second, smaller FOV than the first FOV,

and wherein the non—standard CFA covers an overlap area on the first sensor that captures the

second FOV, thereby providing both optical zoom and increased color resolution.

14. The imaging system of claim 13, wherein the processor is further configured to,

during the processing of the first and second images into a combined output image and based

on a zoom factor (ZF) input, register respective first and second Luma images obtained from

the first and second images, the registered first and second Luma images used together with

color information to form the combined output image.
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15. The imaging system of claim 14. wherein the registration includes. for a ZF input that

defines an FOV greater than the second FOV, finding a corresponding pixel in the second

Luma image for each pixel in the first Luma image and wherein the processor is further

configured to form the output image by transferring information from the second image to the

first image.

16. The imaging system of claim 14. wherein the registration includes. for a [F input that

defines an FOV smaller than, or equal to the second FOV, finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image and wherein the processor is

further configured to form the output image by transferring information from the first image

to the second image.

17. The imaging system of claim 13, wherein the second sensor includes a standard CFA

and wherein the processing includes, for a ZF input that defines an FOV equal to or smaller

than the second FOV, forming the output image based on the second image.

18. The imaging system of any of claims 13—17, wherein the standard CFA includes a

Bayer filter.

19. The imaging system of any of claims 13—17, wherein the standard CFA includes a

non-Bayer filter.

20. The imaging system of claim 19, wherein the non—Bayer filter is selected from the

group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3

filter.

21. A multi-aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

sensor with a first plurality of sensor pixels covered at least in part with a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

having a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Clear or covered with a standard CFA; and
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C) a processor configured to register first and second Luma images obtained respectively

from the first and second images and to process the registered first and second Luma images

together with color information into a combined output image.

22. The imaging system of claim 21, wherein the first and the second camera subsets have

respectively identical fields of View.

23. The imaging system of claim 22. wherein the registration includes finding a

corresponding pixel in the second Luma image for each pixel in the first Luma image and

wherein the processor is further configured to form the output image by transferring

information from the second image to the first image.

24. The imaging system of claim 22, wherein the registration includes finding a

corresponding pixel in the first Luma image for each pixel in the second Luma image and

wherein the processor is further configured to form the output image by transferring

information from the first image to the second image.

25. The imaging system of claim 21, wherein the first camera subset has a first field of

View (FOV), wherein the second camera subset has a second, smaller FOV than the first FOV,

and wherein the processor is further configured to register the first and second Luma images

based on a zoom factor (ZF) input.

26. The imaging system of claim 25, wherein the registration includes, for a ZF input that

defines an FOV greater than the second FOV, finding a corresponding pixel in the second

Luma image for each pixel in the first Luma image and wherein the processor is further

configured to form the output image by transferring information from the second image to the

first image.

27. The imaging system of claim 25, wherein the registration includes, for a ZF input that

defines an FOV smaller than, or equal to the second FOV, finding a corresponding pixel in

the first Luma image for each pixel in the second Luma image and wherein the processor is

further configured to form the output image by transferring information from the first image

to the second image.
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28. The imaging system of claim 25, wherein the second sensor includes a standard CFA

and wherein, for a ZF input that defines an FOV equal to or smaller than the second FOV, the

processor is further configured to form the output image based on the second image.

29. The imaging system of any of claims 21—28, wherein the standard CFA includes a

B ayer filter.

30. The imaging system of any of claims 21—28, wherein the standard CFA includes a

non—Bayer filter.

31. The imaging system of claim 30, wherein the non—Bayer filter is selected from the

group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3

filter.

32. A multi—aperture imaging system comprising:

a) a first camera subset that provides a first image, the first camera subset having a first

field of View (FOV) and first sensor with a first plurality of sensor pixels covered at least in

part with a standard CFA;

b) a second camera subset that provides a second image, the second camera subset

having a second, smaller FOV than the first FOV and a second sensor with a second plurality

of sensor pixels covered with a standard CFA; and

c) a processor configured to, for a zoom factor input that defines an FOV equal to or

smaller than the second FOV, form an output image based on the second image.
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INTERNATIONAL SEARCHING AUTHORITY PCT/'32013/060356
  

Box No. 1 Basis of this opinion 

1. With regard to the language, this opinion has been established on the basis of:

the international application in the language in which it was filed.

I: a translation of the international application into which is the language of a
translation furnished for the purposes of international search (Rules 12.3(a) and 23‘ Kb»

2‘ D This opinion has been established taking into account the rectification of an obvious mistake authorized by or notified
to this Authority under Rule 91 tltiile 43bis.1(a))

3. With regard to any nucleotide and/or amino acid sequence disclosed in the international application, this opinion has been
established on the basis of a sequence listing filed or furnished: ,

a. (means)

[:1 on paper

D in electronic form

C] in the international application as filed

E] together with the international application in electronic form

D subsequently to this Authority for the purposes of search

4. CI In addition; in the case that more than one version or copy ofa sequence listing has been filed or furnished, the required
statements that the information in the subsequent or additional copies is identical to that in the application as filed or
does not go beyond the application as filed, as appropriate, were furnished

5, Additional comments:
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Box No. V Reasoned statement under Rule 43bis.1(a)(i) with regard to novelty, inventive step or industrial applicability;
citations and explanations supporting such statement 

1. Statement

 

 

 

 

Novelty (N) Claims 120.3031 YES
Claims 21—2932 NO

Inventive step (IS) Claims None YES
Claims 1432 NO

Industrial applicability (IA) Claims 13? YES
 

 Claims None NO

 

2. Citations and explanations:

Claims 21—29, 32 lack lack novelty under PCT Article 33(2) as being anticipated by Dagher et al. (US 2011/0064327 A1), hereinafter
Dagher.

Regarding claim 21, Dagher teaches a multi-aperture imaging system (... multi—aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; multiaaperture camera Fig.3) comprising: ,
a) a first camera subset that provides a first image, the first camera subset having a first sensor with a first piurality of sensor pixels (... A
scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras
of a single mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras of a single multi—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical Shapes or
sizes [0049], Fig.2; multi-aperture camera (100), each of first and second optical subsystems (110) and (120) is shown imaging onto its
own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) covered at least in part with a standard CFA (. .. Image sensors
often utilize a Red—Green—Biue ("RGB") color filter array ("CFA"), such as a Bayer pattern... in FIG. 8, both the tale and the wide images
are converted from RGB to YUV [0063], Fig.8; a CPA such as a Bayer filter, or be formed of individual color sensor elements (0.9., RGB
or Cyan'Magenta-Yellow (“CMY”)) [0067]); ,
b) a second camera subset that provides a second image, the second camera subSet having a second sensor with a second plurality of
sensor pixels (... A scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may
be... sub-cameras of a single multi~aperture camera [0046], Fig.1. Fig.2; it is contemplated that sensors of subvcameras of a single
multiaperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; multi~aperture camera (100), each of first and second optical sub—systems (110) and
(120) is shown imaging onto its own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2), the second plurality of sensor pixels
being either Clear or covered with a standard CFA (... image sensors often utilize a Red-Green-Blue ("RGB") color filter array (“CFA”),
such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV... the tele sub-camera may utilize ,
an image sensor that does not have a color filter array... to utilize its entire sensor area [0063], Fig.8); and
c) a processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which
may, for example, be configured for combining or “fusing" the image data sets... to an image output device (167) [0053], Fig.3) configured
to register first and second Luma images obtained respectively from the first and second images and to process the registered first and '
second Luma images together with coior information into a combined output image (... FlG.8, both the tele and wide images are converted
from RGB to YUV... one luminance (Y) channel and two chrominance channels (U, V) [0063], Fig.8; Process (338)... may be applied to
full color images... an image registration procedure (342) is apptied [0065], Fig.9; fusion of image data... may involve addition of color
information from a color sub—camera image to luminance information from a grayscale sub-camera image... a complementary operation
may be performed where luminance information from the grayscale subocamera is added to the color image from the color sub—camera...
HS. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]—[0077],
Fig.11; a grayscale sub—camera generally produces only a luminance signal (e.g., Y information [0067]).
{the term ”Luma" is synonymous with “luminance".]

Regarding claim 22, Dagher teaches the imaging system of claim 21 (... multi-raperturo camera systems with the imaging characteristics
[0041]—[0042], Fig.1; mum-aperture camera Fig.3), wherein the first and the second camera subsets (... cameras (t0) and (12) may be. ..
sub~cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; it is contemplated that sensors of sub-cameras of a single
muiti-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049]) have respectively identical fields of view (In a particutar aspect, configuring the first sub-camera
may include establishing'a first focal length... configuring the second camera may include establishing a second focal length... The
second focal length may be different than the first focal length such that the second camera exhibits a different field of View as compared
to the first camera [0013]: each optical sub-system may have a different focal length resulting in different fields of view [0048], Fig.2).
[The first and second sub—cameras may have identical focal lengths and therefore identical fields of view.]
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Regarding claim 23, Dagher teaches the imaging system of claim 22 (... multi—aperture camera systems with the imaging characteristics
[0041}{0042}, Fig.1; multi~aperture camera Fig.3), wherein the registration includes finding a corresponding pixel in the second Luma
image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... an image registration procedure
(342) is applied [0065}, Fig.9; FIG. 1 1, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion
of image data [0073]—[0077], Fig.11; image may be divided into overlapping or non~overlapping blocks of size Kx x Ky (i.e., Kx pixels in
an x-direction and Ky pixels in a y~direction) [0083], Fig.12; knowledge of the sub—camera geometry for a multi-aperture camera (e.g.,
first and second sub—cameras (150) and (160) of FIG. 2B) and its sensor(s)... it is possible to estimate a parallax shift between the two or
more sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block-wise sliding window transform [0090],
Fig.13; image fusion step (373) (see FIG. 1?)... registration information computed in image registration step (369)... may be
‘merged’ [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be appfied to full color images... an image registration procedure (342) is applied
[0065], Fig.9; ..‘. fusion of image data... may involve addition of color information from a color sub~camera image to luminance information
from a grayscale sub‘camera image... a complementary operation may be performed where luminance information from the grayscale
sub-camera is added to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[00773, Fig.11). ‘

Regarding claim 24, Dagher teaches the imaging system of claim 22 (... multi-aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi-aperlure camera Fig.3), wherein the registration includes finding a corresponding pixel In the first Luma image
for each pixel in the second Luma image (... Process (338)... may be apptied to full color images... an image registration procedure (342)
is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of
image data [0073]—[0077], Fig.11; image may be divided into overlapping or n'oneoveriapping blocks of size Kx x Ky (i.e., Kx pixels in an
x~direction and Ky pixels in a y~direction) [0083], Fig.12; knowledge of the subcamera geometry for a multi—aperture‘camera (9.9., first
and second sub—cameras (150) and (160) of FIG. 28) and its sensor(s)... It is possible to estimate a parallax shift between the two or more
sub~cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block~wise sliding window transform [0090], Fig.13;

image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be ‘merged’ [0098],
Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first image to the
second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub—camera image to luminance information from a grayscale.
sub-camera image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added
to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073]-[0077], Fig.11). »

Regarding claim 25, Dagher teaches the imaging system of claim 21 (... multi-aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; multi—aperture camera Fig.3), wherein the first camera subset has a first field of View (FOV), wherein the second
camera subset has a second, smaller FOV than the first FOV (... two cameras (30) and (12) that image fieids of view (20) and (22)...
cameras (10) and (12) may be... sub—cameras of a single multi-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of
sub-cameras of a singie multi-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor
chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect, configuring the first sub-camera may include
establishing a first focal length... configuring the second camera may include establishing a second focal length... The second focal length
may be different than the first focal length such that the second camera exhibits a different field of View as compared to the first camera
[0013]; each optical subsystem may have a different focal length resulting in different fields of View {0048], Fig.2), and wherein the
processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which may,
for example, be configured for combining or "fusing" the image data sets... to an image output device (167) [0053], Fig.3) is further
configured to register the first and second Luma images (... FIGS, both the tale and wide images are converted from R68 to YUV... one
luminance (Y) channel and two chromlnanco channels (U, V) [0063], Fig.8; Process (338)... may be applied to full color images... an
image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve addition of color information from a color
sub—camera image to luminance information from a grayscale sub~camera image... a complementary operation may be performed where
luminance information from the grayscale subcamcra is added to the color image from the color subvcamera... FIG. 11, which illustrates
an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]~[0077], Fig.11) based on a zoom
factor (ZF) input (... “zoom" may be understood as a capability to provide different magnifications... by changing the focal length of an
optical system [0004]; allows the user to choose any level of zoom and to utilize the multivaperture camera as a continuous zoom
camera [0062]).
[The first and second sub~cameras have variable focal lengths and therefore variable fields of view.]
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Regarding claim 26, Dagher teaches the imaging system of claim 25 (... mulIi—aperture camera systems with the imaging characteristics
[00411-[0042], Fig.1; multi—aperture camera Fig.3), wherein the registration includes, for a ZF input (... ”zoom" may be understood as a
capability to provide different magnifications... by changing the focal length of an optical system {0004}; allows the user to choose any
level of zoom and to utilize the multi-aperture camera as a continuous zoom camera [0062]) that defines an FOV greater than the second
FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single
mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single multi~aperture camera may be
shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first sub‘camera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the second Luma image for each pixei in the
first Luma image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;

FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data [0073]-[0077],
Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx pixels in an x-direction and Ky pixels in
a y—direction) [0083], Fig.12; knowledge of the sub-camera geometry for a mum—aperture camera (e.g., first and second sub-cameras
(150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the two or more sub-cameras [0084];
image registration step (369) (see FIG. 11) implemented with a block~wise sliding window transform [0090], Fig.13; image fusion step
(373) (see FiG.'11)... registration information computed in image registration step (369)... may be ‘merged' [0098], Fig.15) and wherein
the processor is further configured to form the output image by transferring information from the second image to the first image (...
Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0085]. Fig.9; fusion of image
data... may involve addition of color information from a color sub-camera image to luminance information from a grayscale sub—camera
image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added to the color
image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for
fusion of image data [0073]-[0077], Fig.11).

Regarding ctaim 27, Dagher teaches the imaging system of claim 25 (, .. mum-aperture camera systems with the imaging characteristics
[00411—[0042], Fig.1; multi~aperture camera Fig.3), wherein the registration includes, for a ZF input (... "zoom" may be understood as a
capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any
level of zoom and to utilize the mum—aperture camera as a continuous zoom camera [0062]) that defines an FOV smaller than, or equal to
the second FOV (... two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub«cameras of
a single multi‘aperture camera [0046], Fig.1. Fig.2; It is contemplated that sensors of subscameras of a single mum—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or
sizes [0049], Fig.2; In a particular aspect, configuring the first sub~camera may include establishing a first focal length... configuring the
second camera may include establishing a second focal length... The second focal length may be different than the first focal length such
that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a
different focal length resulting in different fields of View [0048], Fig.2), finding a corresponding pixel in the first Luma image for each pixel in
the second Luma image (. .. Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065],
Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data
[0073]-[0077], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx pixels in an x«direction
and Ky pixels in a yvdirection) [0083], Fig.12; knowledge of the sub—camera geometry for a multi—aperture camera (9.9., first and second
sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the two or more
sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block—wise sliding window transform [0090], Fig.13;

image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be ‘rnerged' [0098},
Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first image to the
second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub~camera image to luminance information from a grayscale
sub‘camera image... a complementary operation may be performed where luminance information from the grayscale sub~camera is added
to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073}[0077], Fig.11).
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Regarding ciaim 28, Dagher teaches the imaging system of claim 25, wherein the second sensor (... cameras (10) and (12) may be...
sub-cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single
mum-aperture camera may be shared in any manner... blocks of pixeis adjacent one another in a single sensor chip... not limited to
having identicai shapes or sizes [0049], Fig.2; first and second optical sub—systems (110) and (120) is shown imaging onto its own
sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) includes a standard CFA (... Image sensors often utilize a
Red—Green—Blue (“RGB") color filter array ("CPA"), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan-Magenta-Yellow (”CMY")) [0067]) and wherein, for a ZF input (... “zoom” may be understood as a capability to provide different
magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of zoom and to utilize the
mum-aperture camera as a continuous zoom camera [0062]) that defines an FOV equal to or smaller than the second FOV (... two
cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mum-aperture
camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub-cameras of a single multi-aperture camera may be shared in any
manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a
particular aspect, configuring the first sub-camera may include establishing a first focal length... configuring the second camera may
include establishing a second focal length... The second focal length may be different than the first focal length such that the second
camera exhibits a different field of View ascompared to the first camera [0013]; each optical sub-system may have a different focal
length resulting in different fields of view [0048], Fig.2), the processesr is further configured to form the output image based on the second
image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0085], Fig.9; fusion
of image data. .. may involve addition of color information from a color sub-camera image to luminance information from a grayscale
sub-camera image... a complementary operation may be performed where luminance information from the grayscale sub-camera is added
to the color image from the color sub—camera. .. FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [0073]]0077], Fig.11). '

Regarding claim 29, Dagher teaches the imaging system of claim 21 (... multi—apeiture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi~aperture camera Fig.3), wherein the standard CFA inciudes a Bayer filter (... Image sensors often utilize a
Red~Green-Blue (”RGB") color filter array (“CPA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan~Magenta-Yellow ("CMY”)) [0067]).

Regarding claim 32, Dagher teaches a multi—aperture imaging system (... multi—aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi—aperture camera Fig.3) comprising:
a) a first camera subset that provides a first image, the first camera subset having a first field of view (FOV) (... two cameras (10) and (12)
that image fields of view (20) and (22)... cameras (10) and (12) may be... sub-cameras of a single multi—aperture camera [0046], Fig.1,
Fig.2; It is contemplated that sensors of sub-cameras of a single multi«aperture camera may be shared in any manner... blocks of
pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub-camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of View as compared to the first camera [0013]; each optical sub-system may have a different focal length resulting in different
fields Of view [0048], Fig.2) and first sensor with a first plurality of sensor pixels (. .. multi~aperture camera (100), each of first and second
optical subsystems (110) and (120) is shown imaging onto its own sensor (ta, sensors (130) and (140), respectively) [0067], Fig.2)
covered at least in part with a standard CFA (... Image sensors often utilize a Red—Green-Blue (”RGB") color filter array (“CFA”), such as a
Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CPA such as a Bayer
filter, or be formed Of individual color sensor elements (eg, RGB or Cyan—Magenta—Yellow (“CMY”)) [0067]);
b) a second camera subset that provides a second image, the second camera subset having a second, smaller FOV than the first FOV (...
two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub-cameras of a singie
mum—aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras ofa single multi-aperture camera may be
shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first subscamera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of view as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of View [0048], Fig.2) and a second sensor with a second plurality of sensor pixels (... multi-aperture
camera (100), each of first and second optical sub-systems (110) and (120) is shown imaging onto its own sensor (i.e., sensors (130) and
(140), respectively) [0067], Fig.2) covered with a standard CFA (... Image sensors often utilize a Red-Green—Blue (“RGB”) color filter array
(“CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA
such as a Bayer filter, or be formed Of individual color sensor elements (e.g.. RGB or Cyan—Magenta—Yellow (“CMY”)) (0067:); and
c) a processor (... Multi aperture camera (100) provides first and second sets of image data (301) and (302) to a processor (166) which
may, for example, be configured for combining or “fusing” the image data sets... to an image output device (167) [00533, Fig.3) configured
to, for a zoom factor input (... “zoom” may be understood as a capability to provide different magnifications... by changing the focal length
of an optical system [0004]; allows the user to choose any level of zoom and to utitize the muiti-apezture camera as a continuous zoom
camera [0062]) that defines an FOV equal to or smaller than the second FOV (... two cameras (10) and (12) that image fields of view (20)
and (22)... cameras (10) and (12) may be... sub-cameras of a single mum-aperture camera [0046], Fig.1, Fig.2; It is contemplated that
sensors of sub—cameras of a single multi~aperture camera may be shared in any manner... blocks of pixels adjacent one another in a
single sensor chip... not limited to having identical shapes or sizes [0049]. Fig.2; In a particular aspect, configuring the first sub—camera
may include establishing a first focal length... configuring the second camera may include establishing a second focal length... The second
focal length may be different than the first focal length such that the second camera exhibits a different field of view as compared to the
first camera [0013]; each optical subsystem may have a different focal length resulting in different fields of view [0048], Fig.2), form an
output image based on the second image (... Process (338)... may be applied to full color images... an image registration procedure (342)
is applied [0065], Fig.9; fusion of image data... may involve addition of color information from a color subacamera image to luminance
information from a grayscale sub—camera image... a complementary operation may be performed where luminance information from the
grayscale sub-camera is added to the color image from the color sub-camera... FIG. 11, which illustrates an exemplary process (365) that
utilizes processor (166) (see FIG. 3) for fusion of image data [0073]~[0077], Fig.11). 

Form PCT/ISA/237 (SupplementalBox) (July 201 1)

APPL-1002 / Page 294 of 383



APPL-1002 / Page 295 of 383

  
International application] No.

PCT/IBZO131060356
\VRITTEN OPINION OF THE

INTERNATIONAL SEARCHING AUTHORITY
 

 

 
 
 
 

 

 

 

Supplemental Box 

In case the space in any ot‘the preceding boxes is not sufficient.
Continuation of:

Claims 1, 6—20, 30-31 lack an inventive step under PCT Article 33(3) as being obvious over Dagher et al. (US 2011/0064327 A1),
hereinafter Dagher in View of Koskinen et a3. (US 8,134,115 82), hereinafter Koskinen.

Regarding claim 1, Dagher teaches a multi—aperture imaging system (... mum—aperture camera systems with the imaging CharacteristiCS
[0041]-[0042], Fig.1; mum—aperture camera Fig.3) comprising:
a) a first camera subset that provides a first image, the first camera subset having a first sensor with a first plurality of sensor pixels (... A
scene (5) is imaged by two cameras (10) and (12) that image fields of View (20) and (22)... cameras (10) and (12) may be... sub~cameras
of a single multi~aperture camera [0046], Fig.1, Fig.2; it is contemplated that sensors of sub-cameras of a single multi—aperture camera
may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or
sizes [0049], Fig.2; mum-aperture camera (100), each of first and second optical sub-systems (110) and (120) is shown imaging onto its
own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) covered at least in part with a color filter array (CFA) (... image
sensors often utilize a Red-Green—Blue (”RGB”) color filter array (“CFA”), ‘such as a Bayer pattern... in FIG. 8, both the tale and the wide
images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements
(e.g., RGB or Cyan-Magenta—Yellow (”CMY")) [0067]), the CFA used to increase a specific color sampling rate relative to a same color
sampling rate in a standard CFA (... upsampling and interpolation of the first and second sets of image data... increasing the sampling
frequency... higher level of image quality... higher resolution [0054], Fig.4, Fig.5, Fig.6);
b) a second camera subset that provides a second image, the second camera subset having a second sensor with a second plurality of
sensor pixels (... A scene (5) is imaged by two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may
be... sub-cameras of a single multLaperture camera [0046], Fig.1,‘Fig.2; It is contemplated that sensors of sub-cameras of a single
multi—aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not iimited to
having identical shapes or sizes [0049], Fig.2; mum—aperture camera (100), each of first and second optical sub-systems (110) and
(120) is shown imaging onto its own sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2), the second plurality of sensor pixels
being either Clear or covered with a standard CFA (... Image sensors often utilize a Red—Green‘Blue ("RGB") color filter array (“CFA”),
such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV... the tele sub-camera may utilize
an image sensor that does not have a color filter array... to utilize its entire sensor area [0063], Fig.8); and
C) a processor configured to process the first and second images into a combinectoutput image (... Mufti aperture camera (100) provides
first and second sets of image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing”
the image data sets... to an image output device (167) [0053], Fig.3). but lacks the explicitteaching of a non-standard color filter array
(CFA).
However, Koskinen is analogous to Dagher and has a nonstandard color filter array (CFA) (Typical technologies for generating color
images rely on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example,
CYGM filters... and RGBE filters Col.1 In.46—56, Fig.1; The exemplary embodiments of this invention use... subsdiffraction limit receptors in
combination with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3
ln.41-48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different filter types to be used in any desired
combinations Col.3 In.59~63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three
different filter types is shown overlaying a plurality of the receptors Col.7 In.51-55, Fig.7, Fig.9). ,
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a non-standard color filter array (CFA)
as taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different fitter types to be used in any desired combination (Koskinen, Col.3 In.41~48, Col.3
ln.59—63, Fig.3).

Regarding claim 6. Dagher teaches the imaging system of claim 1 (... rnuiti—aperture camera systems with the imaging characteristics
{00411—[0042], Fig.1; mum-aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... image sensors often utilize a
Red—GreemBlue ("RGB”) color filter array ("CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from R88 to YUV {0063}. Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., ROB or
CyawMagentaeYellow (“CMY")) [0067]).

Regarding Claim 7. Dagher teaches the imaging system of claim 1 (... multi~apertore camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; multi~aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... Image sensors often uiiiize a
Red—Green~Blue (“RGB”) color filter array (“CFA"), such as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan-Magenta—Yellow (“CMY”)) [0067]), but lacks the expticit teaching of a non~Bayer filter.
However, Koskinen is analogous to Dagher and has a nonsBayerfitter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example, CYGM filters... and RGBE
filters Col/E In.46—56, Fig.1).
It would have been obvious to one of ordinary skill in the an at the time of the invention to combine a nonBayer filter as taught by
Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 |n.46~56, Col.3 |n.41-48, Col.3 ln.59~63, Fig.1, Fig.3).
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Regarding claim 8, Dagher teaches the imaging system of claim 7 (... multi~aperture camera systems with the imaging characteristics
[OO41H0042], Fig.1; multi—aperturo camera Fig.3; image sensors often utilize a Red~Green~Blue (“RGB") color filter array (“CFA”), such
as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from R68 to YtJV [0063], Fig.8; a CFA such as a Bayer
filter, or be formed of individual color sensor elements (e.g., RGB or Cyan~Magenta—Yellow (“CMY”)) [0067]), but lacks the explicit teaching
of wherein the non-Bayer filter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBWfH, a RGBW#2 and a
RGBW#3 filter. ‘
However, Koskinen is analogous to Dagher and has wherein the non-Bayer filter is selected from the group consisting of a RGBE, a
CWM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FlG. 1 shows a typical Bayer—hips pattern... Other filter types include, by example, CYGM filters... and RGBE filters
Col.1 In.46—56, Fig.1).
it would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non-Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation woutd have been an obvious design choice and altows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col_1 In.46-56, Col.3 In.41-48, Col.3 |n.59—63. Fig.1, Fig.3).

Regarding claim 9, Dagher teaches the imaging system of claim 1 (... mutti-aperture camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; mum-aperture camera Fig.3), wherein the first and the second camera subsets (... cameras (10) and (12) may be...
subvcameras of a single mum—aperture camera [0046], Fig.1, Fig.2; lt is contemplated that sensors of sub-cameras of a single
mutti-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049]) have identical fields of view (In a particular aspect, configuring the first sub—camera may include
establishing a first focal length... configuring the second camera may include establishing a second focal length... The second focal length
may be different than the first focal length such that the second camera exhibits a different field of view as compared to the first camera
[0013]; each optical sub—system may have a different focal length resulting in different fields of view [0048], Fig.2), but lacks the explicit
teaching of and wherein the non—standard CFA covers an overlap area that includes all the pixels of the first sensor, thereby providing
increased color resolution. ‘
However, Koskinen is analogous to Dagher and has and wherein the non—standard CFA (The exemplary embodiments of this invention
use... sub—diffraction limit receptors in combination with a color filter array. The color filter array may be designed much more freely than
conventional color filter arrays Col.3 In.41-48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optics; filters... enable a plurality of different filter
types to be used in any desired combinations 003.3 3n.59-63, Fig.3) covers an overlap area that includes all the pixels of the first sensor (It
should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types is shown
overtaying a plurality of the receptors Col.7 ln.51—55, Fig.7, Fig.9), thereby providing increased color resolution (This enables the use of the
muitiple filters... resotution is not degraded... A dynamic optimization between resolution and color fidelity and sensitivity may be achieved
Cot.3 ln.52~58; in certain cases it may be beneficial to vary the spectral characteristics of the filter array (6)... the center area of the filter
array (6) may have higher resolution Col.7 ln.41-44, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine and wherein the non-standard CFA
covers an overlap area that includes all the pixels of the first sensor, thereby providing increased color resolution as taught by Koskinen
with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filtertypos to be used in any desired combination (Koskinen, Cot.3 M41448, Col.3
ln.59~63, Fig.3). In addition, a dynamic optimization between resolution and color fidelity may be achieved and designation of higher
resolution in certain areas of the filter array (Koskinen, Col.3 [n.52—58, Col.7 In.41~44).

Regarding claim 10, Dagher teaches the imaging system of claim 9 (... muEti—aperture camera systems with the imaging characteristics
[0041]-{0042], Fig.1; rnulti«aperture camera Fig.3), wherein the processor (. .. Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing“ the image data sets... to
an image output device (167) [0053], Fig.3) is fUrther configured to register respective first and second Luma images obtained from the first
and second images during the processing of the first and second images into a combined output image, the registered first and second
Luma images used together with color information to form the combined output image (... FIG.8, both the tele and wide images are
converted from RGB to YUV... one luminance (Y) channel and two chrominance channels (U. V) [0063], Fig.8; Process (338)... may be
applied to full color images... an image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve addition
of color information from a color sub-camera image to luminance information from a grayscale sub—camera image... a complementary
operation may be performed where luminance information from the grayscale sub-camera is added to the color image from the color
sub»camera... FIG. 11, which illustrates an exemptary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image data
{0073]{0077}, Fig.11; a grayscale sub-camera generally produces only a luminance signal (e.g., Y information [0067]).

Regarding ctaim 11, Dagher teaches the imaging system of claim 10, wherein the registration includes finding a corresponding pixel in the
second Luma image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... on image registration
procedure (342) is appiied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]—[0077], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x~direction and Ky pixels in a y—direction) [0083], Fig.12; knowledge of the sub-camera geometry for a multi~aperture camera
(8.9.. first and second sub-cameras (150) and (160) of FIG. 2B) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. 11) imptemonted with a block—wise sliding window transform
10090], Fig.13; image fusion step (373) (see FiG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098}, Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
{0065]. Fig.9; fusion of image data... may involve addition of color information from a color sub-camera image to luminance information
from a grayscate subacamera image... a compiementary operation may be performed where luminance information from the grayscale
subacamera is added to the color image from the color subacamera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [00731—[0077]. Fig.11).
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Regarding claim 12, Dagher teaches the imaging system of claim 10, wherein the registration includes finding a corresponding pixel in the
first Luma image for each pixel in the second Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065]. Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]—[00?7], Fig.11; image may be divided into overlapping or non-overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x—direction and Ky pixels in a y-direction) [0083], Fig.12; knowledge ofthe sub-camera geometry for a multi~aperture camera
(cg, first and second sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a paratlax shift between the
two or more subvcameras [0084]; image registration step (369) (see FIG. 11) implemented with a block-wise sliding window transform
{0090}, Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first
image to the second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
[0065}, Fig.9; fusion of image data... may involve addition of color information from a color sub—camera image to luminance information
from a grayscale sub-camera image... a complementary operation may be performed where luminance information from the grayscale
sub—camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365} that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073}[0077], Fig.11). '

Regarding claim 13, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi~aperture camera Fig.3), wherein the first camera subset has a first field of view (FOV) (... two cameras (10) and
(12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mum-aperture camera [00463,
Fig.1, Fig.2; It is contemplated that sensorsof sub~cameras of a single multi-aperture camera may be shared in any manner... blocks
of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub—camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of view as compared to the first camera [0013]; .., each optical sub~system may have a different focal length resulting in different
fields of view [0048], Fig.2), wherein the second camera subset has a second, smaller FOV than the first FOV (... two cameras (10) and
(12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a single mold-aperture camera [0046},
Fig.1, Fig.2; It is contemplated that sensors Of sub—cameras of a single multi—aperture camera may be shared in any manner... blocks
of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049], Fig.2; In a particular aspect,
configuring the first sub—camera may include establishing a first focal length... configuring the second camera may include establishing a
second focal length... The second focal length may be different than the first focal length such that the second camera exhibits a different
field of view as compared to the first camera [0013]; each optical sub‘system may have a different focal length resulting in different
fields of view [0048], Fig.2; first sub‘camera (150) has a wider field of View as compared to second sub»camera (160)... (160) may serve
as a “tele” sub-camera having a higher level of zoom as compared to first sub-camera (150) [0051]), thereby providing both optical zoom
and increased color resolution (... (160) may serve as a “tale" sub-camera having a higher level of zoom as compared to first sub-camera
(150) [0051]; it is possible to combine... two or more images... to create a single, foveated high resolution image... images will have
regions of higher resolution [0054]; the tele sub—camera... resulting in even higher image resolution in the overlap region [0063]: in
order to ensure good color fidelity [0106]), but lacks the explicit teaching of and wherein the non~standard CFA covers an overlap area on
the first sensor that captures the second FOV.
However, Koskinen is analogous to Dagher and has and wherein the non-standard CFA (The exemplary embodiments of this invention
use... sub-diffraction limit receptors in combination with a color filter array. The color filter array may be designed much more freely than
conventional color filter arrays Col.3 In.41—48, Fig.3; Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different filter
types to be used in any desired combinations 003.3 ln.59~63. Fig.3) covers an overlap area on the first sensor that captures the second
FOV (It should be noted that the color fitters do not have to be separate for each receptor (2)... each of three different filter types is shown
overlaying a plurality of the receptors Col.7 In.51—55, Fig.7, Fig.9; The direction at which the light arrives is assumed to be within a field of
view (FOV) of the sensor (1) Col.4 In.46~47).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine and wherein the non—standard CFA
covers an overlap area on the first sensor that captures the second FOV as taught by Koskinen with the invention of Dagher.
The motivation would have been an Obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41-48, Col.3
ln.59~63, Fig.3). In addition, a dynamic optimization between resolution and color fidelity may be achieved and designation of higher
resolution in certain areas of the filter array (Koskinen, Col.3 ln.52~58, Col.7 ln.41~44, Fig.7, Fig.9).

Regarding claim 14, Dagher teaches the imaging system of claim 13, wherein the processor is further configured to, during the processing
of the first and second images into a combined output image (. .. Multi aperture camera (100) provides first and second sets of image data
(301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing” the image data sets... to an image
output device (167) {0053], Fig.3) and based on a zoom factor (ZF) input (... "zoom" may be understood as a capability to provide different
magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of zoom and to utilize the
multisaporture camera as a continuous zoom camera [0062]), register respective first and second Lorna images obtained from the first and
second images, the registered first and second Luma images used together with color information to form the combined output image (_ ..
FIGS, both the tale and wide images are converted from R68 to YUV... one luminance (Y) channel and two chrominance channels (U, V)
[0063], Fig.8; Process (338)... may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9;
fusion of image data... may involve addition of color information from a color sub—camera image to luminance information from a grayscale
sub—camera image... a complementary operation may be performed where luminance information from the grayscale sub—camera is added
to the color image from the color subcamera. .. FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see
FIG. 3) for fusion of image data [00731—[0077], Fig.11; a grayscale sub-camera generally produces only a luminance signal (9.9., Y
information [0067]). V
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Regarding claim 15, Dagher teaches the imaging system of claim 14, wherein the registration includes, for a ZF input (... “Zoom" may be
understood as a capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user
to choose any level of zoom and to utilize the multi~aperture camera as a continuous zoom camera [0062]) that defines an FOV greater
than the second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (t2) may be...
sub—cameras of a single multi—aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub‘cameras of a single
"mitt-aperture camera may be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; In a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
subsystem may have a different focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the second
Luma image for each pixel in the first Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073}[0077], Fig.11; image may be divided into overlapping or non~overlapping blocks of size Kx x Ky (i.e., Kx
pixels in an x-direction and Ky pixels in a y-direction) E0083], Fig.12; knowledge of the subvcamera geometry for a multiaperture camera
(reg, first and second sub—cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. 11) implemented with a block—wise sliding window transform
10090], Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged' [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the
second image to the first image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied

[0065], Fig.9; fusion of image data... may involve addition of color information from a color sub-camera image to luminance information
from a grayscaie sub-camera image... a complementary operation may be performed where luminance information from the grayscale
sub-camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[0077], Fig.11).

Regarding claim 16, Dagher teaches the imaging system of claim 14, wherein the registration includes, for a ZF input (...“‘zoom" may be
understood as a capability to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user
to choose any level of zoom and to utilize the multi~aperture camera as a continuous zoom camera [0062]) that defines an FOV smaller
than, or equal to the second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be...
subocameras of a single multi-aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub~cameras of a single
multi-aperture camera may be shared in any manner... blocksof pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or.sizes [0049], Fig.2; In a particular aspect, configuring the first sub—camera may include establishing a first focal
tength... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
subosystem may have a different focal length resulting in different fields of view [0048], Fig.2), finding a corresponding pixel in the first
Luma image for each pixel in the second Luma image (... Process (338)... may be applied to full color images... an image registration
procedure (342) is applied [0065], Fig.9; FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3)
for fusion of image data [0073]-[0077], Fig.11; image may be divided into overlapping or nonvoverlapping blocks of size KX x Ky (i.e., Kx
pixels in an x-direction and Ky pixels in a y~dlrection) [0083], Fig.12; knowledge of the sub«camera geometry for a multi-aperture camera
(e.g., first and second sub-cameras (150) and (160) of FIG. 28) and its sensor(s)... it is possible to estimate a parallax shift between the
two or more sub-cameras [0084]; image registration step (369) (see FIG. t1) implemented with a blockawise sliding window transform
[0090], Fig.13; image fusion step (373) (see FIG. 11)... registration information computed in image registration step (369)... may be
‘merged’ [0098], Fig.15) and wherein the processor is further configured to form the output image by transferring information from the first
image to the second image (... Process (338)... may be applied to full color images... an image registration procedure (342) is applied
[0065], Fig.9; fusion of image data... may involve addition of color information from a color sub—camera image to luminance information
from a grayscale sub-camera image. .. a complementary operation may be performed where luminance information from the grayscale
sub»camera is added to the color image from the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes
processor (166) (see FIG. 3) for fusion of image data [0073]—[0077], Fig.11).

Regarding claim 17, Dagher teaches the imaging system of claim 13, wherein the second sensor (... cameras (10) and (12) may be...
sub-cameras of a single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of sub‘cameras of a single
mum—aperture camera may be shared En any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to
having identical shapes or sizes [0049], Fig.2; first and second optical Sub—systems (1 10) and (120) is shown imaging onto its own
sensor (i.e., sensors (130) and (140), respectively) [0067], Fig.2) includes a standard CFA (... Image sensors often utilize a
Red—Green—Blue (“RG8") color filter array ("CFA”), such as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted
from R65 to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor elements (e.g., RGB or
Cyan~Magenta~Yetlow (“CMY”)) [0067]) and wherein the processing includes, for a ZF input (... "zoom” may be understood as a capability
to provide different magnifications... by changing the focal length of an optical system [0004]; allows the user to choose any level of
zoom and to utilize the multi—aperture camera as a continuous zoom camera [0062]) that defines an FOV equal to or smaller than the
second FOV (... two cameras (10) and (12) that image fields of view (20) and (22)... cameras (10) and (12) may be... sub—cameras of a
single multi~aperture camera [0046], Fig.1, Fig.2; It is contemplated that sensors of subcamcras of a single multi—aperture camera may
be shared in any manner... blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes
[0049], Fig.2; In a particular aspect, configuring the first subtcamera may include establishing a first focal length... configuring the second
camera may include establishing a second focal length... The second focal length may be different than the first focal length such that the
second camera exhibits a different field of View as compared to the first camera [0013]; each optical sub-system may have a different
focal length resulting in different fields of view [0048], Fig.2), forming the output image based on the second image (... Process (338)...
may be applied to full color images... an image registration procedure (342) is applied [0065], Fig.9; fusion of image data... may involve
addition of color information from a color sub'camera image to luminance information from a grayscale sub-camera image... a
complementary operation may be performed where luminance information from the grayscale sub—camera is added to the color image from
the color sub—camera... FIG. 11, which illustrates an exemplary process (365) that utilizes processor (166) (see FIG. 3) for fusion of image
data {0073140077}, Fig.11).
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Regarding claim 18, Dagher teaches the imaging system of claim 13 (... Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or "fusing" the image data sets... to
an image output device (167) [0053], Fig.3; in a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of View as compared to the first camera [0013]; each optical
sub—system may have a different focal length resulting in different fields of View [0048], Fig.2), wherein the standard CFA includes a Bayer
filter (... Image sensors often utilize a Red—Green~Blue (”RGB”) color filter array (“CFA”), such as a Bayer pattern... in FIG. 8, both the tale
and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor
elements (e.g., RGB or Cyan~Magenta—Yellow (“CMY”)) [0067]). ,

Regarding claim 19, Dagher teaches the imaging system of claim 13 (... Multi aperture camera (100) provides first and second sets of
image data (301) and (302) to a processor (166) which may, for example, be configured for combining or “fusing" the image data sets... to
an image output device (167) [0053], Fig.3; In a particular aspect, configuring the first sub-camera may include establishing a first focal
length... configuring the second camera may include establishing a second focal length... The second focal length may be different than
the first focal length such that the second camera exhibits a different field of view as compared to the first camera [0013]; each optical
sub—system may have a different focal length resulting in different fields of view [0048], Fig.2), wherein the standard CFA includes a Bayer
filter (... Image sensors often utilize a Red-Green-Blue ("RGB") color filter array (“CFA"). such as a Bayer pattern... in FIG. 8, both the tele
and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual color sensor
elements (e.g., RGB or Cyan-Magenta-Yeilow (”CMY“)) [0067]), but lacks the explicit teaching of a non-Bayer filter.
However, Koskinen is analogous to Dagher and has a non-Bayer filter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer—type pattern... Other fitter types include, by example, CYGM filters... and RGBE
filters Col.1 In.46-56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a non—Bayer filter as taught by
Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 ln.46—56, Col.3 ln.41-48, Co|.3 In.59—63, Fig.1. Fig.3).

Regarding claim 20, Dagher teaches the imaging system of claim 19 (... mum-aperture camera systems with the imaging characteristics
[0041]-[0042], Fig.1; mum—aperture camera Fig.3; Image sensors often utilize a Red-GreerI~Blue ("RGB") color filter array ("CFA"), such
as a Bayer pattern... in FIG. 8, both the tale and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer
filter, or be formed of individual color sensor elements (e.g., RGB or Cyan-Magenta-Yellow (“CMY”)) [0067]), but lacks the explicit teaching
of wherein the non—Bayer filter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and aRGBW#3 filter.
However, Koskinen is analogous to Dagher and has wherein the non-Bayer filter is selected from the group consisting of a RGBE, a
CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FIG. 1 shows a typical Bayentype pattern... Other fitter types include, by example, CYGM filters... and RGBE filters
Col.1 ln.46—56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non-Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 In.46-56, Col.3 ln.41—48, Col.3 ln.59-63, Fig.1, Fig.3).

Regarding claim 30, Dagher teaches the imaging system of claim 21 (... mum—aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi—aperture camera Fig.3), wherein the standard CFA includes a Bayer filter (... Image sensors often utilize a
Red-Green~B|ue (“RGB”) color filter array (“CFA"), such as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted
from RGB to YUV [0063], Fig.8; a CFA such as a Bayer filter, or be formed of individual coEor sensor elements (e.g., RGB or
Cyan—Magenta-Yellow ("CMY”)) [0067]), but lacks the explicit teaching of a non—Bayer filter.
However, Koskinen is analogous to Dagher and has a non—Bayer filter (Typical technologies for generating color images rely on the Bayer
sensor and its variations... FIG. 1 shows a typical Bayer~type pattern... Other filter types include, by example, CYGM filters... and RGBE
filters Col.1 MAS-56, Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine a ncn~Bayer filter as taught by
Koskinen with the invention of Daghcr. '
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 In.46-56, Col.8 ln.41~48, Col.3 IrI.59-63, Fig.1. Fig.3).

Regarding claim 31, Dagher teaches the imaging system of claim 30 (... mtilti—apedtire camera systems with the imaging characteristics
[0041]-[0042], Fig.1; multi-aperture camera Fig.3; image sensors often utilize a Red-Green’Blue ("RGB") color fitter array (“CFA"), such
as a Bayer pattern... in FIG. 8, both the tele and the wide images are converted from RGB to YUV [0063], Fig.8; a CFA such as a Bayer
filter. or be formed of individual color sensor elements (e.g., RGB or Cyan-Magenta—Yellow (“CMY")) [0067]), but lacks the explicit teaching
of wherein the non-Bayer fiiter is selected from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a
RGBW#3 filter.
However, Koskinen is analogous to Dagher and has wherein the non—Bayer filter is selected from the group consisting of a RGBE, a
CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter (Typical technologies for generating color images rely on the Bayer sensor
and its variations... FIG. 1 shows a typical Bayer—type pattern... Other filter types include, by example, CYGM filters... and RGBE filters
Col.1 ln.46-56. Fig.1).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non~Bayer filter is selected
from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a RGBW#3 filter as taught by Koskinen with the
invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than a standard Bayer color filter
array (Koskinen, Col.1 ln.46~56, Col.3 In.41-48, Col.3 ln.59«63, Fig.1, Fig.3). 
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Claims 25 lack an inventive step under PCT Article 33(3) as being obvious over Dagher et al (US 2011/0064327 A1), hereinafter Dagher

in View of Koskinen et al. (US 8,134,115 82), hereinafter Koskinen and furtherIn View of Myhrvold (US 8,094,208 82), hereinafterMyhrvold

Regarding claim 2, Dagher teaches the imaging system of claim 1 (... mum-aperture camera systems with the imaging characteristics
[0041]—[0042], Fig.1; mum-aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras ofa single multi»aperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras ofa single mum-aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the nonvstandard CFA includes a repetition of a 2x2 micro—cell in which a color filter order is either BR—RB or YC—CY.
However, Koskinen is analogous to Dagher and has wherein the nonstandard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example. CYGM filters...
and RGBE filters Col.1 In.46—56, Fig.1; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41-48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different fitter types to be used in any desired combinations 001.3
ln.59-63 Fig.3; it should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality of the receptors Col.7 ln.51—55, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a pluratity of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41—48, Co|.3
In.59*63 Fig.3).
Dagher as modified lacks includes airepetition of a 2x2 micro-cell in which a color filter order is either BR-RB or YC—CY.
Myhrvold is analogous to Dagher and has inchdes a repetition of a 2x2 micro~cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disciosed herein... CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44-53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (e.g., RGBE, CYYM, CYGM, RGBW, etc.) Colo ln.56-Col.7 [n.1, Fig.2; Exemplary CFA patterns may include
NxN repeat units... corresponding to a 2x2 array... a 3x3 array... a 4x4 array... a 5x5 array Col.7 In.20-30, Col.8 ln.14-22, Fig.3; 2x2 array
Fig.3A; 3x3 array Fig.38, Fig.3C; 4x4 array Fig.2, Fig.3D, Fig.3E; 6x6 array Fig.1). but lacks the explicit teaching of in which a cotor filter
order is either BR—RB or YC-CY.
However, it would have been obvious to one of ordinary skill in the art at the time of the invention was made to combine includes a
repetition of a 2x2 micro-cell in which a color filter order is either BR—RB or YC-CY as taught by Myhrvold with the invention of Dagher,
since rearranging parts of an invention involves only routine skill in the art.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 In.44«53, Co|.6 ln.56—Col.7 ln.1, Col.7 In.20-30, Figs.1-3).

Regarding claim 3, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[OO41]-[0042], Fig.1; multi—aperture camera Fig.3; cameras (10) and (12) may be... sub—cameras ofa single multivaperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub—cameras of a single mum-aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip. .. not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the nonstandard CFA includes a repetition of a 3x3 micro-cell in which a color filter order is GBR—RGB~BRG.
However, Koskinen is analogous to Dagher and has wherein the nonstandard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer-type pattern... Other filter types include, by example, CYGM filters...
and RGBE filters (301.1 ln.46—56, Fig.1; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Co|.3 In.41—48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality of different fitter types to be used in any desired combinations Col.3
|n.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality of the receptors Cot? M51755, Fig.7, Fig.9).
It would have been obvious to one of ordinaw skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 |n.41-48, Col.3
in.59-63 Fig.3).
Dagher as modified lacks includes a repetition of a 3x3 microcell in which a color filter orderIs GBRRGBERG.
Myhrvold is analogous to Dagher and has inctudes a repetition of a 3x3 microcell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein. .CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Coi.5 ln.44-53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (e.g., RGBE, CYYM. CYGM, RGBW, etc.) Col.6 ln.56—Col.7 Int, Fig.2; Exemplary CFA patterns may include
NxN repeat units. .corresponding to a 2x2 array. .a 3x3 array” a 4x4 array” .3 5x5 array Col.7 In.2030, Col8 In. 1422 Fig.3, 2x2 array

Fig.3A; 3x3 array Fig.BB, Fig.3C; 4x4 array Fig.2, Fig. 3D, Fig3E; 6x6 array Fig.1), but lacks the explicit teaching ofIn which a color filterorder is GBR—RGB—BRG.
However, it would have been obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a
repetition of a 3x3 micro-cell in which a color filter order is GBR-RGB-BRG as taught by Myhrvold with the invention of Dagher, since
rearranging parts of an invention involves only routine skill in the art.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 In.44-53, CoE.6 |n.56-Col.7 ln.1, Col.7 ln.20~30, Figs.1‘3).
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Regarding claim 4, Dagher teaches the imaging system of claim 1 (... multi—aperture camera systems with the imaging characteristics
[0041}[0042], Fig.1; multi—aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras of a single multi~aperture camera
[0046], Fig.1, Fig.2; it is contemplated that sensors of sub—cameras ofa single multi—aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [00493), but lacks the explicit
teaching of wherein the non-standard CFA includes a repetition of a 4x4 micro~cell in which a color filter order is
BBRR~RBBR~RRBB-BRRB.

However, Koskinen is analogous to Dagher and has wherein the non—standard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer‘type pattern... Other filter types include, by example, CYGM filters...
and RGBE filters Co|.1 ln.46~56, Fig.1; The exemplary embodiments of this invention use... sub~diflraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41~48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a pturality of different filter types to be used in any desired combinations Col.3
ln.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a plurality ofthe receptors 00]] ln.51-55, Fig.7, Fig.9).
It would have been obvious to one of ordinary skill in the art at the time of the invention to combine wherein the non—standard CFA as
taught by Koskinen with the invention of Dagher.
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color filter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Col.3 ln.41-48, Col.3
ln.59-63 Fig.3).
Dagher as modified lacks includes a repetition of a 4x4 micro-cell in which a color filter order is BBRR—RBBR-RRBB-BRRB.
Myhrvold is analogous to Dagher and has includes a repetition of a 4x4 micro—cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein. .. CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44—53; FtG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (8.9.. RGBE, GYYM, CYGM, RGBW, etc.) Col.6 ln.56—Col.7 ln.1, Fig.2; Exemplary CFA patterns may include
NxN repeat units” .corresponding to a 2x2 array” .3 3x3 array. .a 4x4 array. .a 5x5 array Col.7 ln.20—30, Col8 ln. 14—22 Fig.3; 2x2 array

Fig. 3A; 3x3 array Fig3B, Fig3C; 4x4 array Fig2, Fig30, Fig3E; 6x6 array Fig 1) but lacks the explicit teaching ofIn which a color filterorder"Is BBRR—RBBR-RRBB~BRRB.

However it would have been obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a

repetition of a 4x4 micro——cellIn which a color filter orderIs BBRR—RBBR—RRBB-BRRB as taught by Myhrvold with the invention of Daghersince rearranging parts of an invention involves oniy routine skillIn the art.
The motivation for doing so woutd be to allow a designer CFAs based on other color combinations for NxN repeat units and not be
restricted to any particular color sensor (Myhrvold Col.5 in.4453. Col.6 ln. 56-Col.7 ln. 1 Col. 7 ln.20-30, Figs. 1--.3)
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International application No.WRITTEN OPINION OF THE

INTERNATIONAL SEARCHING AUTHORITY PCT/"3201 31050355

Supplemental Box 

In case the space in any Of the preceding boxes is not sufficient.
Continuation of:

Regarding claim 5, Dagher teaches the imaging system of claim 1 (... multi-aperture camera systems with the imaging characteristics
[0041]-[OO42], Fig.1; multi~aperture camera Fig.3; cameras (10) and (12) may be... sub-cameras ofa single :nutti~aperture camera
[0046], Fig.1, Fig.2; It is contemplated that sensors of sub-cameras of a single mutti—aperture camera may be shared in any manner...
blocks of pixels adjacent one another in a single sensor chip... not limited to having identical shapes or sizes [0049]), but lacks the explicit
teaching of wherein the non-standard CFA includes a repetition of a 6x6 micro-cell in which a color filter order is selected from the group
consisting of RBBRRB-RWRBWB—BBRBRR—RRBRBB~BWBRWR—BRRBBR,
BBGRRG-RGRBGBGBRGRBRRGBBG-BGBRGR—GRBGBR, RBBRRB-RGRBGB—BBRBRR-RRBRBBBGBRGR-BRRBBR and
RBRBRB-BGBRGR-RBRBRB~BRBRBR—RGRBGB—BRBRBR.
However, Koskinen is analogous to Dagher and has wherein the non-standard CFA (Typical technologies for generating color images rely
on the Bayer sensor and its variations... FIG. 1 shows a typical Bayer~type pattern... Other fitter types include, by example, CYGM filters...
and RGBE filters Col.1 ln.46-56, Figt; The exemplary embodiments of this invention use... sub-diffraction limit receptors in combination
with a color filter array. The color filter array may be designed much more freely than conventional color filter arrays Col.3 ln.41—48, Fig.3;
Contrasting FIG. 3 with FIG. 1, the optical filters... enable a plurality ofdifferent filter types to be used in any desired combinations 001.3
ln.59-63 Fig.3; It should be noted that the color filters do not have to be separate for each receptor (2)... each of three different filter types
is shown overlaying a piurality of the receptors Col.7 ”3.51435, Fig.7, Fig.9).
It would have been obvious to one of ordinary skili in the art at the time of the invention to combine wherein the non-standard CFA as
taught by Koskinen with the invention of Dagher. ,
The motivation would have been an obvious design choice and allows the designer much more freedom than conventional or standard
color fitter arrays and enable a plurality of different filter types to be used in any desired combination (Koskinen, Cots ln.41—48, Col.3
ln.59—63 Fig.3).
Dagher as modified tacks includes a repetition of a 6x6 micro-eel] in which a coior filter order is selected from the group consisting of
RBBRRB—RWRBWB-BBRBRR—RRBRBB-BWBRWR-BRRBBR. BBGRRG—RGRBGBGBRGRB-RRGBBG—BGBRGR-GRBGBR,
RBBRRB—RGRBGB—BBRBRR~RRBRBBBGBRGR—BRRBBR and RBRBRB—BGBRGRnRBRBRB—BRBRBR—RGRBGB~BRBRBR.
Myhrvold is analogous to Dagher and has includes a repetition of a 6x6 micro-cell (Color mosaics or filter arrays (CFAs) and demosaicing
techniques for digital imaging are disclosed herein... CFAs and demosaicing techniques described herein are not restricted to any
particular color sensor Col.5 ln.44»53; FIG. 2 shows an exemplary RGB pattern (200) for a color filter array... may be used for CFAs based
on other color combinations (eg, RGBE, CYYiVi, CYGM, RGBW, etc.) Colfi ln.56-Col.7 ln.’l, Fig.2; Exemplary CFA patterns may include
NxN repeat units... corresponding to a 2x2 array... a 3x3 array... 3 4x4 array... 3 5x5 array COL? ln.20-30, Col.8 ln.14-22, Fig.3: 2x2 array
Fig.3A; 3x3 array Fig.88, Fig.30; 4x4 array Fig.2, Fig.30, Fig.3Ev; 6x6 array Fig.1), but lacks the explicit teaching of in which a color filter
Order is selected from the group consisting of RBBRRB»RWRBWB-BBRBRR-RRBRBB-BWBRWR-BRRBBR,
BBGRRG—RGRBGBGBRGRB-RRGBBG-BGBRGR~GRBGBR, RBBRRB-RGRBGB'BBRBRR-RRBRBBBGBRGR-BRRBBR and
RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR.
However, it would have been Obvious to one of ordinary skillIn the art at the time of the invention was made to combine includes a
repetition of a 6x6 microcell'In which a color filter orderis selected from the group consisting of
RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR, BBGRRGRGRBGBGBRGRB-RRGBBG-BGBRGR—GRBGBR,
RBBRRB-RGRBGB-BBRB RR-RRBRBBBGBRGR—BRRBBR and RBRBRB~BGBRGRcRBRBRB-BRBRBR—RGRBGB-BRBRBR as taught
by Myhrvold with the invention Of Dagher, since rearranging parts of an invention involves only routine skill in therart.
The motivation for doing so would be to allow a designer CFAs based on other color combinations for NXN repeat units and not be
restricted to any particular color sensor (Myhrvold Colb‘ ln.44—53, COLB ln.56—Col.7 ln_1, Col] ln.20—30, Figs.1—3).

Claims 1~32 meet the criteria set out in PCT Article 33(4), and thus have industrial applicability because the subject matter claimed can be
made or used in industry. 
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ABSTRACT

Multi-aperture imaging systems with improved color resolution comprising a first

camera subset having a first sensor with a first plurality of sensor pixels covered at least in

part by a non—standard color filter array (CFA) operative to increase a specific color sampling

rate relative to a same color sampling rate in a standard CFA and a second camera subset

having a second sensor with a second plurality of sensor pixels, the second plurality of sensor

pixels being either Luma or covered with a standard CFA. The first and second camera

subsets may have identical or different fields of view. The standard CFA may include a Bayer

or a non-Bayer pattern, While the non-standard CFA includes a repetition of a n x n micro-cell

in which a color filter order is exemplarily RRBB, RBBR, YCCY (n = 2), RBBRWRBBR (n

= 3), and RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRB RRBBR,

BB GRRGRGRBGB GBRGRBRRGBB GBGBRGRGRB GBR,

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR or

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR (n = 6).
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CLAIMS:

1. A multi-aperture imaging system comprising:

a) a first camera subset having a respective first sensor with a first plurality of sensor

pixels covered at least in part by a non—standard color filter array (CFA) operative to increase

a specific color sampling rate relative to a same color sampling rate in a standard CFA; and

b) a second camera subset having a respective second sensor with a second plurality of

sensor pixels, the second plurality of sensor pixels being either Luma or covered with a

standard CFA.

2. The imaging system of Claim 1, wherein the non— standard CFA includes a repetition of

a 2x2 micro-cell in which a color filter order is RRBB.

3. The imaging system of Claim 1, wherein the non- standard CFA includes a repetition of

a 2x2 micro-cell in which a color filter order is RBBR.

4. The imaging system of Claim 1. wherein the non- standard CFA includes a repetition of

a 2x2 micro-cell in which a color filter order is YCCY.

5. The imaging system of Claim 1, wherein the non- standard CFA includes a repetition of

a 3x3 micro-cell in which a color filter order is RBBRWRBBR.

6. The imaging system of Claim 1, wherein the non- standard CFA includes a repetition of

a 6x6 micro-cell in which a color filter order is selected from the group consisting of

RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR,

BBGRRGRGRBGBGBRGRBRRGBBGBGBRGRGRBGBR,

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR and

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR

7. The imaging system of claim 1, wherein the standard CFA includes a Bayer filter

8. The imaging system of Claim 2, wherein the standard CFA includes a Bayer filter.

9. The imaging system of claim 3, wherein the standard CFA includes a Bayer filter.

14
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10. The imaging system of claim 4, wherein the standard CFA includes a Bayer filter.

1 l. The imaging system of claim 5, wherein the standard CFA includes a Bayer filter.

12. The imaging system of claim 6, wherein the standard CFA includes a Bayer filter.

13. The imaging system of claim 1, wherein the standard CFA includes a non—B ayer filter.

14. The imaging system of claim 2, wherein the standard CFA includes a non—B ayer filter.

15. The imaging system of claim 3, wherein the standard CFA includes a non—B ayer filter.

16. The imaging system of claim 4, wherein the standard CFA includes a non—B ayer filter.

17. The imaging system of claim 5, wherein the standard CFA includes a non—B ayer filter.

18. The imaging system of claim 6, wherein the standard CFA includes a non-Bayer

Bayer filter.

19. The imaging system of any of claims 13-18, wherein the non-Bayer filter is selected

from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a

RGBW#3 filter.

20. The imaging system of claim 1, wherein the first camera subset has a first field of

View (FOV), wherein the second camera subset has a second, smaller FOV than the first FOV,

and wherein the non-standard CFA covers an overlap area on the first sensor which captures

the second FOV, thereby providing both optical zoom and increased color resolution.

21. The imaging system of claim 20, wherein the non—standard CFA includes a repetition

of a 2X2 micro-cell in which a color filter order is RRBB.

22. The imaging system of claim 20, wherein the non—standard CFA includes a repetition

f a 2X2 micro-cell in which a color filter order is RBBR.C
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23. The imaging system of claim 20, wherein the non—standard CFA includes a repetition

of a 2X2 micro-cell in which a color filter order is YCCY.

24. The imaging system of claim 20, wherein the non—standard CFA includes a repetition

of a 3X3 micro-cell in which a color filter order is RBBRWRBBR.

25. The imaging system of claim 20, wherein the non—standard CFA includes a repetition

of a 6X6 micro-cell in which a color filter order is selected from the group consisting of

RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR,

BBGRRGRGRBGBGBRGRBRRGBBGBGBRGRGRBGBR,

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR and

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR

26. The imaging system of claim 20, wherein the standard CFA includes a Bayer filter.

27. 'lhe imaging system of claim 21, wherein the standard CFA includes a Bayer filter.

28. The imaging system of claim 22, wherein the standard CFA includes a Bayer filter.

29. The imaging system of Claim 23, wherein the standard CFA includes a Bayer filter.

30. The imaging system of claim 24, wherein the standard CFA includes a Bayer filter.

31. The imaging system of claim 25, wherein the standard CFA includes a Bayer filter.

32. The imaging system of claim 20, wherein the standard CFA includes a non-B ayer

filter.

33. The imaging system of claim 21, wherein the standard CFA includes a non—Bayer

filter.

34. The imaging system of claim 22, wherein the standard CFA includes a non—B ayer

filter.

16
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35. The imaging system of claim 23, wherein the standard CFA includes a non—Bayer

filter.

36. The imaging system of claim 24, wherein the standard CFA includes a non—Bayer

filter.

37. The imaging system of claim 25, wherein the standard CFA includes a non—Bayer

filter.

38. The imaging system of any of claims 33—37, wherein the non—Bayer filter is selected

from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a

RGBW#3 filter.

39. The imaging system of claim 1, wherein the first and the second camera subsets have

respectively identical first and second fields of view (FOVs), and wherein the non-standard

CFA covers an overlap area on the first sensor which captures the second FOV, thereby

providing increased color resolution.

40. The imaging system of claim 39, wherein the non-standard CFA includes a repetition

of a 2X2 micro-cell in which a color filter order is RRBB.

41. The imaging system of claim 39, wherein the non-standard CFA includes a repetition

of a 2X2 micro-cell in which a color filter order is RBBR.

42. 'lhe imaging system of claim 39, wherein the non-standard CFA includes a repetition

of a 2X2 micro-cell in which a color filter order is YCCY.

43. The imaging system of claim 39, wherein the non-standard CFA includes a repetition

of a 3X3 micro—cell in which a color filter order is RBBRWRBBR.
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44. The imaging system of claim 39, wherein the non-standard CFA includes a repetition

of a 6X6 micro—cell in which a color filter order is selected from the group consisting of

RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR,

BBGRRGRGRBGBGBRGRBRRGBBGBGBRGRGRBGBR,

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR and

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR

45. The imaging system of Claim 39, wherein the standard CFA includes a Bayer filter.

46. The imaging system of claim 40, wherein the standard CFA includes a Bayer filter.

47. The imaging system of Claim 41, wherein the standard CFA includes a Bayer filter.

48. The imaging system of claim 42, wherein the standard CFA includes a Bayer filter.

49. The imaging system of claim 43, wherein the standard CFA includes a Bayer filter.

50. The imaging system of Claim 44, wherein the standard CFA includes a Bayer filter.

51. The imaging system of claim 39, wherein the standard CFA includes a non-Bayer

filter.

52. The imaging system of claim 40, wherein the standard CFA includes a non-Bayer

filter.

53. The imaging system of claim 41, wherein the standard CFA includes a non-Bayer

filter.

54. The imaging system of claim 42, wherein the standard CFA includes a non-Bayer

filter.

55. The imaging system of claim 43, wherein the standard CFA includes a non-Bayer

filter.

18
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56. The imaging system of claim 44, wherein the standard CFA includes a non-Bayer

filter.

57. The imaging system of any of claims 51-56, wherein the non-Bayer filter is selected

from the group consisting of a RGBE, a CYYM, a CYGM, a RGBW#1, a RGBW#2 and a

RGBW#3 filter.
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PROVISIONAL PATENT APPLICATION
 

THIN MULTI-APERTURE IMAGING SYSTEMS WITH IMPROVED COLOR

RESOLUTION

FIELD

Embodiments disclosed herein relate in general to multi—aperture imaging systems and

more specifically to thin multi-aperture imaging systems with high color resolution and/or

optical zoom.

BACKGROUND

Small digital cameras integrated into mobile (cell) phones, personal digital assistants

and music players are becoming ubiquitous. Each year, mobile phone manufacturers add more

imaging features to their handsets, causing these mobile imaging devices to converge towards

feature sets and image quality that customers expect from stand-alone digital still cameras.

Concurrently, the size of these handsets is shrinking, making it necessary to reduce the total

size of the camera accordingly while adding more imaging features. Optical Zoom is a

primary feature of many digital still cameras but one that mobile phone cameras usually lack,

mainly due to camera height constraints in mobile imaging devices, cost and mechanical

reliability.

Mechanical zoom solutions are common in digital still cameras. However, the F/# (“F

number) in such systems typically increases with the zoom factor, resulting in poor light

sensitivity and higher noise (especially in low-light scenarios). In mobile cameras, this also

results in resolution compromise, due to the small pixel size of their image sensors and the

diffraction limit optics associated with the F/#.

One way of implementing zoom in mobile cameras is by over—sampling the image and

cropping and interpolating it in accordance with the desired zoom factor. While this method is

mechanically reliable, it results in thick optics and in an expensive image sensor due to the

large number of pixels associated therewith. As an example, if one is interested in

implementing a 12 Megapixel camera with X3 zoom factor, one needs a sensor of 108

Megapixels.
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Another way of implementing zoom is by using a dual-aperture imaging system. In its

basic form, a dual—aperture imaging system includes two optical apertures which may be

formed by one or two optical modules, and one or two image sensors (c.g., CMOS or CCD)

which grab the optical image or images and convert the data to the electronic domain, where

the image can be processed and stored.

Known multi-aperture imaging systems, in particular ones with with short optical

paths, require a trade-off between various functionalities, for example between zoom and

color resolution. There is therefore a need for, and it would be advantageous to have thin

multi-aperture imaging systems implemented as cameras with increased color resolution, or

multi-aperture imaging systems with both increased color resolution and zoom function.

SUMMARY

Embodiments disclosed herein teach the use of multi-aperture imaging systems (where

“multi” refers to two or more) to implement thin cameras (with short optical paths of less than

about 9mm) and/or to realize optical zoom systems in such thin cameras. Embodiments

disclosed herein further teach new color filter arrays which optimize the color information

which may be achieved in a multi-aperture imaging system with or without zoom. In various

embodiments, a multi-aperture imaging system disclosed herein includes at least two sensors

or a single sensor divided into at least two areas. Hereinafter, the description refers to “two

sensors”, with the understanding that they may be sections of a single physical sensor (imager

chip). Exemplarily, in a dual-aperture imaging system, a left sensor (or left side of a single

sensor) captures an image coming from a first aperture while a right sensor (or right side of a

single sensor) captures an image coming from a second aperture. In various embodiments

disclosed herein, one sensor is a “Wide” sensor while another sensor is a “Tele” sensor. The

Wide sensor includes two different color filter arrays (CFAs): a non—standard CFA with

higher color sampling rate positioned in an “overlap area” of the sensor (see below

description of FIG. 1B), and a standard CFA with a lower color sampling rate surrounding the

overlap area. As used herein, “non-standard CFA” refers to a CFA which is different in its

pattern that CFAs listed above as “standar ”. Exemplary non—standard CFA patterns include

repetitions of a 2X2 micro—cell in which the color filter order is RRBB, RBBR or YCCY

where Y=Yellow = Green + Red, C = Cyan = Green + Blue; repetition of a 3X3 micro-cell in

which the color filter order is GBRRGBBRG; and repetitions of a 6x6 micro—cell in which the

color filter order is RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR,
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BB GRRGRGRBGB GBRGRBRRGBB GBGBRGRGRB GBR,

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR or

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR. As used herein, a “standard

CPA” may include a known CFA such as Bayer, RGBE, CYYM, CYGM and different

RGBW filters such as RGBW#l, RGBW#2 and RGBW#3.

The Tele sensor may be a gray scale sensor (with no CFA) or a standard CFA sensor.

This arrangement of the two (or more than two) sensors and of two (or more than two)

respective Wide and Tele “subset cameras” (or simply “‘subsets”) related to the two sensors

provides high color resolution through the combination of data obtained by the Tele and Wide

subsets. Each sensor provides a separate image, except for the case of a single sensor, where

two images are grabbed by the single sensor (example above). In some embodiments. zoom is

achieved by fusing the two images, resulting in higher color resolution reaching that of a high

quality dual-aperture zoom camera. Some thin multi—aperture imaging systems disclosed

herein therefore provide zoom, super-resolution, high dynamic range and enhanced user

experience

In some embodiments, in order to reach optical zoom capabilities, a different

magnification image of the same scene is captured by each subset. resulting in field of view

(FOV) overlap between the two subsets. In some embodiments, the Tele subset is the higher

zoom subset and the Wide subset is the lower zoom subset. In some embodiments, the two

subsets have the same zoom (i.e. same FOV). Post processing is applied on the two images

grabbed by the multi-aperture imaging system to fuse and output one “fused” image

processed according to a user zoom factor request. In some embodiments the resolution of the

fused image may be higher than the resolution of the Wide/Tele sensors. As part of the fusion

procedure, up-sampling may be applied on one of the images to scale it to the image grabbed

by the Tele subset camera. In addition, each subset may capture different color channels. For

example, in one embodiment, RGB channels may be captured by the Wide camera subset and

a Luma channel may be captured by the Tele camera subset. In another embodiment, both

subsets may capture RGB channels.

In an embodiment there is provided a multi-aperture imaging system comprising a first

camera subset having a respective first sensor which includes a first plurality of sensor pixels

covered at least in part by a non-standard CFA operative to increase a specific color sampling

rate relative to a same color sampling rate in a standard CFA, and a second camera subset

having a respective second sensor which includes a second plurality of sensor pixels, the

second plurality of pixels being either Luma or covered with a standard CFA.
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In some embodiments, the first camera subset has a first FOV, the second camera

subset has a second, smaller FOV than the first FOV, and the non—standard CFA covers an

overlap area on the first sensor which captures the second FOV, thereby providing both

optical zoom and increased color resolution.

In some embodiments. the first and second camera subsets have the same FOV, and

the non-standard CFA covers an overlap area on the first sensor which captures the second

FOV, thereby providing increased color resolution.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting examples of embodiments disclosed herein are described below with

reference to figures attached hereto that are listed following this paragraph. Identical

structures, elements or parts that appear in more than one figure are generally labeled with a

same numeral in all the figures in which they appear. The drawings and descriptions are

meant to illuminate and clarify embodiments disclosed herein, and should not be considered

limiting in any way.

FIG. 1A shows schematically a block diagram illustrating a dual-aperture zoom

imaging system disclosed herein;

FIG. 1B shows an example of an image captured by the Wide sensor and the Tele

sensor while illustrating the overlap area on the Wide sensor;

FIG. 2 shows schematically an embodiment of a Wide sensor which may be

implemented in a dual-aperture zoom imaging system as in FIG. 1A;

FIG. 3 shows schematically another embodiment of a Wide camera sensor which may

be implemented in a dual-aperture zoom imaging system as in FIG. 1A;

FIG. 4 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual-aperture zoom imaging system as in FIG. 1A;

FIG. 5 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual-aperture zoom imaging system as in FIG. 1A;

FIG. 6 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual—aperture zoom imaging system as in FIG. 1A:

FIG. 7 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual-aperture zoom imaging system as in FIG. 1A;

FIG. 8 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual-aperture zoom imaging system as in FIG. 1A;
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FIG. 9 shows schematically yet another embodiment of a Wide camera sensor which

may be implemented in a dual—aperture zoom imaging system as in FIG. 1A;

FIG. 10 shows a schematically in a flow chart an embodiment of a method disclosed

herein for acquiring and outputting a zoom image;

FIG. 11A shows exemplary images captured by a triple aperture zoom imaging system

disclosed herein;

FIG. l lB illustrates schematically the three sensors of the triple aperture imaging

system of FIG. 7A;

FIG. 12 shows schematically a block diagram illustrating a dual-aperture imaging

system with improved color resolution disclosed herein.

DETAILED DESCRIPTION

Embodiments disclosed herein relate to multi-aperture imaging systems which include

at least one Wide sensor with two different CFAs and at least one Tele sensor. The

description continues with particular reference to dual—aperture imaging systems which

include two (Wide and Tele) subsets, each subset having a respective sensor. Specifically, in

such dual—aperture systems, the Wide subset is not a Luma channel only camera. A three—

aperture imaging systems is described later with reference to FIGS. 7A-7B.

The Wide sensor includes an “overlap area” (see description of FIG. 1B) covered by

a non—standard CFA. The overlap area captures the Tele FOV. Since the Tele image is

optically magnified compared to the Wide image, the effective sampling rate of the Tele

image is higher than that of the Wide image. Thus, the effective color sampling rate in the

Wide sensor is much lower than the Luma sampling rate in the Tele sensor. In addition, as

part of the fusion procedure (of Tele and Wide images, see below), up-scaling of the color

data is required. Upscaling will not improve color resolution.

APPL-1002 / Page 329 of 383



APPL-1002 / Page 330 of 383

10

15

20

25

30

FIG. 1A shows schematically a block diagram illustrating a dual-aperture zoom

imaging system 100 disclosed herein. System 100 includes a dual—aperture camera 102 which

has a Wide subset 104 and a Tele subset 106, and a processor 108 which fuses two images,

one obtained with the Wide subset and the other obtained with the Tele subset, into a single

image according to a user zoom factor request. The Wide sensor includes a non—standard CFA

(see e.g. FIGS. 2-9) in an overlap area illustrated by 110 in FIG. 1B, which is surrounded by a

non-overlap area 112 with a standard CFA (for example a Bayer pattern). The non-standard

CFA pattern increases the color resolution of the imaging system. The Tele subset camera

may include a sensor with no filter array (which provides a Luma scaled image), a standard

Bayer CFA or a standard non-Bayer CFA such as RGBF, CYYM, CYGM and different

RGBW filters such as RGBW#1, RGBW#2 and RGBW#3.

FIG. 1B shows an example of an image captured by both Wide and Tele sensors,

while illustrating overlap area 110 and surrounding non-overlap area 112 on the Wide sensor

image. Note that “overlap” and “non-overlap” areas refer also to the CFA arrangements of the

Wide sensor. The overlap area with the non-standard CFA may cover different portions of a

Wide sensor, for example half the sensor area, a third of the sensor area, a quarter of the

sensor area. etc. A number of such CFA arrangements are described in more detail with

reference to FIGS. 2-9.

FIG. 2 shows schematically an embodiment of a Wide sensor 200 which may be

implemented in a dual-aperture zoom imaging system 100. In sensor 200, a non-overlap area

202 includes a Bayer CFA. An overlap area 204 includes a non-standard CFA with a

repetition of a 2x2 micro-cell in which the color filter order is RRBB. In overlap area 204, the

R and B are sampled at 1/20'5 Nyquist in the diagonal (left to right) direction with 2 pixels

intervals. For example, we keep a Nyquist sampling rate in the right down diagonal direction

for the first 2 Blue pixels, and the same for the following Red pixels. In this figure, as well as

in FIGS. 3-9, “Width 1” and “Height 1” refers to the full Wide sensor dimension. “Width 2”

and “Height 2” refers to the dimensions of the Wide sensor overlap area.

FIG. 3 shows schematically an embodiment of a Wide camera subset sensor 300

which may be implemented in a dual-aperture zoom imaging system 100. In sensor 300, a

non—overlap area 302 includes a Bayer CFA. An overlap area 304 includes a non—standard

CFA with a repetition of a 2x2 micro-cell in which the color filter order is RBBR. In the

overlap area, the R and B are sampled at 1/20'5 Nyquist frequency in both diagonal directions.
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FIG. 4 shows schematically an embodiment of a Wide camera subset sensor 400

which may be implemented in a dual—aperture zoom imaging system 100. In sensor 400, a

non-overlap area 402 includes a Bayer CFA. An overlap area 404 includes a non-standard

CFA with a repetition of a 2x2 micro-cell in which the color filter order is YCCY, where

Y=Yellow = Green + Red, C = Cyan = Green + Blue. In the overlap area, the R and B are

sampled at a 1/20‘5 Nyquist frequency in a diagonal direction; the non-standard CFA includes

green information for registration purposes. This will allow for example to register between

the two images where the object is green, since there is green information in both sensor

images.

FIG. 5 shows schematically an embodiment of a Wide camera subset sensor 500

which may be implemented in a dual—aperture zoom imaging system 100. In sensor 500, a

non-overlap area 502 is a Bayer pattern. An overlap area 504 includes a non-standard CFA

with a repetition of a 6x6 micro-cell in which the color filter order is

RBBRRBRWRBWBBBRBRRRRBRBBBWBRWRBRRBBR where “W” represents white or

Luma. In the overlap area, the R and B are sampled at a higher frequency than a standard

pixel array. For example, in a Bayer pixel order, the Red average sampling rate R is 0.25

(sampled once for every 4 pixels). 1n the overlap area 504 pattern, the Red average sampling

rate is 0.44.

FIG. 6 shows schematically an embodiment of a Wide camera subset sensor 600

which may be implemented in a dual-aperture zoom imaging system 100. In sensor 600, a

non-overlap area 602 is a Bayer pattern. An overlap area 604 includes a non-standard CFA

with a repetition of a 6x6 micro-cell in which the color filter order is

BBGRRGRGRBGBGBRGRBRRGBBGBGBRGRGRBGBR. In the overlap area, the R and

B are sampled at a higher frequency than a standard pixel array. For example, in a Bayer pixel

order, the Red average sampling rate R is 0.25 (sampled once for every 4 pixels). In the

overlap area 604 pattern, the Red average sampling rate is 0.44.

FIG. 7 shows schematically an embodiment of a Wide camera subset sensor 700

which may be implemented in a dual-aperture zoom imaging system 100. In sensor 700, a

non-overlap area 702 is a Bayer pattern. An overlap area 704 includes a non-standard CFA

with a repetition of a 3x3 micro—cell in which the color filter order is GBRRGBBRG. In the

overlap area, the R and B are sampled at a higher frequency than a standard pixel array. For

example, in a Bayer pixel order, the Red average sampling rate R is 0.25 (sampled once for

every 4 pixels). In the overlap area 704 pattern, the Red average sampling rate is 0.33.
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FIG. 8 shows schematically an embodiment of a Wide camera subset sensor 800

which may be implemented in a dual—aperture zoom imaging system 100. In sensor 800, a

non-overlap area 802 is a Bayer pattern. An overlap area 804 includes a non-standard CFA

with a repetition of a 6x6 micro-cell in which the color filter order is

RBBRRBRGRBGBBBRBRRRRBRBBBGBRGRBRRBBR. In the overlap area, the R and B

are sampled at a higher frequency than a standard pixel array. For example, in a Bayer pixel

order, the Red average sampling rate R is 0.25 (sampled once for every 4 pixels). In the

overlap area 804 pattern, the Red average sampling rate is 0.44.

FIG. 9 shows schematically an embodiment of a Wide camera subset sensor 900

which may be implemented in a dual-aperture 7.00m imaging system 100. In sensor 900, a

non—overlap area 902 is a Bayer pattern. An overlap area 904 includes a non—standard CFA

with a repetition of a 6x6 micro-cell in which the color filter order is

RBRBRBBGBRGRRBRBRBBRBRBRRGRBGBBRBRBR. In the overlap area, the R and B

are sampled at a higher frequency than a standard pixel array. For example, in a Bayer pixel

order, the Red average sampling rate R is 0.25 (sampled once for every 4 pixels). In the

overlap area 904 pattern, the Red average sampling rate is 0.44.

Processing flow

In use, an image is acquired with imaging system 100 and is processed according to

steps illustrated in a flowchart shown in FIG. 10 in step 1000, de-mosaicing is performed on

the overlap area pixels, (which refer to the Tele image FOV) according to the specific CFA

pattern. The overlap and non-overlap subsets of pixels may need different de-mosaicing

processes. Exemplary and non-limiting de-mosaicing specifications for the overlap area of

each of the Wide sensors shown in FIGS. 2-5 are given in detail below. The aim is to

reconstruct the missing colors in each and every pixel. In cases in which the Tele subset

sensor is not a Luma only pattern, de-mosaicing is applied as well. This will result in Wide

subset color image where the colors (in the overlap area) hold higher resolution than those of

a standard CFA pattern. In step 1002, the Tele image captured by the Wide sensor is

registered (mapped into the Wide image). Then, in step 1004, the data from the Wide and

Tele images is processed to form a high quality zoom image. In cases where the Tele subset is

Luma only, high Luma resolution is taken from the Tele sensor and color resolution is taken

from the Wide sensor. In cases where the Tele subset includes a CFA, both color and Luma
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resolution are taken from the Tele subset. In addition, color resolution is taken from the Wide

subset.

Exemplary process for fusing a zoom image using the Wide camera subset of FIG. 4

1. Special de-mosaicing:

Widc
 

— Reconstructing Yellow full map

- Reconstructing Cyan full map

- The non-overlap area requires standard (in this example, Bayer) de-mosaicing.

At this point, the demosaiced Wide overlap area has a sampling/resolution advantage of 1.41

(20.5) ratio. That is, in the proposed overlap area 404 pattern, the Red max frequency is in the

diagonal direction. In a Bayer pattern, the Red max frequency is in the horizontal/vertical

directions. It is easy to see that the proposed pattern achieves a sampling rate which is higher

by a factor of 1.41 than that of the Bayer pattern.

Tele
 

- In case where the Tele subset has a CPA, standard de-inosaicing will be applied.

go Registration preparation:

- Lu111aw1dc=Y+C= R+2G+B (converting Bayer pattern into Y data )

- LumaTelezR+G+B. (3 colors are sampled into one pixel)

— LumaTele9LP9 Lumame LP. To improve registration.

- Registration (I.umaw1de, I.umaTcchP) 9 mapping function between 2 sensors.

For every index in Wide sensor, we get an index in the Tele sensor

3. Color restoration — back to RGB:
LP

- GWideZLUlllflWide-LUIllaTele

_ RWidE=Y_ GW’idE

BWide=C‘ GWide

4. Producing a high resolution image.
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- RWide, GWide, BWide 9 LUIDaWide

- Average or replace LumamC with LuniaWide.

- Back to R,G,B

5 Exemplary and non-limiting de-mosaicing specifications for the overlap area

FIG. 2  

B11 B12 R13

 

B33   
- In order to reconstruct the missing R22 pixel, we perform the following:

10 - R22=(R31+R13)/2

- Sarne operation for all missing Blue pixels‘

 

 

 

15 FIG. 3

R11 B12 R13

B21 R22 B23

R31 B32 R33   
 

- In order to reconstruct the missing B22 pixel, we perform the following:

— B22=(B12+B21+B32+B23)/4

20 - Same operation for all missing Blue pixels.
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FIG. 5
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In order to reconstruct the missing Y22 pixel, we perform the following:

C22=(C l 2+C2 l+C32+C23)/4

Same operation for all missing Blue pixels.

Case 1: W is center pixel
 
 

 

  
R11 B12 B13

R21 W22 R23

B31 B32 R33 
 

In order to reconstruct the missing 22 pixels, we perform the following:

B22=(B12+B32)/2

R22=(R21+R23)/2

G22: (W22-R22-B22)/2

Case 2: R22 is center pixel
 
 

 

 

B11 B12 R13 R14

W21 R22 B23 W24

1331 R32 1333 R34
 

   
In order to reconstruct the missing 22 pixels, we perform the following:
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l. B22:(Bl l+R33)/2

2. W22=(2*W21+W24)/3

3. G22: (W22-R22-B22)/2

- Same operation for Blue as the center pixel.

Triple-aperture zoom imaging system with improved color resolution

As mentioned, a multi-aperture zoom or non-zoom imaging system disclosed herein

may include more than two apertures. A non-limiting and exemplary embodiment 1100 of a

triple-aperture imaging system is shown in FIGS. 11A-11B. System 1100 includes a first

Wide subset camera 1102 (with exemplarily X1), a second Wide subset camera (with

exemplarily X15, and referred to as a “Wide-Tele” subset) and a Tele subset camera (with

exemplarily X2). FIG. 11A shows exemplary images captured by imaging system 1100, while

FIG. 11B illustrates schematically three sensors marked 1102, 1104 and 1106, which belong

respectively to the Wide, Wide-Tele and Tele subsets. FIG. 7B also shows the CFA

arrangements in each sensor: sensors 1102 and 1104 are similar to Wide sensors described

above with reference to any of FIGS. 2-9, in the sense that they include an overlap area and a

non—overlap area. The overlap area includes a non—standard CFA. In both Wide sensors, the

non-overlap area may have a Luma pattern or a standard CFA. Thus, neither Wide subset is

solely a Luma channel camera. The Tele sensor may have no filter array (i.e. Luma), a

standard Bayer CFA or a non-Bayer CFA such as RGBE, CYYM, CYGM and different

RGBW filters such as RGBW#1, RGBW#2 and RGBW#3. In use, an image is acquired with

imaging system 1100 and processed as follows: de-mosaicing is performed on the overlap

area pixels of the Wide and Wide-Tele sensors according to the specific CFA pattern in each

overlap area. The overlap and non-overlap subsets of pixels in each of these sensors may need

different de-mosaicing. Exemplary and non-limiting de-mosaicing specifications for the

overlap area for Wide sensors shown in FIGS. 2-9 are given above. The aim is to reconstruct

the missing colors in each and every pixel. In cases in which the Tele subset sensor is not a

Luma only pattern, de-mosaicing is performed as well. The Wide and Wide-Tele subset color

images acquired this way will have colors (in the overlap area) holding higher resolution than

that of a standard CFA pattern. Then, the Tele image acquired with the Tele is registered

(mapped) into the respective Wide image. The data from the Wide, Wide-Tele and Tele

images is then processed to form a high quality zoom image. In cases where the Tele subset is

Luma only, high Luma resolution is taken from the Tele sensor and color resolution is taken

12
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from the Wide sensor. In cases where the Tele subset includes a CPA, both color and I.uma

resolution is taken from the Tele subset. In addition, color resolution is taken from the Wide

sensor. The resolution of the fused image may be higher than the resolution of both sensors.

Dual-aperture imaging system with improved color resolution

According to principles and designs disclosed herein, improved color resolution with

simplified sensors designs may be achieved in dual— or multi—aperture imaging systems

without zoom. FIG. 12 shows schematically a block diagram illustrating a dual—aperture zoom

imaging system 1200 disclosed herein. System 1200 includes a dual-aperture camera 1202

which has a first camera subset (and associated sensor) 1204, a second camera subset (and

associated sensor) 1206, and a processor 1208 which fuses two images, one obtained with

first subset and the other obtained with the second subset into a single “fused” image. One of

the sensors (e. g. of subset 1204) includes a non-standard CFA. The other sensor (in this case

of subset 1206) may have no filter array (thus providing a Luma scaled image), or it may have

a standard Bayer CPA or standard non-Bayer CFA such as RGBE, CYYM, CYGM and

different RGBW filters.

The non-standard filter pattern of the first sensor increase the general color resolution

of the imaging system over a system with similar size (and pixels density) sensors, but in

which one sensor has a standard CFA and the other has a Luma (or standard CFA). Thus, the

resolution of the fused image may be higher than the resolution of both sensors.

Advantageously, the simpler filter pattern (Le. of only two colors instead of three or four

colors) simplifies significantly sensor manufacturing costs and therefore the total systems

manufacturing costs. This is done without sacrificing and even improving the system color

resolution.

While this disclosure has been described in terms of certain embodiments and

generally associated methods, alterations and permutations of the embodiments and methods

will be apparent to those skilled in the art. For example, multi-aperture imaging systems with

more than two Wide or Wide-Tele subsets (and sensors) or with more than one Tele subset

(and sensor) may be constructed and used according to principles set forth herein. Similarly,

non-zoom multi-aperture imaging systems with more than two sensors, at least one of which

has a non-standard CFA, may be constructed and used according to principles set forth herein.

The disclosure is to be understood as not limited by the specific embodiments described

herein, but only by the scope of the appended claims.

13
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”pmm) Intellectual Property Organization

(RO/ IB)

0-7 Applicant's or agent's file reference COREPH- 72

' Tme“"Wmm°" HIGH-RESOLUTION THIN MULTI-APERTURE
IMAGING SYSTEMS

ll Applicant

”—1 This person is Applicant only

”4 Amemmr All designated States
“-4 Name COREPHOTONICS LTD .

”-5 Address 3rd Floor

25 Habarzel St. Ramat Hachayal
6971035 Tel Aviv
Israel

”-6 State of nationality

”—7 State of residence IL

Ill-1 Applicant and/or inventor

lll-1-1 This person is Inventor only
lll-1-3 Inventor for

|||-1-4 Name (LAST, First) SHABTAY I Gal
lll-1-5 Address

4 Shmuel Shnitzer St.
6958313 Tel—Aviv
Israel 
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III-2
III-2-1

III-2-3
III—2—4

III-2-5

III-3
III—3—1

III-3-3
III-3-4

III—3—5

III-4
|||-4-1

III—4—3
III-4-4

|||-4-5

IV-1

|V—1—1

|V-1-2

IVLS

Iwhfla

Applicant and/or inventor
This person is
Inventor for

Name (LAST, First)
Address

Applicant and/or inventor
This person is
Inventor for

Name (LAST, First)
Address

Applicant and/or inventor
This person is
Inventor for

Name (LAST, First)
Address

Agent or common representative; or
address for correspondence
No agent or common representative is/
has been appointed; the following
special address should be used as:
Name

Address

e-mail

E-mail authorization

The receiving Office, the International
Searching Authority, the International
Bureau and the International Preliminary
Examining Authority are authorized to
use this e-mail address, if the Office or
Authority so wishes, to send notifications
issued in respect of this international
application:
DESIGNATIONS

The filing of this request constitutes
under Rule 4.9(a), the designation of
all Contracting States bound by the
PCT on the international filing date,
for the grant of every kind of
protection available and, where
applicable, for the grant of both
regional and national patents.
 

 
24

Print Out (Original in Electronic Form)

Inventor only

COHEN, Noy

Apt. 20
30 Shlomo Ben Yossef St.

6912529 Tel-Aviv
Israel

Inventor only

GIGUSHINSKI, Oded

23 Ahi Dakar St.
4670223 Herzlia
Israel

Inventor only

GOLDENBERG, Ephraim
32 Tel Chai St.
7751025 Ashdod
Israel

Address for correspondence

Nathan & Associates Patent Agents Ltd.
P.O.Box 10178
6110101 Tel Aviv

Israel

info@natpatent.com

as advance copies followed by paper
notifications
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VI-1

Vl-1-1

Vl-1-2

VI-1-3

VI-2

VI-3

VII-1

VIII
VIII-1

VIII-2

VIII—3

VIII-4

VIII-5

IX
IX-1

IX-2

IX—3

IX-4

IX-5

IX-7

 
Print Out (Original in Electronic Form)

Priority claim of earlier national
application

W4

ngmm 28 November 2012 (28.11.2012)

”mm” 61/730,570
Country US
Priority document request

The International Bureau is requested to
obtain from a digital library a certified
copy of the earlier application(s)
identified above as item(s), using, where
applicable, the access code(s) indicated:

Incorporation by reference :
where an element of the international

application referred to in Article
11(1)(iii)(d) or (e) or a part of the
description, claims or drawings referred
to in Rule 20.5(a) is not otherwise
contained in this international application
but is completely contained in an earlier
application whose priority is claimed on
the date on which one or more elements

referred to in Article 11(1)(iii) were first
received by the receiving Office, that
element or part is, subject to confir-
mation under Rule 20.6, incorporated by
reference in this international application
for the purposes of Rule 20.6.

VI—l Access code: 6073

'at‘amamna' searching Auth°rity United States Patent and Trademark
°“" Office (USPTO)

Declarations
(ISA/US)

Number of declarations 

Declaration as to the identity of the
inventor 

Declaration as to the applicant‘s
entitlement, as at the international filing
date, to apply for and be granted a
patent

Declaration as to the applicant‘s
entitlement, as at the international filing
date, to claim the priority of the earlier
application
Declaration of inventorship (only for the
purposes of the designation of the
United States of America)

 
 

Declaration as to non-prejudicial
disclosures or exceptions to lack of
novelt
Check list

 
Number of sheets Electronic file(s) attached 

Request (including declaration sheets)

Description

Claims

Abstract

17

/

 

 Drawings

TOTAL

1

7

34

\\\\
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Print Out (Original in Electronic Form)

Accompanying Items Paper document(s) attached

Figure of the drawings which should 1
accompany the abstract
Language of filing of the international
application
Signature of applicant, agent or
common representative

  
Electronic file(s) attached  IX-8

IX-18  
  

  
 

English

/GAL SHABTAY/   

 
 

 

 
 
 

 

X44 wa COREPHOTONICS LTD.

X-1-2 Name of signatory GAL SHABTAY

X-1-3 Capacity (if such capacity is not obvious VP—R&D
from reading the request)

FOR RECEIVING OFFICE USE ONLY

10-1 Date of actual receipt of the 23 November 2013 (23 . 11 . 2013)purported international application

10-2 Drawings:
10-2-1 Received

10-2-2 Not received

10-3 Corrected date of actual receipt due
to later but timely received papers or
drawings completing the purported
international application

10-4 Date of timely receipt of the required
corrections under PCT Article 11(2)

10-5 International Searching Authority ISA/US

 
10-6 Transmittal of search copy delayed

until search fee is paid

FOR INTERNATIONAL BUREAU USE ONLY

11-1 Date of receipt of the record copy by
the International Bureau

APPL-1002 / Page 351 of 383



APPL-1002 / Page 352 of 383



APPL-1002 / Page 353 of 383



APPL-1002 / Page 354 of 383



APPL-1002 / Page 355 of 383



APPL-1002 / Page 356 of 383



APPL-1002 / Page 357 of 383



APPL-1002 / Page 358 of 383



APPL-1002 / Page 359 of 383



APPL-1002 / Page 360 of 383



APPL-1002 / Page 361 of 383



APPL-1002 / Page 362 of 383



APPL-1002 / Page 363 of 383



APPL-1002 / Page 364 of 383



APPL-1002 / Page 365 of 383



APPL-1002 / Page 366 of 383



APPL-1002 / Page 367 of 383



APPL-1002 / Page 368 of 383



APPL-1002 / Page 369 of 383



APPL-1002 / Page 370 of 383



APPL-1002 / Page 371 of 383



APPL-1002 / Page 372 of 383



APPL-1002 / Page 373 of 383



APPL-1002 / Page 374 of 383



APPL-1002 / Page 375 of 383



APPL-1002 / Page 376 of 383



APPL-1002 / Page 377 of 383



APPL-1002 / Page 378 of 383



APPL-1002 / Page 379 of 383



APPL-1002 / Page 380 of 383



APPL-1002 / Page 381 of 383



APPL-1002 / Page 382 of 383



APPL-1002 / Page 383 of 383


