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Parameter Value
Impedance (Differential) 108 +/- 5 Ohms
Impedance (Single-ended) 67 +/- 5 Ohms
Propagation Delay 1.54 ns/ft min, 1.58 ns/ft max
Delay Skew 0.025 ns/ft max
Attenuation (Differential) 0.08 db/ft max @ 50 MHz
Length 12'
DC Resistance 0.070 Ohms/ft max
FIG. 16
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EXPANSION CARD INSERTION AND
REMOVAL

BACKGROUND

The invention relates to inserting and removing expansion
cards.

Computer systems typically have expansion card slots for
receiving and electrically coupling expansion cards to an
expansion bus of the computer system. The expansion bus
may be one of several types, such as an Industry Standard
Architecture (ISA) bus, an Extended Industry Standard
Architecture (EISA) bus or a Peripheral Component Inter-
connect (PCI) bus,

SUMMARY

In general, in one aspect, the invention features a system
having a connector for a circuit card and a clamp configured
to selectively prevent removal of the circuit card from the
connector when the clamp is engaged. The system has
circuitry connected to monitor the engagement status of the
clamp and to regulate delivery of power to the connector
based on the engagement state of the clamp.

Implementations of the invention may include one or
more of the following features, The system may include a
communication link, and the circuitry may be further con-
nected to regulate coupling of a communication link to the
connector based on the engagement of the clamp. The circuit
may include a switch actuated by the clamp furnishing an

indication of the position of the switch and a circuit con-

nected to update the engagement status when the indication
indicates the same position for a predetermined duration.

In general, in another aspect, the invention features a
method for use in a computer system having a central
processing unil, a connector for a circuit card and a clamp
configured to selectively prevent removal of the circuit card
from the connector when the clamp is engaged. The method
includes monitoring the engagement status of the clamp and
providing an indication of the engagement status to the
central processing unit.

Implementations of the invention may include one or
more of the following. The invention may include providing
an interrupt request to the central processing unit to indicate
when the engagement status changes. The method may
include storing the engagement status in a memory acces-
sible by the central processing unit. The method may include
monitoring a power status signal of the connector and
providing an indication of the power status signal to the
central processing unit, The method may include providing
power to the connector when the clamp is engaged and
removing power from the connector when the clamp is not
engaged. The method may include determining if the central
processing unit has enabled the connector to receive power
and wherein the providing step only provides power if the
central processing unit has enabled the connector to receive
power. The method may include coupling a bus to the
connector when the clamp is engaged and electrically iso-
lating the bus from the connector when the clamp is not
engaged. The isolating of the bus may include disconnecting
a clock line and other lines of the bus, the other lines of the
bus being disconnected before the clock line is disconnected
and the power is removed. The electrically coupling may
include connecting a clock line and other lines of the bus, the
other lines of the bus being connected after the power is
removed and the clock line is disconnected.

In general, in another aspect, the invention features a
computer system having a central processing unit, a con-
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2
nector for a circuit card, and a clamp configured to selec-
tively prevent removal of the circuit card from the connector
when the clamp is engaged. The computer system also has
a circuit connected to monitor the engagement status of the
lever and to provide an indication of the engagement status
to the central processing unit.

Implementations of the invention may include one or
more of the following. The circuit may be configured to
provide an interrupt request to the central processing unit to
indicate when the engagement status changes. The circuit
may include a buffer, accessible by the central processing
unit, connected to store the indication of the engagement
status. The central processing unit may selectively enable
the connector 1o receive power or a bus (e.g., a PCI bus) 1o
receive power, and the computer system may further include
a buffer connected to indicate if the central processing unit
has enabled the connector or enabled the bus to receive
power. The circuit connected to furnish power may only
provide power if the central processing unit has enabled the
connector 1o receive power and may only couple the bus if
the central processing unit has enabled the connector to be
coupled to the bus.

In general, in another aspect, the invention features a
computer sysiem having a bus, a connector for a circuit card
coupled to the bus, and a clamp configured to selectively
prevent removal of the circuit card from the connector when
the clamp is engaged. The computer system has circuitry
connected to monitor the engagement status of the clamp
and to regulate delivery of power to the connector based on
the engagement state of the clamp.

Among the advantages of the invention are one or more
of the following. Expansion cards may be inserted and
removed while the computer system remains powered up.
The expansion card is powered down before the card can be
removed from the slot. Software may selectively power up
or power down expansion cards. If possible movement of the
lever that secures the expansion card is detected, the move-
ment of the lever is verified which minimizes unnecessary
powering down of the expansion card. The control circuit
has control of the expansion bus during critical phases of the
power up and power down sequences, which promotes bus
integrity.

Other advantages and [eatures will become apparent from
the following description and from the claims.

DESCRIPTION

FIG. 1 is a block diagram of a computer system.

FIG. 2 is a block diagram of an expansion box of the
computer system of FIG, 1.

FIG. 3 is a block diagram of the bridge chips in the
compuler system.

FIG. 4 is a block diagram of a queue block in cach of the
bridge chips.

FIG. 5 is a block diagram of the clock routing scheme in
the bridge chips.

FIG. 6 is a block diagram of a clock generator in cach of
the bridge chips.

FIG. 7 is a block diagram of a master cable interface in
cach of the bridge chips for transmitting data over a cable
connecting the bridge chips.

FIG. 8 is a timing diagram of signals in the master cable
interface.

FIG. 9 is a block diagram of a slave cable interface in cach
of the bridge chips for receiving data transmitted over the
cable.
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FIG. 10 is a block diagram of logic generating input and
output pointers for the receiving logic in the slave cable
interface.

FIG. 11 is a timing diagram of signals in the slave cable
interface.

FIG. 12 is a timing diagram of the input and output
pointers and their relation to the received cable data.

FIG. 13 is a block diagram of the placement of flip flops
and input and output pads in each of the bridge chips.

FIG. 14 is a table of the information carried by the cable.

FIG. 15A is a table showing the type of information
carried by the cable signals associated with single address
cycle transactions.

FIG. 15B is a table showing the type of information
carried by the cable signals associated with dual-address
cycle transactions.

FIG. 16 is a table of parameters associated with the cable.

FIG. 17 is a logic diagram of an error detection and
correction circuit.

FIG. 18 is a parity-check matrix for generating check bits
in the error detection and correction circuit.

FIG. 19 is a syndrome table for generating fix bits in the
error detection and correction circuit.

FIG. 20A is a stale diagram showing a round-robin
arbitration scheme.

FIG. 208 is a state diagram showing a two-level arbitra-
tion scheme.

FIG. 21 is a logic diagram of an arbiter in each of the
bridge chips.

FIG. 22 is a state diagram of a grant state machine in an
arbiter.

FIG. 23 is a state diagram of a level one arbitration state

machine in the arbiter.

FIG. 24 is a table showing generation of new grant signals
based on the current master.

FIG. 25 is a block diagram of logic for generating mask
bits and multi-threaded master indication bits.

FIG. 26A is a logic diagram of circuits for generating the
masked bits.

FIG. 268 is a block diagram of a computer system with
multiple layers of buses.

FIG. 27A is a side view of an expansion card inserted into
a slot.

FIG. 27B-C are schematic diagrams of lever circuitry.

FIGS. 28-31 are schematic diagrams of circuitry of the
expansion box.

FIG. 32A is a state diagram from the circuitry of the
expansion box.

FIG. 32B are waveforms from the circuitry of the expan-
sion box.

FIG. 33A is a schematic diagram of circuitry of the
expansion box.

FIG. 338 are waveforms from the circuitry of the expan-
sion box.

FIGS. 33C-H are a state diagram from the circuitry of the
expansion box.

FIG. 34 is a schematic diagram of circuitry of the expan-
sion box.

FIG. 35A is a state diagram from the circuitry of the
expansion box.

FIG. 358 are waveforms from the circuitry of the expan-
sion box.
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FIG. 36 is a schematic diagram of circuitry of the expan-
sion box.

FIG. 37 is a flow diagram of a non-maskable interrupt
handler invoked in response lo detection of a bus hang
condition in the computer system.

FIG. 38 is a flow diagram of a BIOS routine that is
invoked by a computer system lock-up event.

FIG. 39 is a flow diagram of a BIOS isolate routine
invoked in response to a bus-hang condition or the computer
lock-up event.

FIG. 40 is a block diagram of a bus watcher in each of the
bridge chips.

FIG. 41 is a state diagram of logic in the bus watcher for
returning the bus to an idle state.

FIG. 42 is a logic diagram of status signals in the bus
walcher.

FIG. 43 is a logic diagram of bus history FIFOs and bus
state vector FIFOs in the fault isolation circuil.

FIG. 44 is a logic diagram of circuitry for generating
ready signals for indicating when the bus history and state
vector information are available.

FIG. 45 is a flow diagram of a routine for assigning a bus
number to a powered down or empty slot.

FIG. 46 is a flow diagram of a routine for allocating
memory space for the computer system.

FIG. 47 is a flow diagram of a routine for allocating 1/O
space for the computer system.

FIG. 48 is a flow diagram of a routine for handling a
recently powered up card.

FIG. 49 is a block diagram of configuration space for a
PCI—PCI bridge circuit.

FIG. 50A is a block diagram of a computer system.

FIG. 508 is a bus number assignment tree.

FIG. 51 is a block diagram showing type 0 and type 1
configuration transactions.

FIG. 52 is a table showing mapping of address from a
primary bus 1o a secondary bus.

FIGS. 53A and 53B are a logic diagram of circuitry for
handling type 0 and type 1 configuration cycles.

FIG. 54A is a block diagram of circuitry for storing
information to allow calculation of bus performance param-
elers.

FIG. 548 is a block diagram of pre fetch counters.

FIG. 55 is a block diagram of a computer system.

FIG. 56 is a block diagram of a PCI arbitration scheme.

FIG. 57 is a schematic diagram of a buffer flush logic
block.

FIG. 58 is a schematic diagram of a cable decoder.

FIGS, 59-62 are schematic diagrams of a posted memory
write queue, including control logic.

FIGS. 63-65 are schematic diagrams of a delayed request
queue, including control logic.

FIGS. 66-69b are schematic diagrams of a delayed
completion queue, including control logic.

FIGS. 70-74 are schematic diagrams and a table of a
masler cycle arbiter.

FIGS. 75-87 are schematic and state transition diagrams
of a queue-block-t0-PCI-bus interface.

FIG. 88 is a schematic block diagram showing bus
devices connected 1o an expansion bus.

FIG. 89 is a schematic block diagram showing circuitry to
route interrupt requests.
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FIG. 90 is a schematic diagram of device select logic.

FIGS. 91-94 are schematic block diagrams of registers.

FIG. 95 is a graph showing wavelorms for the computer
system.

FIG. 96 is a schematic diagram of the multiplexing
circuitry.

FIGS. 97A-D are schematic diagrams of the interrupt
receiving block.

FIG. 98 is a schematic diagram of the interrupt output
block.

FIG. 99 is a chart showing the time multiplexing of
interrupl request signals,

FIG. 100 is a chart showing interrupl request mapping.

FIG. 101 is a schematic block diagram showing bus
devices connected to an expansion bus,

OVERVIEW

In the ensuing description, all signal mnemonics followed
or preceded by a “#7, *_ ", or *!” signify inverted logic
slales.

As shown in FIG. 1, a computer system 10 includes a
primary PCI bus 24 that is coupled to a bridge chip 26a and
a bridge chip 265, both of common design 26. The bridge
chip 26a is coupled to a bridge chip 48a through a cable 31,
and the bridge chip 26b is coupled to the bridge chip 48b
through a cable 28. The bridge chips 48a and 48b arc of
common design 48, which is common to design 26 except
that design 26 is in an upstream mode and design 48 isin a
downstream mode.

The PCI bus 24 is interfaced to a local bus 22 through a
system controller/host bridge circuit 18. The system
controller/host bridge circuit 18 also controls access lo a

system memory 20 which is also coupled to the local bus 22

along with the CPU 14 and a level two (La) cache 16.

A PCI-Extended Industry Standard Architecture (EISA)
bridge 15 interfaces the PCI bus 24 to an EISA bus 17. Both
a keyboard controller 21 and a Read Only Memory (ROM)
23 are coupled to the EISA bus 17. A non-volatile random
access memory (NORM) 70 connected to the EISA bus 17
stores information which should survive the computer sys-
tem shutting off. An automatic server recovery timer 72
monitors the computer system for inactivity. If the system
locks up, the AIR timer 72 will expire after about 10
minutes. A keyboard 19 is monitored by the keyboard
controller 21 for detection of depressed keys.

Referring to FIG. 2, the bridge chip 48a furnishes an
interface to a PCI bus 32a, and the bridge chip 48b furnishes
an interface to a PCI bus 32b. The PCI buses 32a and 32b
are located on two expansion boxes 30a and 30b, of com-
mon design 30, and each expansion box 30 has six hot-plug
slots 36 ( 36a—f) which are capable of receiving conven-
tional expansion cards 807 (FIG. 27A). One slot 34 on the
expansion box receives a card 46 which has the bridge chip
26. Each hot-plug slot 36 has associated switch circuitry 41
for connecting and disconnecting the slot 36 1o and from the
PCI bus 32. Six mechanical levers 802 are used to selec-
tively secure (when closed or latched) the cards 807 to
corresponding slots, as further described in U.S. Pat. appli-
cation Ser. No. 08/658,385, entitled “Securing a Card in an
Electronic Device,” filed on the same date as this application
and incorporated by reference. Each expansion box 30
includes registers 52 and 82 for monitoring the levers 802
and status signals of the expansion box 30 and a register 80
for controlling connection and disconnection of slots 36 1o
the PCI bus 32.
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Referring to FIG. 3, the bridge chip is designed to be used
in pairs 26 and 48 1o form a PCI—PCI bridge between the
primary PCI bus 24 and the secondary PCI bus 32. The
programming model is that of two hierarchical bridges. To
the system software, the cable 28 appears as a PCI bus which
contains exactly one device, the downstream bridge chip 48.
This greatly simplifies the configuration of the 2-chip PCI—
PCT bridge joining the primary and secondary buses. The
bridge chip 26, which is closer to the CPU 14, joins the
primary PCI bus 24 to the cable 28. The second PCI—PCI
bridge 48 resides in the expansion box 30 and joins the cable
28 1o the secondary PCI bus 32. A mode pin UPSTREAM
CHIP determines whether the bridge chip operates in the
upstream mode or the downstream mode. Some non-bridge
functions such as a bus monitor 106 and hot plug logic in an
SIO 50 are used only in the expansion box 30, and arc
non-functional in the upstream mode chip 26.

A clock generator 102 in the bridge chip 26 generates
clocks based on the clock PCICLK1 on the primary PCI bus
24, with one of the generated clocks being provided through
the cable 28 to a clock generator 122 in the downstream
bridge chip 48. The clock generator 122 generates and drives
the PCI clocks in the expansion box 30 at the same fre-
quency of the primary PCI bus 24, which results in both
bridge chips 26 and 48 being run at the same frequency. The
downstream bridge chip 48 lags the upstream bridge chip 26
in phase by the delay of the cable 28. An asynchronous
boundary in the upsircam bridge chip 26 at the point where
data is taken off of the cable 28 allows the phase delay to be
any value (and therefore the cable to be of any length), with
the only requirement only being that the frequency of the
two bridge chips be the same.

The core logic of each bridge chip is the bridge logic
block (100 or 120), which includes a PCI master (101 or
123) for acting as a master on the respective PCI bus, a PCI
target or slave (103 or 121) for acting as a slave device on
the respective PCI bus, configuration registers (105 or 125)
which contain the configuration information of the corre-
sponding bridge chip, and a queue block (107 or 127)
containing several queues in which data associated with
transactions between the primary PCI bus and the secondary
PCI bus 32 are queued and managed. The data transferred
between the upstream bridge chip 26 and the downstream
bridge chip 48 are buffered by cable interfaces 104 and 130
in the bridge chips 26 and 48, respectively.

Interrupt routing logic is also included in each bridge
chip. There are 8 interrupts, 6 from the secondary bus slots,
1 from an SIO circuit 50, and 1 from the downstream bridge
chip 48. In the downstream chip 48, the interrupts are
received by an interrupt receiving block 132 and sent up the
cable 28 as a serial stream in sequential time slices. In the
upstream bridge chip 26, the interrupts are received by an
interrupt output block 114, which routes the interrupts to an
interrupt controller.

The SIO circuit 50 furnishes control signals for lighting
LEDs, for controlling reset, and for selectively connecting
the slots 36 to the bus 32. It also includes logic for reading
the engagement status of the levers 802, and the status of the
cards 807 in cach slot 36.

The bridge circuit 26 also includes support for interrupts
in the expansion box 30, and, when installed in a slot in the
host system with a proprictary interface to a multichannel
interrupt controller, it sends the states of each interrupt in a
serial stream. The bridge circuit 26 also can be configured to
drive standard PCIINTA, INTB, INTC, and INTD signals if
it is installed in a standard slot in the host system
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Each bridge chip also includes a PCI arbiter (116 or 124)
for controlling access o up 1o seven bus masters. As the
upstream bridge 26 is installed in a slot, the PCI arbiter 116
in the upstream bridge chip 26 is disabled. Each bridge chip
also includes an I°C controller (108 or 126) for communi-
cation with devices such as EEPROMs, temperature sensors,
and so forth, a JTAG master (110 or 128) for performing test
cycles, a bus monitor (106 or 127) for measuring bus
utilization and efficiency and the efficiency of the bridge
chip’s prefetch algorithm, and a bus watcher (119 or 129) for
storing bus history and state vector information and for
notifying the CPU 14 of a bus hang condition. Certain
blocks are disabled in each bridge chip as they are not used.
In the upstream bridge chip 26, the bus watcher 119, the SIO
118, the PCI arbiter 116, and the bus monitor 106 are
disabled. In addition, the interrupt receiving block 112 in the
upstream chip 26 and the interrupt output block 134 in the
downstream chip 48 are disabled.

Queue Block Overview

Referring to FIG. 4, the queue blocks 107 and 127 manage
transactions [lowing between the primary PCI bus 24 (in the
upstream chip) or the secondary PCI bus 32 (in the down-
stream chip) and the cable interface 130. (From here on, the
downstream bridge chip will be referred to with the assump-
tion that upstream chip works identically, unless otherwise
noted). The queue block 127 includes a cable decoder 146
that receives from the cable interface 130 transactions to be
completed on the secondary PCI bus 32. After decoding a
transaction, the decoder 146 places the transaction, along
with all information included in the transaction, into one of
three queues 140, 142, and 144. Each queue contains several
transaction buffers, cach of which stores a single transaction
and therefore is able to handle several transactions simul-
tancously.

The first queue, a posted memory write queue (PMWQ)
140, stores posted memory write cycles issued by the CPU
on the primary bus along with all information required to
execute cach cycle on the secondary bus 32. The PMWQ
140 has four transaction buffers, cach of which holds one
posted memory write transaction containing up lo eight
cache lines (256 bytes) of data. Under some circumstances,
a posted memory write transaction having more than ecight
cache lines of data may overflow into one or more subse-
quent buffers, as described below.

The second queue, a delayed request queue (DRQ) 142,
stores delayed request transactions (i.e., delayed read
requests (DRR), such as memory read (MR), memory read
line (MRL), and memory read multiple (MRM) requests;
and, in the downstream chip, input/output (I/0) read/writes
and configuration (config) read/writes) issued by the CPU on
the primary bus along with all information required to
execute each transaction on the secondary bus 32. The DRQ
142 has three transaction buffers, cach of which is capable
of holding one double-word, or “dword”, of data for delayed
wriles.

The third queue, a delayed completion queue (DCQ) 144,
stores delayed completion information provided by the
upstream chip in response to delaved request transactions
generated on the secondary bus 32 For a delayed read
request, the corresponding completion information contains
the read data requested by the initiating device and the read
status (i.e., an indication of whether a parity error on target
abort occurred). The delayed completion information
returned for a delayed write transaction is the same as that
returned for a delayed read request, except that no data is
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returned for delayed writes. Since 1/0 and config read/writes
oceur only on the downstream bus, only the upstream DCQ
will contain delayed completion information corresponding
1o one of these transactions. The DCQ 144 has eight
completion buffers, each of which can hold up to eight cache
lines of completion information for a single delayed request.
In addition to the completion information, each completion
buffer also contains a copy of the delayed request that
generated the information. For delayed read transactions, a
data “wstream” can be established between the primary bus
24 and the secondary bus 32 if the requesting device begins
retrieving the requested data before the target device stops
providing it to the DCQ 144. Under some circumstances, the
DCOQ 144 automatically will retrieve, or “prefetch,” addi-
tional data when a requesting device retrieves all of the
requested data from the corresponding buffer in the DCQ
144. Both streaming and automatic prefetching are dis-
cussed in more detail below.

A queue-to-PCI interface (QPIF) 148 manages transac-
tions flowing from the queues 140, 142, and 144 to the PCI
bus 32, and from the PCI bus 32 to the DCQ 144 and to the
upstream chip through the cable interface 130. The QPIF
148 enters a “master” mode to run posted memory write and
delayed request transactions from the PMWQ 140 and the
DRQ 142 on the secondary bus. For both posted memory
write and delayed read transactions, the QPIF 148 can
“promote” a transaction that may involve less than a cache
line of data (i.c., a memory write (MW) or a memory read
(MR) transaction) to one that requires one or more cache
lines (i.c., a memory write and invalidate (MWI) transaction
or a memory read line (MRL) or memory read multiple
(MRM) transaction) if certain conditions are met. The QPIF
148 also may convert a read transaction involving a single
cache line of data (i.c., a MRL transaction) into one involv-
ing several cache lines of data (i.e., a MRM transaction). The
QPIF 148 also may “correct” a MRL or MRM transaction
that begins in the middle of a cache line by reading the entire
cache line and then throwing away the unrequested portion
of the data Transaction promotion and read correction, both
of which are deseribed in more detail below, improve system
efficiency by reducing the time required to retrieve data from
a memory device,

The QPIF 148 enters a “slave™ mode to provide data from
the DCQ 144 to a requesting PCI device or to send trans-
actions from the PCI bus 32 to the DCQ 144 and to the
upstream chip through the cable. When the QPIF 148
receives a posted write transaction from the bus 32, it
forwards the transaction to the upstream chip if a corre-
sponding one of a group of transaction counters 159 indicate
that the PMWQ in the other bridge chip is not full, as
discussed below. When the QPIF 148 receives a delayed
request, it first forwards the request to the DCQ 144 10
determine whether the transaction already has been placed in
the DCQ and, if so, whether the corresponding delayed
completion information has been returned to the DCQ 144.
If the delayed completion information is in the DCQ, the
information is provided to the requesting device and the
transaction is terminated. If the request already is enqueuned
but the delay completion information has not been returned,
the requesting device is retried and the transaction is termi-
nated on the PCI bus 32. If the transaction is not yet
enqueued, the DCQ 144 reserves a completion buffer for the
transaction and the QPIF 148 forwards the transaction to the
upstream chip through the cable interface 130, as long as the
corresponding transaction counter 159 indicates that the
other bridge chip is not full.

If the DCQ 144 determines that one of its buffers contains
data intended for a requesting device but different than the
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data requested in the current transaction, the buffer may be
flushed to prevent the requesting master from receiving stale
data. The buffer is flushed when it contains prefetch data
(i.c., data left in the buffer after the requesting device has
retrieved some of the data, or data that was not specifically
requested by the device), but is not flushed when it contains
completion data (i.e., specifically requested by a device that
has not yet returned to retrieve it). If the buffer contains
completion data and the requesting device has issued a
request that does not “hit” the buffer, the DCQ 144 tags the
device as a “multi-threaded” device (i.¢., one that is capable
of maintaining more than one transaction at once) and
allocates another completion buffer for the new request. The
buffer flushing and multiple buffer allocation schemes are
described in more detail below.

A master cycle arbiter (MCA) 150 in the queue block 127
maintains standard ordering constraints between posted
memory write, delayed request, and delayed completion
transactions, as set forth in the PCI Bridge Architecture
Specification, Version 2.1. These constraints require that bus
cycles maintain strong write ordering and that deadlocks do
not occur. Therefore, the MCA 150 determines the order in
which posted memory write transactions in the PMWQ 140
and delayed request transactions in the DRQ 142 are run on

the PCI bus 32. The MCA 150 also controls the availability -

of delayed completion information stored in the DCQ 144.
To ensure compliance with these rules, the downstream
MCA 150 gives each posted memory write cycle an oppor-
tunity to bypass carlier-issued delayed request cycles, while

both the downstream and the upstream MCAs 150 do not 5

allow delayed request and delaved completion cycles to
bypass earlier-issued posted memory write cycles. Transac-
tion ordering by the MCA 150 is described in more detail
below.

The transaction counters 159 in the downstream queue 3

block 127 maintain a count of the number of transactions
enquened in the upstream bridge chip. A posted memory
write (PMW) counter 160 indicates the number of PMW
transactions held in the upstream posted memory write
queuve. The PMW counter 160 is incremented each time a
PMW transaction is sent to the cable interface 130. The
counter 160 is decremented each time the QPIF 148 receives
a signal from the cable decoder 146 indicating that a PMW
cyele has been completed on the upstream PCI bus 24, When
the upstream PMWQ has enqueued the maximum number
(four) of PMW transactions, the PMW counter 160 asserts a
PMW full signal (tc_pmw__full) that tells the QPIF 148 to
retry additional PMW cycles from the PCI bus 32. Likewise,
a delayed request (DR) counter 161 counts the number of
DR transactions held in the upstream delayed request queue.
When the DRQ is holding the maximum number (three) of
DR transactions, the DR counter 161 asserts a DR full signal
(tc_dr_full) indicating that the QPIF 148 must retry all
subsequent DR transactions [rom the PCI bus 32. A delayed
completion (DC) counter 162 counts the number of delayed
completions that are enqueued in the upstream master cycle
arbiter. When the MCA is holding the maximum number
(four) of delayed completions, the DC counter 162 asserts a
DC full signal (tc_dc_full) that prevents the downstream
QPIF 148 from running delayed request bus 32 on the
secondary PCl bus 32. As soon as the [ull condition
disappears, delayed completion information may be sent to
downstream DCQ.

A PCI interface block 152 resides between the PCI bus 32
and the queue block 127. The PCI interface 152 includes a
master block 123 and a slave (target) block 121. The slave
block 121 allows PCI devices on the bus 32 to access the
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bridge chip’s internal registers (e.g., largel memory range
registers 155 and configuration registers), to claim comple-
tion information stored in the DCQ 144, and to initiate
transactions that are passed through the QPIF 148 and the
cable interface 130 to the primary bus. The slave block 121
controls the availability of the PCI bus 32 to the PCI devices
on the bus 32 by recognizing when each device asserts its
REQ# line and forwarding the REQ# signals to the PCI
arbiter 124, When the PCI arbiter 124 selects a requesting
device to receive control of the bus, the slave block 121
grants the bus to the device by asserting the device's GNT#
line. As soon as the bus 32 is granted to the requesting device
and the device asserts its FRAME# signal indicating the
beginning of a transaction, the slave block 121 latches the
transaction information (e.g., address, command, data, byte
enables, parity, etc.) into a slave latching register 156. The
queue block 127 then is able to retrieve the transaction
information from the latching register 156 and provide it to
the DCQ 144 and/or the cable interface 130.

Transactions supported by the PCI slave block 121 are
shown in the following table.

PCI Interface Slave Transactions

Transaction Type Primary Interface Secondary Interface

Interrupt Acknowledge  Not supported Not supported
Special Cycele Delayed Delayed

1/O Read Delayed Delayed

/O Write Delayed Delayed
Memory Read Delayed Delayed
Memory Write Posted Posted
Configuration Read Immediate Not supported
(type 0)

Configuration Write Immediate Not supported
(type 0)

Configuration Read Delayed Not supported
(type 1)

Configuration Write Delayed Not supported
(type 1)

Memory Read Multiple  Delayed (Streaming) — Delayed (Streaming)
Dual Address Cycle Not Supported Immediate
Memory Read Line Delayed Delayed
Memory Write and Posted Posted

Invalidate

The master block 123 of the PCI interface 152 runs only
cyeles initiated by the queue block 127 (i.e., transactions
held in the PMWQ 140 and DRQ 142). The queue block 127
requests the PCI bus by sending a request signal (q2p_
REQ) to the PCI master 123, which then determines whether
1o asserl a corresponding request signal (blare_) to the PCI
arbiter 124, The master block 123 asserts blreq if the queue
block 127 is not running a locked cycle and the PCI bus 32
is not locked by another PCI device. When the PCT arbiter
124 selects the queue block 127, the master block 123 sends
an acknowledge signal (p2q__ack) to let the queue block 127
know it has control of the bus 32. If the PCI arbiter 124 has
no outstanding requests from other devices on the bus 32,
the master block 123 automatically sends the p2q_ack grant
signal to queue block 127, even if the queue block 127 has
not asserted the q2p_ req signal. As soon as the queue block
127 wins arbitration (i.c., the arbiter 124 asserls the blunt
signal) and asserts its q2p_frame signal to indicate the
beginning of a transaction, the PCI master 123 latches
outgoing transaction information (i.c., address, command,
data, byle enables, parity, elc.) into a master laiching register
158 in the PCI interface 152. The transaction information
then is used to complete the transaction on the PCI bus 32.

Transactions supported by the master block 123 are
shown in the following table.
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PCI Interface Master Transactions

Transaction Type Primary Interface  Secondary Interface

Interrupt Acknowledge Not supported Not supported

Special Cycle Supported Supported

/O Read Supported Supported

/O Write Supported Supported
Memory Read Supported Supported
Memory Write Supported Supported
Configuration Read Not Supported Supported
Configuration write Not Supported Supported
Memory Read Multiple Supported Supported
Dual Address Cycle Supported Not Supported
Memory Read Line Supported Supported
Memory Write and Supported Supported
Invalidate

In general, the master block 123 operates as a standard

PCI master. However, unlike standard PCI bridges, the
master block will not terminate a MRL, MRM, or MWI
transaction until a cache line boundary is reached, even after
the master latency timer (MLT) expires. Also, the master
block 123 does not assert “initiator ready” (IRDY) wait
states. The master block 123 runs a locked cycle on the PCI

bus 32if the queue block 127 asserts its “lock™ signal ,

(q2p__lock) and releases its lock on the bus 32 when the
quene block 127 asserts its “unlock™ signal (q2p_ unlock).

Reflerring also to FIG. 57, the PCI interface 152 contains
bufler flushing logic 154 that determines when one or all of

the DCQ completion buffers should be flushed by the queue 5

block 127. The PCI slave 121 generales two signals that are
used by the queue block 127 to flush the completion buffers:
a flush signal (p2q_flush) that indicates when a buffer
should be flushed, and a slot selection signal (p2q_slot

[2:0]) that indicates which PCI device (i.c., which slot on the 5

PCI bus) should have data flushed. The following table
shows the relationship between p2q_slot [2:0] and the PCI
slot number.

Creation of p2g_slof2:0

p2q_slot[2:0] slot number

000
001
010
01
100
101
1o
111

]

R P

When p2q_flush is asserted, the queue block 127 will
flush either all of the completion buffers in the DCQ 144 if
p2q_slot [2:0] is equal to “000” or the corresponding one of
the eight completion buffers if p2q_ slot [2:0] has any other
value. The queue block 127 keeps track of which completion
buffers, if any, correspond to each PCI slot at any given time.

The p2q_ flush signal is asserted at the rising edge of the
first PCI clock (CLK) cycle after a config write (wr__cfg)
cycle occurs or after an /O write (iowr) cycle oceurs or a
memory write (memwr) cycle hits a downstream target
(hit__tmem) during a command check state (emd__chk_st).
Gates 2014, 2016, 2018, and 2020, and flip-flop 2022 are
arranged to produce p2q_ flush in this way.

In the upstream bridge chip (i.c., when the upstream, 5
chip_isignal is asserted), p2q_slot [2:0] always has a value
of “001" since the CPU is the only master on the primary
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PCI bus. In the downstream chip, the value of p2q_slot
depends upon whether the eycle leading to a flush condition
is a cycle from the secondary bus 32 to the queue block 127
(i.e., if p2q_gqeyce is asserted). If the p2q_qeye signal is
asserted, p2q_slot [2:0] takes on the value of the req_slot
[2:0] signal produced by the PCI slave 121. The req_slot
[2:0] signal indicates which of the seven devices on the
secondary PCI bus 32 has been granted control of the bus 32.
The PCI slave 121 generates the req_slot [2:0] signal by
latching the value of the GNT# line for each of the seven
slots on the bus 32 to form a seven bit latched grant signal
(latched _gni_[7:1]; the eighth grant line, which belongs 1o
the queue block, is ignored) and encoding latched _gnt[7:1]
according to look-up table 2006, as follows.

Creation of req_slotf2:0

latched __gnt_[7:1] req_slot[2:0]
1111111 000
1111110 001
1111101 010
1111011 011
1110111 100
1101 101
1011111 110
0111111 111

If the cycle leading to the flush is not a secondary-PCI-
to-guene-block cycle, it must be an 1/O read or config read
to the target memory range of one of the slots on the
secondary bus 32. When the cycle is an 1/O read or config
read (i.c., liowr AND !wr_ cfg), p2q_ slot [2:0] takes on the
value of the PCI slot whose memory range has been hit
(mrange__slot [2:0]) Otherwise, the cycle is an [/O write or
a config write, and p2q_slot [2:0] is set equal to “000” so
that all completion buffers are Hushed. Gates 2008 and 2010
and multiplexers 2002 and 2004 are arranged to generale
p2q_ flush [2:0] in this way.

Cable Decoder

Referring to FIG. 58, the cable decoder 146 receives
transactions from the cable interface and selects the appro-
priate queue lo receive each transaction. When the cable
decoder is in the data phase (i.c., when data_ phase or
next data phase, an asynchronous signal that sets the value
of data__phase at the next CLK cycle, is asserted), the cable
decoder 146 looks at the command code (cd__cmd [3:0])
senl across the cable to determine which queue should
receive the transaction. As shown in the table below, when
cd_cmd [3:0] has a value of “1001", the transaction is a
delayed completion, so the cable decoder asserts a cd__deq_
select signal that tells the DCQ to claim the transaction.
When the three LSB of the command code signal (cd__cmd
[2:0]) are “1117, the transaction is a posted memory write,
so the cable decoder generates a cd | spmwq_ select signal 1o
alert the PMWQ of the incoming transaction. When the
transaction is neither a posted memory write nor a delayed
completion and the command code does not represent a
streaming signal, the cable decoder asserts a ed__drq_ select
signal that tells the DRQ to claim the transaction. Gates
2024, 2026, 2028, and 2030 are configured 1o generate the
cd deq select,ed _pmwq_ select, and cd__drq_ select sig-
nals in this way.

The following table shows the four bit command codes
associated with each type of transaction.
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-continued

Transaction Command Codes

Contents of PMWQ

Transaction Type Command Code z Field Bits Comments
/O Read 0010 ’ Memory Write and [nvalidate 1111
1O Write 0011 (only necessary to store cbe[3])
Config read 1010 Byte Enables o Store BEs on every valid transfer
Config write 1011 clock in the data RAM.
Memaory read 0110 Parity 1/address  Must store PAR with each transfer
MRL 1110 10 along with 32-bit addr/data.
MRM 1100 0 Must store data parity bits on every
Memory write 0111 valid data transfer in data RAM.
MWI 1111 Data 1] Stored in data RAM up to 8 cache lines
Delayed completion 1001 Lock 1
Stream established 1000 DAC Indication 1 Indicates whether address is 32 or 64
15 bits
Witk the downslrc'a - bridg—c ehiphas uslabhshe_d 4 ‘_1‘““ Because the PCI Spec 2.1 requires posted memory write
stream between the primary bus and a secondary bus master, : b uted s theordersnahiehii
the upstream cable decoder receives a command code of lransactions 1o be executed in the order 1n which they are
bie popcar e received, the tag memory 2036 is a circular FIFO device.
1000°. This code represents 2 streanting signal g?ncra{cd 20 The PMWQ, and therefore the tag memory 2036, can handle
by the downstream chip to inform the upsiream chip that a up to four posted memory wrile transactions simultancously.
stream has been established When the cable decoder The data RAM 2038 includes four data buffers 2042
receives this command code, it asserts a cd_stream signal 2044, 2046, and 2048, one for each transaction in Iha‘
that tells the QPIF in the upstream device to continue the PMWQ. Each buffer can store up to eight cache lines, or 256
lransaction, '1 he cable f]"'COdCT also generates a ‘\—d stream__ 55 bytes, of data (eight words per cache line). For each cache
next_data signal that instructs the upstream chip o provide line in a buffer, the buffer stores eight data parity bits 2040
another piece of data to the secondary bus. The cd_ stream (one per dword) and thirty-two enable bits 2050 (one per
next data signal is asserted when cd stream signal is byte).
asserted, the transaction is in the data phase (ie., dalta_ A cable interface block 2060 receives cach transaction
phase is asserted), and a next, 5 data signal has been received 3p and the corresponding data from the cable decoder and
from the downstream chip through the cable interface (the places the transaction in the tag memory 2036. A queue
next_ data signal appears on onc of the lines of the ¢2q_bull  interface block 2053 receives the data from the cable inter-
[3:0] signal, Whl_Ch, when no stream is oceurring, lﬁl}§ the face block 2060 and places it in the appropriate location in
queue block which downstream DCQ buffer is associated the data RAM 2038. The queue interface 2053 also retrieves
with the current transaction). The ed_stream_next_data 55 data from the data RAM 2038 and provides it to the QPIF
signal is deasserted when cither the cdstream signal is when the QPIF is running the corresponding transaction on
deasserted or when a new request is received from the cable the PCI bus. An input pointer logic block 2054 generates
interface (i.e., €2q_new, req is asserted). Gales 2032 and four input pointers, one for cach buffer, that tell the queue
2034 are configured (o generale the cd_stream and interface 2053 where to place the next word of data. A valid
cd_stream__next_ data signals in this way. 40 (output) pointer block 2056 generates four output pointers,
one for each buffer, that indicate the position of the next
Posted Memory Write Queue word to be taken.
G g ) : Referring also to FIG. 60, a valid flag logic block 2052
P&i{:fmnlgzﬂt'o. FIG. 59, lhﬁl posted hnler}lory_ wmﬁ q;lc:e maintains an eight bit valid line register 2062 for each of the
(PMWQ) 140 is a storage element that contains all of the o g buffers in the data RAM 2038. The valid line register
command information needed to execute posted write trans- 2062 indicates which of the eight cache lines in each buffer
amiqn“m the target hus‘Thc. PMWO ' ndu.d £54 142 alony contain valid data. When the last word in a cache line has
portion 2036 that holds information ldcnllfylng each been filled with data (i.c., valid _pointer [2:0] equals “111”
lrflﬂbfl.cll(:jl'l. _ahdata‘thi\M 2‘.138 .lh;: hﬁrliswgc w:'xl:? c'latg and cd__next_ data is asserted, indicating that the word has
AsSocialec Wit oacT ransachonan o o SO NATOUS:. o heen filled), the corresponding bit in an eight bit cable valid
control blocks 1o manage the flow of transactions into and signal (i.c., q0_cable_valid [7:0], q1_cable_valid [7:0]
ou‘I of the Pgdg? h." C?Ch.t?mw[}on {n l}l]u: FI:'W(% Ih‘c elc.) is sel. The bit to be set is determined by the three most
lag,brf]empry hma[;g‘tlalpsm orrcrllallcérz SR:W“"’I bf(s\/'] ress significant bits of the valid pointer (valid _pointer [5:3]),
to be writen lo, the PC command code (MW or MWD, an which indicate the cache line being filled. The corresponding
4 rL,“,’S_ pa_nly_ ll'_‘m nCied. cyele g «aual 4 “‘% 55 bit in the cable valid signal also is set when a slot validation
cycle” indication bits, as shown in I!u: following table. The signal (validate_slot) is received from the cable decoder at
lag n_]cmofy 2036 also Smrcs,a paler lo, the data R,AM the end of a transaction. The cable valid signal is latched into
location of the data corresponding to each of the transactions the valid Tine register 2062 corresponding to the selected
in the PMWQ. data buffer at the rising edge of the first PCI clock cycle
a0 (CLK) after the last word is filled or the validate_slot signal
Contents of PMW! is received. Otherwise, the valid line register maintains its
current value. The bits in the valid line registers 2062 are
Field Bits Comments cleared when the corresponding bits of an eight bit invali-
Addres o e S — date S{gnal (i.e., g0_invalid [7:0], g1 invalid [7:0], etc.) is
Address Cycles o5 asserted. .
PCI Command 1 Memory Write 0111 The valid flag logic block 2052 generates a pmwg_ valid

[3:0] signal that indicates which, if any, of the four data
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buffers contains at least one valid line of data. The valid
block 2052 also generates a pmwq_ valid__lines [7:0] signal
that indicates which of the cight cache lines of a selected
data buffer are valid. A queue select signal from the QPIF
(g2pif_queue select [1:0]) is used to select which data
buffer’s valid line register 2062 is used to generate the
pmwgq_ valid_lines [7:0] signal. When the queue block
gains control of the bus to run a posted memory write cycle
from a selected data bufler, the queue block transfers all data
in each line whose corresponding bit is set in the pmwq
valid lines [7:0] signal Gates 2064, 2066, 2068, 2070, and
2072, and flip-flop 2074 are arranged to set the values in the
valid line register 2062 for the first data bulfer (q0_ valid
[7:0]). Similar circuitry determines the contents of the valid
registers for the other three data buffers. Multiplexer 2076
selects the value of the pmwq_ valid_lines [7:0] signal.
Referring now to FIG. 61, a full line logic block 2058
maintains an eight bit full line register 2078 for cach of the
four data buffers. The contents of each [ull line register 2078
indicate which of the eight cache lines in the corresponding
data buffer are [ull. The bits in cach full line register 2078
are sel by an asynchronous next full,; line bit signal
generated by full line state machine 2080, described below.
When a queue selection signal from the QPIF (select_next
queue [3:0]) selects one of the data buffers and the next
full line bit signal is asserted, the bit in the full line
register 2078 corresponding to the cache line indicated by
the three most significant bits of the valid pointer (valid__
pointer [5:3]) is set. A 3x8 decoder 2082 converts the three

bit valid pointer into an eight bit signal that determines -

which bit to set. An eight bit full line signal (q0__full line)
is generated for each data buffer from the contents of the
corresponding full line register 2078. The full line signal
indicates which lines in the corresponding data buffer are
full. The full line logic block 2058 also generates a pmwq

20

full_line [7:0] signal that indicates which cache lines of a l

selected data buffer are full. Multiplexer 2084 and the
q2pif _queue select [1:0] signal are used to generate the
pmwq_ full line [7:0] signal.

Referring also to FIG. 62, the full line state machine 2080
is placed in an IDLE state 2086 at reset. In the IDLE state
2086, the next_ full line_ bit is set to zero. When a trans-
action is placed in the PMWQ, the transaction occurs in two
phases, an address phase and a data phase. When the data
phase begins (i.c., a clock _second_phase signal is asserted)
and the valid pointer points to the first word in a cache line
(valid pointer [2:0] =*000"), the state machine 2080 tran-
sitions to a DATA state 2088. In the data state, the next__
full line_bit signal is asserted only if the valid pointer
points to the last word in the cache line (valid _pointer [2:0]
="111"), the cd__next_data signal is asserted by the cable
decoder (indicating that the last word was filled with data),
and the byte enable signal from the cable decoder (cd
byte__en [3:0]) equals “0000". The state machine also tran-
sitions back to the IDLE state 2086 when these conditions
occur. If these conditions do not occur before the transaction
terminates (i.c., cd_complete is asserted), the next full
line__bit signal remains deasserted and the state machine
2080 transitions back to the IDLE state 2086. The state
machine 2080 also transitions to the IDLE state 2086
without asserting the next_full line bit signal when the
cd_byte_en[3:0]signal takes on a value other than “00007.

Referring again to FIG. 59 and also to FIG. 63, the
PMWQ normally must terminate a transaction from the
cable decoder when the data buffer receiving the corre-
sponding data is full. However, when the cable decoder
continues to send data after the buffer is full, an overflow
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logic block 2090 allows the data to overflow into the next
empty buffer. The overflow logic block 2090 maintains an
overflow register 2092 that indicates which, if any, of the
four data buffers are being used as overflow buffers. The
contents of the overflow register 2092 are used to produce a
four bit overflow signal (pmwq_ overflow [3:0]). When the
transaction is in the data phase (i.c., data__phase is asserted),
the valid pointer reaches the last word of a data buffer (i.c.,
valid__pointer [5:0] =*1111117), the cable decoder indicates
that more data is coming (i.c., ed_next_data is asserted),
and the cable decoder has not indicated that the transaction
is complete (i.e., cd__complete is not asserted), the select
next_queue [3:0] signal, which points to the recently filled
data buffer, is used 10 set the overflow register bit corre-
sponding to the next data buffer. If the conditions are not
met, the overflow bit is cleared. Gates 2094 and 2095 arc
used in conjunction with the select__next__queue [3:0] signal
1o set and clear the appropriate overflow register bits when
these conditions are met.

A single transaction may continue to overflow into addi-
tional buffers until the last unused buffer is full. If more than
one buffer is used as an overflow buffer, multiple overflow
register bits will be set. Consecutive set bits in the overflow
register indicate that a single transaction has overflowed into
more than one buffer. The overflow bits are either set or
cleared when the posted write transaction is placed into the
PMWQ. Also, if the QPIF begins to run the PMW transac-
tion on the target bus and empty the original buffer while the
data is still entering the PMWQ, the original buffer may be
reused to continue the overflow transaction. The overflow
can continue until all of the available buffers are full.

Delayed Request Queue

Referring to FIG. 64, the DRQ 142 stores all of the
information needed to complete delayed read request (DRR)
and delayed write request (DWR) transactions on the target
bus. The DRQ includes a quene memory 2100 that holds
information such as the address to be read from or written to,
the PCI command code, byte enables, address and data
parity bits, “locked cycle” and “dual address cycle™ indica-
tion bits, and the buffer number of the delayed completion
buffer reserved in the initiating bridge chip for the comple-
tion information. The queue memory 2100 also holds up to
thirty-two bits {(one word) of data to be written to the target
bus in a delayed write cycle. Because delayed write cycles
never involve more than one word of data, no data RAM is
needed in the DRQ. The DRQ, and therefore the queue
memory 2100, is capable of holding up request delayed
request transactions al once. A cable interface block 2102
claims delayed request transactions from the cable decoder
and places them into the queue memory 2100. The following
table shows the information maintained in the DRQ queue
memory.

Contents of DRQ

Field Bits Comments

Address 64 Upstream Transactions support Dual
Address Cycles

/O Read

/O Write

Config Read

Config Write

Memory Read

Memory Read Line

Memory Read Multiple

PCI Command 4
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-continued

Contents of DRQ

Field Bits Comments

Byte Enables 4 Byte Enables not necessary on MRL,
MRM

Parity faddress

1/data transfer  Send data par with delayed write

transactions

Data 32 Data queued on delayed wrile
transactions.

Lock

DAC 1 Indicates whether address is 32 or

Indication 64 bils

Buff Num 3 Indicates DCQ buffer allocated for

completion data

Referring also to FIG. 65, a valid flag logic block 2104
determines when the DRQ has received all of the informa-
tion necessary to run the transactions in the queue memory
2100. When one of the DRQ slots is selected by a corre-
sponding slot select signal (i.c., select_zero for the first slot,
select__one for the second slot, and select__two for the third
slot) and the slot is validated by a validate _slol signal,
indicating that the cable decoder has finished delivering the

transaction to the DRQ, a valid signal corresponding to the 2

slot (i.e., q0_valid, q1_valid, orq2_ valid) is asserted at the
rising edge of the next PCI clock (CLK) eycele. If a slot is not
selected and validated by the validate  slot signal, the slot’s
valid signal is deasserted if the QPIF has selected the slot by

asserting a DRQ select signal (q2pif_drq_select) and iden- :

tifying the slot (q2pif_queue_select=slot number) but has
aborted the transaction by asserting a cycle abort signal
(g2pif_abort_cycle). The valid signal also is deasserted if
the DRQ ends the transaction by asserling a cycle complete

signal (e.g., q0__cycle__complete) while the QPIF is wailing 35

for more data (i.c., g2pil_next data is asserted). However,
the cycle complete signal is ignored if the QPIF is currently
streaming data to the other bridge chip (i.e., g2pif

streaming is asserted). Otherwise, if the slot’s valid signal is

not specifically asserted or deasserted on a clock cycle, it

retains its current value. The valid flag logic block 2104 also
generates a DRQ valid signal (drg_valid [3:0]) that indi-
cates which, if any, of the three DRQ slots contains a valid
transaction, by combining the valid signals for each indi-
vidual slot (i.e., drq___validz{(], q2_valid, ql_ valid,
q0_valid}). Gates 2106, 2108, 2110, 2112, and 2114, mul-
tiplexers 2116 and 2118, and fip-fop 2120 are arranged to
generale the slot valid signals and the DRQ valid signals in
this manner.

The DRQ also includes pointer logic blocks that maintain
pointers to the memory locations from which data is to be
read during a delayed read request transactions. When the
address at which the delayed read transaction will begin is
loaded into the queue memory 2100, a valid pointer logic

block 2122 generates a six bit valid pointer that indicates ss

where the transaction will end. If the transaction involves a
single word (e.g., a memory read), the valid pointer logic
2122 sets the valid pointer equal to the address loaded into
the queue memory 2100. For a memory read line
transaction, the valid pointer logic 2122 gives the valid
pointer a value of “0001117, which indicates that the last
valid piece of data is eight dwords (i.c., one cache line)
beyond the starting point. For a memory read multiple
transaction, the valid pointer is set to “1111117, which
indicates that the last valid piece of data is sixty-four dwords
(i.c., eight cache lines) beyond the starting point. The valid
pointer logic 2122 maintains one valid pointer for each slot
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in the DRQ (valid__pointer 0 [5:0], valid__pointer_1[5:0],
and valid_pointer_2 [5:0]). The location of the valid
pointer is ignored by the DRQ when it receives a streaming
signal from the QPIF (q2pil_streaming), as described in
more detail below.

An output pointer logic block 2124 maintains three output
pointers (outpul__pointer__0 [5:0], output__pointer_1 [5:0],
and output__pointer_ 2 [5:0]), one for each slot in the DRQ,
that indicate the next word of data to be read from memory
and delivered to the other bridge chip. The pointer is
incremented when the QPIF indicates that it is ready to read
the next piece of data (i.c., it asserts the q2pif _next_data
signal), once for every word read. Except in streaming
situations, a transaction is terminated (completed) when the
output pointer reaches the valid pointer. If a transaction
terminates before all of the data is read (ie., before the
outpul pointer reaches the input pointer), the QPIF will pick
up at the location indicated by the output pointer when the
transaction resumes. If the output pointer is incremented but
the output pointer logic 2124 receives a stepback signal
(q2pif _step _back), indicating that the transaction was ter-
minated on the PCI bus before the QPIF was able to read the
last piece of data, the output pointer logic 2124 decrements
the counter once so that the last unread piece of data can be
read when the transaction resumes. A queue interface block
2126 provides transaction information and the valid and
output pointers to the QPIF.

Delayed Completion Queue

Referring to FIG. 66, the DCQ 144 stores delayed
completion messages containing the response of the target
bus to each delayed request issued on the initiating bus.
Delayed completion messages corresponding to delayed
read requests include the requested data, while delayed
completion messages corresponding to delayed write
requests include no data. A cable interface block 2130 claims
delayed completion messages from the cable decoder and
provides the delayed completion information to a tag
memory 2132, The DCQ, and therefore the tag memory
2132, is capable of storing up to eight delayed completion
messages at once. The tag memory 2132 stores information
such as the PCI command and the address contained in the
original request leading to the delayed completion message,
byte enable bits, address and data parity bits, and “locked
cycle” and “dual address cycle” bits. For delayed write
transactions, which always involve only in a single word of
data, the tag memory 2132 stores a copy of the written data.
Each of the eight slots in the tag memory 2132 includes an
implied pointer to one of eight corresponding data buffers in
a DCQ data RAM 2134. For delayed read transactions, the
returned data is stored in a corresponding data buffer
2135a-h in the data RAM 2134. The following table shows
the information stored in the tag memory 2132 for each
transaction held in the DCQ.

Contents of DCQ

Field Bits Comments

Address 64 Upstream Transactions support Dual
Address Cycles

/O Read

1/O Write

Config Read

Config Write

Memory Read

PCI Command 4
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-continued

Contents of DCQ

Field Bits Comments
Memory Read Line
Memory Read Multiple

Byte Enables 4 Byte Enables not necessary on MRL,
MRM

Parity 1/data transfer  Send data par with delayed write
transactions

Data 3z Data queued on delayed write
transactions.

Lock 1

DAC 1 Indicates whether address is 32 or

Indication 64 bits

Each of the eight data buffers in the DCQ data RAM 2134
may store up to eight cache lines (256 bytes) of delayed
completion data. Therefore, the buffers are large enough to
store all completion data for even the largest delayed request
transactions (memory read multiple transactions). However,
the capacity of cach data buffer may be reduced to four
cache lines by setting a configuration bit (cfg2q_ eight
line_ ) in the bridge chip’s configuration registers. Each data
buffer may be filled by data provided in a single delayed
completion transaction, or if not all requested data is
returned in a single delayed completion transaction, by
multiple delayed completion transactions. However, cach
data buffer may contain data corresponding to only one
original delayed request, regardless of how many delayed
completion transactions it takes to provide the requested
data.

Aqueue interface block 2136 controls the flow of comple-
tion data from the DCQ cable interface 2130 into the data
RAM 2134 and out of the data RAM 2134 1o the QPIF.
Three logic blocks generate pointers that govern the input
and output of data stored in the eight data buflers. The first
block, an input pointer logic block 2138, maintains a six bit
input pointer for each of the eight data buffers (in
Pointer_0 [5:0], in_pointer_1 [5:0], ctc.). Each input
pointer points to the location in the corresponding data
buffer to place the next word of data. The second block, an
output pointer logic block 2140, maintains a six bit output
pointer for each of the eight buffers (out__pointer_0 [5:0],
oul_pointer _1[5:0], etc.). Each output pointer points to the
location of the word of data immediately following the word
last removed by the QPIFE. The output pointer for a selected
data buffer is incremented when the QPIF indicates that it is
ready for the next piece of data (i.e, when 2pif_next_data
is asserted). If the output pointer is incremented but the last
piece of data does not reach the requesting device because
the transaction was terminated by a device other than the
QPIF, the QPIF asserts a stepback signal (q2pif_step__back)
that causes the output pointer logic block 2140 to decrement
the output pointer by one word.

The third pointer block, a valid pointer logic block 2142,
maintains for each of the eight data buffers a six bit valid
pointer (valid _pointer 0 [5:0], valid pointer 1 [5:0],
elc.) that indicates the next word of data in the correspond-
ing data buffer that is available to the QPIF. Because the PCI
Spee 2.1 requires that read completion data not be returned
before an earlier-initiated posted memory write transaction,
delayed completion data placed into the DCQ while a posted
memory write is pending in the PMWQ cannot be made
available to the requesting device until the posted memory
wrile is completed on the PCI bus and removed from the
PMWQ. Therefore, as long as any earlier-enqueued posted
memory write transactions remain in the PMWQ, the valid
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pointer must remain at its current position. Then, when all
carlier-enqueued posted memory writes have been removed
from the PMWQ, the valid pointer may be moved to the
same position as the in pointer. When the PMWQ is emply,
all delayed completion data is valid (i.e., available to the
requesting device) as soon as it is stored in the DCQ.

Referring also to FIGS. 67A and 678, the valid pointer
logic block 2142 must ask the master cycle arbiter (MCA)
1o validate all delayed completion transactions that enter the
delayed completion queue while a posted memory wrile is
pending in the PMWQ. But because the MCA can enqueue
no more than four delayed completion transactions at once,
as discussed below, the valid pointer logic block 2142 may
request validation of no more than four delayed completion
data buffers at once. The valid pointer logic block 2142 also
must keep track of which four delayed completions trans-
actions are enqueued in the MCA at any given time. To do
so, the valid pointer logic block 2142 maintains two four-
slot registers: a DCQ buffer number register 2144 and a
validation request register 2146. The buffer number register
2144 maintains the three-bit DCQ buffer number, as deter-
mined by the DCQ buffer number signal (cd_deq  buff
num [2:0]) provided by the cable decoder, of each delayed
completion transaction enqueued in the MCA. The valida-
tion request register 2146 maintains one transaction valida-
tion request bit for cach of the DCQ buffers whose numbers
are stored in the four slots 2148a—d of the buffer number
register 2144. The request bit in each slot 2150a—d of the
validation request register 2146 is asserted il a correspond-
ing delayed completion transaction is enqueued in the MCA.
The values of the bits in the four validation request slots
2150a—d are provided together to the MCA as a four bit
validation request signal (deq_ valid [3:0]).

When a delayed completion transaction is to be enqueued
in the MCA, its corresponding DCQ buffer number is loaded
into one of the buffer number slots 2148a—d by the cd__dcg
buff _num [2:0] signal. The slot 2148a—d to be loaded is
selected by a two bit selection signal (next_valid_select
[1:0]). The value of the selection signal depends upon the
value of the deq valid [3:0] signal generated by the vali-
dation request register 2146 and look-up table 2152, the
contents of which are shown in the table below. The slot is
loaded when it is selected by next_valid_select [1:0], when
the cable decoder has selected the DCQ and has completed
the transaction (i.e., cd__deq_select and cd__complete are
asserted), and when at least one posted memory write
transaction is pending in the PMWQ (i.e., pmwq_no__pmw
is not asserted). Gates 2154, 2156, 2158, 2160, and 2162 and
2x4 decoder 2164 are arranged to load the bufler number
register 2144 in this manner. Likewise, the corresponding bit
in the validation request register 2146 is set by the output of
gates 2154, 2156, 2158, 2160, and 2162 and 2x4 decoder
2164.

Buffer number register slot selection

deq_valid[3:0] next_valid_select[1:0] slot #
xxxi) 00 0
xx(1 o1 1
x011 10 2
0111 11 3

In response to the deq valid [3:0] signal, the MCA
outputs a four bit DCQ run signal (mca__run_ deq [3:0]) that
indicates which of the DCQ buffers pointed to by the buffer
number register may have its valid pointer updated. The
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mea_run_deq [3:0] signal is provided to a valid pointer
update logic block 2166, along with the pmwq_no__pmw
signal and the in pointers for each of the eight data buffers.
If a posted memory wrile transaction remains in the PMWQ
after the MCA asserts one of the mca__run__deq [3:0] bits
(which will happen when a posted memory write transaction
was enqueued after the delayed completion transaction was
enqueued but before the MCA asserted the corresponding
mea_run_deq bit), the corresponding valid pointer is
updated as long as no other delayed completion transactions
corresponding to the same DCQ buffer are still enqueued in
the MCA. If a delayed completion transaction for the same
DCQ buffer is still enqueued in the MCA, the valid pointer
may be updated only when the mca_run_deq bit corre-
sponding this transaction is asserted. On the other hand, as
soon as the pmwg_no_pmw signal is deasserted, all valid
pointers are updated to match the corresponding in pointers
regardless of whether delayed completions are still
enqueued in the MCA. When a mca_run_deq bit is
asserted, the corresponding bit in the validation request
register 2146 is cleared. Gates 2168, 2170, 2172, 2174, and
2176 are arranged to clear the validation request register bits
in this manner.

Referring again to FIG. 66, a hit logic block 2180 deter-

mines when a delayed request transaction from a requesting 2

device on the PCI bus has “hit” mone of the delayed
completion messages in the DCQ. According to the PCI
Spec 2.1, the following attributes must be identical for a
delayed completion to be matched with a request: address,

PCI command, byte enables, address and data parity, data (i’

a wrile request), REQO644# (if a 64-bit data transaction), and
LOCK# (if supported). When a request is latched by the PCI
slave, the QPIF retrieves the request information, sends it to
the DCQ, and asserts a check cycle signal (q2pif _check

cye) that instructs the DCQ hit logic 2180 to compare the 3

request information to the delayed completion messages
stored in the DCQ tag memory 2132. The hit logic 2180
receives the sixty-four bit address signal (q2pif addr
[63:2]), the four bit PCI command signal (q2pif _cmd [3:0]),
the four enable bits (q2pif _byte__en [3:0]), the dual address
cycle bit (q2pif _dac) (which corresponds to the PCI
REQ64# signal), the lock bit (g2pif_lock) from the QPIF,
and, if the request is a write request, the data to be written
(q2pif _data [31:0]). Though not required by the PCI Spec
2.1, the QPIF also provides the slot number (g2pif _slot
[2:0]) of the requesting device to enhance the queve block’s
buffer flushing routine, described below. The hit logic 2180
then compares each of these signals to the delayed comple-
tion information stored in the eight DCQ buffers. If all of the
signals match the information of any of the delayed comple-
tion messages, the hit logic 2180 identifies the buffer con-
taining the matching completion message by asserting a
corresponding bit in an eight bit hit signal (deg_ hit [7:0]).
When a hit occurs, the QPIF retrieves the completion
message and provides it to the requesting device and, if the
request is a read request, begins removing the returned data
from the corresponding data buffer in the data RAM 2134.
If the request information does not match the completion
information of any of the delayed completion messages in
the DCQ, the request has “missed” the DCQ and is stored in
the next available DCQ buffer and forwarded through the
cable 1o the other bridge chip by the QPIF. A PCI device
which initiates a request that misses the DCQ may have its
REQ# line masked until its completion message is returned,
as described in more detail below.

The hit logic 2180 also interfaces with a multi-threaded
master detection block 2182 to detect which PCI slots, if
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any, contain multi-threaded devices. Multi-threaded devices
are capable of maintaining more than one delayed transac-
tion at once and therefore must be treated specially. When a
multi-threaded master is detected, a corresponding bit in the
configuration registers is set to indicate that the device is
able to sustain multiple outstanding delayed transactions and
therefore that its REQ# line should not be masked. Multi-
threaded master detection is discussed in more detail below.

Another function of the DCQ is to determine when an
opportunity to create a stream of read data between the
primary and secondary PCI buses exists. A streaming oppor-
tunity exists when delayed completion data is being placed
into the DCQ by the cable decoder while it is still being
placed onto the target bus by the target device. If the PCI
device that initiated the transaction resubmits ils request
while the target device is still placing data on the PCI bus,
a read stream is established. Because read streaming is an
efficient way to transfer data between the primary and
secondary PCI buses, the PCI bridge chip not only gives
higher priority in the bus arbitration process to a device
whose completion data is arriving, it also will attempt to
lerminate a non-streaming transaction to improve the pos-
sibility that a stream will be established. However, while in
theory streaming can occur during any read cycle, in practice
it is likely to occur only during transactions that involve a
large amount of data (i.e., memory read multiple
transactions). Therefore, the queue block will attempt to
terminate transactions in favor of potential streaming oppor-
tunities only when the potential streaming transaction is a
memory read multiple transaction.

Referring also to FIG. 68, a stream logic block 2184 in the
DCQ determines whether a streaming opportunity exists
and, if so, generates the signals required to support the
stream. The stream logic block 2184 generates the signals
required to disconnect a current transaction in favor of a
potential stream. When the cable decoder is placing a
delayed completion transaction in the DCQ, the stream logic
2184 uses the DCQ buffer number signal provided by the
cable decoder (cd_deq buff _pum) to retrieve the PCI
command code stored in the corresponding DCQ buffer
(q0_cmd [3:0], g1__cmd [3:1], ete.). If the command code
represents a memory read multiple request (i.e., “11007), the
stream logic 2184 asserts a disconnect-for-stream signal
(deq_disconnect_for _stream) that instructs the QPIF and
the PCI interface to terminate the current transaction due to
a polential streaming opportunity. Multiplexer 2186 and
comparator 2188 are arranged to generate the deq
disconnect_for_stream signal. Then, as long as the cable
decoder continues to provide the completion data to the
DCQ (i.e., the ed _deq_select signal remains asserted) and
no posted memory writes appear in the PMWQ (ie.,
pmwq_no__pmw remains asserted), the stream logic 2184
provides a streaming request signal (q2a_ stream) directly to
the PCI arbiter. The stream logic 2184 also provides the slot
number of the potential streaming device (q2a_stream__
master [2:07]) to the PCI arbiter by using the ed__deq_buff
num [2:0] signal to select the PCI slot number stored in the
selected DCQ buffer (g0__master [2:0] for DCQ bulfer zero
2135a, q1__master [2:0] for DCQ buffer one 21355, elc.).
The PCI arbiter then elevates the bus arbitration priority of
the potential streaming device, as discussed in more detail
below. If the potential streaming master is not granted the
bus before the streaming opportunity disappears, its priority
is returned to normal. Because the upstream bus has only
one master device (the CPU), this feature is disabled in the
upstream chip. Gate 2190 and multiplexer 2192 arc arranged
1o generate the q2a_stream and q2a_ stream_ master sig-
nals.
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When a requesting device hits a delayed completion
message stored in the DCQ, the corresponding bit of an eight
bit hit signal (hit [7:0]) is asserted. The hit [7:0] signal
indicates which of the eight DCQ buffers was hit by the
current request. When this happens, if the corresponding
DCQ buffer contains data (i.c., deq_no_data is not
asserted), the stream logic 2180 latches the value of the hit
signal for the duration of the transaction (i.c., as long as
q2pif_cyc_complete is asserted). The laiched version of
the hit signal forms a “delayed” hit signal (dly _hit [7:0]).
When either the hit signal or the delayed hit signal indicates
that a DCQ buffer has been hit, a three bit DCQ stream
buffer signal (deq_stream__buff [2:0]) provides the buffer
number of the hit DCQ buffer. Then, if the cable decoder
places delayed completion data into the buffer while the
cycle that hit the buffer is in progress (i.e., cd_deq_ select
is asserted and cd_deq buff _num [2:0] equals deq
stream__bufl [2:0]), the stream logic block 2180 asserts a
stream connect signal (deq  stream  connect) that tells the
QPIF that a stream has been established. The QPIF then
informs the bridge chip on the target bus that a stream has
been established. If certain conditions are met, the target
QPIF will continue to stream until it is told to stop by the
initiating QPIF, as discussed in more detail below. Gates

2194 and 2196, multiplexers 2198 and 2200, and flip-flop ,

2202 are arranged to generate the delayed hit signal. Gates
2204, 2206, and 2208 and encoder 2210 arc arranged as
shown to generate the deq stream connect and deq
stream__buff [2:0] signals.

Referring again to FIG. 66, the DCQ will, under certain -

circumstances, automatically prefetch data from the target
bus on behalf of a PCI master in anticipation that the master
will come back and request the data. A prefetch logic block
2212 in the DCQ prefetches data when the reading master

consumes all of the data in its DCQ buffer and the prefetch ;

logic 2212 anticipates that the requesting device will return
with a sequential read request (i.e., a request that picks up
with data located at the next sequential location in memory).
Because some devices, such as multi-threaded masters,
routinely read all of the data requested in one transaction and
then return with a different, non-sequential request, the
prefetch logic 2212 includes prediction circuitry that dis-
ables the prefetch capabilities for each device on the PCI bus
until the device has shown a tendency to issue sequential
read requests. As soon as a device that has been receiving
prefetched data returns with a non-sequential read request,
the prediction circuitry will disable the prefetching function
for that master.

Referring also to FIGS. 69A and 69B, the prefetch logic
block 2212 includes a prefetch prediction register 2214, the
output of which is an eight bit prefetch enable signal
(prefetch_set [7:0]) that governs whether the prefetch func-
tion is available for each of the devices on the PCI bus. All
bits in the prefetch enable signal are cleared at reset (RST)
and when the QPIF orders a general flush of all of the DCQ
registers (i.e., general flush is asserted and g2pif_slot [2:0]
equals “0007). The general flush signal is discussed in
more detail below. Gates 2216 and 2218 generate the signal
that resets the prefetch set bits.

An individual bit in the prefetch enable signal is set when
the corresponding PCI slot is selected by the g2pif slot
signal and the following conditions occur: the requesting
device hits a delayed completion buffer in the DCQ (i.c., one
of the bits in the cycle hit [7:0] signal is asserted), the
current transaction is a memory read line or memory read
multiple cycle (ie., q2pil _cmd [3:0] equals “1100” or
“111107), the QPIF has indicated that the cycle is complete
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(i.c., q2pif_cyc complete is asserted), and the last word of
dala was taken [rom the DCQ buffer (ie., last word is
asserted). Gates 2220, 2222, 2224 and 2228a—h and decoder
2226 are arranged to set the prediction bits in this manner.
The last_word signal is asserted by the prefetch logic 2212
when the requesting device tries to read past the end of the
DCQ buffer. This occurs when the out pointer and in pointer
are equal, indicating that the end of the DCQ buffer has been
reached (i.e., for a four cache line buffer, out_ pointer x
[4:0] equals valid _pointer_x [4:0] or, for an eight cache
line buffer, out_pointer_x [5:0] equals valid_pointer_x
[5:0]) and when the requesting device Iries to read another
picce of data (iLe., q2pil next data is asseried). Gates
2230, 2232, and 2234 are arranged to generate the last
word signal

An individual bit in the prefetch enable signal is cleared
when the corresponding PCI slot is selected and either a PCI
flush condition occurs (p2q_flush is asserted), the QPIF
tells the DCQ to step back the buffer’s valid pointer (q2p
step__back is asserted), or the requesting device initiates a
transaction that misses all of the DCQ buffers (q2pif
check cyc is asserted and deq  hit is deasserted). Gates
2236, 2238, and 2240a-/ and decoder 2226 are arranged to
clear the prediction enable bits in this manner.

When the prefetching function is enabled for a device on
the PCI bus, the prefetch logic 212 can generate two types
of prefetch signals for the device: a prefetch line signal
(deq_prefetch__line) and a prefetch multiple signal (deq
prefetch _mul). The prefetch line signal is generated when
the current PCT command from the requesting device is a
memory read line signal, and the prefetch multiple signal is
generated when the current PCI command is a memory read
multiple signal. In either case, the corresponding prefetch
signal is generated when the following conditions occur: the
prefetch set bit for the requesting PCI slot is set; a corre-
sponding prefetch enable bit in the configuration registers is
sel (cfg2q auto_prefetch enable); the DRQ in the
upstream chip is not full (te_dc_full); the DCQ bufler has
room for the corresponding amount of prefetch data (1deq_
no__prefetch _room); the current cycle hit the DCQ buffer;
and the requesting master has tried to read past the end of the
DCQ buffer (last_word and g2pif _cyc complete). Gates
2242,2244, 2246, 2248, 2250, and 2252, decoder 2254, and
multiplexers 2256 and 2258 arc arranged to generate the
prefetch signals in this manner.

When the prefetch logic 2212 generates a prefetch signal,
it generates a corresponding prefetch address signal (deg
prefetch__addr [63:2]) by concatenating the upper fifty-
seven bits of the address stored in the corresponding DCQ
bufter (g0 _ addr [63:7] for buffer zero, gl addr [63:7] for
butfer one, ete.) with the lower five bits of the buffer’s output
pointer (out__pointer_0 [4:0], etc.). A dual address cycle
signal (deq_ prefetch  dac) indicates whether the prefetch
transaction is a dual or single address cycle. The deq
prefetch__cycle signal takes on the value of the dual address
bit stored in the DCQ buffer (q0_dac, gl _dac, etc.). For
both the prefetch address and dual address cycle signals, the
appropriate value is output from a multiplexer 2260 or 2262
and selected by the three bit DCQ buffer number signal
indicating which DCQ buffer was hit by the current request.

Referring again to FIG. 66, cach DCQ data buffer has
several possible states, each of which is determined by a
buffer state logic block 2264 in the DCQ. The following are
the possible buffer states.

1. Empty. Available for allocation. A buffer is Empty after

power up and after it is flushed.
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. Complete. The buffer contains completion information
for a delayed completion from a real delayed request
from a device on the PCI bus (i.c., not a prefetch
request). The PCI device has not yet reconnected and
taken data from the buffer. The delayed completion
transaction is complete.

Prefetch. The buffer contains completion data for a

prefetch request or requested data that was left in the

buffer after the requesting master disconnected from
the buffer. All of the completion data has arrived from
the target.

4. PartComplete. The buffer is reserved for and may
contain completion information for a real delayed
request (i.e., not a prefetch request). The master has not
yet reconnected and taken data from the buffer, and not
all of the completion information has arrived from the
target.

5. PartPrefetch. The buffer is reserved for or contains
completion information for a prefetch request, or the
buffer contains requested data that was left in the buffer
after the requesting master disconnected from the
buffer. Not all of the completion information has
arrived from the target.

]

ol

6. Discard. The buffer was fushed while in the Part-

Prefetch state, but the last completion data has not yet
arrived from the target. The buffer is placed in the
Discard state to prevent it from being used until the
transaction completes on the target bus and the last data
arrives.

When the QPIF requests a DCQ buffer for a delayed
request transaction, the buffer state logic 2264 allocates the
buffers in the following order. If no buffer is in the Empty
state or Prefetch state, the requesting master must be retried.

DCOQ Buffer Allocation

Buffer Number Buifer State
Qo Empty
Q1 Empty
Q2 Empty
Q3 Empty
Q4 Empty
Qs Empty
Qs Empty
Q7 Empty
Qo Prefetch
(o3} Prefetch
Q2 Prefetch
Q3 Prefetch
Q4 Prefetch
Q5 Prefetch
Q6 Prefetch
Q7 Prefetch

When a device on the PCI bus initiates a delayed read
request and a DCQ completion buffer is set aside, the buffer
state logic 2264 changes the buffer’s state to PartComplete.
If the DCQ initiates a prefetch read, the buffer state is
changed to PartPrefetch. When the last piece of completion
data arrives, the buffer’s state is changed from PartComplete
or PartPrefetch to Complete or Prefeich, respectively. When
the requesting device resubmits a retried read request and
hits the buffer, any valid completion data is given to the
master if the buffer is in the Complete, Prefetch,
PartComplete, or PartPrefetch state. IT the master does not
take all of the data before disconnecting, the buffer’s state is
changed 1o Prefetch or PartPrefetch to indicate that the
unclaimed data is considered to be prefetch data. If the
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master lakes the last piece of data when the buffer is in the
Complete or Prefetch state, the buffer’s state is changed to
Empty.

If a flush signal is received while a buffer is in the Prefetch
state, the prefeich data in the buffer is discarded and the
buffer state is changed to Empty. If a flush event occurs
while the buffer is in the PartPrefetch state and completion
data is still arriving, the buffer is changed to the Discard state
until all of the prefetch data arrives. When the transaction is
complete, the prefetch data is discarded and the buffer state
is changed to Empty. If the buffer is in the Complete or
PartComplete state when a fush signal is received, the
completion data is left in the buffer and the buffer state
remains unchanged. If the flush signal occurs because the
corresponding PCI device has issued a new request (i.e., a
request that is not currently enqueued and that “misses”™ all
of the completion buffers), as discussed below, the DCQ
allocates a new buffer for the transaction, as discussed
above. Therefore, a PCI device may have more than one
completion buffer allocated. Multiple buffers may be allo-
cated to a PCI device when the device has a buffer contain-
ing or awaiting completion data (i.e., the buffer is in the
Complete or PartComplete state) and the device issues a new
request. Because multi-threaded devices are the only devices
that can maintain multiple transactions at once, only multi-
threaded devices can have multiple completion buffers
reserved simultancously.

Master Cycle Arbiter

The Master Cycle Arbiter (MCA) determines the execu-
tion order of posted memory write and delayed request
transactions while maintaining the ordering constraints
between posted memory write, delayed request, and delayed
completion cycles set forth in the PCI Spec 2.1. According
to the PCI Spec 2.1, the MCA must guarantee that executed
cycles maintain strong write ordering and that no deadlocks
occur. To ensure that no deadlocks will occur, posted
memory wrile cycles must be allowed to pass carlier
enqueued delayed request cycles, and to maintain the
required ordering constraints, delayed request cycles and
delayed completion cycles must never be allowed to pass
carlicr-enqueued posied memory write cycles.

Referring to FIG. 70, the MCA uses two transaction
queues, a transaction run queue (TRQ) (or transaction
execution queue) 2270 and a transaction order queue (TOQ)
2272, to manage cycles enqueued in the PMWQ, DRQ, and
DCQ. An MCA control block 2274 receives transactions
from the PMWQ, DRQ, and DCQ in the form of four bit
validation request signals (pmwq_ valid [3:0], drq_valid
[3:0], and deq_ valid [3:0]) and outputs run commands in the
form of four bit run signals (mea__run__pmwq [3:0], mca__
run_drq [3:0], and meca_run_deq [3:0]). The transactions
are moved into and out of the TRQ 2270 and TOQ 2272 by
a TRQ control block 2276 and a TOQ control block 2278,

s respectively.

Referring also to FIG. 71, the TRQ 2270 is the queue from
which the MCA determines the transaction execution order.
Transactions in the TRQ 2270 can be executed in any order
without violating the transaction ordering rules, but once a
posted memory write cycle is placed in the TRQ 2270, no
other cycle can be placed in the TRQ 2270 until the posted
memory write is removed. Transactions in the TRQ 270 are
tried in circular order and generally are completed in the
order they were received. However, il a transaction in the
TRQ 2270 is retried on the PCI bus, the MCA may select the
next transaction in the TRQ 2270 to be tried on the PCI bus.
Because delayed completion transactions are slave cycles
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rather than master cycles, they are never placed in the TRQ
2270. Furthermore, because delayed completion information
may be made available to the requesting device as soon as
it enters the DCQ il no posted memory write cycles are
pending in the PMWQ, delayed completion transactions are
placed in the TOQ 2272 only when a posted memory write
cycle is pending in the TRQ 2270, as discussed in more
detail below.

The TRQ 2270 is a circular queue that holds up to four
transactions at once. Because the MCA must always be able
to run at least one posted memory write transaction to
preserve the required ordering constraints, the TRQ 2270
can never hold more than three delayed request transactions
at once. Furthermore the TRQ can hold only one posted
wrile transaction at a time because posted writes cannot be
passed by any later-initiated transaction, including other
posted writes. Each slot 280a—d in the TRQ 2270 contains
three bits of information: a one bit eycle type indicator 2282
(which equals “1" for posted memory write transactions and
“0" for delayed request transactions), and a two bit valid
pointer 2284, the four possible values of which identify
which of the buffers in the PMWQ or the DRQ the enqueued
transactions occupy. The TRQ 2270 also includes an input/
output enable block 2286 that determines when a transaction

may be moved into or out of the TRQ 2270, an input logic ,

block 2288 that controls the placement of a transaction into
the TRQ 2270, and an output logic block 2290 that controls
removal of a transaction from the TRQ 2270. These logic
blocks contain standard queue management circuitry.

A circular input pointer 2292 selects the next available 5

slot for placement of an incoming transaction. The input
pointer is circular to maintain, as much as possible, histori-
cal order of the incoming transactions.

A circular output pointer 2294 arbitrates between the

transactions in the TRQ 2270 and determines their order of 3

execution. The output pointer 2294 always begins with the
top slot 22864 in the TRQ 2270 at startup and progresses
circularly through the TRQ 2270. The output pointer 2294
may be configured to operate in cither infinite retry or zero
reiry mode by setting or clearing, respectively, an infinite
retry bit in the configuration registers (cfg2q infretry). In
infinite retry mode, the output pointer 2294 remains on a
transaction until the transaction is run successfully on the
PCI bus. In zero retry mode, the output pointer 2294 is
incremented each time a transaction is tried on the bus (i.c.,
q2pif cyc complete was asserted on the previous PCI
clock cycle), regardless of whether the transaction com-
pletes successfully or is retried. Because the PCI Spec 2.1
mandates that posted memory write transactions be allowed
to bypass delayed request transactions, the output pointer
2294 in at least one of the bridge chips must be configured
to operate in zero retry mode. Here, the downstream chip
always is configured to operate in zero retry mode.
Alternatively, the output pointer may be configured to oper-
ate in finite retry mode, in which each transaction may be
attempted on the PCI bus a predetermined number (e.g.,
three) of times before the output pointer increments. Both
the upstream and downstream chips can be configured to
operate in finite retry mode with violating the ordering
constraints of the PCI Spec 2.1. In any case, the output
pointer tries to maintain the historical order of transactions
stored in the TRQ 2270, incrementing only when a trans-
action cannot be completed successfully on the target PCI
bus.

When a posted memory write or delayed request cycle is
popped out of the TOQ 2272 (new __tog_ cycle is asserted),
as discussed below, or when the TOQ 2272 is not enabled
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('togq__enabled) and a new cycle is received by the MCA
(new__valid_set), the cycle type bit and valid bits for the
new cycle are loaded into the next empty slot in the TRQ. If
the cycle is coming from the TOQ 2272, the valid bits and
cycle type bit are provided by TOQ valid and cycle type
signals (tog_ valid [1:0] and togq__cyctype [0]), respectively.
Otherwise, the new cycle information is provided by MCA
valid and cycle type signals (d__valido [1:0] and d__cyctype
[0]). Gates 2296 and 2298 and multiplexers 2300 and 2302
are arranged to control the selection of cycles to be loaded
into the TRQ 2270. When a cycle is successfully run on the
PCI bus, the cycle is removed from the transaction order
queue and its cycle type bit and valid bits are provided to the
MCA control block 2274 as TRQ cycle type and wvalid
signals (trq__cyetype [0] and trq_ valido [1:0]), respectively.

The TRQ control block 2276 generates a trq__pmw signal
that indicates when a posted memory wrile transaction is
enqueued in the TRQ 2270. When this signal is asserted,
subsequently issued delayed request and delayed completion
transactions must be enqueued in the TOQ 2272, as dis-
cussed below. The trq_pmw signal is asserted when the
MCA control block 2274 has instructed the TRQ 2270 1o
enqueuc a new posted memory write cycle (trq_slot
valid__set does not equal “0000” and d__trq__cyctype equals
“1™), or, alternatively, when any of the TRQ slots 2280a—d
contains a cycle (trq_slot valid [3:0] does nol equal
“0000™), at least one of the cycles is a posted memory write
cycle (trq_cyctype equals “17), and the posted memory
wrile cycle has not been cleared from the corresponding slot
2280a—d ('trq_slot_valid_rst [3:0]). Gates 2304, 2306,
2308, 2310, and 2312 arc arranged to generate the trq__pmw
signal in this manner.

Referring now to FIG. 72, the TOQ 2272 is a first-in-
first-out (FIFO) queue that retains the historical order of
transactions received by the bridge after a posted memory
wrile transaction is placed in the TRQ 2270. Because all
transactions must wait for earlier-issued posted memory
wriles to run, all transactions including posted memory
wrile, delayed request, and delayed completion transactions,
are placed in the TOQ 2270 when a posted memory write is
enqueued in the TRQ 2270. Transactions in the TOQ 2272
musi remain in the TOQ 2272 until the posted memory write
transaction is removed from the TRQ 2270.

The TOQ 2270, which has eight slots 2314a—/, can hold
up to three posted memory write transactions (the fourth will
be stored in the TRQ 2270), three delayed request
transactions, and four delayed completion transactions. Each
of the slots 2314a-/i in the TOQ 2272 contains two cycle
type bits 2316 that identify the corresponding transaction
(*017 is a posted memory write, 00" is a delayed request,
and “1x" is a delayed completion) and two valid bits 2318
that identify which of the buffers in the PMWQ, DRQ, and
DCQ the corresponding transaction occupies. The TOQ
2272 also includes standard input and output logic blocks
2320 and 2322, which control the movement of transactions
into and out of the TOQ 2272.

The positions at which transactions are placed into and
removed from the TOQ 2272 are determined by a three bit
input counter 2326 (inputr [2:0]) and a three bit output
counter 2324 (outputr [2:0]), respectively. Both counters
begin at the first slot 2314 in the TOQ 2272 and increment
through the queue as transactions are entered into and
removed from the queue. The input counter 2326 increments
on the rising edge of every PCI clock cycle at which the
TOQ 2272 is enabled (tog_enabled is asserted) and the
MCA control block 2274 provides a new cycle 1o the TOQ
2272 (new__valid_ set is asserted). The valid bits and cycle
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type bits for each new cycle are provided by the MCA valid
and cycle type signals (d_valido [1:0] and d_cyctype
[1:0]). The output counter 2324 increments on the rising
cdge of each PCI clock cycle at which the MCA control
block 2274 instructs the TOQ 2272 to move to the next cycle
(next_toq_cyele is asserted) and the TOQ 2272 is not
empty (i.e., inputr [2:0] does not equal outputr [2:0]). Cycles
exiting the TOQ 2272 are represented by TOQ valid and
cycletype signals (tog_valido [1:0] and log_cyctypeo
[1:0]). Gates 2328 and 2330 and comparator 2332 are
arranged 1o properly clock the input pointer 2326 and output
pointer 2324,

When a delayed request transaction or posted memory
wrile transaction is popped out of the TOQ 2272, the
transaction is placed in the TRQ 2270 to await arbitration.
But because delayed completion transactions are target
transactions and nol master transactions, delayed comple-
tions are not placed in the TRQ 2270. Instead, delayed
completions are simply popped out of the TOQ 2272 and
used to validate the corresponding data in the DCQ data
buffers. However, as long as a posted memory wrile trans-
action is enqueued in the TRQ 2270, all delayed completions
must be placed in the TOQ 2272, even when two or more
delayed completions correspond to the same delayed request

and therefore the same delayed completion buffer, as ,

described above.

Referring to FIGS. 73A through 73D, the MCA control
block 2274 controls the flow of transactions through the
MCA. As discussed above, the PMWQ, DRQ, and DCQ

request validation of transactions held in the queues by -

providing four bit validation signals pmwq_ valid [3:0],
drq_ valid [3:0], and deq_ valid [3:0], respectively, to the
MCA. Among these signals, only one bit can change during
cach clock pulse since only a single new transaction can be

placed into the queue block on each clock pulse. Therefore, 5

the MCA control block identifies new validation requests by
watching for the changing bits in the pmwq_ valid, drq

valid, and deq_ valid signals. To do so, the MCA control
block latches and inverts each signal at the rising edge of
every PCI clock to create a delayed, inverted signal and
compares the delayed, inverted signal to the current signal
(i.c., the signal at the next clock pulse). Since only a newly
changed bit will have the same value as its delayed and
inverted counterpart, the MCA control block is able to detect
which bit changed. Using flip-flops 2340, 2342, and 2344
and gates 2346, 2348, and 2350, the MCA controller gen-
crates new__pmwq_ valid [3:0], new _drg_ valid [3:0], and
new__dcq_valid [3:0] signals which, at each clock pulse,
together identify whether the PMWQ, DRQ, or DCQ, if any,
submitted a new transaction for validation and which buffer
in the corresponding queue contains the new transaction.
Referring also to FIG. 74, the MCA control block uses a
look-up table 2352 to convert the twelve bits of the new
pmwgq_ valid, new_drq_valid, and new__dcq_wvalid sig-
nals into the two bit d_valid [1:0] and d_ cyctype [1:0]
signals provided to the TRQ and TOQ, as discussed above.

The MCA controller enables the TOQ by laiching the
togq_enabled signal to a value of “1" when either the
trq__pmw is asserted, indicating that a posted memory write
cycle is enqueued in the TRQ, or when the tog_enable
signal already is asserted and the TOQ is not empty (tog__
empty). Gates 2354 and 2356 and flip-flop 2358 are arranged
to generate tog_enabled in this manner.

The MCA control block asserts the new__tog_cycle
signal, which instructs the TRQ to enqueue the cycle being
popped out of the TOQ, when there was not a posted
memory write cycle in the TRQ during the previous clock
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cyele (!sl_trq_pmw), when the TOQ is not empty (!tog
empty), and when the cycle being popped out of the TOQ is
not a delayed completion transaction (!(log_cyetypeo [1]=
“DC™)). The MCA controller uses gate 2360 to generate the
new__tog_cycle signal.

The next__toq_cyele signal, which is used 1o increment
the TOQ output counter to the next cycle in the TOQ, is
asserted when the TOQ is not empty (!toq empty) and
either when no posted memory write cycles currently are
enquened in the TRQ (!trq__pmw) and the next cycle in the
TOQ is a delayed completion (tog__cyctype [1]="DC") or
when the next TOQ cycle is a posted memory write or
delayed request transaction (!(tog_ cyctype [1]=*DC™)) and
there were no posted memory write transactions during the
previous clock cycle (!sl_trq pmw). The control block
uses gates 2362, 2364, 2366, and 2368 to gencrate the
next_toq_cycle signal.

The MCA controller generates the mea_run__deq [3:0]
signal to indicate that a delayed completion transaction has
been popped out of the TOQ. When the TRQ contains no
posted memory write cycles (trq pmw), the TOQ is not
empty (!togq_empty), and the TOQ cycle is a delayed
completion (tog_cyetype [1]="DC”), the mca_run_deq
[3:0] signal takes on the value of the decoded tog valido
[1:0] signal, discussed above. Otherwise, the mea__run_deg
[3:0] signal equals “0000”. Gate 2370, decoder 2372, and
multiplexer 2374 are arranged to generate mea_run_deq
[3:0] in this manner.

The MCA control block generates new mca_run_dr
[3:0] and new_mca_run_pmw [3:0] signals to indicate that
it has a new delayed request transaction and a posted
memory write transaction, respectively, to be enqueued. The
new_mca_run_dr [3:0] signal takes on the value of the
2x4 decoded d_valido [1:0] signal, discussed above, when
the new cycle is a delayed request eyele (d_cyetype [0]=
“DR"). Otherwise, all bits of the new _meca run_ dr signal
are set o zero. Likewise, the new_mea_run_pmw [3:0]
signal takes on the value of the 2x4 decoded d_valido [1:0]
signal when the new cycle is a posted memory wrile
transaction and is set to “0000” otherwise. Decoders 2376
and 2380 and multiplexers 2378 and 2382 are arranged to
gencrate the new__mca_run_ dr and new__mca_ run_ pmw
signals in this manner.

The MCA controller generates toq_mea_run_dr [3:0]
and tog__mca_run__pmw [3:0] signals to indicate when a
new delayed request transaction or posted memory write
transaction, respectively, has popped out of the TOQ. The
toq_mea_run_ dr [3:0] signal takes on the value of the 2x4
decoded tog_valido [1:0] signal when a delayed request
cyele is popped out of the TOQ and a value of *0000”
otherwise. Likewise, the tog_mca run_pmw [3:0] signal
takes on the value of the 2x4 decoded toq_ valido [1:0]
signal when a posted memory write cycle pops out of the
TOQ and a value of “0000” otherwise. Decoders 2384 and
2388 and multiplexers 2386 and 2390 arc used to generate
the tog_mca run_dr and toq_mca_run__pmw signals in
this manner.

The MCA controller generates trq mca_run_dr [3:0]
and trq_mca_run_pmw [3:0] signals to indicate when a
new delayed request transaction or posted memory write
transaction, respectively, has won the arbitration in the TRQ
and is ready to be run on the PCI bus. The trq__mca_run_ dr
[3:0] signal takes on the value of the 2x4 decoded trq__
valido [1:0] signal when a delayed request cycle has won the
arbitration and the TRQ is not empty. The trq_mca run_dr
[3:0] takes on a value of “0000" otherwise. Likewise, the
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trq_mca_ run_pmw [3:0] signal takes on the value of the
2x4 decoded trq_ valido [1:0] signal when a posted memory
write cycle has won the arbitration and the TRQ is not
emply. The trq__mea__run__pmw [3:0] signal is set to a value
of “0000" otherwise. Gates 2392 and 2398, decoders 2394
and 2400, and multiplexers 2396 and 2402 are used to
generate the trqg__mca_run_dr and (rq_mea_run_pmw
signals in this manner.

When the TRQ is empty, the MCA may issue a request to
run the next transaction in the TOQ while the transaction is
being placed in the TRQ. When both the TRQ and the TOQ
are emply, transactions may begin 1o run even before they
have been enqueued into TRQ. Therefore, the MCA control
block includes logic that determines when the new__mea__
run or tog__mca_ run signals may be used a synchronously
to indicate that a transaction may be tried on the PCI bus. By
converting the new__mca_run and toq_mca_run signals
into asynchronous run signals, the MCA controller saves a
PCI clock wait state. When the new valid _set signal is
asserted by the MCA control block and the TOQ is not
enabled ('toq_enabled), the async _mca_run_ dr [3:0] and
async_mca_run__pmw [3:0] signals take on the values of
the new_mca_run_dr [3:0] and new_mca_run_pmw
[3:0] signals, respectively. Otherwise, the asynchronous run

signals take on the values of the toq_mca__run_ dr[3:0]and 2

tog_mca_run_pmw [3:0] signals. The MCA controller
uses gate 2404 and multiplexers 2406 and 2408 to generate
the asychronous run signals.

When a PCI bus master has completed a transaction

(s1_q2pif_cve complete is asserted), the TRQ is not -

emplty (trq__empty) and is configured for operation in the
zero retry mode (lefg2q_infretry), and either a new trans-
action has popped out of the TOQ (new_togq_ cycle) or the
TOQ is not enabled (!toq enabled) and the MCA has

received a new cycle to be validated (new__valid_set), the -

MCA cannot select a cycle to run on the PCI bus, so both the
mea_run_dr[3:0] and mea__run__pmw [3:0] signals are set
to *0000". Otherwise, if the TRQ is empty (irq__empty) and
cither a new transaction has popped out of the TOQ (new__
tog_cycle) or the TOQ is not enabled (tog_enabled) and
the MCA has received a new cycle 1o be validated (new
valid__set), then the mea__run__ dr [3:0] and mca__run__pmw
[3:0] signals take on the value of the asynchronous run
signals, async_mca_run_dr [3:0] and async_mca_run__
pmw [3:0], respectively. Otherwise, the mea_run_dr [3:0]
signal takes on the value of the trq _mca run_dr [3:0]
signal and the mca_run_pmw [3:0] signal takes on the
value of the trq_run__pmw [3:0] signal ANDed with vali-
dation request signal from the PMWQ (pmwq_ valid [3:0]).
Gales 2410, 2412, 2414, 2416, and 2418 and multiplexers
2420, 2422, 2424, and 2426 are arranged to generale the
MCA run signals in this manner.
The Queue-Block-to-PCI-Interface (QPIF)

Reflerring again to FIG. 4 and to FIG. 75, the QPIF 148
governs the flow of transactions between the queue block
127 and the PCI bus 32. The QPIF 148 also delivers
transactions initiated on the PCI bus 32 to the cable interface
130. The QPIF 148 operates in two modes: master mode and
slave mode. In the master mode, the QPIF 148 has control
of the PCI bus and therefore executes transactions intended
for target devices on the bus. A master state machine 2500
in the QPIF 148 retrieves transactions from the PMWQ and
DRQ and executes them on the PCI bus when the QPIF is
in the master mode. In the slave mode, the QPIF 148
receives transactions initiated by a device on the PCI bus and
either provides the requested information to the initiating
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device (if the information is available) or retries the initiat-
ing device (if the transaction is a delayed request) and
forwards the transaction to the upstream chip. The transac-
tion also is retried if the corresponding one of the transaction
counters 159 indicates that the other bridge chip is full, as
discussed above. A slave state machine 2502 receives an
incoming transaction from the PCI bus and then checks the
DCQ for a corresponding completion message and/or for-
wards the trapsaction to a cable message generator 2504,
which in turn forwards the transaction through the cable to
the upstream bridge chip.

Referring also to FIGS. 76A and 76B, the QPIF includes
address and data latching logic 2506 that latches the incom-
ing address phase and data phase information associated
with each transaction initiated by a device on the PCI bus.
The QPIF slave state machine 2502 controls operation of the
address and data latching logic 2506. When a new transac-
tion initiated on the PCI bus is intended for the QPIF, the
slave state machine 2502 asserts an address phase latching
signal (reg_ latch_ first_request) indicating that the address
phase information should be latched from the PCI bus. At
the next falling edge of the PCI clock signal, the assertion of
the reg latch_ first _request signal causes a delayed address
phase latching signal (dly__reg latch_first__request) to be
asserted. When both the original and the delayed address
phase latching signals are asserted, the latching logic 2506
generates a first latching signal (latchl). Flip-flop 2508 and
gale 2510 are arranged to generale the first latching signal in
this manner.

The latching logic 2506 loads the address phase informa-
tion from the PCI bus (via the PCI interface) into three
address phase registers when the first latching signal is
asserted. The first register is a thirty-bit address register
2512 that indicates the starting address of the current trans-
action. When the first latching signal is asserted, the address
signal from the PCl interface (p2q__ad [31:2]) is loaded into
the address register 2512. The address register 2512 outputs
the address signal used by the QPIF (g2pif_addr [31:2]) The
second register is a four bit command register 2514 that
receives the PCI command code from the PCI bus (p2q
cmd [3:0]) and outputs the QPIF command signal (q2pif
cmd [3:0]). The third register is a three bit slot selection
register 2516 that receives the p2q_ slot [2:0] signal indi-
cating which PCI device is the current bus master and
outputs the QPIF slot selection signal (q2pif_slot [2:0]).

When the address phase of the PCI transaction ends, the
slave state machine 2502 asserts a data phase latching signal
(reg latch_second request) indicating that the data phase
information should be latched from the PCI bus. At the next
falling edge of the PCI clock signal, the asserted reg_latch
first_request signal causes a delayed data phase latching
signal (dly_reg latch_second request) to be asserted.
When both the original and the delayed data phase latching
signals are asserted, the latching logic 2506 generates a
second latching signal (latch2). Flip-flop 2518 and gate 2520
are arranged to generate the second latching signal in this
manner.

The latching logic 2506 then loads the data phase infor-
mation from the PCI bus (via the PCI interface) into three
data phase registers when the second latching signal is
asseried. The first data phase register is a thirty-two bit data
register 2522 that reccives the data associated with the
current transaction on the PCI address/data lines (p2q_ad
[31:0]) and outputs the QPIF data signal (q2pif_data
[31:0]). The sccond data phase register is a four bit enable
register 2524 that receives enable bits from the PCI bus
(p2q__cbe [3:0]) and outputs the QPIF byte enable signal
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(q2pif byte_en [3:0]). The third register is a three bit lock
register 2526 that receives the PCI lock signal (p2q_lock)
indicating that the current transaction should be run as a
locked transaction and outputs the QPIF lock signal (q2pif__
lock).

Referring again to FIG. 75 and also to FIG. 77, the QPIF
includes a “lock™ logic block 2528 that controls the “lock™
state of the QPIF. The QPIF has three lock states: an
unlocked state 2530 (lock_state [1:0]="007) that indicates
that no locked transactions are pending in the DCQ; a locked
state 2532 (lock state [1:0]="01) indicating that a locked
transaction has been received in the DCQ or is completing
on the PCI bus; and an unlocked-but-retry state 2534 (lock
state [1:0]="10") that indicates that the lock has been
removed but that a posted memory write transaction pending
in the other bridge chip must be run before the next
transaction can be accepted.

At power-up and reset, the lock logic 2528 cnters the
unlocked state 2530 and waits for a locked transaction to
enter the DCQ (indicated by the assertion of the deq_ locked
signal). At the first clock pulse after the deq_locked signal
is asserted, the lock logic enters the locked state 2532, which
forces the QPIF slave stale machine 2502 to retry all
transaction requests from the PCI bus, The PCI interface
also asserts a lock signal (p2q_ lock) that indicates it has

locked the PCI bus for the transaction. After the locked 2

transaction has completed and the requesting device has
retrieved the locked completion data from the DCQ, the
deq_ locked signal is deasserted. At the first clock pulse after
the deq_locked is deasserted, while the p2q  lock signal is

still asserted, if no posted memory writes are pending in the 5

other bridge chip (i.e., the pmw __empty signal is asserted by
the cable decoder), the lock logic 2528 returns to the
unlocked state 2530 and the slave state machine 2502 again
is able to accept transaction requesis. However, il ihe

pwm__empty signal is not asserted at the first clock pulse ;

after the deq_ lock signal is deasserted, the lock logic 2528
enters the unlocked-but-retry state 2534, which forces the
slave state machine 2502 1o retry all transactions until the
posted memory write cycle is completed on the other PCI
bus. After the posted memory write cycle is complete, the
pwm_ empty signal is asserted, and the lock logic 2528
returns Lo the unlocked state 2530,

Referring again to FIG. 75 and also to FIG. 78, the QPIF
includes buffer flush logic 2536 that determines when the
DCO should flush data from one or all of its data buffers. As
discussed above, the PCI interface in the downstream chip
generates a p2q_ Hush signal when the upstream chip issues
an /O or config write or a memory write that hits the target
memory range register (TMRR) of a downstream device.
The QPIF buffer flush logic 2536 asserts a QPIF flush signal
(general _flush) that flushes the corresponding data buffer or
all data buffers (depending upon the value of the p2q_ slot
signal, as discussed above) when the p2q_ flush signal is
received. Otherwise, the buffer flush logic 2536 asserts the
general flush signal only when a device on the secondary bus
issues a delayed request that misses all of the DCQ buffers
when checked by the DCQ control logic (i.e., !deg_ hit and
q2pif _check cyc are asserted). In either case, the general
flush signal is used to flush only buffers that are in the
“prefetch™ state, as discussed above. Therefore, prefetch
data is held in the DCQ until the PCI interface orders a flush
or until the corresponding PCl device issues a non-
sequential request (i.c., misses the DCQ). Gates 2538 and
2540 are arranged to generate the general flush signal in
this manner.

When a multi-threaded device has more than one comple-
tion buffer allocated, at least one of which contains prefetch
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data, the prefetch data remains in the corresponding buffer
as long as the device does not issue a request that misses all
of the DCQ buffers. As soon as the device issues a new
request, all of its prefetch buflers are flushed. Alternatively,
a prefetch buffer associated with a multi-threaded device
could be flushed as soon as the device issucs a request that
hits another DCQ buffer.

Referring again to FIG. 75, the QPIF includes a read
command logic block 2542 that receives read commands
from the PCI interface and prefetch commands from the
DCQ and provides an outgoing message command signal
(message emd) to the cable. In non-streaming situations, the
oulgoing message command may be same as the command
received from the PCI bus or the DCQ, or the read command
logic 2542 may convert the command into one involving a
greater amount of data. Because transactions executed
dword-by-dword take longer 1o complete on the host bus
than transactions involving an entire cache line of data, and
because single cache line transactions take longer to com-
plete on the host bus than multiple cache line transactions,
the read command logic often promotes “smaller” com-
mands into “larger” ones to reduce the number of clock
cycles consumed by the transaction (“read promotion™). For
example, when a device on the secondary PCI bus issues a
memory read command and then asks for every dword of
data in a cache line, the read command logic 2542 is able to
reduce the host latency by promoting the PCI command to
a memory read line, which allows the upstream chip to read
the entire cache line of data at once instead of reading cach
dword individually.

Referring also to FIG. 79, when the DCQ indicates that a
read stream has been established (i.e., deq_stream__connect
is asserted), as discussed above, the read command logic
2542 generates a message command of “10007, which
informs the upstream chip that a stream is occurring. When
no stream has been established, the read command logic
2542 must decide whether to send a memory read, memory
read line, or memory read multiple command. If the com-
mand received from the PCI bus is a memory read (MR)
command (q2p_emd [2:0] equals “01107) and the corre-
sponding memory-read-to-memory-read-line promotion bit
(cfg2qg_mr2mrl) in the configuration registers is set, the
read command logic 2542 generates a memory read line
command (“1110"). On the other hand, if the PCI command
is a memory read command and the corresponding memory-
read-to-memory-read-multiple bit (cfg2q mr2mrm) is set,
or if the command is a memory read line command (q2pif
cmd [3:0] equals “1110”) from the PCI bus or a prefetch line
command (dcq_ prefetch line is asserted) from the DCQ
and the corresponding memory-read-line-to-memory-read-
multiple bit (cfg2q_mrl2mrm) is set, or if’ the command is
a prefetch multiple command (deq__prefetch_mul) from the
DCQ, the read command logic 2542 generales a memory
read multiple command (i.¢., message  cmd equals “11007).
If the command is a prefetch line command and the corre-
sponding memory-read-line-to-memory-read-multiple bit is
not set, the read command logic 2542 generates a MRL
command (*11107). Otherwise, the read command logic
2542 outputs the received PCI command (q2pif _cmd [2:0])
as the message command signal. Gates 2544, 2546, 2548,
2550, 2552, 2554, 2556, and 2558 and multiplexers 2560,
2562, and 2564 are arranged 1o generate the message  cmd
signal in this manner.

Referring again to FIG. 75, when the QPIF is operating in
the master mode and has received control of the bus to run
a transaction stored in the PMWQ, a write command logic
block 2566 generates the command code that is executed on
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the PCI bus. To reduce transaction time as discussed above,
the write command logic can convert memory write (MW)
commands, which involve data transfers one dword at a time
into memory wrile and invalidate commands (MWI), which
involve transfers of at least one entire cache line of data. The
write command logic block 2566 can convert a command
midstream when, e.g., the transaction begins as a memory
write in the middle of a cache line and contains data crossing
the next cache line boundary and including all cight dwords
of data in the next cache line. In this situation, the write
command logic 2566 terminates the memory wrile transac-
tion when it reaches the first cache line boundary and
initiates a memory write and invalidate transaction 1o Irans-
fer the next full cache line of data. The write command logic
2566 also may terminate a MWI transaction midstream in
favor of a MW transaction if less than a cache line of data
is 1o be written to the target bus after a cache line boundary
is crossed.

Reflerring again to FIG. 75 and also to FIG. 80, the slave
state machine 2502 also maintains two counters that indicate
when a posted write transaction initiated on the PCI bus
should be terminated. A 4K page boundary counter 2594
generates a page count signal (page count__reg [11:2]) that
indicates when data transferred from the PCI bus reaches a

4K page boundary. Because a single memory access is not 5

allowed 1o cross a 4K page boundary, the posted write
transaction must be terminated on the initiating bus when a
boundary is reached. The 4K page boundary counter 2594 is
loaded with the third through twelfth bits of the transaction

address (q2pif_addr [11:2]) when the state machine asserts

a load write counter signal (the circumstances surround-
ing assertion of this signal are discussed in more detail
below). The counter 2594 then increments by one at the
rising edge of each clock pulse after the load write

counter signal is deasserted. The counter 2594 is not incre- 5

mented on clock pulses during which the initiating device
has inserted an initiator wait state (i.e., p2q__irdy asserted).
The output of gate 2592 determines when the counter is
allowed to increment. When all bits in the page_ count_ reg
[11:2] signal are high, a 4K page boundary has been reached
and the slave state machine must terminate the posted write
transaction and retry the initiating device.

A dword counter 2598 generates a pmw__counter [5:0]
signal that indicates the number of dwords written from the
initiating bus during a posted write transaction. The pmw__
counter [5:0] signal then is used to indicate when an over-
flow has occurred or when the last line of the transaction has
been reached, as discussed below. When the slave state
machine 2503 asserts the load write counter signal, the
third through fifth bits of the address signal (q2pif_addr
[4:2]) are loaded into the lower three bits of the counter
2598, while the upper three bits are set to zero. This address
offset indicates at which dword in a cache line the posted
wrile transaction has started. The counter 2598 then incre-
ments by one at the rising edge of each clock pulse after the
load write_counter signal is deasserted. The counter 2598
is not incremented on clock pulses during which the initi-
ating device has inserted an initiator wait state (i.c., p2q
irdy asserted). The output of gate 2596 determines when the
counter is allowed to increment. When all bits in the
pmw__counter [5:0] signal are high, the posted write has
reached the end of the eighth cache line.

Referring to FIGS. 81A through 81C, the write command
logic block 2566 generates a four bit write command signal
(write_cmd [3:0]) indicating the command code of the
posted write transaction to be executed on the PCI bus. If the
command code stored in the PMWQ represents a memory
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wrile and invalidate command (pmwq_cmd [3]=%1"), the
wrile command logic 2566 generates a write command code
of “1111”. If the PMWQ command code represents a
memory write command, the write command logic 2566
looks at the memory-write-to-memory-write-and-invalidate
configuration bit (cfg2q_mw2mwi) corresponding to the
target PCI slot. If the cfg2q mw2mwi bit is not set, the
write command logic 2566 produces a memory write com-
mand (*01117). If the configuration bil is set, the write
command logic 2566 generates a MWI command if the next
line in the PMWQ data buffer is full (pmwq_full is
asserted) and generates a MW command otherwise. Mullti-
plexers 2568 and 2570 are arranged to generate the write_
emd signal in this manner.

When the QPIF is executing a transaction on the PCI bus
and has reached a cache line boundary, the write command
logic 2566 may assert a new__wrile__cmd signal indicating
that the current transaction must be terminated in favor of a
new write command. If the transaction has reached the last
cache line in the PMWQ data buffer (i.c., pmwq_ pointer
[5:3] equals “111™), the new_write command signal is
asserted to indicate that the transaction should be terminated
if the next PMWQ buffer is not an overflow buffer contain-
ing valid data, if the corresponding cfg2q  mw2mwi bit is
not set, or if the full_line bits corresponding to the current
cache line and the next cache line are different (i.e., pmwq__
full [7] does not equal pmwq next full line). If the
transaction has not reached the end of the PMWQ buffer, the
new__write__cmd signal is asserted either if the next line in
the PMWQ buffer does not contain valid data (!pmwq
valid _lines [x+1]) or if the efg2q  mw2mwi bit is set and
the full line bits for the current line and the next line are
different (i.e., pmwq__full _[x] does not equal pmwq__full
[x+1]). Gates 2572, 2574, 2576, 2578, and 2580 and mul-
tiplexer 2582 are arranged to generate the new_write com-
mand signal in this manner.

After the new_write__cmd signal is asserted, the trans-
action is not terminated until the write command logic block
2566 asscrts a synchronous new write command signal
(held _new write_cmd). The held new  write_cmd sig-
nal is asserted at the first clock pulse after the new _write
cmd signal is asserted and the end of line signal is
asserted indicating that the end of the cache line has been
reached, as long as the PCI interface has not terminated the
transaction (i.e., p2q_start_pulse is asscrted). The held
new_ write command is deasserted at reset and at the first
clock pulse after the new write__cmd, end _of _line, and
p2q_start__pulse signals are deasserted and the QPIF ter-
minates the transaction (i.c., the asynchronous early_cyc
complete signal is asserted). Otherwise, the held new
write__cmd signal retains its current value. Gates 2584 and
2586, inverter 2588, and flip-flop 2590 are arranged 1o
generate the held _new_ write _cmd signal in this manner.

Referring again to FIG. 75 and also to FIG. 82A, the QPIF
includes an overflow logic block 2600 that allows the master
state machine 2500 to manage overflow data, if any, when
executing a posted wrile transaction on the target bus. When
the QPIF receives a transaction run signal (mca__run__pmw
or mca_run_dr, discussed above) from the MCA, the
overflow logic 2600 generates a two bit initial queue selec-
tion signal (start__queue_select [2:0]) indicating which of
the buffers in the PMWQ or DRQ should be selected to run
the current transaction. The following table shows how the
slart__queue select signal is generated.
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Creation of start _guene select signal

MCA Run Code

{mea_run_pmw, meca_run_dr} start_queue_select

00000001 00
00000010 01
00000100 10
OO0 1000 11
00010000 a0
00100000 01
01000000 10
10000000 11

When the QPIF is executing a posted wrile transaction on
the target bus, a two bit QPIF queue selection signal
(q2pif__queue_select [1:0]) is used to select the appropriate
buffer in the PMWQ. When the transaction is initiated, the
masler state machine 2500 asserts a queue selection signal
(initial _queue  select) that causes the q2pif  queue  select
signal to take on the value of the initial queue selection
signal (start_queue select). At the same time, a queue
selection counter 2602 is loaded with the value of the
start__queue_select signal. After the initial queue select
signal is deasserted, the q2pif_queue  select signal takes on
the value of the count__queue_select signal generated by the
counter 2602. When the posted memory write transaction
overflows into the next PMWQ buffer, the master state
machine 2500 asserts an increment queue selection signal
(inc__queue select) that causes the counter 2602 1o incre-

ment by one. As a result, the q2pif_sclect_signal is incre- 3

mented and the next buffer in the PMWOQ is selected to
continue the transaction. Multiplexer 2604 determines the
value of the q2pif _queue select signal.

Referring also to FIG. 82B, the overflow logic 2600 asscts

an overflow__next _queue signal when the masler state 33

machine 2500 should continue pulling information from the
next PMWQ bulffer during a posted memory wrile transac-
tion. Using the q2pif queue select [1:0] signal to deter-
mine which PMWQ is currently selected, the overflow logic
2600 asserts the overflow next queue signal when the
valid bit (pmwq_valid) and the overflow bit (pmwq
overflow) corresponding to the next PMWQ buffer are sel.
The pmwq_ valid and pmwq_ overflow Hags are discussed
above. Gates 2606, 2608, 2610, and 2612 and mulitplexer
2614 are arranged to generate the overflow next queue
signal in this manner.

Referring again to FIG. 75, the QPIF includes a read align
logic block 2616 that allows the QPIF to correct misaligned
memory read line and memory read multiple transactions.
Read line correction occurs when the QPIF, while operating
in the master mode, receives a MRL or MRM transaction
that begins in the middle of a cache line. To reduce trans-
action time, the QPIF begins the read transaction on the
cache line boundary and ignores the unrequested dwords
instead of individually reading only the requested dwords of
data.

Referring also 1o FIG. 83, the read align logic 2616
activates the read alignment feature by asserting an align
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read signal. This signal is asserted when the command stored
in the corresponding DRQ buffer is a memory read line or
memory read multiple command (i.e., drq__cmd [3:0] equals
“11107 or *11007, respectively), and when the read align-
ment configuration bit (cfg2q_read align) corresponding
to the target PCI device is set. Gates 2618 and 2620 are
arranged to produce the align read signal in this manner.

Referring also to FIGS. 84A through 84C, the read align
logic 2616 includes a read alignment down counter 2622
that counts the dwords from the cache line boundary and
indicates when the master state machine 2500 reaches the
first requested dword. The counter 2622 includes a state
machine 2624 that controls the operation of the counter
2622.

Al reset, the counter 2622 enters an IDLE_CNT state
2626 in which no counting occurs. When the MCA instructs
the QPIF to run a delayed request transaction on the PCI bus
(i.c., when any bits in the meca_run_ dr [3:0] are asserted),
the QPIF asserts a delayed request run signal (any_ drq
run) indicating that it is attemplting to run a delayed request
transaction. While the counter is in the IDLE CNT state
2622, its three bit output signal (throw __cnt [2:0]) is loaded
with the dword offset of the transaction address (drq_addr
[4:2]) when the any run_drq signal is asserted and the
QPIF gains control of the PCI bus (ie., p2q_ack is
asserted). Gate 2623 generates the load enable signal. Then,
at the rising edge of the next PCI clock cycle, the counter
2622 enters the COUNT state 2628. If the transaction begins
al a cache line boundary, the dword offset equals *000™ and
no count is needed. When read alignment is activated, the
master state machine 2500 begins each MRL and MRM
transaction at the cache line boundary, regardless of the
actual starting address.

While in the COUNT state 2628, the counter 2622 dec-
rements by one on every clock pulse as long as the p2q__ack
signal is asserted, throw_cnt has not reached zero, the
transaction is in the data phase (i.c., the asynchronous signal
eary_data__is asserted), and the target device has not issued
a larget ready wait state (1p2q_trdy). Gate 2625 determines
when the counter is decremented. If the PCI interface takes
the bus away from the QPIF (p2q_ ack is deasserted) or if
the data phase ends (early data_is deasserted), the counter
2622 stops decrementing and reenters the IDLE CNT state
2626. If the throw_cnt signal reaches “000” while the
p2q_ack signal is still asserted, the counter 2622 stops
counting and enters the DONE state 2630. Otherwise, the
counter remains in the COUNT state 2628.

When the counter reaches “0007, the read align logic 2616
asserts a read  data_ start signal that instructs the master
state machine 2500 to begin reading data from the target
device. Comparator 2632 generates the read data_ start
signal. After the read data start signal is asseried, the
counter 2622 remains in the DONE state 2630 until the data
phase ends (carly data_ phase is deasserted).

Referring to FIG. 85, the master state machine controls
the operation of the QPIF when the QPIF is operating in the
master mode. In the master mode, the QPIF executes posted
write transactions and delayed request transactions on the
PCT bus. The following table shows the events causing slate
transitions in the master state machine.

MASTER STATE MACHINE

Current
State Event Next State
IDLE A=(any__run&&!cable busy&&!p2q master_dphase) IDLE

| (any_run_ drg && te_de_ full)
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-continued

MASTER STATE MACHINE

40

Current
State Event Next State
IDLE B: p2q_ack && q2p_dac_flag MASTER_DAC
IDLE C: p2q_ack && any_drg_run RDATAI
IDLE D: p2q_ack && Y(gq2p_dac_flag || any_drg_run) WDATAI
MASTER_DAC E: p2q_ack && any_drg_mun && p2q_start_pulse RDATA1
F: p2q_ack && p2q_start pulse &&!any_drgq_run WDATAI
Gt Ip2q_ack IDLE
RDATA1L H: Ip2q_ack IDLE
I: p2g-ack && p2q_start_pulse RBURST
I: p2q_ack && !p2q_start-pulse RDATA1
RBURST K: !p2q_ack || p2q__retry | p2q__target_abort || IDLE
(queue_cyc_complete&& !(1p2q_last_dphase&&
p2q_master_dphase && od__stream && stream_match &&
lefglq stream disable)&& !p2q_trdy) ||
(read _page_disconnect&& !p2q_trdy)
L: p2q_ack && !p2q_retry && !p2q_target _abon && RBURST
((read__page_ disconnect && p2q__trdy) || (queue_cye
complete && ((!p2q_last_dphase && p2q_master_dphase
&& od_stream && stream_match && lefs2q_stream__disable)
|| p2g__trdy)) || !p2g__trdy || otherwise)
WDATA1 M: !p2q_ack || p2q_retry || p2q_target_abort || IDLE
({queve_cyc_complete || held__new_write_cmd ||
end_of line && new_write_cmd || p2q_last_dphase
[la1_p2q last_dphase)&& !p2q_trdy)
N: p2q_ack && !p2q_retry && !p2q_target_abort WDATAI
&& (queue_cyc_complete || held__new__write_cmd ||
end_of line && new_write_cmd || p2q_last_dphase ||
s1_p2q_last_dphase)&& p2q_trdy
O: otherwise WDATA2
WDATA2 P: !p2q_qckl(p2q_retry& &!p2q_trdy)|p2q_target_abort IDLE
Q: p2q_ack && p2q_retry && p2q_trdy WRETRY
R: p2q_ack && Ip2q_retry && !p2q_target_abort && WSHORT__BURST
(queue__cyc_complete || end_of line && new__write__
emd) && (Ip2q_trdy || p2q_start_pulse)
S: otherwise WDATAZ
WRETRY T: Always IDLE
WSHORT_BURST U: !p2q_ack || p2q_retry || p2q_target__abort IDLE
V: p2q_ack && !p2q_retry && !p2q_target_abort WCOMPLETE

&&(overflow_next_queue && !new_write_cmd
&& !p2q_trdy) || p2g_trdy)
W: otherwise

WCOMPLETE  X: p2q_retry || p2q_target_abort || (!{overflow__next__

WSHORT_BURST
IDLE

gueue && Inew_wrile_cmd && !p2q_last_dphase)&&

1p2q_trdy)
Y: Ip2q_retru &&!p2q_target abort && ((overflow__

WDATAIL

next__queue &&new__write_cmd && !p2q_last__dphase)

&&lp2q trdy)
Z: otherwise
Mster state transitions

WCOMPLETE

Al resel, the master state machine enters an IDLE state
2700 in which the QPIF awaits instructions 1o run a trans-
action on the PCI bus. When the QPIF receives a run signal
from the MCA (any_run is asserted when any bit in the
mea_run__pmw signal or mea__run_ dr signal is asserted),
the cable is not busy delivering a message (!cable  busy),
and the PCI interface is not trying to finish the previous
transaction (!p2q master dphase), the master state

machine attempts to run the transaction on the PCI bus. If the 3

transaction is a delaved request transaction (any__run__drg is
asserted) and the other chip does not have room for a
delayed completion (tc__dc_ full is asserted) the master state
machine is not able to run the request and steps the MCA to

the next transaction. Otherwise, il the PCI interlace has o

given the QPIF conirol of the bus (p2q_ ack is asserted), the
master state machine begins to execute the transaction on the
PCI bus. In the IDLE state 2700, the master provides the
address phase information, discussed above, to the PCI bus.
If the transaction to be run is a dual address cycle (q2pif

dac_flag is asserted), the master state machine enters a
MASTER __DAC state 2702 in which the second half of the

n

address information is provided. If the transaction is not a
dual address cycle and is a delayed request transaction
(any__run_ drq is asserted), the master state machine then
enters an RDATAL read state 2704, in which the master state
machine begins the data phase of the delayed request
transaction. If the transaction is not a dual address cycle and
is not a delayed request, it is a posted memory write
transaction, so the master state machine enters a WDATA1L
wrile state 2706, in which the master state machine enters
the data phase of the posted memory write transaction.

In the MASTER_DAC state 2704=2, the masier state
machine provides the second half of the address phase
information. Then, if the p2q_ ack signal is still asserted and
the transaction is a delayed request, the master state machine
enters the RDATAL state 2704 when it receives the start
signal (p2q_start_pulse) from the PCI interface. If the
transaction is not a delayed request, the master state machine
enters the WDATAL state 2706 when it receives the PCI start
pulse. The master stale machine also initiates a delayed
completion message on the cable when the PCI start pulse is
received by asserting an asynchronous completion message
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signal (early master send _message). If the p2q ack sig-
nal has been deasserted by the PCI interface, the master state
machine returns to the IDLE state 2700 and waits to retry the
lransaclion.

The RDATAL state 2704 is the initial state for delayed
read and delayed write requests, In this state, the master state
machine wails for the PCI start pulse before entering an
RBURST burst data phase 2708. When the state machine
first enters the RDATAL state 2704, it initiates a completion
message on the cable (if not already done in the MASTER
DAC state 2702). Then, if the p2q_ ack is deasserted by the
PCI interface, the master state machine terminales the
transaction, steps the MCA to the next transaction, and
reenters the IDLE state 2700. Otherwise, when the PCI start
pulse appears, the master stale machine prepares to enter the
RBURST state 2708. If the QPIF indicates the end of the
transaction (queue_cye complete) or if the transaction has
reached a 4K page boundary (read page disconnect is
asserted because all bits in the drq addr [11:2] signal are
high), the master state machine deasserts the QPIF's frame
signal and indicates that the next piece of data is the last
piece (asynchronous signal early last master data is
asseried) before entering the RBURST state 2708. The
master state machine also asserts an asynchronous early

master _lastline signal, indicating that the last line of data ,

has been reached, if the read Page disconnect lastline
signal is asserted or if the DRQ last line signal (drg_ lastline)
is asserted and the QPIF has not received a streaming signal
from the other bridge chip (cd__stream or stream__match are
not asserted or cfq2q_stream__disable is not set). If the PCI
start pulse is not asserted, the master state machine remains
in the RDATA1L state 2704 until the QPIF terminates the
transaction or a 4K page boundary is reached, which will
return the state machine to the IDLE state 2700, or until the

PCI start pulse appears, which forces the state machine to

enter the RBURST state 2708

In the RBURST state 2708, the master state machine
bursts data to the PCI bus. If a completion message has not
vet been initiated, the master state machine initiates a
completion message upon entering the RBURST state 2708,
Then, if the p2q_ack signal is deasserted, or if the QPIF
trapsaction is retried by the PCI interface (p2q_retry is
asserted), or if the PCI interface aborls the transaction
(p2q__target_abort is asserted), the master state machine
terminates the transaction on the PCI bus, aborts the comple-
tion message on the cable, and returns to the IDLE state.
When the p2q  ack signal is taken away, the master cycle
arbiter continues to select the current transaction. But when
the transaction is retried or aborted, the master state machine
steps the MCA to the next transaction.

While the p2q_ack signal is still asserted and the QPIF
transaction is not retried or aborted, the master state machine
nevertheless terminates the transaction and returns 1o the
IDLE state 2700 if a 4K page boundary is reached and the
PCI interface indicates that the target device has stopped
taking data (p2q_trdy is no longer asserted). If the target
device took the last piece of data, the master state machine
remains in the RBURST state 2708.

If the QPIF asserts the queue__cyc complete signal indi-
cating that the transaction has completed, the master in
general will terminate the transaction and return to the IDLE
state 2700 if the p2q_ trdy signal is deasserted or remain in
the RBURST state 2708 until the last dword of data is
transferred if the p2q_trdy signal remains asserted.
However, if the transaction is in the data phase and is not in
the last data phase (p2q._master dphase and !p2q  last
dphase) and a stream has been established with the other
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bridge chip (ed stream and stream_match and !cfg2q
stream__disable), the master state machine will remain in the
RBURST phase indefinitely. When the QPIF is streaming,
the master stale machine asserls a streaming signal (q2pif
streaming) that forces the QPIF to continue to provide data
to the requesting device on the other PCI bus until that
device terminates the transaction.

If the p2q ack signal remains asserted and neither the
p2q_retry, p2q__target_abort, or queue_cyc_ complete
signals are asserted, the master state machine looks at the
p2q_ trdy signal. If the signal is not asserted, indicating that
the target device has taken or provided the last piece of data,
the master state machine asserts its next data signal (early_
next_data), which indicates that the QPIF is ready to
transfer another piece of data. The next data signal is
asserted only if the transaction is not a corrected read
(align_read is not asserted) or if the transaction is a cor-
rected read and the read data_start signal has been
asserted, If the p2q_ trdy signal is asserted, indicating that
the target has not performed the last data transfer, the state
machine remains in the RBURST state 2708.

In the WDATAL state 2706, the master state machine
begins the data phase of a posted memory write transaction.
If the p2q_ack signal is deasserted or the p2q_relry or
p2q_target abort signals are asserted while the master state
machine is in this state, the transaction is terminated on the
PCI bus and the state machine returns to the IDLE state
2700. When the p2q_ack signal is deasserted, the MCA
remains on the current cycle; otherwise, the master state
machine steps the MCA to the next transaction.

If the p2q__ack signal remains asserted and the transaction
is neither retried nor aborted, the master state machine must
determine whether the write involves a single dword or more
than one dword. If in the WDATAL state the queue_cyc
complete signal is asserted, the held new write command
signal is asserted, the end _of line and new_ write _cmd
signals are asserted, or the transaction has reached the last
dword of data, the transaction involves a single dword. In
this situation, the transaction terminates and the state
machine returns to the IDLE state 2700 only when the target
took the last piece of data (!p2q__trdy). Otherwise, the state
machine remains in the WDATA2 state 2710. If the trans-
action involves more than one dword of data, the master
state machine enters a WDATAZ burst data phase state 2710.
Just before entering the WDATA2 state, the master state
machine inserts a g2p_irdy wail state if the overflow
next_queue signal has been asserted.

In the WDATA2 state 2710, the master state machine
bursts data to the PCI bus. If the p2q_ ack signal is deas-
serfed or the transaction is aborted by the PCI interface, the
transaction is terminated in the QPIF and the master state
machine reenters the IDLE state 2710. If the transaction is
retried by the PCI interface but the PCI interface took the
data provided (!p2q_ trdy), the master state machine reen-
ters the IDLE state 2700. Otherwise, the state machine
enters a WRETRY stepback state 2712 that steps the PMWQ
out pointer back to the previous piece of data by generating
the stepback signal discussed above. From the WRETRY
state 2712, the state machine always reenters the IDLE state
2700.

If the p2q_ack signal remains asserted and the transaction
is neither retried nor aborted, the master state machine
determines whether the transaction is complete. If the QPIF
indicates the end of the transaction (queue cye  complete
is asserted) or the end of a cache line is reached and a new
write command is needed (end_of line and new write
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d), the state hine enters a WSHORT _BURST state
2714 when either the last piece of data was taken (1p2q_trdy) or the PCl start

4

are

pulse is received. In either case, only two dwords of data must be written to
the PCI bus. Otherwise, the state machine remains in the WDATA2 state
2710. When the state machine enters the WSHORT __BURST state 2714, the
QPIF frame_signal remains asserted if the transaction can overflow into the
next queue and a new write command is not needed.

In the WSHORT BURST state 2714, the master state
machine prepares 1o write the final two dwords of data to the
PCI bus. If the p2q_ ack signal is deasserted or the cycle is
retried or aborted by the PCI interface, the state machine
terminates the transaction and returns to the IDLE state
2700. When the PCI acknowledge signal disappears or the
cyele is aborted, the master state machine asserts the step-
back signal to indicate that the PMWQ out pointer should be
stepped back to the previous dword. When the transaction is
retried by the PCI interface, the out pointer is stepped back
only if the target device did not take the last piece of data
(p2q__trdy is asserted). When the transaction is not termi-
nated and it can overflow into the next PMWQ buffer
(overflow__next_queue is asserted) and a new write com-
mand is not needed, the master state machine keeps the
QPIF frame signal asserted and then enters a WCOMPLETE
state 2716 if the target device has taken the last piece of data
or stays in the WSHORT __BURST state 2714 otherwise. If
the transaction cannot overflow into the next queue or a new
write command is needed, the state machine deasserts the
frame signal to indicate the end of the QPIF transaction and
then enters the WCOMPLETE state 2716 if the last piece of
data was taken by the target device or remains in the
WSHORT BURST state 2714 otherwise.

In the WCOMPLETE state 2716, the master state
machine terminates the posted memory wrile lransaction.
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The state machine enters the IDLE state 2700 if the trans-
action is retried or aborted by the PCI interface. If the
transaction is retried, the PMWQ out pointer is incremented
only if the target device took the last piece of data. If the
transaction can overflow into the next queue, a new write
command is not needed, and the transaction is not in the last
data phase, the master state machine increments the queue
selection counter and returns to the WDATAL state 2706 1o
continue the transaction from the overflow queue, as long as
the target device took the last piece of data. If the target
device did not take the last piece of data, the master state
machine remains in the WCOMPLETE state 2716.

If the transaction will not overflow into the next PMWQ
buffer, the master state machine terminates the transaction
and returns to the IDLE state 2700 if the target took the last
picce of data. Otherwise, the state machine remains in the
WCOMPLETE state 2716 until one of the terminating
events discussed above occurs.

Referring to FIG. 86, the slave state machine controls the
operation of the QPIF when the QPIF is operating in the
slave mode. In the slave mode, the QPIF receives posted
wrile transactions and delayed request transactions from
devices on the PCI bus and forwards the transactions to the
target bus through the cable. The following table shows the
events causing state transitions in the slave state machine.

CURRENT

STATE EVENT

SLAVE STATE MACHINE

NEXT STATE

SLAVE_IDLE

tp2

A: p2q_qeye && p2qdac_flag && !p2q_pen
B: p2q_gqcye && !p2q_dac_flag && pmw_request &&
perr &&e(e_pmw_full && ldeq_locked
&& !ock_state[1])
C: p2q_qgeye && 1p2q_dac_flag &&!pmw_request

SLAVE_DAC
PMW1

STEP_AHEAD

&& !p2q_perr &&(mem__read_line | mem__read__mul)
&& (deg__hit &&!deq no_data& &llock _state[1])

D: p2q_qgeye &&!p2q _dac_flag & &!pmw_request

SECOND_CHECK

&& 1p2q_perr &&!(mem__read line | mem__read mul)

E: [p2q_qeye &&!p2q_dac_flag && pmw_request &&

SLAVE_IDLE

tp2q_perr &&!{Me_pmw_full&&deq  locked &&!lock
state[ 11)] || [p29_qye**p2q_dac_fag&&p2q_perr]

[ {p2q_qeve &&p2q dac_ faghk &!pmw!irequestd &
(p2q_perr) | ((mem__read line || mem__read__mul)&&
Hdeg_hitd&!deg__no__datad & Hock_state[1])]

|| otherwise
SLAVE_DAC

F: plq_geye&&pmw_request&& Iplg_perr &&

PMWI

(Mte_pmw__full &&!deg locked &&!lock state[1])

G: p2q_qeye &&!pmw_request && !p2g_perr & &

STEP_AHEAD

(mem__read_line || mem_read _mul)&& (deg__hit
&& !deq_no_data && ! lock  state[1])

H: p2q_qeye&d!pmw_request&& !p2q_perr &&

SECOND_CHECK

t{mem__read_line | mem__read _mul)

I: otherwise SLAVE _IDLE
SECOND_CHECK J: tio__write && !conﬁg write && 1p2g_perr && STEP_AHEAD
(deg__hit && !deg_no_data && !lock _state[1] && dwr_check_ok)__
K: otherwise
SLAVE_IDLE
STEP_AHEAD L:dcg _no_data HIT_DCQ__FINAL
M: otherwise HIT_DCQ
HIT_DCQ N: Ip2q_qeve SLAVE_IDLE

O: p2g_geye&&(deq_no_data& & !p2q_irdy || (pmw_counter|2]
&&pmw__counter[1]
&& pmw_counter] 0] && read_disconnect__for_stream)

P: otherwise
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-continued
SLAVE STATE MACHINE
CURRENT
STATE EVENT NEXT STATE
HIT_DCQ
HIT_DCQ_FINAL Q: !p2q_qcye || 1p2q_irdy SLAVE_IDLE
R: otherwise HIT_DCQ_FINAL
PMW1 S: 1p2q_qeye SLAVE_IDLE
T: otherwise PMWI

Slave state transitions

At resel, the slave state machine enters an IDLE state
2720, in which the QPIF waits for a transaction be initiated
by a device on the PCI bus. If a transaction initiated on the
bus does not target the QPIF (q2p qceye is not asserted), the
slave state machine continues in the IDLE state 2720. When
a transaction on the PCI bus does target the QPIF, the slave
state machine enters a SLAVE _DAC dual address cvcle
state 2722 if the p2q_dac llag is asserted and an address
parity error has not occurred (p2q_perr_is low). If the
transaction is not a dual address cycle and is a posted
memory write request, and if a parity error has not occurred

in the address phase, the slave state machine loads the write 5

counters (1.¢., asserts load _write _counter) and determines
whether it can accept the transaction. If the PMWQ in the
other bridge chip is full (tc_dc_full is asserted by the DC
transaction counter) or the DCQ is locked (deq  locked is

asserted) or the QPIF lock logic is in the unlocked-but-retry -

state (lock state [1] equals “17), the slave state machine
terminates the transaction by asserting an asynchronous
retry signal (early retry) that is passed to PCI interface as
q2pif _retry and remains in the IDLE state 2720. If the QPIF

can accept the transaction, the slave state machine initiates 5

the posted memory wrile message on the cable and enters a
PMW]1 state 2724, in which the transaction is forwarded up
the cable.

If the transaction is not a dual address cycle or a posted
memory write request, the slave state machine loads the
dword counter (asserts load write counter) and, if no
parity error has occurred, analyzes the delayed request
transaction. If the transaction is a MRL or a MRM transac-
tion and the QPITF lock logic is not in the unlocked-but-retry
state, the slave stale machine asserts the QPIF check cycle
signal (q2pif check cyc), which instructs the DCQ to
compare the latched request to the delayed completion
messages in the DCQ buffers. If the request hits a DCQ
buffer that is not empty (deq hit and !deq no_ data), the
slave state machine enters a STEP  AHEAD state 2726 in
which the QPIF begins delivering the requested information
to the PCI bus, If the MRL or MRM request misses all of the
DCQ data buffers (!deq_hit), the DCQ is not full (!deq
full), the delayed request queue in the other bridge chip is
not full (tc_dr_ full), and the DCQ and QPIF are not locked
(!deq_locked and !Nock _state [1]), the slave state machine
asserts the q2pif_retry signal, forwards the request down
the cable, and remains in the IDLE state 2720. If the request
misses the DCQ and the request cannot the sent down the
cable, the QPIF simply retries the requesting device and
remains in the IDLE state 2720.

If the delayed request is not a MRL or MRM transaction,
a second clock eycele is needed to check the request because
the data or byte enables must be compared to the contents of
the DCQ buffers, so the slave stale machine enters a
SECOND_ CHECK state 2728. If a parity error occurs or if
the lock logic is in the unlocked-but-retry state, the state
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machine retries the requesting device and remains in the
IDLE state 2720.

In the SLAVE _DAC state 2722, the slave state machine
receives the second half of the address phase information. If
the requesting device has not targeted the QPIF, the slave
slate machine ignores the transaction and remains in the
IDLE state 2720. When the QPIF is the target device, the
stlale transition events are the same as those in the IDLE state
2720. Specifically, if the transaction is a posted memory
wrile requesl and a parity error has not occurred, the slave
state machine loads the write counters and determines
whether it can accepl the transaction. If the PMWQ in the
other bridge chip is full (tc__pmw__full is asserted), the DCQ
is locked, or the QPIF lock logic is in the unlocked-but-retry
state, the slave state machine retries the requesting device
and returns to the IDLE state 2720. If the QPIF can accept
the transaction, the slave state machine initiates the posted
memory write message on the cable and enters the PMWL
state 2724.

If the transaction is not a posted memory wrile request,
the slave state machine loads the dword counter and, if no
parity error has occurred, analyzes the delayed request
transaction. If the transaction is a MRI. or a MRM transac-
tion and the QPIF lock logic is not in the unlocked-but-retry
slate, the slave state machine asserts the QPIF check cycle
signal. If the request hits a DCQ buffer that is not empty, the
slave state machine enters the STEP_ AHEAD state 2726. [f
the MRL or MRM request misses all of the DCQ data
buffers, the DCQ is not full, the delayed request queue in the
other bridge chip is not full (tc__dr_ full is not asserted), and
the DCQ and QPIF are not locked, the slave state machine
asserts the q2pil_retry signal, forwards the request down
the cable, and returns to the IDLE state 2720. If the request
misses the DCQ and the request cannot be sent down the
cable, the QPIF simply retries the requesting device and
returns to the IDLE state 2720.

If the delayed request is not a MRL or MRM transaction,
a second clock eyele is needed to check the request because
the data or byte enables must be compared to the contents of
the DCQ buffers, so the slave state machine enters the
SECOND__ CHECK state 2728. If a parity error oceurs or if
the lock logic is in the unlocked-but-retry state, the state
machine retries the requesting device and returns to the
IDLE state 2720.

In the PMW1 state 2724, the slave state machine forwards
a posted memory write transaction through the cable to the
target device. When the state machine first enters the PMW1
state 2724, it deasserts the load  write__counter signal. If the
dword counter indicates that the posted memory write
transaction is in the last cache line (pmw__counter [5:3]
equals “1117) and the PMWQ in the other bridge is full (lc
mw__full) and the write overflow feature is disabled
(!cfg2q write overflow), or if the write Page disconnect
signal is asserted because the transaction has reached a 4K
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page boundary, or if the DCQ has asserted the deq
disconnect_for_stream signal and the write disconnect
feature is not disabled (!cfg2q  wrdiscnt disable), the slave
state machine asserts the slave_lastline signal indicating
that the current cache line will be the last to be transferred.
The slave state machine then remains in the PMWI1 state
2724 until the p2q__qeye signal is deasserted, indicating that
the transaction has completed on the PCI bus. After leaving
the PMW1 state 2724, the slave slate machine reenters the
IDLE state 2720.

In the SECOND CHECK state 2728, the slave state
machine has the DCQ compare the second phase of request
information to the delayed completion information in the
DCQ buffers. If the transaction is not a delayed write request
(tio_ write and !config write) or there is no parity error
('p2q__perr), and if the DCQ is not locked and the dwr__
check ok signal is asserted, the slave state machine asserts
the q2pif_check cyec. The dwr_check ok signal is
asserted either when the transaction is not a delayed write
request or when it is a delayed write request and a p2q__irdy
wait state has not been inserted. If the request hits one of the
DCQ buffers and the buffer is not empty, the slave state
machine enters the STEP _AHEAD state 2726. If the
request misses all of the DCQ buffers but the QPIF can send
the message down the cable, the slave state machine retries

the requesting device, forwards the transaction down the »

cable, and reenters the IDLE state 2720. Otherwise, if the
request missed all of the DCQ buffers and the QPIF could
nol send the transaction down the cable, or if a parity error
occurred on a delayed write request, the state machine will
retry the requesting device and reenter the IDLE state 2720.

In the STEP _ AHEAD state 2726, the slave state machine
increments the DCQ output pointer to the next dword. This
slate is necessary immediately after a DCQ buffer is hit
because the PCI interface latches the first dword of data
without asserting the !'p2q_ trdy signal. From the STEP__
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AHEAD state 2726, the state machine enters a HIT _DCQ ~

state 2730, in which data is provided from the appropriate
DCQ buffer to the requesting device, if the last dword of data
has not been taken. Otherwise, the state machine enters a
HIT _DCQ_FINAL state 2732, in which the requesting

i ; . : 40
device is retried because the DCQ buffer contains no more

data.
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From the HIT DCQ state 2730, when the delayed
request transaction terminates on the PCI bus before it
terminates in the QPIF (i.e., p2q_geye is deasserted), the
state machine terminates the transaction in the QPIF and
asserts the stepback signal, which indicates that the DCQ out
pointer should be decremented because the last picce of data
was not taken by the requesting device. The state machine
then reenters the IDLE state 2720. If the DCQ buffer runs
out of data while the requesting device continues to request
it (deq_no__data and !'p2q_irdy), or if the pmw__counter
indicates that the last dword has been reached and the
read disconnect for stream signal has been asserted, the
slave state machine retries the requesting device and enters
the HIT DCQ FINAL state 2732. If the transaction ter-
minates to establish a stream, the step back signal is asserted
and the output pointer of the appropriate DCQ buffer is
decremented. In any other situation, the slave state machine
continues to provide data in the HIT_DCQ state 2730.

In the HIT DCQ FINAL state 2732, the slave state
machine has one dword of data left to transfer. If the PCI bus
terminates the transaction before the requesting device takes
the last piece of data (i.e., p2q__qgeyce is deasserted), the slave
state machine asserts the stepback signal and returns to the
IDLE state 2720. If the p2q_ qeye signal remains asseried
and the requesting device has not asserted an initiator wait
state (!p2q_irdy), the requesting device is retried because
the last picce of data has been taken. The state machine then
reenters the IDLE state 2720. Otherwise, the slave state
machine remains in the HIT_DCQ_FINAL state 2732,

Referring to FIG. 87, the cable message generator is a
state machine that creates cable messages from transaction
information obtained from the master and slave state
machines. In addition to an IDLE state 2740, the cable
message generalor also includes a dual address cycle
(CABLE_DAC) state 2742, a master data phase
(MASTER DPHASE) state 2744, and a slave data phase
(SLLAVE _DPHASE) state 2746. The following table shows
the events causing slate transitions in the cable message
generator.

CABLE MESSAGE GENERATOR

CURRENT
STATE EVENT NEXT STATE
CABLE_IDLE  A: (send_message && q2pif_dac) || ((deq_prefetch_mul | CABLE_DAC
deq__prefetch_line)& & deq_prefetch_dac)
B: (send__message && 1q2pif_dac) || ((deq_prefetch _mul | SLAVE_DPHASE
deq__prefetch__line)&& !deq_prefetch_dac) | (deg_stream
connect && !(|drq_valid[3:0])) && (deq_stream__connect ||
!p2q_ack || deq_prefetch_line || deq_prefetch_mul)
C: (send_message && 1q2pif_dac) || ((deq_prefetch_mul | MASTER_DPHASE
deq_prefetch line) && !deg _prefetch_dac) || (deg_stream__connect
&& (jdrq_valid[3:0])) && !deq_stream__connectd &
!{!p2q_ackldeq_prefetch_mul || deg_ prefetch_line)
D: otherwise CABLE_IDLE
CABLE__DAC E: !p2q_ack || deq_prefetch_mul || deq_prefetch_line SLAVE_DPHASE

F: otherwise

MASTER _DPHASE

I: otherwise

SLAVE_DPHASE  K: [!(drq_stream_connect &&!drg_valid[3:0]i&&p2g_qgeve)]

G: send_message &&q2pif_dac

H: send__message && !q2pif_dac

I: !send _message &&(carly_last_master_data&& !p2q_tedy ||
master__abort__cable)

MASTER _DPHASE
CABLE_DAC
SLAVE DPHASE
CABLE_IDLE

MASTER_DPHASE
CABLE_IDLE

&&[(dly__read__request || dly__single_write__request ||
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CABLE MESSAGE GENERATOR
CURRENT
STATE EVENT NEXT STATE

deg_prefetch__mul || deg_prefetch_line)] ||
L: carly__last_slave_data ||

deg_stream_connect& &!(Jdrg_ valid[ 3:0])&&p2q_geve and

otherwise

SLAVE__DPHASE

Cable Message Generator State Transitions

Al reset, the cable message generator enters the IDLE
state 2740, in which it waits for transaction information to
arrive from the master or slave state machines. From the
IDLE state 2740, if the cable message generator receives a
prefetch multiple signal (deq_ prefetch__mul) or a prefetch
line signal (deq_ prefetch line), the cable address signal
(carly _cad [31:2]) equals the prefetch address signal (deq_
prefetch__addr [31:2]). Otherwise the early _cad [31:2] sig-
nal takes on the value of the QPIF address signal (g2pif.
addr [31:2]). When the cable message is initiated by the
master stale machine, the message is a delayed completion
message, so the command code (early__ccbe [3:0]) equals

“10017". When the cable message is initiated by the slave ,

state machine, the command code takes on the value of the
message emd [3:0] signal, discussed above.

If the send message signal is asserted, indicating that
cither the master state machine or the slave stale machine

has initiated a message, and the corresponding transaction is

not a dual address cycle, or if the cable message generator
receives a prefetch request that is not a dual address cycle,
or if the cable message generator receives a stream connect
signal and no delayed requests from the CPU are pending in

the downstream DRQ, the cable message generator asserts a5

sent__pmw signal that indicates that a posted memory write
request from the PCI bus will be sent down the cable. The
senl__pmw signal is not asserted if a stream has been
established by the DCQ. The cable message generator
asserts a sent_dr signal when a read request or delayed write
request is received from the slave state machine or a prefetch
signal is received and when a stream has not been estab-
lished by the DCQ.

If the DCQ has established a stream (dcq_ stream
connecl is asserted), the buffer number for the cable signal
(early__cbuff [2:0]) takes on the value of the DCQ stream
buffer (deq stream_ buff [2:0]), the cable command code
(early_ccbe [3:0]) is set equal to “10007, and the cable
message generator enters the SLAVE DPHASE state 2746.
Otherwise, if the QPIF is in the slave mode and the cable
message generator receives cither a prefetch multiple or a
prefetch line signal, the cable buffer signal takes on the value
of the DCQ buffer number (deq_bufl [2:0]) and the cable
message generator enlers the SLAVE  DPHASE state 2746.
Otherwise, the QPIF is operating in the master mode and the
cable message generator enters the MASTER DPHASE
slate 2744,

When the cable message generator receives the send
message signal and a transaction that is a dual address cycle,
or when it receives a prefetch request that is a dual address
cycle, the message generator enters the CABLE  DAC state
2742. For a prefetch signal, the cable address signal is set
cqual to the upper thirty two bits of the deq__prefetch_addr
[63:0] signal; otherwise, the cable address equals the upper
thirty-two bits of the q2pif _addr [63:0] signal. Also, if the
cable message generator receives the transaction from the
slave state machine, the cable buffer number equals the DCQ
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butfer number; otherwise, the cable buffer number equals the
DRQ buffer number (no completion messages are generated
for posted memory write transactions) In the CABLE__DAC
slate 2742, the cable message decoder generates the second
half of the address phase information. As in the IDLE state
2740, the cable address signal takes on the value of the
prefetch address when the received transaction is a prefetch
line or prefetch multiple request and takes on the value of the
q2pif _addr [31:2] otherwise. The sent _pmw signal is
asserted when the message generator receives a posted
memory write transaction from the slave state machine, and
the sent_ dr signal is asserted when it receives a prefetch
request or a delayed request from the slave state machine. If
a prefetch request or a request from the slave state machine
is received, the cable message generator enters the SLAVE
DPHASE state 2746. Otherwise, the message generator
enters the MASTER DPHASE state 2744.

Inthe MASTER _DPHASE state 2744, the cable message
generator attempts to send a delayed completion message
down the cable. However, if the PCI interface grants the bus
to a device on the PCI bus before the QPIF gets control of
the bus, the cable message generator must leave the
MASTER _DPHASE state 2744 to send the newly received
message. Therefore, if the send _message signal is asserted
while the message generator is in the MASTER _DPHASE
state 2744, the q2¢__new  req signal is asserted to indicate
the start of a new message If the q2pif _dac_ flag is asserted,
the new transaction is a dual address cycle and the cable
message generator enters the CABLE DAC state 2742,
Otherwise, message generator enters the SLAVE  DPHASE
state 2746.

If the send _message signal is not asserted, then the cable
message generator is sending a delayed completion message
from the master state machine. When the master state
machine has completed the last data transfer with the PCI
bus and the target device has acknowledged the transfer
('p2q__trdy), or when the master has aborted the transaction
on the cable, the cable message generator asserts a sent__dc
signal indicating that the delayed completion message was
sent down the cable and reenters the IDLE state 2740.
Otherwise, the message generalor remains in the
MASTER _DPHASE state 2744 and continues generating
the delayed completion message.

From the SLAVE DPHASE state 2746, as long as a
stream is established with the upstream chip, no delayed
requests from the CPU are pending in the downstream DRQ,
and the requesting device continues to send data to the QPIF
(q2p_qeye is asserted), the cable message generator
remains in the SLAVE  DPHASE state 2746 and continues
to forward the transaction from the requesting device.
Otherwise, if the cable message generator receives a delayed
request or a prefetch request, the cable message generator
forwards the request and, in the case of a delayed write
request, the one dword of data to the upstream device and
then enters the IDLE state 2740. Otherwise, the cable
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message generator has received a posted memory write
request. In this situation, the cable message generator stays
in the SLAVE DPHASE state 2746 and continues to for-
ward the posted memory write information down the cable
until the early last_slave dala signal is asserted, indicat-
ing the last piece of data has been sent by the slave state
machine. The message generator then terminates the cable
transaction and reenters the IDLE state 2740.

Cable Interface

To ensure the valid transfer of data between the two
bridge chips, data sent through the cable 28 must be syn-
chronized properly to the clocks from the clock generators
102 and 122. The downstream clock generator 122 bases its
clocks on an upstream clock (which in turn is based on the
PCI bus clock PCICLK1) transmitted down the cable 28
with the data. As a result, upstream data transmitted down-
stream is synchronized to the clocks generated in the down-
stream bridge chip 48. However, the phase delay associated
with the cable 28 between the main clocks generated in the
upstream chip 26 and the data transferred back upstream
from the downstream chip 48 is unknown The length of the
cable 28 range from 10 to as large as 100 feet (if appropriate
interface technology is used). The receiving logic in the
upstream cable interface 104 is effectively an asynchronous
boundary with respect to the upstream clock. Consequently,
the receiving logic needs 1o re-synchronize the downstream-
to-upstream data to the clock from the upstream clock
generator 102,

Referring to FIG. 5, the clock distribution scheme in the
2-chip PCI-PCI bridge is shown. Transactions which are
forwarded between the bridge chips 26 and 48 are encoded
into multiple time-multiplexed messages. The format of the
messages is similar to the PCI transaction format (except for
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time multiplexing) and includes an address and one or more ~

data phases and modified handshake signals in addition to
signals which are added to indicate buffer number and
special bridge function commands. Each cable interface 104
or 130 includes a master cable interface (192 or 194) and a
slave cable interface (196 or 198). The master cable inter-
face 192 or 194 transmits messages out onto the cable 28,
and the slave cable interface 3075 196 or 198 receives
messages from the cable 28.

The clock generator 102 or 122 in each bridge chip
includes two on-chip PLLs for clock generation. A PLL 184
in the upstream bridge chip 26 locks on the primary PCI bus
input clock PCICLKL. In the downstream bridge chip 48,
the PLL 180 locks to an incoming clock PCICLK2 from a
clock buffer 181.

In the ensuing description, a *1x clock™ refers 1o a clock
having the same frequency as the clock PCICLKI, while a
“3x clock” refers to a clock having three times the frequency
of the clock PCICLKI. A 1x clock PCLK generated by the
PLL 184 or 180 (in the bridge chip 26 or 48, respectively)
is used for the corresponding bridge chip’s PCI bus interface
logic 188 or 190, and the 3x clock PCLKJ is used to run the
cable message generation logic in the master cable interface
192 or 194. The other PLL 186 or 182 is used to lock to a
cable input clock CABLE_CLK1 (from upstream) or
CABLE_CLK2 (from downstream) and to generate a 1x
clock CCLK and a 3x clock CCLK3 to capture incoming
cable data. The clock outputs of the PLL 186 or 182 are
routed to the slave cable interface 196 or 198, respectively

The PLLs are arranged in the layout to balance the 1xand
3x clocks as closely as possible to minimize the skew
between them.
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The PLL 184 or 180 generates a phase indicator signal
PCLEKPHIL, which indicates to the master cable interface
192 or 194 when the first phase of data should be presented
to the cable 28. On the upstream side, the signal PCLKPHI1
is based on the PCI clock PCICLKIL; on the downstream
side, the signal PCLKPHI1 is based on the PCI clock
PCICLK2. The PLL 186 or 182 generates a phase indicator
signal CCLKPHIL, based on the cable clock CABLE _
CLK1 or CABLE CLK2, to indicate to the slave cable
interface 196 or 198 when the first phase of data has come
down the cable 28.

The PCI clock PCICLK2 for the secondary PCI bus 32 is
generated off a 1x clock BUFCLK of the PLL 182 in the
downstream bridge chip 48. The clock BUFCLK drives the
clock buffer 181 through a driver 179. The buffer 181
outputs a separate clock signal for each of the six slots on the
secondary PCI bus 32 as well as the clock PCICLK2, which
is routed back as the bus input clock to the downstream
bridge chip 48. By basing the clock PCLK on the clock
PCICLE2 from the clock buffer 181, the clock schemes of
the upstream and downstream chips are made to appear
more similar since both are based on an external bus clock.

The cable clock CABLE CLKI1 is a 33% duty cycle
clock. The PLL 182 first converts the 33% duty cycle clock
10 a 50% duty cycle clock for output as BUFCLK.

The PCI Specification, Version 2.1, requires that the PCI
bus clock must meet the following requirements: clock cycle
time greater than or equal to 30 ns; clock high time greater
than 11 ns; clock low time greater than or equal to 11 ns; and
clock slew rate between 1 and 4 ns.

When the computer system is powered up, the upstream
chip 26 is powered on last, the upstream PLL 184 sends the
clock CABLE _CLKI1 (through the master interface 192)
down the cable 28, which is then locked to by the down-
stream PLL 182 and PLL 180. The downstream PLL 180
then sends the clock CABLE. CILLK2 back upstream to be
locked to by the PLL 186.

The system is not completely operational until all four
PLLs have acquired lock.

If the upstream bridge chip 26 powers up and the down-
stream bridge chip 48 is not vet turned on, the upstream
bridge chip 26 behaves as a PCI-PCI bridge with nothing
connected to its downstream bus (the cable 28). As a result,
the upstream bridge chip 26 does not accept any cycles until
the downstream bridge chip 48 is powered on and the
upstream PLL 186 has acquired “lock” from the cable clock
CABLE_CLK2.

The upstream bridge chip 26 floats all of its PCI output
buffers and state machines a synchronously with assertion of
the PCT reset signal PCIRST1 _ on the primary bus 24.
During reset, the PLL 184 may be attempting to acquire lock
on the PCI bus clock PCICLKI. Since the PCI Specification
guarantees that the signal PCIRST1__ will remain active for
at least 100 us after the PCI bus clock becomes stable, the
PLL 184 has about 100 s to acquire a lock.

The downstream bridge chip 48 resets all internal state
machines upon detection of the primary bus PCIRSTI
signal. In response, the downstream bridge chip 48 also
asserts a slot-specific reset to each slot on the secondary PCI
bus 32, as well as a secondary PCI bus reset signal
PCIRST2_ .

Referring to FIG. 6, cach PLL includes a voltage-
controlled oscillator (VCO) 200 generating an output 201
(the 3x clock) between 75 Mhz (for a 25-Mhz PCI bus) and
100 Mhz (for a 33-Mhz PCI bus). The VCO 200 receives a
reference clock 197, which is the PCI bus clock. Each PLL
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has a lock detection circuit 205 which indicates by a lock
indication bit that the PLL phase is locked to its reference
accurately enough to perform its intended function.

The lock indication bits are written to a status register in
the configuration space 105 or 125 of each bridge chip. On
the downstream side, a power-good/lock status bit is trans-
mitted to the upstream bridge chip 26 to indicate that the
main elements of the downstream bridge chip 48 are stable
(power is stable) and the downstream PLLs are locked (lock
indication bits of the two PLLs are active). The lock
indication bit is also gated with the EDC status bits such that
EDC errors are not reported as such until the PLLs are
locked. Thus, the bridge chip pair can come up to an
crror-free communication state without software interven-
tion. The lock indication bit also provides some diagnostic
information which can distinguish between a PLL lock
failure and other data errors. The clock generation circuitry
includes a four-state machine 202 to generate a divide-by-3
clock (1x clock) of the VCO output 201. The 1x clock is fed
back to the PLL at input 203,

Data is moved down the cable 28 at a 3x clock (PCLEK3)
rate in three time-multiplexed phases to produce a 1x clock
message transfer rate. Referring to FIG. 7, the circuitry in
the master cable interface 192 or 194 for disassembling and
transmitting the cable message includes a register 204,

which samples the out-going message at the local PCLK 2

boundary. The flip-flop 208 provides extra margin for hold
time on the third phase of the transmitted message by
holding this phase for an extra half of a PCLK. Since the
output register 212 is clocked with the 3x clock PCLK3, this

reduces the need for tight control on the skew between the

1x and 3x clocks. From the phase indication signal
PCLKPHIL, a set of three flip-flops 210 generates succes-
sive PHI1, PHI2, and PHI3 signals, representing phases 1, 2
and 3, respectively, which in turn conirol a 60:20 multiplexer

206. The three phases of data (LMUXMSG [19:0] ;

LMUXMSG [39:20]. {LMUXMsG [51:40], EDC [7:0]})
are successively multiplexed into the register 212 and driven
through the cable 28. The third phase of data includes error
correction bits EDC [7:0] generated by an ECC generator
206 (FIG. 17) from the register 204 output bits LMUXMSG
[51:0]. The flip-flop 214, clocked by PCLK3, receives the
PHI1 signal and clocks it out as the cable clock CABLE
CLK1 or CABLE _CLK2.

Since the master cable interface 192 or 94 is a 1x-to-3x
communication interface, a one 3x-clock latency is incurred,
resulting in a single 3x clock phase shift of the transmitted
cable message from the PCI bus clock as shown in FIG. 8.
In period TO, message A is presented to the input of the
register 204 and the first phase clock indicator PCLKPHI1
is asserted high. The signal PHIL is asserted high from a
previous cycle. In period T1, the cable clock CABLE
CLK1 or CABLE_CLEK2 is driven high in response 1o the
signal PHI1 being high. The PCLKPHI1 pulse causes the
signal PHI2 to be pulsed high in period T1. Next, in period
T2, the signal PHI3 is pulsed in response to the signal PHI2.
In period T3, the signal PHIL is pulsed high in response to
the signal PHI3 being high. Message A is also loaded into the
register 204 on the rising edge of the clock PCLK in period
T3. Next, in period T4, the signal PHI1 causes the multi-
plexer 206 to select the first phase data Al for loading into
the register 212. Next, in period T5, the second phase data
A2 is selected and loaded into the register 212. Then, in
period T6, the third phase data A3 is loaded into the register
212. This process is repeated for messages B, C, D and E in
the subsequent clock periods.

As shown in FIG. 8, the cable clock CABLE CLK has a
33% duty cycle. Alternatively, the cable clock CABLE
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CLK can be designed to have an average duty cycle of 50%,
which can be accomplished, for example, by sending out the
cable clock as 33% high-66% low-66% high-33% low.
Having an average 50% duty cycle could result in better pass
characleristics in the cable 28.

Referring to FIG. 9, a slave cable interface first-in-
first-out buffer (FIFO) 216 assembles incoming data from
the cable 28 and transmits the assembled data to the queues
and PCI state machines in the receiving bridge chip. The
FIFO 216 is 4 entries deep, with each entry capable of
holding one complete cable message. The depth of the FIFO
216 allows for the cable data to be synchronized to the local
bridge chip clock without losing any effective bandwidth in
the cable interface. In addition, on the upstream side, the
FIFO 216 is an asynchronous boundary for the cable data
coming from the downstream bridge chip 48. The FIFO 216
ensures that the cable data is properly synchronized with
respect to PCLK before it is outputed to the rest of the chip.

The entries of the FIFO 216 are selected by an input
pointer INPTR [1:0] from an input pointer counter 226,
which is clocked by the signal CCLK3, cleared when a
signal EN_INCNT is low, and enabled by the phase indi-
cator CCLKPHIL. The negative edge of the 3x clock
CCLK3 from the PLL 186 or 182 is used to latch incoming
data from the cable 28, first into a 20-bit register 218, and
then into a register 220 if a phase one indication signal
PHI1_DLY is asserted, or into a register 222 if a phase two
indication signal PHI2__DLY is asserted. The phase 1 data,
phase 2 data and phase 3 data from the registers 220, 222 and
218, respectively, are loaded into the selected entry of the
FIFO 216 on the negative edge of CCLK3 when the phase
3 indication signal PHI3__DLY is asserted. The four sets of
outpuis from the FIFO 216 are received by a 240:60 mul-
tiplexer 228, which is selected by an output pointer OUT-
PTR [1:0] from an output pointer counter 224 clocked by
PCLK and cleared when a signal EN_OUTCNT is low.

Referring to FIG. 10, the input pointer and output pointer
counters 226 and 224 continuously traverse through the
FIFO 216 filling and emptying data. The counters 226 and
224 arc offset in such a way as to guarantee valid data in a
location before it is read out. The initialization of the
pointers is different for an upstream bridge chip 26 than for
a downstream bridge chip 48 due to synchronization uncer-
tainties.

Flip-flops 236 and 238 synchronize the resel signal
C_CRESET, which is asynchronous to the clocks in the
bridge chip, to the CCLK clock boundary. The signal
EN__INCNT is generated by the flip-flop 238. The input
pointer is incremented on the rising edge of the clock
CCLKS3 if the first phase indication signal CCLLKPHIT and
the signal EN__INCNT. The output pointer is then started at
a later local PCLK clock boundary PCLK when it can be
guaranteed that the data will be valid in the FIFO 216. The
upstream and downstream bridge chips must handle the
starting of the output pointer differently since the phase
relationship of the cable clock to the local clock is not
known for the upstream bridge chip 26 but is known for the
downstream bridge chip 48.

In the downstream bridge chip 48, the phase relationship
between the incoming cable clock CABLE CLK1 and the
secondary PCI bus clock PCICLK2 is known since the PCI
clock PCICLK2 is generated from the cable clock. As a
result, no synchronization penalty exists for the output
pointer OUTPTR [1:0] in the downstream bridge chip 48,
and the output pointer can track the input pointer INPTR
[1:0] as closely as possible. A flip-flop 230, which is clocked
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on the negative edge of the clock PCLK, is used to avoid any
clock skew problems between the clock CCLK generated by
the PLL 182 and the clock PCLK generated by the PLL 180.
Though these two clocks have identical frequencies and
should be in phase with each other, there is an unknown
skew between the two clocks since they are gencrated from
two different PLLs. On the downstream side, the signal
EN_OUTCNT is the signal EN_INCNT latched on the
negative edge of the signal PCLK by the flip-flop 230. A
multiplexer 234 selects the output of the flip-Hop 230 since
the signal UPSTREAM _CHIP is low.

In the upstream bridge chip 26, the cable interface is
treated as completely asynchronous. The phase uncertainty
is due to the unknown phase shift of the cable 28 itself.
Designing for this uncertainty gives complete freedom on
the length of cable 28. What is known is thal the clocks in
the upstream and downstream bridge chips have the same
frequency, since they both have their origin in the upstream
PCI bus clock PCICLKL. In the upstream bridge chip 26, the
signal EN_OUTCNT is the signal EN_INCNT latched on
the positive edge of the clock PCLK by a flip-flop 232. The
multiplexer 234 selects the output of the flip-flop 232 since
the signal UPSTREAM _CHIP is high. The flip-flop 232
guarantees that even for the worst-case lineup of the cable

clock CABLE__CLK2 and the local PCI clock PCLK (one ,

complete PCLK period phase shift), there is valid data in the
FIFO 216 before the data is transmitted to the rest of the
chip.

Referring to FIG. 11, the cable data is received by the

slave cable interface 196 or 198 as three phase time- ;

multiplexed signals Al, A2 and A3; B1, B2 and B3; C1, C2
C3; and so forth. A previous transaction is completed in
periods TO, T1 and T2. Beginning in period T3, the first
phase data Al is presented to the register 218 and the first

phase indicator CCLKPHIN is pulsed high. On the falling ;

edge of CCLK3 in period T3, the data Al is loaded into the
register 218, and the local phase 1 indication signal PHI
DLY is pulsed high. In period T4, on the falling edge of
clock, the phase 1 data Al is loaded into the register 220, the
phase 2 data A2 is loaded into the register 218, and the phase
2 indication signal PHI2 DLY is pulsed high. In period T5,
on the falling edge of CCLK3, the phase 2 data is loaded into
the register 222, the phase 3 data A3 is loaded into the
register 218, and the phase 3 indication signal PHI3 _DLY
is pulsed high. In period T6, the contents of the registers 220,
222, and 218 are loaded into the selected entry of the FIFO
216 on the following edge of CCLK3. Also in period T6, the
data Bl is presented to the register 218 along with the
indication signal CCLKPHIL. Messages B and C are loaded
into the FIFO 216 in the same manner as message A in
subsequent periods.

Referring to FIG. 12, the input pointer INPTR [1:0] starts
at the value 0 in period TO on the rising edge of the clock
CCLK3. Also in period T0, message A is loaded into FIFO
0 on the falling edge of the clock CCLK3. In the downstream
bridge chip 48, the output pointer OUTPTR [1:0] is incre-
mented to the value 0 on the next rising edge of the clock
PCLK in period T3. Also in period T3, the input pointer
INPTR [1:0] is incremented to the value 1 on the rising edge
of the clock CCLK3, and message B is loaded into FIFO 1
on the falling edge of CCLK3. Cable data is thus loaded into
FIFOO0, FIFO1, FIFO2, and FIFO3 in a circular fashion.

On the upstream side, if the input pointer INPTR [1:0] is
0 in period 10, the output pointer OUTPTR [1:0] is incre-
mented to the value 0 in period T6, two PCLK periods after
the input pointer INPTR [1:0]. The two PCLK period lag in
the upstream bridge chip 26 allows the phase delay in the
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cable 28 to be of any value, which has the advantage that the
cable length need not be of a specific fixed value.

Referring to FIG. 13, the input and output flip flops on the
cable interface are custom-placed by the manufacturer of the
chips to minimize the skew between the cable data and the
clock passed with it. The amount of wire between each
flip-flop and the 1/0 are maintained as consistent as possible
between all cable interface signals.

Cable Message

Sixty bits of cable data constitute one message. The 60
bits are multiplexed onto 20 cable lines and are transmitted
each 10 ns over the cable 28. The table in FIG. 14 shows the
bits and the phase cach bit is assigned to. The first three
columns show the upstream-to-downstream data transfer
format, and the last three columns show the downstream-
to-upstream data transfer format. The following is a descrip-
tion of the signals.

EDC [7:0]: The signals are the eight syndrome bits used
1o detect and correct errors encountered in transmitling data
over the cable 28.

CAD [31:0]: The signals are the 32 address or data bits.

CFRAME__: The signal is used to signal the start and end
of a cable transaction, similar to the PCI FRAME _signal.

CCBE [3:0]_: The four bits form byte enables in some
PCI clock phases and either a PCI command or a message
code in other PCI clock phases.

CBUFF [3:0]: In the address phase, the signals indicate a
buffer number for initializing the bridge chip delayed
completion queue (DCQ) 148 to tic upstream and down-
stream delayed read completion (DRC) and delayed read
request (DRR) transactions. After the address phase, the
signals contain the parity bit, parity error indication and the
data ready signal.

COMPLETION REMOVED: The bit is used to signal
that a delayed completion has been removed from the
transaction ordering queue (TOQ) on the other side of the
cable 28.

PMW ACKNOWLEDGE: The bit is used to signal that a
posted memory write (PMW) has been completed on the
other side and has been removed from the transaction run
queue (TRQ).

LOCK_: The bit is transmitted downstream (but not
upstream) to identify locked cyeles.

SERR__: The bit is used to transmit an SERR__indication
upstream, but is not transmitted downstream.

INTSYNC and INTDATA: The bits carry the eight inter-
rupts from downstream to upstream in a serially multiplexed
format. The signal INTSYNC is the synchronization signal
indicating the start fo the interrupt sequence and the signal
INTDATA is the serial data bit. The signals INTSYNC and
INTDATA are routed on separate lines over the cable 28.

RESET SECONDARY BUS: The bit is asserted when the
CPU 14 writes to the secondary reset bit in a bridee control
register in the upstream bridge chip 26. It causes the
downstream bridge chip 48 to reset to a power up state. The
resel signals for the slots are also asserted. The signal
RESET secondary bus is routed on a separate line over the
cable 28.

Because the address and data in each PCI transaction is
multiplexed over the same lines, each PCI transaction
includes an address phase and at least one data phase (more
than one for burst transactions). The PCI specification also
supports single address transactions (32-bit addressing) and
dual-address transactions (64-bit addressing).
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Referring to FIG. 15A, a table shows what information
appears on each portion of the bus during address and data
phases of the single-address transactions. For a single
address transaction, the first phase is the address phase and
the second and subsequent phases are data phases. In the
address phase of a delayed read/write request transaction,
the signals CBUFF [3:0] indicate the DCQ buffer number for
initializing the bridge chip DCQ 148 1o tie upstream and
downstream DRC and DRR transactions. After the address
phase, the signal CBUFF [0] contains the parity bit. The
signals CCBE [3:0] _contain the PCI command in the
address phase and the byte enable bits in the data phases.

For posted memory write transactions, the signals CBUFF
[3:0] are “don’t care” in the address phase and contain the
data-ready indication, parity error indication, and parity bit
in the data phases.

In a delayed read/write completion transaction, the signals
CBUFF [3:0] contain the DCQ buffer numbers in the address
phase and the end-of-completion indication, data- ready
indication, parity error indication, and parity bit in the data
phases. The signals CCBE [3:0]__contain a code represent-
ing a DRC transaction in the address phase and the status
bits of the DRC transaction in the data phases, Delayed
completion transactions return the status of the destination
bus for each data phase. The data parity bit is transmitted on
CCBE [3] . Other status conditions are encoded on the
CCBE [2:0]_bus, with a binary value 000 indicating normal
completion and a binary value 001 indicating a target abort
condition. The address/data bits CAD [31:0] are “don’t care™
in the address phase and contain data during the data phases.

In a stream connect transaction, the signals CBUFF [3:01]
contain a buffer number in the address phase and the signal
CBUFF [2] contains the data-ready indication in the data
phases. The signals CCBE [3:0] contain a code representing
a stream connect transaction in the address phase and are
“don’t care” in the data phases. The address/data bits CAD
[31:0] are not used during a stream connect lransaction.

The table in FIG. 15B shows the encoding of the signals
for dual-address transactions. In delayed read/write request
transactions, the signals CBUFF [3:0] contain a buffer
number in the first and second address phases and the signal
CBUFF [0] contains the parity bit in the data phase. The
signals CCBE [3:0__ contain a code representing a dual-
address cycle in the first address phase, the PCI command in
the second address phase, and the byte enable bits in the data
phase. The signals CAD [31:0] contain the most significant
address bits in the first address phase, the least significant
address bits in the second address phase, and the data bits in
the data phase. In a dual-address posted memory write
transaction, the signals CBUFF [3:0] are “don’t care™ in the
first two address phases, but the signals CBUFF [1:0]
contain the parity error indication bit and the parity bit in the
data phases. The signals CCBE [3:0]_contain a code rep-
resenting a dual-address cycle in the first address phase, the
PCI command bits in the second address phase, and the byte
enable bits in the data phases. The signals CAD [31:0]
contain the most significant address bits in the first address
phase, the remaining address bits in the second address
phase, and the data bits in the data phases.

There are three possible states for the data transfer:
not-last, last-of-cable-transfer, and last-of- request. The not-
last state is indicated by asserting the bit CBUFF [2] while
FRAME is active, which indicates that another word of
data is being presented. The last-of-cable- transfer state is
indicated by asserting the bit CBUFF [2] while the signal
CFRAME _is inactive. The last-of-request slate is indicated

20

30

i
wn

40

6

@n

58
by asserting the bits CBUFF [3] and CBUFF [2] while the
signal CFRAME __is inactive.

The following four IEEE 1149.1 Boundary-Scan (JTAG)
signals are included in the cable 28 to effect a JTAG test
chain: TCK (the test clock), TDI (test data input), TDO (test
data output) and TMS (test mode select). The optional
TRST _is not transmitted down the cable, but TRST _can be
generated from power-good.

The JTAG signals are routed from the system PCI con-
nector through the upstream bridge chip 26, including JTAG
master 110, down the cable 28 to the downstream bridge
chip 48 to the JTAG master 128, which distributes the JTAG
signals to each of the six PCI slots on the secondary PCI bus
32. The return path is from the JTAG master 128, up the
cable 28 back to the upstream bridge chip 26 and then to the
PCI slot on the primary PCI bus 24, The signals TDO, TCK,
and TMS are downstream bound signals. The signal TDI is
an upstream bound signal.

One type of cable 28 that can be used is a cylindrical
50-pair shielded cable designed to support the High Perfor-
mance Parallel Interface (HIPPI) standard. A second type of
cable is a shielded 50-pair ribbon cable. The advantages of
the first are standardization, ruggedness and reliable uniform
manufacture. The advantages of the second are greater
mechanical flexibility, automatic termination to the connec-
tor in assembly and possibly lower cost.

The table of FIG. 16 shows some of the HIPPI cable
specifications. The ground shield consists of a braid over
aluminum tape and carries only minimum DC currents due
to the differential nature of the buffers to be used. The
method of signaling is true differential which provides
several advantages, with differential buffers used to send and
receive signals over the cable 28. First the true differential
method is less expensive than fiber optics for this short
distance and less complex to interface than other serial
methods. Differential signaling provides significant com-
mon mode noise immunity and common mode operating
range, is available in ASICs and is faster than TTL. When
using twisted pair and shielding, it minimizes electromag-
netic radiation. When using low voltage swings, it mini-
mizes power dissipation.

The signaling levels chosen as a target are described in the
IEEE Draft Standard for Low-Voltage Differential Signals
(LVDS) for Scaleable Coherent Interface (SCI), Draft 1.10
(May 5, 1995).

The cable connector is an AMP metallic shell 100-pin
connector with two rows of pins. The rows are 100 mils
apart and the pins are on 50-mil centers. The metal shell
provides EMI shielding and the connection of the ground
path from the cable shield to the board connector. The
mating right angle board connector just fits a PCI bracket.
The connector is to have a bar running between the rows of
pins to divert electrostatic discharges from the signal pins
when the connector is disconnected. A pair of thumb screws
attached to the cable connector will secure the mated con-
neclors.

Error Detection and Correction

An error detection and correction (EDC) method is imple-
mented on each bridge chip to protect communication over
the cable 28. Since the data is time-multiplexed into three
20-bit groups to be sent over 20 pairs of wires, each triplet
of “adjacent” bits (i.e., bits associated with the same wire in
the cable 28) is arranged so as to be transmitted on a single
wire pair. The EDC method can correct single-bit failures
and multi-bit failures occurring in the same bit position in

Toshiba_Apricorn 1010-0157
IPR2018-01067



5,943,482

59
cach of the three time- multiplexed phases. The multi-bit
failures are typically associated with a hardware failure, ¢.g.,
a broken or defective wire or a faulty pin on bridge chips 26,
48.

Twenty wire pairs of the cable 28 are used for downstream
communication and 20 more for upstream communication.
For the remaining ten pairs in the 50-pair HIPPI cable 28
(which pass such information as the clock signals CABLE
CLK1 and CABLE__CLK2, resel signals, and the power
good/PLL-lock signal), error detection and correction is not
implemented.

The following are the underlying assumptions for the
EDC algorithm. Most errors are single bit errors. The
probability of having random multiple-bit errors in the same
transaction is extremely remote because the cable 28 is not
susceptible to interference from internal or external sources.
Errors caused by a defective wire may affect a single bit or
a group of bits transmitted on that wire. When a hardware
failure occurs, the logic state of the corresponding differen-
tial buffer is in a single valid logic state.

Referring to FIG. 17, the output signals FIFOOUT [59:0]
from the multiplexer 228 in the slave cable interface 196 or
198 are provided to the input of a check bit generator 350,
which produces check bits CHKBIT [7:0]. The check bits
are generated according to the parity-check matrix shown in
FIG. 18, in which the first row corresponds to CHKBIT [0],
the second row corresponds to CHKBIT [1], and so forth.
The bits across a row correspond to data bits FIFOOUT
[0:59].

The check bits are generated by an exclusive-OR of all the
data bits FIFOOUT [X] (X is equal to 0-59), which have a
“1" value in the parity-check matrix. Thus, the check bit
CHEKBIT [0] is an exclusive-OR of data bits FIFOOUT [7],
FIFOOUT [8], FIFOOUT [9], FIFOOUT [12], FIFOOUT
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[13], FIFOUT [16], FIFOOUT [22], FIFOOUT [23],

FIFOOUT 8 24]), FIFOOUT [26], FIFOOUT [32],
FIFOOUT [33], FIFOOUT [34], FIFOOUT [35], FIFOOUT
[38], FIFOOUT [39], FIFOOUT [45], FIFOOUT [46],
FIFOOUT [48], FIFOOUT [49], FIFOOUT [51], and
FIFOOUT [52]. Similarly, the check bit CHKBIT [1] is an
exclusive-OR of bits 0, 1, 4, 5, 9, 10, 12, 14, 15, 16, 23, 27,
35, 37, 38, 40, 43, 46, 47, 48, 50, and 53. Check bits
CHKBIT [2:7] are generated in similar fashion according to
the parity-check maltrix of FIG. 18. The parity check matrix
is based upon the 20 sub-channels or wires per time-
multiplexed phase and a probability that multiple errors in
the accumulated data are attributable to a Faulty sub-channel
or wire that affects the same data position in each time-
multiplexed phase.

In the master cable interface 192 or 194, the check bits
CHEKBIT[7:0] are provided as error detection and correction
bits EDC [7:0] along with other cable data to allow error
correction logic in the slave cable interface 196 or 198 to
detect and correct data errors.

The check bits CHKBIT [7:0] are provided to a fix bit
generator 352, which generates fix bits FIXBIT [59:0]
according to the syndrome table shown in FIG. 19, The
check bits CHKBIT[7:0] have 256 (2%) possible values. The
syndrome table in FIG. 19 contains 256 possible positions.
Each of the 256 positions in the syndrome table contains 2
entries, the first entry being the hexadecimal value of the
check bits CHKBIT [7:0], and the second entry indicating
the cable data status associated with that position. Thus, for
example, a hexadecimal value 00 indicates a no-crror
condition, a hexadecimal value 01 indicates an error in data
bit 52, a hexadecimal value 02 indicates an error in data bit
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53, a hexadecimal value 03 indicates an uncorrectable error
(UNCER), and so forth.

The EDC logic is capable of detecting up to 3 erroneous
bits, as long as those data bits are adjacent, i.c., associated
with the same wire. Thus, for example, if the check bits
CHKBIT [7:0] contain a hexadecimal value 3D, then data
bits 3, 23, and 43 are erroncous. The cable 28 carries cable
data CABLE _DATA [19:0]. Thus, data bits FIFOOUT [3],
FIFOOUT [23], and FIFOOUT [43] are associated with the
fourth position of the cable data, ie., CABLE DATA [3].
The EDC method can also correct two-bit errors associated
with the same cable wire. Thus, for example, a hexadecimal
check bit value of OF indicates errors in data bits FIFOOUT
[4] and FIFOOUT [24], both associated with CABLE
DATA [4].

The fix bit generator 352 also produces signals NCERR
(uncorrectable error) and CRERR (correctable error). If no
error is indicated by the check bits, then the signals CRERR
(correctable error) and NCERR (non-correctable error) are
both deasserted low. In those positions in the syndrome table
containing the uncorrectable state UNCER, the signal
NCERR is asserted high and the signal CRERR is deasserted
low. Otherwise, where a correctable data error is indicated,
the signal NCERR is deasserted low and the signals CRERR
is asserted high.

The lower 52 bits of the fix bits FIXBIT [51:0] are
provided to one input of 52 exclusive-OR gates 354, whose
other input receives one of each the lower 52 bits of the
FIFO data FIFOOUT [51:0]. The upper 8 FIFO bits
FIFOOUT [59:52], allocated to the error detection and
correction bits EDC[7:0], are used to generate the check bits
and the syndrome bits, but are not subject to error correction.
The exclusive-OR gates 354 perform a bit-wise exclusive-
OR operation of the fix bits FIXBIT [51:0] and the data bits
FIFOOUT [51:0]. If the data signals FIFOOUT [51:0]
conlain correctable, erroncous data bits, those data bits are
flipped by the exclusive-OR operation. The exclusive-OR
gates 354 provide the corrected data CORRMSG [51:0] 1o
the 1 input of a multiplexer 360. The O input of the
multiplexer 360 receives the data bits FIFOOUT [51:0], and
the multiplexer 360 is sclected by a configuration signal
CFG2 C_ENABLE _ECC. The output of the multiplexer
360 produces signals MUXMSGI [51:0]. If the system
soltware enables error detection and correction by setting
the signal CFG2C_ENABLE _ECC high, then the multi-
plexer 360 selects the corrected data CORRMSG [51:0] for
output. Otherwise, if error detection and correction is
disabled, the data bits FIFOOUT [51:0] are used.

The non-correctable and correctable error indicators
NCERR and CRERR are provided to inputs of AND gates
356 and 358, respectively. The AND gates 356 and 358 are
enabled by the signal CFG2C_ENABLE__ECC. The out-
puts of the AND gates 356 and 358 produce signals
C_NLERR and C_CRERR, respectively. The signals
C_NLERR and C_CRERR can be asserted only if error
detection and correction is enabled. When an error is
detected, the fix bits are latched and used for diagnostic
purposes.

Il a correctable error is indicated (the signal C_ CRERR
is high), then an interrupt is generated to the interrupt
receiving block 132, forwarded up to the interrupt output
block 114, and then transmitted to the system interrupt
controller and then to the CPU 14 1o invoke an interrupt
handler. Non-correctable errors indicated by the signal
C_NCERR will cause the system error SERR 1o be
asserted, which in turn causes the system interrupt controller
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(not shown) to assert the non-maskable interrupt (NMI) to
the CPU 14. In the downstream bridge chip 48, non-
correctable errors will also cause the power-good/PLL lock
indication bit sent up the cable 28 to be negated so that the
upstream bridge chip 26 does not send cycles downstream.
To prevent spurious interrupts during and just after power-
up, error detection and correction on both the upstream and
downstream bridge chips is disabled during power-up until
the upstream PLL 186 and downstream PLL 182 have
locked to the clock CABLE CLK1 or CABLE CLK2.

System management software responding to the
correctable-error interrupt determines the cause by reading
the latched fix bits. Il a hardware failure is determined (e.g.,
multiple data error bits associated with the same cable wire),
then the system management software can notify the user of
the condition to fix the hardware failure. The system man-
agement software responds to SERR _caused by an uncor-
rectable error by shutting down the system or performing
other functions programmed by the user.

Secondary Bus Arbiter

Referring to FIG. 3, each bridge chip includes a PCI
arbiter 116 or 124. Since the upstream bridge chip 26 is
normally installed in a slot, the PCI arbiter 116 is disabled.
The PCI arbiter 124 supports 8 masters: 7 generic PCI
masters (REQ [7:1] , GNT [7:1] ) including the six PCI
slots and the hot plug controller in the SIO 50, and the bridge
chip itself (BLREQ_, BLGNT_). The signals BLREQ__
and BLGNT _are routed from and to the PCI master block
123. The bridge chip asserts the signal BLREQ__if a trans-
action from the CPU 14 targeted for the secondary PCI bus
32 is received by the upstream and downstream bridge chips
26 and 48. The request and grant lines REQ [1] _and GNT
[1] for the SIO 50 are routed internally in the downstream

bridge chip 48. The PCI arbiter 124 inserts a PCICLK2 delay ™

between negation of a GNT _signal for one master and the
assertion of a GNT _signal for another master.

In the downstream bridge chip 48, the PCI arbiter 124 is
enabled or disabled based on the sampled value of REQ
[7]__at the rising edge of the signal PCIRST2 . If the bridge
chip 48 samples REQ [7] low on PCIRST2 , it will
disable the PCI arbiter 124. If the PCI arbiter 124 is disabled,
then an external arbiter (not shown) is used and the hot plug
request is driven out on the REQ [1]_pin and hot plug grant
is input on the GNT [1]_ pin. The bridge PCI bus request is
driven out on the REQ [2] pin and its grant is input on the
GNT[2] _pin. If the bridge chip 48 samples REQ [7] _high
on PCIRST2_, it will enable the PCI arbiter 124.

The PCI arbiter 124 negates a master’s GNT_signal
either to service a higher priority initiator, or in response to
the master's REQ_ signal being negated. Once its GNT
signal is negated, the current bus master maintains owner-
ship of the bus until the bus returns to idle.

If no PCI agents are currently using or requesting the bus,
the PCI arbiter 124 does one of two things depending on the
value of a PARKMSTRSEL configuration register in the
configuration space 125. If the register contains the value 0,
the PCI arbiter 124 uses the last active master to park on the
bus 32; if it contains the value 1, then the bus is parked at
the bridge chip 48.

The PCI arbiter 124 includes a PCI minimum grant timer
304 (FIG. 21) which controls the minimum active time of all
the GNT__signals. The default value for the timer 304 is the
hexadecimal value 0000 which indicates that there is no
minimum grant time requirement. The timer 304 can be
programmed with a value from 1 to 255, to indicate the
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number of PCICLK2 clock periods the GNT _line is active.
Alternatively, an individual minimum grant timer can be
assigned 1o each PCI master on the secondary bus 32 to
provide more flexibility. The minimum grant time is appli-
cable only when the current master is asserting its REQ
signal. Once the REQ signal is deasserted, the GNT
signal can be removed regardless of the minimum grant time
value.

Referring to FIG. 20A, in normal operation, the PCI
arbiter 124 implements a round-robin priority scheme
(sccond level arbitration scheme). The eight masters in the
round- robin scheme include devices connected to the six
slots of the expansion box 30, the SIO 50, and a posted
memory write (PMW) request from the upstream bridge
chip 26. All masters on the PCI bus 32 in this scheme have
the same priority as the bridge chip 48. After a master has
been granted the secondary PCI bus 32 and the master has
asserted the FRAME _signal, the bus is re-arbitrated and the
current master is put on the bottom of the round-robin stack.
If the master negates its request or the minimum grant limer
304 expires, the PCI bus 32 is granted 1o the next highest
priority master. Locked cycles are not treated any differently
by the PCI arbiter 124.

In response 1o certain evenis, the arbitration scheme is
modified to optimize system performance. The events
include: 1) an upstream-to-downstream delayed read or
delayed write request is pending, 2) a downstream-to-
upstream delayed read request is pending with no read
completion indication provided, and 3) a streaming possi-
bility exists while the bridge chip 26 is the current master on
the upstream bus 24.

When a delayed request is detected, the bridge chip 48
becomes the next master to be granted the secondary PCI
bus 32, Once the bridge chip 48 is granted the bus 32, it
maintains ownership of the bus 32 until it completes all
outstanding delayed requests or one of its cycles is retried.
If the bridge chip 48 is retried, then a two-level arbitration
scheme is implemented by the arbiter 124. One primary
cause of the bridge chip read cycle being retried is that the
target device is a bridge with a posted write buffer that needs
to be flushed. In this case, the optimum operation is to grant
the bus 32 to the retrying target to allow it to empty its
posted write buffer so it can accept the bridge chip read
request.

Referring to FIG. 20B, the two-level arbitration protocol
includes a first level arbitration scheme which is a round-
robin scheme among three possible masters: the delayed
request from the CPU 14, a request from the retrying master,
and a master selected by the second-level arbitration
scheme. Each of the three masters in the first-level arbitra-
tion scheme is guaranteed every third arbitration slot. For
memory cycles, the slot associated with the retrying target
can be determined from targel memory range configuration
registers in the configuration space 125 of the bridge chip
48, which store the memory range associated with cach PCI
device. If the retrying master cannot be determined (as in the
case of an I/O read), or if the retrying master is not
requesting the secondary bus 32, then the first level arbitra-
tion scheme would be between the bridge chip 48 and a
level-two master.

The retrying master is not masked from the level-two
arbitration. Thus, it is possible for it 1o have two back-to-
back arbitration wins if it is the next master in the level-two
arbitration scheme.

For example, if an upstream-to-downstream read is retried
and Master C (the retrying master) is requesting the bus 32
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as well as Master B and Master E, the order of the bus grants
would be as follows in descending order: the bridge chip 48,
the retrying master (Master C), Master C, the bridge chip 48,
the retrying master C, Master E, the bridge chip 48, and so
forth, until the bridge chip 48 is able to complete its
transaction and the PCI arbiter 124 reverts back to its
level-two arbitration scheme for normal operation.

If, as another example, the bridge chip read is retried and
the only other requesting masters are Master A and Master
D (i.e., the retrying master is not requesting the bus or it
could not be identified because it is accessing 1/0 space), the
order of the bus grants is as follows: the bridge chip 48,
Master A, the bridge chip 48, Master D, and so forth.

The two-level arbitration scheme gives delayed requests
from the CPU 14 the highest priority. Although this arbitra-
tion method favors heavily the CPU 14, every requesting
device on the bus 32 is eventually granted the PCI bus 32.
By so doing, there is less chance that the other secondary bus
masters would be starved when a PCI bridge chip request is
retried.

Referring to FIG. 21, the PCI arbiter 124 includes an .2
state machine 302 to implement the level-two round-robin
arbitration scheme. The L2 stale machine 302 receives
signals RR_ MAST [2:0], which indicate the current round-
robin master. The 1.2 state machine 302 also receives request
signals RR_REQ [7:0], corresponding 1o the 8 possible
masters of the secondary PCI bus 32. Based on the current
master and the state of the request signals, the 12 state
machine 302 generales a value representing the next round-
robin master. The output of the 1.2 state machine 302 is
provided to the 0 input of a 6:3 multiplexer 306, whose 1
input receives signals Q2A  STRMAST [2:0]. The select
input of the multiplexer 306 receives a signal STREAM
REQ, which is asserted high by an AND gate 308 when a
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streaming opportunity exists (Q2A_STREAM is high), the

streaming master on the secondary PCI bus 32 is asserting
its request line (MY REQ [QZA_STRMAST [2:0]] is
high), and a delayed request is not pending (BAL DEL
REQ is low).

The output of the multiplexer 306 drives signals N RR
MAST [2:0] which represent the next round-robin master in
the level-two arbitration scheme. The signals N_RR
MAST [2:0] are received by an L1 state machine 300, which
also receives the following signals: a signal RTRYMAST
REQ (which represents the request of the retrying bus
master); a signal MIN _ GRANT (which is asserted when the
minimum grant timer 304 times out); the delayed request
signal BAL_DEL_REQ; the stream request signal
STREAM__REQ; a signal CURMAST _REQ (indicating
that the current master is maintaining assertion of its request
signal); a signal ANY SLOT _REQ (which is asserted high
if any of the request signals REQ [7:1] _, but not including
the bridge chip request BLREQ_, is asserted); and signals
state machine 300). The L1 state machine 300 selects one of
the three possible 1.1 masters, including the retrying master
(RTRYMAST _REQ), the delayed request from the bridge
chip 48 (BAL_DEL_REQ), and the level-two master
(ANY_ SLOT REQ).

The retrying master request signal RTRYMAST _REQ is
generated by an AND gate 312, which receives the signal
BAL_DEL_REQ, the signal MY_REQ [RTRY_MAT
[2:0]] (which indicates if the retrying master is asserting its
request), and the output of an OR gate 310. The inputs of the
OR gate 310 receive the signals RTRY _MAST [2:0]. Thus,
if a retrying master has been identified (RTRY _MAST [2:0]
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is non-zero), a delayed request is present (BAL  DEL.
REQ is high), and the retrying master has asserted its
request, then the signal RTRYMAST REQ is asserted.

The L1 state machine 300 generates signals N__LISTATE
[1:0] (representing the next state of the L1 state machine
300), as well as signals N_CURMAST [2:0] (representing
the next master according to the level-two arbitration
scheme). The L1 state machine 300 also generates a signal
OPEN_ WINDOW, which indicates when a re-arbitration
window exists for a grant state machine 306 to change
masters on the secondary PCI bus 32. A signal ADV_RR.
MAST provided by the L1 state machine 300 indicates 1o the
grant state machine 306 when to load the value of the signals
N_RR__MAST [2:0] into the signals RR__MAST [2:0] 10
advance the next level-two round-robin master.

The grant state machine 306 outputs grant signals GNT
[7:0] as well as a signal CHANGING _GNT to indicate that
ownership of the bus 32 is changing. The grant signals GNT
[7:1] _ are inverted from the GNT [7:1] signals, and the
grant signal BLGNT _ is inverted from the GNT [0] signal.
The grant state machine 306 also generales signals
LISTATE [1:0] and signals RR_ MAST [2:0].

The minimum grant timer 304 is clocked by the signal
PCLK and generates the signal MIN _GRANT. The mini-
mum grant timer 304 also receives the signal CHANGING _
GNT and NEW_FRAME (indicating a new FRAME
signal has been asserted). The initial value of the minimum
grant timer 304 is loaded as a value {CFG2A__MINGNT
[3:0], 0000}, with the signals CFG2ZA_MINGNT [3:0]
being stored configuration bits in the configuration space
125 which define the initial value of the minimum grant
timer 304. The minimum grant timer 304 is re-loaded after
it has counted down to zero and the signal CHANGING
GNT is asserted high. Aflter the minimum grant timer 304 is
loaded with a new value, it begins decrementing when the
signal NEW_FRAME is asserted high and the signal
CHANGING__GNT is deasserted low by the grant state
machine 306, which indicates that a new transaction has
started on the PCI bus 32.

Signals MY_REQ [7:1] are generated by a NOR gate
314, whose inputs receive the request signals REQ [7:1]
and mask signals Q2AMASKREQ [7:1]. Assertion of the
mask bit Q2AMASKREQ [X], X=1-7, masks the request
REQ [X]_ of the corresponding master, which prevents the
PCI arbiter 124 from responding to the request signal. A
signal MY __REQ [0] is driven by an inverter 316, which
receives the bridge request BLREQ .

Referring to FIG. 22 the grant state machine 306 includes
four states: PARK, GNT, IDLE4GNT, and IDLE4PARK. On
assertion of a reset signal RESET (generated from the PCI
reset signal PCIRST2 ), the grant state machine 306 enters
state PARK, where it remains while a signal ANY __REQ is
deasserted. The signal ANY__REQ is asserted high if any of
the request lines to the PCI arbiter 124 is asserted. In the
PARK state, the PCI—PCI bridge 48 is parked as the owner
of the PCI bus 32 when another request is not present.

If the signal ANY REQ is asserted, the grant state
machine 306 transitions from state PARK to state
IDLE4GNT, and the signal CHANGING__GNT is asserted
high to indicate that the PCI arbiter 124 is changing masters.
The grant signals GNT [7:0] are cleared to all zeros, and the
signals CURMAST [2:0] are updated with the value of the
next master N_CURMAST [2:0]. In addition, the round-
robin master signals RR_ MAST [2:0] are updated with the
next round-robin master value N_RR__MAST [2:0] if the
signal ADV_RR__MAST is asserted by the 1.1 300. The
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signal ADV_RR__MAST when high indicates that the next
L1 master is one of the [2 masters.

From state IDLE4GNT, the grant state machine 306 next
transitions to the GN'T state, and the signals GNT [7:0] are
set to the state of new grant signals NEWGNT [7:0] and the
signal CHANGING_GNT is negated low. The signals
NEWGNT [7:0] are based on the state of the current master
signals CURMAST [2:0], as shown in FIG. 24.

From state GNT, three transitions are possible. The grant
state machine 306 returns to the PARK state if an arbitration
window is open (OPEN_WINDOW is high), no request is
pending (ANY__REQ is low), the PCI bus 32 is idle (BUS
IDLE is high), and the next master is the current master (i.c.,
the current master is the parking master). In the transition
back from the GNT state to the PARK state, the signals
LISTATE [1:0] are updated with the signals N_L1STATE
[1:0]. However, if no requests are pending and the bus is
idle, but the current master is not the parking master (i.c., the
signals N_CURMAST [2:0] are not equal to the value of the
signals CURMAST [2:0]), an idle state is needed and the
grant state machine 306 transitions from the GNT state to the
IDLE4PARK state. The L1 state values LISTATE [1:0] are
updated. From the IDLE4PARK state, the grant state
machine 306 iransitions to the PARK state, setting the grant

signals GNT [7:0] equal to the new grant signals NEWGNT -

[7:0] 1o grant the PCI bus 32 to the new master. The signal
CHANGING__GNT is also negated low.

If the arbitration window opens up (OPEN_ WINDOW is

high), and the next master is not the current master (the

signals N CURMAST [2:0] are not equal to the signals
CURMAST [2:0]), then the grant state machine 306 transi-
tions to the idle state IDLE4GNT to change bus master
grants. In the transition, the signal CHANGING GNT is
asserted high, the signals GNT [7:0] are cleared to all zeros,
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the signals CURMAST [2:0] are updated with the next

master value N CURMAST [2:0], and the L1 state signals
LISTATE [1:0] are updated with the next state value
N_LISTATE [1:0]. In addition, the round-robin master
signals RR__MAST [2:0] are updated with the next round-
robin master N_RR_MAST [2:0] if the signal ADV_RR__
MAST is asserted high. The grant signals GNT[7:0] are then
assigned to the value NEWGNT [7:0] in the transition from
the IDLE4GNT state to the GNT state.

Referring to FIG. 23, the .1 state machine 300 (FIG. 21)
starts in state RR upon assertion of the RESET signal, where
the state machine 300 remains while a delayed request signal
BAL_DEL_REQ is negated low (indicating there is no
delayed request pending). While in the RR state, the signal
ADV_RR _MAST is asserted high to allow the grant state
machine 306 to update the round-robin master (i.e., setting
signals RR_ MAST [2:0] equal to the value N RR_ MAST
[2:0]. The RR state is the round-robin state in which the
level-two arbitration scheme is used. While in the RR state,
the next master signals N CURMAST [2:0] are set equal to
the next round-robin master N_RR__MAST [2:0], and the
signal OPEN_ WINDOW is set high if a stream request
opportunity exists (STREAM __REQ is high), or the mini-
mum grant timer 304 has expired (MIN_GRANT is high),
or the current master has negated its request (CURMAST
REQ goes low). When asserted high, the signal OPEN
WINDOW allows a new arbitration to take place.

If a delayed request is detected (BAL_DEL__REQ goes
high), the L1 state machine 300 transitions from the RR state
to the BAL state, setting the next master state
N_CURMAST [2:0] as the bridge chip 48 and deasserting
the signal ADV_RR_MAST to disable the level-two
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round-robin arbitration. In the BAL state, the signal OPEN
WINDOW is asserted high if the delayed request is deas-
serted (BAL__DEL__REQ goes low) or the delayed request
has been retried (BAL__RETRIED goes high). If the signal
BAL_DEL_REQ is negated low, or if the delayed request
BAL_ DEL_REQ is asserted high but the retrying master
request is negated low (RTRYMAST _REQ is low) and the
slot request ANY SLOT_REQ is asserted high, then the
L1 state machine 300 transitions back to the RR state. In the
transition, the signal ADV__RR_ MAST is asserted high and
the next master signals N_CURMAST [2:0] are set equal to
the next round-robin master N_RR__MAST [2:0]. If the
signal BALL_DEL_REQ is deasserted, that indicates that
the arbiter 124 should revert back to the level-two round-
robin scheme. If the delayed request signal is asserted but
the retrying master request is negated, then the level-one
arbitration scheme is between the slots on the PCI bus 32
and the bridge chip 48.

If both the delayed request BAL__DEL__REQ and the
retrying master request RTRYMAST  REQ are asserted,
then the L1 state machine 300 transitions from state BAL to
state RETRY MAST, and the retrying master is set as the
next master (N_CURMAST [2:0] is set equal to RTRY
MAST [2:0]). The signal ADV_RR_MAST is maintained
low. In the RETRY _MAST state, if none of the PCI slot
maslers are asserting a request (ANY_SLOT_REQ is low),
then the level-one arbitration scheme is between the retrying
master and the bridge chip 48, and the L1 state machine 300
transitions back to the BAL state. The bridge chip 48 is set
as the next master (N CURMAST [2:01] is equal to the
state BALBOA), and the signal ADV_RR__MAST is main-
tained low. However, the L1 state machine 300 transitions
from the RETRY MAST state to the RR state if any one of
the slot masters is asserting a request (ANY _SLOT REQ
is high). In the transition, the signal ADV_RR__MAST is
asserted high, and the next round robin robin master is set as
the next master (N__CURMAST [2:0] is set equal N_RR_
MAST [2:0]).

To take advantage of the streaming capabilities of the
bridge chip, when data for a DRC starts arriving from the
cable 28, the master associated with that DRC becomes the
highest priority device (assuming its REQ __ is asserted).
This allows the master to receive the data stream coming
down the cable 28 while the window of opportunity is there
for streaming. If the bridge chip 48 cannot connect the
master before the DRC queue fills up, then the upstream
bridge chip 24 will disconnect and only a portion of the data
would be passed to the requesting master, necessitating the
master 1o issue another read request on the upstream bus 24,
The streaming master retains the highest priority as long as
DRC data continues to arrive from the cable 28. If the master
repeats a different eyele/address, it will be retried, but it will
maintain ownership of the secondary PCI bus 32 until its
request goes away or the opportunity for streaming passes.

Retrying Requests and Multi-Threaded Masters

Since each bridge chip is a delayed transaction device, if
a device on the downstream bus 32 issues a read request
destined for an upstream target, the downstream bridge chip
48 will issue a retry transaction (described in the PCI
specification) on the secondary bus 32 and forward the
request up the cable 28. The retry transaction causes the
requesting master to give up control of the PCI bus 32 and
negate its REQ__ line. After negating its REQ__ line, the
retricd master will re-assert a request for the same cycle at
a later time, which may result in its GNT _ being asserted (if
its REQ__ line is not masked) and the bus master being
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retried again until the read completion indication is asserted
in the downstream bridge chip 48.

Referring to FIG. 25, 1o avoid the unnecessary servicing
of retry requests, the REQ__ line of a secondary bus master
which issues a retried delayed read or write request is
masked by asserting the appropriate one of signals Q2A
MASK__REQ [7:1] (requests from the bridge chip 48 which
are retried are not masked) until the delayed completion
returns. In this fashion, other requesting masters are given
priority to get their requests in. As soon as the first infor-
mation associated with the delayed completion is returned,
the REQ__ line of the corresponding master is unmasked and
the retried master is able to enter arbitration again.

However, a special case exists for multi-threaded (or
multi-headed) masters on the downstream bus 32 (FIG.
26B), which are able to assert a first request, get retried, and
come back with a different request. One such multi-threaded
bus device is a PCI—PCI bridge 323 connecting the sec-
ondary PCI bus 32 and a subordinate PCI bus 325. The bus
325 is connected to network interface cards (NICs) 327A
and 327B which are connected 1o two different networks.
Thus, if the request from the NIC 327A for the primary PCI
bus 32 is retried by the bridge chip 48, the NIC 327B can
generale a different request. In this case, the REQ__ lines of
the multi-threaded masters are not masked, as indicated by
the signal CFG2Q _MULTI_ MASTER [X] being set high.

A status register 326 determines if a slot is single-or
multi-threaded. On reset, the register 326 is cleared 1o
assume thal each secondary bus device is single-threaded.
Each slot is then monitored to determine if it requests a
different cycle while another eycle from the same master is
pending. If multi-threaded behavior is observed in a master,
then that master is marked as such by setting the corre-
sponding bit CFG2Q_MULTI_MASTER [X] high.

The input of the status register 326 is connected to the
output of a 14:7 multiplexer 328, whose 0 input is connected
to the output of a 14:7 multiplexer 330 and whose 1 input is
connecled to address bits P2Q_AD [22:16]. A select signal
CFGWR__MM selects the 0 and 1 inputs of the multiplexer
328. When asserted high, the signal CFGWR__MM causes
a configuration write of the status register 326 from the data
bits P2Q__AD [22:16], allowing software control of the bits
in the register 326. The 1 input of the multiplexer 330
receives multi-master signals MULTI_MASTER [7:1], the
0 input receives the output of the register 326, and the
multiplexer 330 is selected by a signal MULTI_SEL. The
signal MULTI_SEL is generated by an AND gate 338,
whose first input receives a signal Q2PIF_CHECK _CYC
(asserted high to indicate that the current transaction infor-
mation should be checked with information stored in the
queue block 127 for a match, such as during a delayed
memory read or write request from a bus device on the
secondary PCI bus 32), and the other inpul receives the
inverted state of a signal DCQ__HIT (indicating that the
current address information does not match the address
information associated with a pending request of the
requesting master in the DCQ 148). Thus, if a failed com-
parison occurred, the value of-signals CFG2Q_ MULTI
MASTER [7:1] is updated.

Abit MULTI MASTER [X] is asserted high if master X
has a pending request that has been retried, and master X
subsequently comes back with a different request. This is
checked by comparing the transaction information (e.g.,
address, byte enables, data for a write) of the pending
request with the address of the new request. A failed
comparison indicates that the master is multi-threaded. Once
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a multi-master configuration bit CFG2Q_ MULTI
MASTER [X] (X=1-7) is set high, the bit is maintained
high.

The signals MULTI_ MASTER [7:1] are gencrated by a
decoder 336. The decoder 336 receives signals Q2PIF
SLOT [2:0] (slot number for the current delayed request
from a master), Q [7:0] _MASTER [2:0] (the master
associated with each of the eight buffers in the DCQ 148),
Q[7:0] COMPLETE (the completion status of each of the
eight queues), and Q [7:0] PART COMPLETE (the par-
tial completion status of each of the buffers in the delayed
completion queue). For example, if the signal
QO_MASTER [2:0] contains the value 4, then that indi-
cates DCQ buffer 0 stores the transaction information of a
delayed request from the bus device in slot 4. The signal
QY _COMPLETE, Y=0-7, if asserted high indicates if
DCQ buffer Y has received all the data associated with
delayed request transaction. The signal QY PART
COMPLETE, Y=0-7, if asserted high indicates that DCQ
buffer Y has been allocated as the DCQ buffer for a delayed
transaction of one of the masters but all the data associated
with the delayed transaction has not been received.

If the current slot number Q2PIF SLOT [2:0] is equal to
the value of any one of the eight queue master indication
signals Q [7:0]  MASTER [2:0], and the corresponding
DCQ buffer is in the complete or part complete state, then
the corresponding one of the bits MULTI_MASTER [7:1]
is set high if the signal DCQ_HIT is low and the signal
Q2PIF_CHECK_CYC is high. Thus, for example, if the
signal Q2PIF _SLOT [2:0] contains the value 2, indicating
that the device in slot 2 is the current master of the delayed
request, and DCQ buffer 5 is storing a pending request for
the slot 2 master (Q5_ MASTER [2:0] =5), and ecither of
signals Q5 COMPLETE or Q5 _PART COMPLETE is
high, and if the signal Q2PIF_CHECK_CYC is high and
the signal DCQ_HIT is low, then the bit MULTIT 77
MASTER [2] is set high to indicate that the slot 2 device is
a multi-threaded master.

A mask request generation block 332 produces signals
Q2A_MASK_REQ [X] (X=1-7) in response 1o signals Q
[7:0] _MASTER [2:0], Q [7:0] _STATE [3:0]) (which indi-
cates the state of delayed completion queues 0-7), SLOT
WITH_DATA [7:0] (which indicate if delayed completion
Qs 0-7 contain valid data), CFG2Q_MULTI_MASTER
[X] (X=1-T7), CFG2Q__ALWAYS_ MASK, and CFG2Q__
NEVER  MASK.

Referring to FIG. 26A, the mask request generation block
332 includes a 2:1 multiplexer 320 for producing the signal
Q2A MASK_REQ [X] (X=1-7). The 1 input of the mul-
tiplexer 320 is connected to the output of an OR gate 322 and
the 0 input is tied low. The select input of the multiplexer
320 is driven by a signal MASK_ MUXSEL. One input of
the OR gate 322 is connected 1o the output of a NOR gate
324, which receives a signal CFG2Q_MULTI_MASTER
[X] (indicating a multi-threaded master), and the other input
receives a signal CFG20Q_NEVER _MASK (a configura-
tion bit indicating that the request line should not be masked
if a multi-threaded master is detected). The other input of the
OR gate 322 receives a signal CFG2Q_ ALWAYS__MASK,
which is a configuration bit indicating that the corresponding
mask bit Q2A_ MASK_REQ [X] should always be masked
if the signal MUXSEL is asserted high. The signal MASK
MUXSEL is asserted high if the request from the secondary
bus master is not to data already existing in the queue block
127, i.c., the request must be transmitted 1o the primary PCI
bus 24. Thus each time a request is transmitted from a device
on the secondary PCI bus 32 upstream to the primary PCI
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bus 24, a check is performed on bits CFG2Q_ MULTI
MASTER [7:1] to determine if a multi-threaded master has
been detected.

The masking of requests can be overridden by setting the
appropriate bits in the configuration registers 125. The
available modes include: 1) normal mode in which request
masking is enabled except if multi-threaded master
(CFG2Q_NEVER_MASK=0, CFG2Q_ALWAYS.
MASK=0), 2) always mask mode in which requests from
retried masters are masked even if multi-threaded (CFG2Q
ALWAYS_MASK=1), and 3) never mask mode in which
the requests are never masked (CFG2Q__NEVER _ MASK=
1, CFG2Q_ ALWAYS MASKED =0).

Expansion Card Insertion and Removal Connecting
Expansion Cards

As shown in FIGS. 1 and 27A, the two expansion boxes
30a and 30b, of common design 30, each have the six

hot-plug slots 36 (36a—f) in which the conventional expan-

sion cards 807 can be inserted and removed (hot-plugged)
while the computer system 10 remains powered up. The six
mechanical levers 802 are used to selectively secure (when
closed, or latched) the expansion cards 807 that are inserted

into corresponding hot-plug slots 36. For purposes of ,

removing or inserting the expansion card 807 into one of the
slots 36, the corresponding lever 802 must be opened, or
unlatched, and as long as the lever 802 is opened, the
corresponding slot 36 remains powered down.

When the lever 802 that secures the expansion card 807 3

to its slot 36 is opened, the computer system 10 senses this
occurrence and powers down the card 807 (and correspond-
ing slot 36) before the card 807 can be removed from its slot
36. Slots 36 that are powered down, like other slots 36 not

holding cards 807, remain powered down until software of 3

the computer system 10 selectively powers up the slots 36.

The card 46 inserted into the card slot 34 has the bridge
chip 48 that monitors the securement status (open or closed)
of the levers 802 and powers down any card 807 (and
corresponding slot 36) that is not secured by its lever 802.
Software of the computer system 10 can also selectively
power down any one of the slots 36.

The cards 807 are powered up through a power up
sequence and powered down through a power down
sequence. In the power up sequence, power is first supplied
to the card 807 being powered up, and thereafier, a PCI clock
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signal (from the PCI bus 32) is furnished to the card 807
being powered up. Remaining PCI bus signal lines of the
card 807 are then coupled to corresponding lines of the PCI
bus 32. Lastly, the reset signal for the card 807 being
powered up is negated which brings the card 807 out of
resel.

The power up sequence allows the circuitry of the card
807 being powered up to become fully functional with the
PCT clock signal before the remaining PCI bus signals are
provided. When the clock signal and remaining PCI bus
signals are connected to the card 807 and before the card 807
is reset, the bridge chip 48 has control of the PCI bus 32.
Because the bridge chip 48 has control of the PCI bus 32
during these times, potential glitches on the PCI bus 32 from
the power up sequence do not disturb operations of the cards
807 that are powered up.

In the power down sequence, the card 807 being powered
down is first reset. Next, the PCI bus signals, excluding the
PCI clock signal, are removed from the card 807. The bridge
chip 48 subsequently disconnects the PCI clock signal from
the card 807 before power from the card 807 is removed.
The power down sequence minimizes the propagation of
false signals from the card 807 being powered down 1o the
bus 32 because circuitry on the card 807 remains fully
functional until the PCI bus signal lines are removed.

When the PCI clock signal and remaining PCI bus signals
are disconnected, and when the card 807 is reset, the bridge
chip 48 has control of the PCI bus 32. Because the bridge
chip 48 has control of the PCI bus 32 during these times,
potential glitches on the PCI bus 32 from the power down
sequence do not disturb operations of the cards 807 that are
powered up.

The bridge chip 48 includes the Serial Input/Output (510)
circuit 50 which controls the power up and power down
sequences of the slots 36 through twenty-four control signals
POUT [39:16]. The control signals POUT [39:16] arc a
subset of forty output control signals POUT [39:0] generated
by the SIO circuit 50. The control signals POUT [39:16] are
latched versions of slot bus enable signals BUSEN#{5:0],
slot power enable signals PWREN [5:0], slot clock enable
signals CLKEN#{5:0] and slot reset signals RST#[5:0], all
internal signals of the SIO circuit 50, further described
below. The control signals POUT [39:0] and their relation-

* ship to the signals BUSEN#{5:0], PWREN [5:0], CLKEN#

[5:0] and RST#[5:0] are described in the following table:

PARALLEL OUTPUT CONTROL SIGNALS (POUT]39:0[)

ASSOCIATED

SIGNAL CONTROL WHEN SIGNAL
POSITION  DESCRIPTION SIGNALS IS ACTIVE

0-11 Control signals for LEDs 54

12-15 General purpose oulput signals GPOA|3:0]

16 Reset signal for slot 36a (RST¥[O]) Low

17 Reset signal for slot 36b (RSTH#1]) Low

18 Reset signal for slot 36¢ (RSTH2]) Low

19 Resel signal for slot 36d (RST#[3]) Low

20 Reset signal for slot 36e (RSTH#4]) Low

21 Reset signal for slot 36f (RST#{5]) Low

22 Clock enable signal for slot 36a (CLKEN#O]) Low

23 Clock enable signal for slot 36b (CLEEN#{1]) Low

24 Clock enable signal for slot 36¢ (CLKEN#[2]) Low

25 Clock enable signal for slot 36d (CLKEN#{3]) Low

26 Clock enable signal for slot 36 (CLKEN#[4]) Low

27 Clock enable signal for slot 36f (CLKEN#{5]) Low

28 Bus enable signal for slot 36a (BUSEN#[0]) Low
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-continued
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PARALLEL OUTPUT CONTROL SIGNALS (POUT]39:0])

ASSOCIATED

SIGNAL CONTROL WHEN SIGNAL
POSITION  DESCRIPTION SIGNALS IS ACTIVE
29 Bus enable signal for slot 36b (BUSEN#1]) Low
30 Bus enable signal for slot 36¢ (BUSEN#[2]) Low
31 Bus enable signal for slot 36d (BUSEN#[3]) Low
32 Bus enable signal for slot 36e (BUSEN#4]) Low
33 Bus enable signal for slot 36 (BUSEN#[S]) Low
34 Power enable signal for slot 36a  (PWREN[O]) High
35 Power enable signal for slot 36b  (PWREN[1]) High
36 Power enable signal for slot 36c  (PWREN[2]) High
37 Power enable signal for slot 36d  (PWREN[3]) High
38 Power enable signal for slot 36e  (PWREN[4]) High
39 Power cnable signal for slot 36f  (PWREN[5]) High

As shown in FIGS. 2 and 28, each hot-plug slot 36 has the
associated switch circuitry 41 for connecting and discon-
necting the slot 36 to and from the PCI bus 32. The switch
circuitry 41 for each slot 36 receives four of the control
signals POUT[39:16]. As an example, for the slot 36a, when
the control signal POUT [28] is asserted, or low, the slot 36a

is connected 1o the bus signal lines of the PCI bus 32 by a ,

switch circuit 47. When the control signal POUT [28] is
deasserted, or high, the slot 36a is disconnected from the bus
signal lines of the PCI bus 32.

When the control signal POUT [22] is asserted, or low, the

slot 36a is connected to a PCI clock signal CLK through a 3

switch circuit 43. When the control signal POUT [22] is
deasserted, or high, the slot 36a is disconnected from the
clock signal CLK.

When the control signal POUT [34] is asserted, or high,

the slot 36a is connected to a card voltage supply level Vg 53

through a switch circuit 45. When the control signal POUT
[34] is deasserted, or low, the slot 36a is disconnected from
the card voltage supply level V.

When the control signal POUT[16] is asserted, or low, the
slot 36a is reset and when the control signal POUT [16] is
deasserted, or high, the slot 36a comes out of the reset state.

As seen in FIG. 2, the SIO circuit 50 may selectively
monitor up to one hundred twenty-eight (sixteen bytes) of
latched status signals STATUS [127:0] furnished by the
expansion box 30. The status signals STATUS [127:0] form
a “snapshot” of selected conditions of the expansion box 30.
The status signals STATUS [127:0] include six slatus signals
STATUS [127:0] which indicate the sccurcment status
(opened or closed) of each of the levers 802. The SIO circuit
50 monitors the status signals STATUS [31:0] for changes in
their logical voltage levels. The SIO circuit 50 serially shifts
the status signals STATUS [127:32] into the SIO circuit 50
when instructed to do so by the CPU 14.

The SIO circuit 50 serially reccives the status signals
STATUS [127:0], least significant signal first, via a serial
data signal NEW __CSID. The data signal NEW__CSID is
furnished by the serial output of the thirty-two bit, parallel
input shift register 82 located on board the expansion box 30
along with the slots 36.

The register 82, through its parallel inputs, receives
twenty-four parallel status signals PIN [23:0], four associ-
ated with each of the hot-plug slots 36, that are included in
the thirty-two least significant status signals STATUS [31:0].
When the status indicated by one or more of the status
signals STATUS [31:0] changes (the logical voltage level
changes), the bridge chip 48 generates an interrupl request
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to the CPU 14 by asserting, or driving low, a serial interrupt
request signal SI__INTR# which is received by the interrupt
receiving block 132. The status signals PIN [23:0] include
two PCI card presence signals (PRSNT1# and PRSNT2#)
associated with each slot 36.

Six status signals PIN [5:0], corresponding to their
latched versions, status signals STATUS [5:0], indicate the
sccurement, or engagement, status (open or closed) of each
the levers 802. Six sliding switches 805 (FIGS. 27A-27C)
are actuated by the movement of their corresponding levers
802 and are used to electrically indicate the securement
status of the corresponding lever 802, Each switch 805 has
a first terminal coupled 1o ground and a second terminal
furnishing the corresponding one of the status signals PIN
[5:0]. The second terminal is coupled to a supply voltage
level VDD through one of six resistors 801.

If one of the levers 802 opens and the card 807 secured by
the lever 802 becomes unsecured, the corresponding one of
the status signals PIN [5:0] is asserted, or driven high. As an
example, for the slot 36a, the status signal PIN [0] is
deasserted, or driven low, when the corresponding lever 802
is closed. When the lever 802 for the slot 36a is opened, the
status signal PIN [0] is asserted, or driven high.

The register 82 also receives a serial stream of latched
status signals STATUS [127:32] that do not cause interrupts
when the logical voltage level of one of the signals STATUS
[127:32] changes. The status signals STATUS [127:32] are
formed by the sixteen bit shift register 52 located on board
the expansion box 30 with the slots 36. The shift register 52
receives status signals at its parallel inputs and latches the
status signals STATUS [127:32] when instructed to do so by
the SIO circuit 50. The shift register 52 serializes the status
signals STATUS [127:32] and furnishes the signals STATUS
[127:32] to the serial input of the register 82 via a serial data
signal CSID__ .

When instructed by the SIO circuit 50, the register 82
latches status signals PIN [23:0], forms the status signals
STATUS [31:0], furnishes the status signals STATUS [31:0]
and furnishes a byte or more of the status signals STATUS
[127:32] (when requested by the CPU 14), in a least sig-
nificant signal first fashion, to the SIO circuit 50 via the
serial data signal NEW _CSID. The status signals STATUS
[127:0] are described by the following table:

Toshiba_Apricorn 1010-0164
IPR2018-01067



