
,PDJH &RPSUHVVLRQ DQG WKH 'LVFUHWH &RVLQH 7UDQVIRUP
.HQ &DEHHQ DQG 3HWHU *HQW

0DWK 78
&ROOHJH RI WKH 5HGZRRGV

$EVWUDFW1 7KH PDWKHPDWLFDO HTXDWLRQV RI WKH '&7 DQG LWV XVHV ZLWK LPDJH FRPSUHVVLRQ DUH H[SODLQHG1

,QWURGXFWLRQ
$V RXU XVH RI DQG UHOLDQFH RQ FRPSXWHUV FRQWLQXHV WR JURZ/ VR WRR GRHV RXU QHHG IRU

HIILFLHQW ZD\V RI VWRULQJ ODUJH DPRXQWV RI GDWD1 )RU H[DPSOH/ VRPHRQH ZLWK D ZHE SDJH RU
RQOLQH FDWDORJ ± WKDW XVHV GR]HQV RU SHUKDSV KXQGUHGV RI LPDJHV ± ZLOO PRUH WKDQ OLNHO\ QHHG
WR XVH VRPH IRUP RI LPDJH FRPSUHVVLRQ WR VWRUH WKRVH LPDJHV1 7KLV LV EHFDXVH WKH DPRXQW RI
VSDFH UHTXLUHG WR KROG XQDGXOWHUDWHG LPDJHV FDQ EH SURKLELWLYHO\ ODUJH LQ WHUPV RI FRVW1
)RUWXQDWHO\/ WKHUH DUH VHYHUDO PHWKRGV RI LPDJH FRPSUHVVLRQ DYDLODEOH WRGD\1 7KHVH IDOO LQWR
WZR JHQHUDO FDWHJRULHV= ORVVOHVV DQG ORVV\ LPDJH FRPSUHVVLRQ1 7KH -3(* SURFHVV LV D ZLGHO\
XVHG IRUP RI ORVV\ LPDJH FRPSUHVVLRQ WKDW FHQWHUV DURXQG WKH 'LVFUHWH &RVLQH 7UDQVIRUP1
7KH '&7 ZRUNV E\ VHSDUDWLQJ LPDJHV LQWR SDUWV RI GLIIHULQJ IUHTXHQFLHV1 'XULQJ D VWHS
FDOOHG TXDQWL]DWLRQ/ ZKHUH SDUW RI FRPSUHVVLRQ DFWXDOO\ RFFXUV/ WKH OHVV LPSRUWDQW
IUHTXHQFLHV DUH GLVFDUGHG/ KHQFH WKH XVH RI WKH WHUP ´ORVV\1´ 7KHQ/ RQO\ WKH PRVW LPSRUWDQW
IUHTXHQFLHV WKDW UHPDLQ DUH XVHG UHWULHYH WKH LPDJH LQ WKH GHFRPSUHVVLRQ SURFHVV1 $V D
UHVXOW/ UHFRQVWUXFWHG LPDJHV FRQWDLQ VRPH GLVWRUWLRQ> EXW DV ZH VKDOO VRRQ VHH/ WKHVH OHYHOV RI
GLVWRUWLRQ FDQ EH DGMXVWHG GXULQJ WKH FRPSUHVVLRQ VWDJH1 7KH -3(* PHWKRG LV XVHG IRU ERWK
FRORU DQG EODFN0DQG0ZKLWH LPDJHV/ EXW WKH IRFXV RI WKLV DUWLFOH ZLOO EH RQ FRPSUHVVLRQ RI WKH
ODWWHU1

7KH 3URFHVV
7KH IROORZLQJ LV D JHQHUDO RYHUYLHZ RI WKH -3(* SURFHVV1 /DWHU/ ZH ZLOO WDNH WKH UHDGHU

WKURXJK D GHWDLOHG WRXU RI -3(*¶V PHWKRG VR WKDW D PRUH FRPSUHKHQVLYH XQGHUVWDQGLQJ RI WKH
SURFHVV PD\ EH DFTXLUHG1
41 7KH LPDJH LV EURNHQ LQWR ;[; EORFNV RI SL[HOV1
51 :RUNLQJ IURP OHIW WR ULJKW/ WRS WR ERWWRP/ WKH '&7 LV DSSOLHG WR HDFK EORFN1
61 (DFK EORFN LV FRPSUHVVHG WKURXJK TXDQWL]DWLRQ1
71 7KH DUUD\ RI FRPSUHVVHG EORFNV WKDW FRQVWLWXWH WKH LPDJH LV VWRUHG LQ D GUDVWLFDOO\ UHGXFHG
DPRXQW RI VSDFH1

81 :KHQ GHVLUHG/ WKH LPDJH LV UHFRQVWUXFWHG WKURXJK GHFRPSUHVVLRQ/ D SURFHVV WKDW XVHV WKH
,QYHUVH 'LVFUHWH &RVLQH 7UDQVIRUP +,'&7,1

7KH '&7 (TXDWLRQ
7KH '&7 HTXDWLRQ +(T1 4, FRPSXWHV WKH L/MWK HQWU\ RI WKH '&7 RI DQ LPDJH1

'�L/ M  ã 4
51

&�L &�M !
[ã3

1"4

!
\ã3

1"4

S�[/\ FRV �5[ ò 4 L=
51 FRV �5\ ò 4 M=

51

&�X  ã
4
5
LI X ã 3

4 LI X â 3

4

5

4
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S�[/\  LV WKH [/\WK HOHPHQW RI WKH LPDJH UHSUHVHQWHG E\ WKH PDWUL[ S1 1 LV WKH VL]H RI WKH
EORFN WKDW WKH '&7 LV GRQH RQ1 7KH HTXDWLRQ FDOFXODWHV RQH HQWU\ +L/MWK, RI WKH WUDQVIRUPHG
LPDJH IURP WKH SL[HO YDOXHV RI WKH RULJLQDO LPDJH PDWUL[1 )RU WKH VWDQGDUG ;[; EORFN WKDW
-3(* FRPSUHVVLRQ XVHV/ 1 HTXDOV ; DQG [ DQG \ UDQJH IURP 3 WR :1 7KHUHIRUH '�L/ M  ZRXOG
EH DV LQ (TXDWLRQ +6,1

'�L/ M  ã 4
7 &�L &�M !

[ã3

:

!
\ã3

:

S�[/\ FRV �5[ ò 4 L=
49 FRV �5\ ò 4 M=

49 6

%HFDXVH WKH '&7 XVHV FRVLQH IXQFWLRQV/ WKH UHVXOWLQJ PDWUL[ GHSHQGV RQ WKH KRUL]RQWDO/
GLDJRQDO/ DQG YHUWLFDO IUHTXHQFLHV1 7KHUHIRUH DQ LPDJH EODFN ZLWK D ORW RI FKDQJH LQ
IUHTXHQF\ KDV D YHU\ UDQGRP ORRNLQJ UHVXOWLQJ PDWUL[/ ZKLOH DQ LPDJH PDWUL[ RI MXVW RQH
FRORU/ KDV D UHVXOWLQJ PDWUL[ RI D ODUJH YDOXH IRU WKH ILUVW HOHPHQW DQG ]HURHV IRU WKH RWKHU
HOHPHQWV1

7KH '&7 0DWUL[
7R JHW WKH PDWUL[ IRUP RI (TXDWLRQ +4,/ ZH ZLOO XVH WKH IROORZLQJ HTXDWLRQ

7L/M ã
4
1

LI L ã 3

5
1 FRV

�5Mò4 L=
51 LI L â 3

7

)RU DQ ;[; EORFN LW UHVXOWV LQ WKLV PDWUL[=

7 ã

16869 16869 16869 16869 16869 16869 16869 16869
17<37 1748: 15::; 13<:8 "13<:8 "15::; "1748: "17<37
1794< 14<46 "14<46 "1794< "1794< "14<46 14<46 1794<
1748: "13<:8 "17<37 "15::; 15::; 17<37 13<:8 "1748:
16869 "16869 "16869 16869 16869 "16869 "16869 16869
15::; "17<37 13<:8 1748: "1748: "13<:8 17<37 "15::;
14<46 "1794< 1794< "14<46 "14<46 1794< "1794< 14<46
13<:8 "15::; 1748: "17<37 17<37 "1748: 15::; "13<:8

7KH ILUVW URZ +L ã 4, RI WKH PDWUL[ KDV DOO WKH HQWULHV HTXDO WR 42 ; DV H[SHFWHG IURP
(TXDWLRQ +7,1

7KH FROXPQV RI 7 IRUP DQ RUWKRQRUPDO VHW/ VR 7 LV DQ RUWKRJRQDO PDWUL[1 :KHQ GRLQJ
WKH LQYHUVH '&7 WKH RUWKRJRQDOLW\ RI 7 LV LPSRUWDQW/ DV WKH LQYHUVH RI 7 LV 7U ZKLFK LV HDV\ WR
FDOFXODWH1

'RLQJ WKH '&7 RQ DQ å[å %ORFN
%HIRUH ZH EHJLQ/ LW VKRXOG EH QRWHG WKDW WKH SL[HO YDOXHV RI D EODFN0DQG0ZKLWH LPDJH

UDQJH IURP 3 WR 588 LQ VWHSV RI 4/ ZKHUH SXUH EODFN LV UHSUHVHQWHG E\ 3/ DQG SXUH ZKLWH E\
5881 7KXV LW FDQ EH VHHQ KRZ D SKRWR/ LOOXVWUDWLRQ/ HWF1 FDQ EH DFFXUDWHO\ UHSUHVHQWHG E\ WKHVH
589 VKDGHV RI JUD\1

6LQFH DQ LPDJH FRPSULVHV KXQGUHGV RU HYHQ WKRXVDQGV RI ;[; EORFNV RI SL[HOV/ WKH
IROORZLQJ GHVFULSWLRQ RI ZKDW KDSSHQV WR RQH ;[; EORFN LV D PLFURFRVP RI WKH -3(* SURFHVV>
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ZKDW LV GRQH WR RQH EORFN RI LPDJH SL[HOV LV GRQH WR DOO RI WKHP/ LQ WKH RUGHU HDUOLHU
VSHFLILHG1

1RZ/ OHW¶V VWDUW ZLWK D EORFN RI LPDJH0SL[HO YDOXHV1 7KLV SDUWLFXODU EORFN ZDV FKRVHQ
IURP WKH YHU\ XSSHU0 OHIW0KDQG FRUQHU RI DQ LPDJH1

2ULJLQDO ã

487 456 456 456 456 456 456 469
4<5 4;3 469 487 487 487 469 443
587 4<; 487 487 4;3 487 456 456
56< 4;3 469 4;3 4;3 499 456 456
4;3 487 469 49: 499 47< 469 469
45; 469 456 469 487 4;3 4<; 487
456 438 443 47< 469 469 4;3 499
443 469 456 456 456 469 487 469

%HFDXVH WKH '&7 LV GHVLJQHG WR ZRUN RQ SL[HO YDOXHV UDQJLQJ IURP 045; WR 45:/ WKH
RULJLQDO EORFN LV ´OHYHOHG RII´ E\ VXEWUDFWLQJ 45; IURP HDFK HQWU\1 7KLV UHVXOWV LQ WKH
IROORZLQJ PDWUL[1

0 ã

59 "8 "8 "8 "8 "8 "8 ;
97 85 ; 59 59 59 ; "4;
459 :3 59 59 85 59 "8 "8
444 85 ; 85 85 6; "8 "8
85 59 ; 6< 6; 54 ; ;
3 ; "8 ; 59 85 :3 59
"8 "56 "4; 54 ; ; 85 6;
"4; ; "8 "8 "8 ; 59 ;

:H DUH QRZ UHDG\ WR SHUIRUP WKH 'LVFUHWH &RVLQH 7UDQVIRUP/ ZKLFK LV DFFRPSOLVKHG E\
PDWUL[ PXOWLSOLFDWLRQ1

' ã 707 U 8

,Q (TXDWLRQ +8, PDWUL[ 0 LV ILUVW PXOWLSOLHG RQ WKH OHIW E\ WKH '&7 PDWUL[ 7 IURP WKH
SUHYLRXV VHFWLRQ> WKLV WUDQVIRUPV WKH URZV1 7KH FROXPQV DUH WKHQ WUDQVIRUPHG E\ PXOWLSO\LQJ
RQ WKH ULJKW E\ WKH WUDQVSRVH RI WKH '&7 PDWUL[1 7KLV \LHOGV WKH IROORZLQJ PDWUL[1
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' ã

49516 7319 5313 :516 6316 4518 "4<1: "4418
6318 43;17 4318 6516 5:1: "4818 4;17 "513
"<714 "9314 4516 "7617 "6416 914 "616 :14
"6;19 ";617 "817 "5515 "4618 4818 "416 618
"6416 4:1< "818 "4517 4716 "913 4418 "913
"31< "441; 451; 315 5;14 4519 ;17 51<
719 "517 4515 919 "4;1: "451; :1: 4513

"4313 4415 :1; "4916 5418 313 81< 431:

7KLV EORFN PDWUL[ QRZ FRQVLVWV RI 97 '&7 FRHIILFLHQWV/ FLM/ ZKHUH L DQG M UDQJH IURP 3 WR
:1 7KH WRS0OHIW FRHIILFLHQW/ F33/ FRUUHODWHV WR WKH ORZ IUHTXHQFLHV RI WKH RULJLQDO LPDJH EORFN1
$V ZH PRYH DZD\ IURP F33 LQ DOO GLUHFWLRQV/ WKH '&7 FRHIILFLHQWV FRUUHODWH WR KLJKHU DQG
KLJKHU IUHTXHQFLHV RI WKH LPDJH EORFN/ ZKHUH F:: FRUUHVSRQGV WR WKH KLJKHVW IUHTXHQF\1 ,W LV
LPSRUWDQW WR QRWH WKDW WKH KXPDQ H\H LV PRVW VHQVLWLYH WR ORZ IUHTXHQFLHV/ DQG UHVXOWV IURP
WKH TXDQWL]DWLRQ VWHS ZLOO UHIOHFW WKLV IDFW1

4XDQWL]DWLRQ
2XU ;[; EORFN RI '&7 FRHIILFLHQWV LV QRZ UHDG\ IRU FRPSUHVVLRQ E\ TXDQWL]DWLRQ1 $

UHPDUNDEOH DQG KLJKO\ XVHIXO IHDWXUH RI WKH -3(* SURFHVV LV WKDW LQ WKLV VWHS/ YDU\LQJ OHYHOV
RI LPDJH FRPSUHVVLRQ DQG TXDOLW\ DUH REWDLQDEOH WKURXJK VHOHFWLRQ RI VSHFLILF TXDQWL]DWLRQ
PDWULFHV1 7KLV HQDEOHV WKH XVHU WR GHFLGH RQ TXDOLW\ OHYHOV UDQJLQJ IURP 4 WR 433/ ZKHUH 4
JLYHV WKH SRRUHVW LPDJH TXDOLW\ DQG KLJKHVW FRPSUHVVLRQ/ ZKLOH 433 JLYHV WKH EHVW TXDOLW\
DQG ORZHVW FRPSUHVVLRQ1 $V D UHVXOW/ WKH TXDOLW\2FRPSUHVVLRQ UDWLR FDQ EH WDLORUHG WR VXLW
GLIIHUHQW QHHGV1

6XEMHFWLYH H[SHULPHQWV LQYROYLQJ WKH KXPDQ YLVXDO V\VWHP KDYH UHVXOWHG LQ WKH -3(*
VWDQGDUG TXDQWL]DWLRQ PDWUL[1 :LWK D TXDOLW\ OHYHO RI 83/ WKLV PDWUL[ UHQGHUV ERWK KLJK
FRPSUHVVLRQ DQG H[FHOOHQW GHFRPSUHVVHG LPDJH TXDOLW\1

483 ã

49 44 43 49 57 73 84 94
45 45 47 4< 59 8; 93 88
47 46 49 57 73 8: 9< 89
47 4: 55 5< 84 ;: ;3 95
4; 55 6: 89 9; 43< 436 ::
57 68 88 97 ;4 437 446 <5
7< 97 :; ;: 436 454 453 434
:5 <5 <8 <; 445 433 436 <<

,I/ KRZHYHU/ DQRWKHU OHYHO RI TXDOLW\ DQG FRPSUHVVLRQ LV GHVLUHG/ VFDODU PXOWLSOHV RI WKH
-3(* VWDQGDUG TXDQWL]DWLRQ PDWUL[ PD\ EH XVHG1 )RU D TXDOLW\ OHYHO JUHDWHU WKDQ 83 +OHVV
FRPSUHVVLRQ/ KLJKHU LPDJH TXDOLW\,/ WKH VWDQGDUG TXDQWL]DWLRQ PDWUL[ LV PXOWLSOLHG E\
+4330TXDOLW\ OHYHO,2831 )RU D TXDOLW\ OHYHO OHVV WKDQ 83 +PRUH FRPSUHVVLRQ/ ORZHU LPDJH
TXDOLW\,/ WKH VWDQGDUG TXDQWL]DWLRQ PDWUL[ LV PXOWLSOLHG E\ 832TXDOLW\ OHYHO1 7KH VFDOHG
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TXDQWL]DWLRQ PDWUL[ LV WKHQ URXQGHG DQG FOLSSHG WR KDYH SRVLWLYH LQWHJHU YDOXHV UDQJLQJ IURP
4 WR 5881 )RU H[DPSOH/ WKH IROORZLQJ TXDQWL]DWLRQ PDWULFHV \LHOG TXDOLW\ OHYHOV RI 43 DQG <31

443 ã

;3 93 83 ;3 453 533 588 588
88 93 :3 <8 463 588 588 588
:3 98 ;3 453 533 588 588 588
:3 ;8 443 478 588 588 588 588
<3 443 4;8 588 588 588 588 588
453 4:8 588 588 588 588 588 588
578 588 588 588 588 588 588 588
588 588 588 588 588 588 588 588

4<3 ã

6 5 5 6 8 ; 43 45
5 5 6 7 8 45 45 44
6 6 6 8 ; 44 47 44
6 6 7 9 43 4: 49 45
7 7 : 44 47 55 54 48
8 : 44 46 49 45 56 4;
43 46 49 4: 54 57 57 54
47 4; 4< 53 55 53 53 53

4XDQWL]DWLRQ LV DFKLHYHG E\ GLYLGLQJ HDFK HOHPHQW LQ WKH WUDQVIRUPHG LPDJH PDWUL[ ' E\
WKH FRUUHVSRQGLQJ HOHPHQW LQ WKH TXDQWL]DWLRQ PDWUL[/ DQG WKHQ URXQGLQJ WR WKH QHDUHVW
LQWHJHU YDOXH1 )RU WKH IROORZLQJ VWHS/ TXDQWL]DWLRQ PDWUL[ 483 LV XVHG1

&L/ M ã URXQG
'L/ M
4L/ M

9

& ã

43 7 5 8 4 3 3 3
6 < 4 5 4 3 3 3
": "8 4 "5 "4 3 3 3
"6 "8 3 "4 3 3 3 3
"5 4 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3

5HFDOO WKDW WKH FRHIILFLHQWV VLWXDWHG QHDU WKH XSSHU0OHIW FRUQHU FRUUHVSRQG WR WKH ORZHU
IUHTXHQFLHV ± WR ZKLFK WKH KXPDQ H\H LV PRVW VHQVLWLYH ± RI WKH LPDJH EORFN1 ,Q DGGLWLRQ/ WKH
]HURV UHSUHVHQW WKH OHVV LPSRUWDQW/ KLJKHU IUHTXHQFLHV WKDW KDYH EHHQ GLVFDUGHG/ JLYLQJ ULVH WR

Page 348 of 448 Unified Patents Exhibit 1005 App'x A-N



WKH ORVV\ SDUW RI FRPSUHVVLRQ1 $V PHQWLRQHG HDUOLHU/ RQO\ WKH UHPDLQLQJ QRQ]HUR FRHIILFLHQWV
ZLOO EH XVHG WR UHFRQVWUXFW WKH LPDJH1 ,W LV DOVR LQWHUHVWLQJ WR QRWH WKH HIIHFW RI GLIIHUHQW
TXDQWL]DWLRQ PDWULFHV> XVH RI 443 ZRXOG JLYH & VLJQLILFDQWO\ PRUH ]HURV/ ZKLOH 4<3 ZRXOG
UHVXOW LQ YHU\ IHZ ]HURV1

&RGLQJ
7KH TXDQWL]HG PDWUL[ & LV QRZ UHDG\ IRU WKH ILQDO VWHS RI FRPSUHVVLRQ1 %HIRUH VWRUDJH/

DOO FRHIILFLHQWV RI & DUH FRQYHUWHG E\ DQ HQFRGHU WR D VWUHDP RI ELQDU\ GDWD +34434344111,1
,Q0GHSWK FRYHUDJH RI WKH FRGLQJ SURFHVV LV EH\RQG WKH VFRSH RI WKLV DUWLFOH1 +RZHYHU/ ZH FDQ
SRLQW RXW RQH NH\ DVSHFW WKDW WKH UHDGHU LV VXUH WR DSSUHFLDWH1 $IWHU TXDQWL]DWLRQ/ LW LV TXLWH
FRPPRQ IRU PRVW RI WKH FRHIILFLHQWV WR HTXDO ]HUR1 -3(* WDNHV DGYDQWDJH RI WKLV E\
HQFRGLQJ TXDQWL]HG FRHIILFLHQWV LQ WKH ]LJ0]DJ VHTXHQFH VKRZQ LQ )LJXUH 41 7KH DGYDQWDJH
OLHV LQ WKH FRQVROLGDWLRQ RI UHODWLYHO\ ODUJH UXQV RI ]HURV/ ZKLFK FRPSUHVV YHU\ ZHOO1 7KH
VHTXHQFH LQ )LJXUH 4 +7[7, FRQWLQXHV IRU WKH HQWLUH ;[; EORFN1

)LJXUH 4

'HFRPSUHVVLRQ
5HFRQVWUXFWLRQ RI RXU LPDJH EHJLQV E\ GHFRGLQJ WKH ELW VWUHDP UHSUHVHQWLQJ WKH

TXDQWL]HG PDWUL[ &1 (DFK HOHPHQW RI & LV WKHQ PXOWLSOLHG E\ WKH FRUUHVSRQGLQJ HOHPHQW RI
WKH TXDQWL]DWLRQ PDWUL[ RULJLQDOO\ XVHG1

5L/ M ã 4L/ M � &L/ M :
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5 ã

493 77 53 ;3 57 3 3 3
69 43; 47 6; 59 3 3 3
"<; "98 49 "7; "73 3 3 3
"75 ";8 3 "5< 3 3 3 3
"69 55 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3

7KH ,'&7 LV QH[W DSSOLHG WR PDWUL[ 5/ ZKLFK LV URXQGHG WR WKH QHDUHVW LQWHJHU1 )LQDOO\/
45; LV DGGHG WR HDFK HOHPHQW RI WKDW UHVXOW/ JLYLQJ XV WKH GHFRPSUHVVHG -3(* YHUVLRQ 1 RI
RXU RULJLQDO ;[; LPDJH EORFN 01

1 ã URXQG�7 U 5 7  ò 45; ;

&RPSDULVRQ RI 0DWULFHV
/HW XV QRZ VHH KRZ WKH -3(* YHUVLRQ RI RXU RULJLQDO SL[HO EORFN FRPSDUHV1

2ULJLQDO ã

487 456 456 456 456 456 456 469
4<5 4;3 469 487 487 487 469 443
587 4<; 487 487 4;3 487 456 456
56< 4;3 469 4;3 4;3 499 456 456
4;3 487 469 49: 499 47< 469 469
45; 469 456 469 487 4;3 4<; 487
456 438 443 47< 469 469 4;3 499
443 469 456 456 456 469 487 469

'HFRPSUHVVHG ã

47< 467 44< 449 454 459 45: 45;
537 49; 473 477 488 483 468 458
586 4<8 488 499 4;6 498 464 444
578 4;8 47; 499 4;7 493 457 43:
4;; 47< 465 488 4:5 48< 474 469
465 456 458 476 493 499 49; 4:4
43< 44< 459 45; 46< 48; 49; 499
444 45: 45: 447 44; 474 47: 468

7KLV LV D UHPDUNDEOH UHVXOW/ FRQVLGHULQJ WKDW QHDUO\ :3( RI WKH '&7 FRHIILFLHQWV ZHUH
GLVFDUGHG SULRU WR LPDJH EORFN GHFRPSUHVVLRQ2UHFRQVWUXFWLRQ1 *LYHQ WKDW VLPLODU UHVXOWV ZLOO
RFFXU ZLWK WKH UHVW RI WKH EORFNV WKDW FRQVWLWXWH WKH HQWLUH LPDJH/ LW VKRXOG EH QR VXUSULVH WKDW
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WKH -3(* LPDJH ZLOO EH VFDUFHO\ GLVWLQJXLVKDEOH IURP WKH RULJLQDO1 5HPHPEHU/ WKHUH DUH 589
SRVVLEOH VKDGHV RI JUD\ LQ D EODFN0DQG0ZKLWH SLFWXUH/ DQG D GLIIHUHQFH RI/ VD\/ 43/ LV EDUHO\
QRWLFHDEOH WR WKH KXPDQ H\H1

3HSSHU ([DPSOH
:H FDQ GR WKH '&7 DQG TXDQWL]DWLRQ SURFHVV RQ WKH SHSSHUV LPDJH1

)LJXUH 5 ± 3HSSHUV

(DFK HLJKW E\ HLJKW EORFN LV KLW ZLWK WKH '&7/ UHVXOWLQJ LQ WKH LPDJH VKRZQ LQ )LJXUH 61

)LJXUH 6 ± '&7 RI 3HSSHUV

(DFK HOHPHQW LQ HDFK EORFN RI WKH LPDJH LV WKHQ TXDQWL]HG XVLQJ D TXDQWL]DWLRQ PDWUL[ RI
TXDOLW\ OHYHO 831 $W WKLV SRLQW PDQ\ RI WKH HOHPHQWV EHFRPH ]HURHG RXW/ DQG WKH LPDJH WDNHV
XS PXFK OHVV VSDFH WR VWRUH1
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)LJXUH 7 ± 4XDQWL]HG '&7 RI 3HSSHUV

7KH LPDJH FDQ QRZ EH GHFRPSUHVVHG XVLQJ WKH LQYHUVH GLVFUHWH FRVLQH WUDQVIRUP1 $W TXDOLW\
OHYHO 83 WKHUH LV DOPRVW QR YLVLEOH ORVV LQ WKLV LPDJH/ EXW WKHUH LV KLJK FRPSUHVVLRQ1 $W ORZHU
TXDOLW\ OHYHOV/ WKH TXDOLW\ JRHV GRZQ E\ D ORW/ EXW WKH FRPSUHVVLRQ GRHV QRW LQFUHDVH YHU\
PXFK1

)LJXUH 8 ± 2ULJLQDO 3HSSHUV )LJXUH 9 ± 4XDOLW\ 83 ± ;7( =HURV

Page 352 of 448 Unified Patents Exhibit 1005 App'x A-N



)LJXUH : ± 4XDOLW\ 53 ± <4( =HURV )LJXUH ; ± 4XDOLW\ 43 ± <7( =HURV

0RUH ([DPSOHV
:H FDQ VHH ZKDW WKH FRPSUHVVLRQ GRHV WR RWKHU LPDJHV1 +LJK FRQWUDVW LPDJHV/ RU LPDJHV

ZLWK D ORW RI KLJK IUHTXHQFLHV GR QRW FRPSUHVV DV ZHOO DV VPRRWK/ ORZ IUHTXHQF\ LPDJHV1

)LJXUH < ± 2ULJLQDO )LJXUH 43 ± 4XDOLW\ 48 ± <3( =HURV
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)LJXUH 44 ± 2ULJLQDO )LJXUH 45 ± 4XDOLW\ 48 ± ;;( =HURV

%LEOLRJUDSK\

S .HVDYDQ/ +DUHHVK1 &KRRVLQJ D '&7 4XDQWL]DWLRQ 0DWUL[ IRU -3(* (QFRGLQJ1:HE SDJH1
KWWS=22ZZZ0LVH16WDQIRUG1('82FODVV2HH6<5F2GHPRV2NHVDYDQ2

S 0F*RZDQ/ -RKQ1 7KH 'LVFUHWH &RVLQH 7UDQVIRUP1:HE SDJH1
KWWS=22ZZZ1UDKXO1QHW2MIP2GFW1KWPO

S :DOODFH/ *UHJRU\ .1 7KH -3(* 6WLOO 3LFWXUH &RPSUHVVLRQ 6WDQGDUG1 3DSHU VXEPLWWHG LQ
'HFHPEHU 4<<4 IRU SXEOLFDWLRQ LQ ,((( 7UDQVDFWLRQV RQ &RQVXPHU (OHFWURQLFV1

S :ROIJDQJ/ 5D\1 -3(* 7XWRULDO1:HE SDJH1
KWWS=22ZZZ1LPDJLQJ1RUJ2WXWRULDO2MSHJWXW41KWPO

S 2XU VSHFLDO WKDQNV WR 'DYLG $UQROG/ PDWK LQVWUXFWRU H[WUDRUGLQDLUH1
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Image Coding Using Wavelet Transform
Marc Antonini, Michel Barlaud, Member, IEEE, Pierre Mathieu, and Ingrid Daubechies, Member, IEEE

Abstract—Image compression is now essential for applica-
tions such as transmission and storage in data bases. This paper
proposes a new scheme for image compression taking into ac-
count psychovisual features both in the space and frequency
domains; this new method involves two steps. First, we use a
wavelet transform in order to obtain a set of biorthogonal sub-
classes of images; the original image is decomposed at different
scales using a pyramidal algorithm architecture. The decom-
position is along the vertical and horizontal directions and
maintains constant the number of pixels required to describe
the image. Second, according to Shannon’s rate distortion the-
ory, the wavelet coefficients are vector quantized using a multi—
resolution codebook. Furthermore, to encode the wavelet coef-
ficients, we propose a noise shaping bit allocation procedure
which assumes that details at high resolution are less visible to
the human eye. Finally, in order to allow the receiver to rec-
ognize a picture as quickly as possible at minimum cost, we
present a progressive transmission scheme. It is shown that the
wavelet transform is particularly well adapted to progressive
transmission.

Keywords—Wavelet, biorthogonal wavelet, multiscale py-
ramidal algorithm, vector quantization, noise shaping, pro-
gressive transmission.

I. INTRODUCTION

N many different fields, digitized images are replacing
conventional analog images as photograph or xrrays.

The volume of data required to describe such images
greatly slow transmission and makes storage prohibitively
costly. The information contained in the images must,
therefore, be compressed by extracting only the visible
elements, which are then encoded. The quantity of data
involved is thus reduced substantially.

A fundamental goal of data compression is to reduce
the bit rate for transmission or storage while maintaining
an acceptable fidelity or image quality. Compression can
be achieved by transforming the data. projecting it on a
basis of functions, and then encoding this transform. Be-
cause of the nature of the image signal and the mecha—

nisms of human vision, the transform used must accept
nonstationarity and be well localized in both the space and
frequency domains. To avoid redundancy, which hinders

compression, the transform must be at least biorthogonal
and lastly, in order to save CPU time, the corresponding
algorithm must be fast. The two—dimensional wavelet

transform defined by Meyer and Lemarie;[31], [24], [25],

Manuscript received February 7, 1990; revised March 26. 1991.
M. Antonini, M. Barlaud. and P. Mathieu are with LASSY 138 CNRS.

Universite de Nicc»Sophia Antipolis. 06560 Valbonne. France.
I. Daubeehies is with AT&T Bell Laboratories, Murray Hill. N107974.
IEEE Log Number 9106073.

together with its implementation as described by Mallat
[27], satisfies each of these conditions.

The compression method we have developed associates
a wavelet transform and a vector quantization coding
scheme. The wavelet coefficients are coded considering a

noise shaping bit allocation procedure. This technique ex—
ploits the psychovisual as well as statistical redundancies
in the image data, enabling bit rate reduction.

Section II describes the wavelet transforms used in this

paper. After a quick review of wavelets in general, we
explain in more detail the properties and construction of
regular biorthogonal wavelet bases. We then extend this
one-dimensional construction to a two-dimensional

scheme with separable filters. The new coding scheme is
next presented in Section III. We focus particularly in this
section on the statistical properties of wavelet coefii-
cients, on the asymptotic coding gain that can be achieved
using vector quantization in the subimages, and on the
optimal allocation across the subimages. Experimental re—
sults are given in Section IV for images taken within and
outside of the training set.

II. WAVELETS

A. A Short Review of Wavelet Analysis

Wavelets are functions generated from one single func—
tion 11/ by dilations and translations

/7 —b

¢a.h(t)=|a|71/k¢<l >a

(For this introduction we assume t is a one—dimenr

sional variable). The mother wavelet 11/ has to satisfy

5 dx tux) : O, which implies at least some oscillations.
(Technically speaking. the condition on 11/ should be

S dw l‘l’(cu)lZ |cu|7l < 00, where \I/ is the Fourier trans4
form of 11/; if Mt) decays faster than |tl" fort a 00, then
this condition is equivalent to the one above). The defi—
nition of wavelets as dilates of one function means that

high frequency wavelets correspond to a < l or narrow
width, while low frequency wavelets have a > 1 or wider
width.

The basic idea of the wavelet transform is to represent
any arbitrary function f as a superposition of wavelets.
Any such superposition decomposesfinto different scale
levels, where each level is then further decomposed with
a resolution adapted to the level. One way to achieve such
a decomposition writes fas an integral over a and b of

”'b with appropriate weighting coefficients [22]. In prac-

 

V

tice. one prefers to writefas a discrete superposition (sum
rather than integral). Therefore, one introduces a discrer

[05771499239300 «C 19921EEE
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tization, a = a5", b = nboaf)", with m, n e Z, and a0 > 1,
120 > 0 fixed. The wavelet decomposition is then

f : Z ammo... (1)

with two) = Mamie) = arm/Wag": — "b0)» De-
compositions of this type were studied in [l4], [15]. For
do = 2, [)0 = 1 there exist very special choices of 11/ such
that the 11/,” constitute an orthonormal basis, so that

Cm.n(f) = (ll/mmsf) = de ll’m,n(x) f(x)
in this case. Different bases of this nature were con—

structed by Stromberg [36], Meyer [31], Lemarié [24],
Battle [7], and Daubechies [16]. All these examples cor—
respond to a multiresolution analysis, a mathematical tool
invented by Mallat [27], which is particularly well adapted
to the use of wavelet bases in image analysis, and which
gives rise to a fast computation algorithm.

In a multiresolution analysis, one really has two func-
tions: the mother wavelet 11/ and a scaling function (1). One
also introduces dilated and translated versions of the seal—

ing function, ¢m~n(x) : 27m/2¢(27mx — n). For fixed m,
the 45".," are orthonormal. We denote by V,,, the space
spanned by the ¢,,,,,,; these spaces Vm describe successive
approximation spaces, - ' - V2 C V, C V0 C V_1 C V_2

- - , each with resolution 2’". For each m, the it,“ span
a space Wm which is exactly the orthogonal complement
in V,,,~1 of V,,,; the coefficients (114“, f >, therefore, de-
scribe the information lost when going from an ap—

proximation off with resolution 2"“1 to the coarser ap-
proximation with resolution 2’". All this is translated
into the following algorithm for the computation of the
cm_,,(f) = <¢m_,,,f) (for more details, see [27]):

Cm,n(f) = g: g2n—kam—l,k(f)

am,n(f) ; h2n k0,", l,k(f) (2)

where g, = (—1)'h_,+1and h" = 21/2 I dx ¢(x — n) ¢(2x).
In fact the am‘"(f ) are coefficients characterizing the pro-
jection off onto Vm. If the functionfis given in sampled
form, then one can take these samples for the highest or-

der resolution approximation coefficients am, and (2) de-
scribes a subband coding algorithm on these sampled val-
ues, with low—pass filter h and high—pass filter g. Because
of their association with orthonormal wavelet bases, these

filters give exact reconstruction, i.e.:

amil,l(f) = § [hZIz-Iam,rr(f) + an—lcm,n(f)]‘ (3)

Most of the orthonormal wavelet bases'have infinitely
supported 30, corresponding to filters h and g with infi-
nitely many taps. The construction in [16] gives tl with
finite support, and therefore, corresponds to FIR filters.
It follows that the orthonormal bases in [16] correspond
to a subband coding scheme with exact reconstruction
property, using the same FIR filters for reconstruction as

Page 356 0f448
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for decomposition. Such filters are well known since the
work of Smith and Bamwell [35l and of Vetterli [37]. The

extra ingredient in the orthonormal wavelet decomposi—

tion is that it writes the signal to be decomposed as a su—
perposition of reasonably smooth elementary building
blocks. The filters must satisfy the additional condition:

TI th’kok;1

decay faster than C(l + I E [)7“()'5 as | E I —> 00, for some
6 > 0, where

HQ) = 24/2 Z} knew.

This extra regularity requirement is usually not satisfied
by the exact reconstruction filters in the ASSP literature.

B. Applications of Wavelet Bases to Image Analysis

I) Biorthogonal Wavelet Bases: Since images are
mostly smooth (except for occasional edges) it seems ap-
propriate that an exact reconstruction subband coding
scheme for image analysis should correspond to an or—
thonormal basis with a reasonably smooth mother wave-
let. In order to have fast computation, the filters should
be short (short filters lead to less smoothness, however,

so they cannot be too short). On the other hand it is de-
sirable that the FIR filters used be linear phase, since such
filters can be easily cascaded in pyramidal filter structures
without the need for phase compensation. Unfortunately,
there are no nontrivial orthonormal linear phase FIR fil-

ters with the exact reconstruction property [35], regard~
less of any regularity considerations. The only symmetric
exact reconstruction filters are those corresponding to the

Haar basis, i.e., ho : h1 = 2”2 and g0 = —g, = 21/2,
with all other h”, g" = 0.

One can preserve linear phase (corresponding to sym—
metry for the wavelet) by relaxing the orthonormality re-
quirement, and using biorthogonal bases. It is then still
possible to construct examples where the mother wavelets
have arbitrarily high regularity.

In such a scheme, we still decompose as in (2). but
reconstruction becomes

amm = § [fizniiamm + swam (4)

where the filters H, g may be different from h, g. In order
to have exact reconstruction, we impose:

gr: : (_1)nh— 4-1 ..
. - " Em...“ = 5m. (5)

gn = (*1) h—n+l n

So far, we have not performed anything differently from
the usual exact reconstruction subband coding schemes

with synthesis filters different from the decomposition fil-
ters. If the filters satisfy the additional condition that:

k1} "(2’53 and I}, lie—ks) (6a)
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decay faster than C(l + 151175 7 0'5 as |£1 —> Go, for some
6 > 0, where

mg) = 2’”2 2 line W HQ) 2 2’”2 21 knew

(6b)

then we can give the following interpretation to (2) and
(4). Define functions o and <7) by

(bot) = Z hnq>(2x e n) and (Mr) I Z Enéax — n).

Their Fourier transforms are exactly the infinite products
(6a), and they are, therefore, well-defined square inte—

grable functions, compactly supported if the filters 11 and
h are FIR. Define also

W) = Z 52,,qu — n) and fax) = Z g,,<5<2x — n).

Then, the a,,,.,,(f) and cmv,,(f) in (2) can be rewrittenas:

am<f> = <¢,,,.,,.f> 2’“/2 SM a>m..(x,>f(x)

aim = <¢,,,.,,,f> = 2"“ 1 dx ¢"..,i<x,>f(x>
and reconstruction is simply:

f= Z wmfwm. (7)”1,71

The filter bank structure with the associating wavelets
and scaling functions is depicted on the following sub-
band coding scheme (Fig. 1).

If the infinite products in (6a) decay even faster than

imposed above, then qb and <75 and consequently (L and 17/
will be reasonably smooth. Note that (7) is very similar
to the orthonormal decomposition described in Section

lI—A; the only difference is that the expansion off with
respect to the basis ll,“ uses coefficients computed via
the dual basis Klan,” with {L different from ti’x. This interpre-
tation is not possible for all exact reconstruction subband
coding schemes; in particular, convergence of the infinite
products (6a) is only possible if

E h, = 21/2 and Z (I, = 2‘”.

Moreover, (7) can only hold if

2 (—1)”h,, = 0 and Z (—1)"fi,, = 0.

Most exact reconstruction subband coding schemes do
not satisfy these conditions.

Biorthogonal bases of wavelets have recently been con-

structed, with regularity simultaneously but indepen-
dently, by Cohen, Daubechies and Feauveau [12] and by
Herley and Vetterli [38]. Reference [12] contains a de-

tailed mathematical study, with proofs that, under the
conditions stated above, the wavelets do indeed constitute

numerically stable bases (Riesz bases) and a discussion of

necessary and sufficient conditions for regularity. In [18]
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Fig. 1. Filter batik structure and the associating wavelets.

Feauveau explores the construction from the point of view
of multiresolution spaces rather than from the filters. Bas—
ically one has two hierarchies of spaces in the bior-
thogonal case, each corresponding to one pair of filters.

It is shown in [12] that arbitrarily high regularity can

be achieved by both if and (I, provided one chooses suf—
ficiently long filters. In particular, if the functions (0 and

CL are, respectively, (k — 1) and (k — 1) times continu~
ously differentiable, then the trigonometric polynomials

H(£) and [3(5) have to be divisible by (1 + (”)1‘ and
(1 + e'15)1‘, respectively, so that the length of the corre
sponding filters h, 5 has to exceed k, k. .

By (5), divisibility of 9(5) by (1 + [(5)1 means that (L
will have kconsecutive moments zero:

dex’w) :0, for z=0,1,--- ,k— 1.
For more details concerning this discussion. see [12].
It is well known (and it can easily be checked by using

Taylor expansions) that if 39 has k moments zero, then the
coefficients (([xmm f) will represent functions f, which
are ktimes differentiable, with a high compression poten-
tial (many coefficients will be negligibly small).

Many examples of biorthogonal wavelet bases with rea—
sonably regular 11/ and 17/ can be constructed; for our ap-
plications, the regularity of the elementary building blocks

171,”, which is linked to the number of zero moments of
ill, is more important than the regularity of the 11",.” or the
number of zero moments of 17/. Within the limits imposed
by the support widths, we will, therefore, try to choose

k as large as possible.
In terms of trigonometric polynomials H(E) and 1:1(5),

the exact reconstruction requirement condition on It and

Ii given in (5) reduces to (for symmetric filters)

Htémtt) + HQ + «NM + 7r) : 1. (8)

Together with divisibility of H and [-7, respectively, by
(1 + e'jE)k and (1 + e_/£)k, this leads to (see [12])

"" I— 1 +

H(5)H(g) = cos (g/zf'l Z < p)P:0 p

~ sin (5/2)” + sin (s/zf’mol (9)
where R(£) is an odd polynomial in cos (5), and where
21 = k + k(symmetry ofh and k7 forces k + k to be even).
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TABLE 1 _
FILTER COEFFICIENTS FOR THE SPLINE FILTERS WITHl = 3, k = 4. k = 2

n 0 i1 :2 i3 i4

24/31,, 45/64 19/64 —1/8 ~3/64 3/128
2’1/Zh, 1/2 1/4 0 0 0 

Many examples are possible. We have studied in par—
ticular the following three examples, which belong to
three different families.

2) Spline Filters: One can choose, eg. R= 0 with

H(£)—— cos (£/2)"e_"‘i/2 where x = 0 ifk18 even, x = 1
if k1s odd This corresponds to the filters called‘ ‘spline

filters” in [12] (because the corresponding function (12 is
a B—spline function) or “binomial filters” in [38] (because

the li are simply binomial coefficients). It then follows
that:

Hts) = cos (5 /2)2"£e""5/2

[—1 l—l

[Z < + 17> sin (5/34)] (10)P=0 p

We have looked at one example from this family; it
corresponds to l = 3, k = 2. The coefficients h" and h"
are listed in Table I; the corresponding scaling functions
and wavelets are plotted in Fig. 2.

It is clear that the two filters in the first example have
very uneven length. This is typical for all the examples in
this family of “spline filters.”

3) A Spline Variant with Less Dissimilar Lengths: This
family still uses R E 0 in (9), but factorizes the right—
hand side of (9), breaking up the polynomial of degree
1 — 1 in sin (5 /2) into a product of two polynomials in
sin (E /2) with real coefficients, one to be allocated to H,
the other to H, so as to make the lengths of h and h as
close as possible

The example presented here is the smallest” one in

this family (shortest h and h); it corresponds to l = 4 and
k = 4. The filter coefficients are listed in Table II; the

corresponding scaling functions and wavelets are plotted
in Fig. 3

Note that unlike examples 1 and 3 where the 2 l’zh",
2“2h are rational, the entries in Table II are truncated
decimal expansions of irrational numbers. The functions
<1) in examples 1 and 2 look very similar (compare Figs.
2(a) and 3(a)); a more detailed analysis shows that the one

in example 2 is more regular, however. Both correspond

to 4 vanishing moments for 15.
4) Filters Close to Orthonormal Filters: Finally, there

exist many examples for which R :1: 0. In particular there
exists a special choice of R for which the two filters are
very close to each other, and both very close to an or-
thonormal wavelet filter.

Surprisingly, for the first example of this series, one
of the two filters is a Laplacian pyramid filter pro-

posed in [9]. It corresponds to l = 2, k = 2 and
R(£) = 48 cos (£)/175. The filter coefficients are listed
in Table III; the corresponding scaling functions and

44
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—4 —3 —2 —1 e 1 2 3 a 5

(C)
1.5 . ._.._

l '1

e 5 -

a

—B 5 ‘1

—1
—4 -3 —2 -1 e 1 2 3 4 5

(d)

Fig. 2 Scaling functions _,¢ <1) and wavelets 15,15 for example 1 (spline
filters with 1 = 3, k = 4, k-— 2) (a) Scaling function <15. (13) Scaling func-
tion <15. (1:) Wavelet 15 (d) Wavelet 15.

wavelets are plotted in Fig. 4. It is clear that the scaling
functions <1> and <15 are very similar, corresponding to very
similar 15 and 15. Note that in this case, the filter coeffi-
cients are again rational.

Unified Patents Exhibit 1005 App'x A-N



          

  

          

      

         

                 
                

 

 

 

  

    

              
                

           

  
          

            
         

     

      

      
       

       
        

        
       

 
       

         
  

         
          

          
        

           
             
              
              

    
        

       
        

        
     

Page 359 of 448 Unified Patents Exhibit 1005 App'x A-N

 

 

 

 

 

  
 

   
 

 

 
 

 

 
 

ANTONINI [’1 (1!: IMAGE CODING USING WAVELET TRANSFORM 209

TABLE II

FILTER COEFFICIENTS FOR THE SPLINE VARIANT~WITH LEss DISSIMILARLENGTHs, WITH] = 4 = k. k = 4

n 0 :1 :2 i3 :4

2 “2h" 0.602 949 0.266 864 —0.078 223 —0.016 864 0.026 749
24/35,. 0.557 543 0.295 636 70.028 772 70.045 636 0

1 4 r V 2
1 2e _ l 5—

i- \ _ .1-

B E- \ 1 /a E- _ 9 5»

a 4” _ a,— _.—,fi/’\fl /\/\\7_,—a 2- f2 _ /
a l '9 5’ i K /
__._,H/

W \ _1 \ l—a 2— 4 '

AB 4-; ‘3 *2 *1 Q; I 2 3 4 _1 5-4 —3 *2 1A1 8 1 2 3 4 S
(a) (C)

I4 2 "W H

1 2— /\ _ I 5 m ,
I- / \ _ )

1 \ 1 . K —9 8— ..

/ . .. ita 5- E _.

’ l l
e 4» / ~ 2 /—\ N _

. - l l ,‘ / \ —a 5 \ / 4/

.__,\/ W I t
’8 2.4 -3 _2 -1 E 1 2 3 4 _—4 —3 —2 —1 e I 2 3 4 E

(b) (d)

Fig. 3. Scaling functions (t), (E) and wavelets :4 l for example 2 (spline
variant with less dissmiilar lengths; l 2 4 =A,1< = 4). (_a) Scaling function
(1). (b) Scaling function a). (c) Wavelet to, (d) Wavelet 30.

TABLE “1 ist various extensions of the one—dimensional wavelet
FILTER COEFFICIENTS FOR EXAMPLE 3. THE ENTRIES ARE RATIONAL, AND

THE Two FILTERS ARI: VERY CLOSE. THE heFILTER COINCIDES WITH A
LAPIACIAN PYRAVID FILTER PROPOSED IN [9]. IN‘ THIS CASE

1 : 2 : k. I? 2 2 

 

transform to higher dimensions. We follow Mallat [27]
and use a two—dimensional wavelet transform in which

horizontal and vertical orientations are considered pref—
erential.0 +1 —2 +3 +4 . . . . .

n _ — — — 1n two~d1menstonal waveletanalysts one Introduces. like
24/1)” 06 0.25 70.05 0 0 in the one-dimensional case, a scaling function (per, y)
2 "21?, 17/28 73/280 —3/56 —3/280 0 such that: 

The two biorthogonal filters in this example are both
close to an orthonormal wavelet filter of length 6 con—

structed in [17], where it was called a L‘coiflet.” Being
an orthonormal wavelet filter. the coiflct is nonsymme-
ttic. The filters in this example are shorter than in exame

ples l and 2, but k is also smaller. The next example in
this family corresponds to k = 4 (and l = 4); the filters 11

and IT then have length 9 and 15; they are both close to a
coiflet of length 12.

5) Extension to the Two—Dimensional Case: There ex-

Page 359 of448

<b(x, y) : <1>(X)¢(y) (11)

where OM) is a one—dimensional scaling function.
Let ¢r(x) be the one—dimensional wavelet associated with

the scaling function d>(x). Then. the three twoedimen—
sional wavelets are defined as:

6th M y)

W’tx. y) W) q>I y)

4% y) : 1W) a .v).

v" ”(x, y)

(12)
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2.5 —

2L

1.5—

1,

B 5‘-

as

*0.5r

_1_

-15 _
-4 —3 -Z -i B l 2 3 4 5

(c)
  

_.__,__.
' ,4 -a 72 *1 a 1 2 3 4

(d)

.1&oHn u:1.msu...u.mu.‘lllllIl m__L___L__i_l____l_i
Fig. 4. Scaling functions (1), (1'5 and wavelets \L. J/ for example 3.(bior-
thogonal filters close to an orthonormal wavelet filter. I 2 2 2 k, k : 2).
(a) Scaling function <25. (1)) Scaling function (25. (c) Wavelet lb. (d) Wavelet
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Fig. 5. One stage in a multiscale image decomposition.

Fig. 5 represents one stage in a multiscale pyramidal
decomposition of an image: wavelet coefficients of the
image are computed, as in the one-dimensional case (Sec—

tions [LA and II-B.1). using a subband coding algorithm.
The filters h and g are one-dimensional filters. This de-

composition provides subimages corresponding to differ-
ent resolution levels and orientations (see Fig. 6). The
reconstruction scheme of the image is presented Fig. 7.

To compare the three different filters presented in this
paper, we have decomposed the image Lena (Fig. 16) with
each of these filters. The results are presented in Fig. 8.
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In Fig. 8(a) we can see the normalized detail subimages
at different resolution levels m = l, m = 2. and m = 3

(wavelet coefficients) and in Fig. 8(b) the low resolution
level subimages.

III. IMAGE CODING APPLICATION

A. Statistical Properties of Wavelet Coefficients

The performance of a coder used for a given resolution
and direction can be determined by the statistics of the
corresponding subimage, i.e., its probability density
function (PDF).

Unified Patents Exhibit 1005 App'x A-N
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Fig 7. One stage in a multrscale image reconstruction.

A typical PDF and different approximations are given
in Fig. 9, where we plot the true PDF for resolution level

m = l and direction (1' = vertical together with three model
functions: a Gaussian, a Laplacian. and an intermediate
function, the so-called generalized Gaussian [2].

This generalized Gaussian law is given explicitly by

pm.d(x) = “null exp (—lbmdxlrmJ)

with

 

(13)

where am, is the standard deviation of the subimage
(m, d), and I‘( ' ) is the usual Gamma function.

The general formula (13) contains the other two ex-
amples as particular cases:
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0 r,,,_,, = 2 leads to the well-known Gaussian PDF;

0 rm, 1 leads to a Laplacian PDF.

The variance of this approximation model is set equal
to the variance of the corresponding subimage. Thus the
parameter rm, is computed in order to match the real PDF
using the well-known chi-squared test. In this case the
optimum parameter was 0.7. Other experiments for other
resolutions (except the lowest resolution) lead to very
similar results.

We can see in Fig. 9 that the real PDF (scale m = l
and vertical orientation) is closely approximated by a gen-
eralized Gaussian law with parameter rm. = 0.7.

B. Encoding of Wavelet Coeficients Using Vector
Quantization

Different techniques involving vector or scalar quanti—
zation can be used to encode wavelet coeflicients.

According to Shannon's rate distortion theory, better
results are always obtained when vectors rather than sca-
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m = 1

128 x 128 pix

  
 

 
   
 

  

m=2

64x64pix

m=3

32X32pix

 

 

 
m: 1

128 x 128 pix

 

(b)
Fig. 8. Comparison among the different subimages, (a) Comparison among
the normalized detail subimages, (b) Comparison among the low resolution
level subimages.

lars are encoded. Therefore, the present application uses
vector quantization.

I. Principle of Vector Quantization: Developed re—
cently by Gersho and Gray (1980) [20], [2.1], vector quan-
tization has proven to be a powerful tool for digital image
compression [4], [29], [30], [32], [39]. The principle in—
volves encoding a sequence of samples (vector) rather than
encoding each sample individually. Encoding is per-
formed by approximating the sequence to be coded by a
vector belonging to a catalogue of shapes, usually known
as a codebook.

The codebook is created and optimized using the well-
known Linde—Buzo—Gray (LBG) [26] classification al—
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gorithm with a mean squared error (MSE) criterion. This
algorithm is designed to perform a classification based on
a training set comprised of vectors belonging to difierent
images; it converges iteratively toward a locally optimal
codebook.

Each of the vectors in the codebook is indexed. At the

encoding stage, the index of the vector in the codebook
most closely describing (in terms of MSE criterion) the
sample set to be encoded is selected to represent this set.
Of course, in order to reconstruct the sample set, the de-
coder must have the same codebook as the coder.

The encoding/decoding scheme depicted in Fig. 10 was
proposed in [29] and [30] for orthonormal wavelets.
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2) Comparative Performances of Vector Quantization

(VQ) and Scalar Quantization (SQ): According to [3],
[13], [19]. [43], [30] the asymptotic lower bound distor-
tion gain obtained when VQ, rather than SQ, is applied
to a subimage is expressed as:

Vol 2 __L_
m" (C + ”At/cm. C)

tc+ I)

l S lpm..z(x)l'/“" " dx]X
 

16+ but!)

‘ S [pm'dc‘HIth/(C‘kmal dXJ
(14)

for a subimage corresponding to resolution m and direc-
tion d. pm‘dcr) is the PDF of wavelet coefficients of the
subimage with resolution In and direction d.

Here. the MSE criterion is used as a distortion measure

(c = 2). The values of A(k,,,‘(,, 2) usgd are the upper
bounds of the MSE computed and tabulated by Conway
and Sloane for vector size k,,,_d [13]. This formula gives
an indication of the minimum theoretical gain that can be
obtained.

However, this approximation is valid only for small
quantization errors, i.e., for a high bit rate Rm‘d. Thus the

gain 0:8, only gives here an asymptotic indication.
In Fig. I]. the curves of 03, are plotted as a function

of the vector dimension km, for the Laplacian. Gaussian.
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Generalized Gaussian law
it = 0.5)

('b'.I
Laplacian law

Gaussian law (" 
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Fig. ll. Asymptotic lower bound distortion gain 61‘}, - function (km .1)-

and generalized Gaussian approximation laws, and for a
subimage at scale m = 1 and vertical orientation. Exper-
imental results are closely matched by the theoretical re-
sults for a generalized Gaussian law with r,,,_(, = 0.7 ex—
cept for the lower subband. Therefore, all computations
based on this approximation law show that. in each sub—
band, VQ outperforms SQ (see Fig. 11).

In summary VQ performs better for coding wavelet
coefficients.

3) Generation of a Multiresolutinn Codebook: The

preceding paragraph explained why VQ outperforms other
methods. Nonetheless. major problems are encountered
in the VQ of images.

0 It is impossible to create a universal codebook (cili—
cient for each image to be encoded).
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0 The LBG algorithm smooths high frequencies (loss
of resolution).

0 There is a trade-oil between low distortion and high
compression rate (computational cost).

0 It is not easy to take into account the properties of
the human visual system [28]. [33).

The use of the wavelet transform (i.e., multiresolution)

is one way of overcoming these different problems.
The wavelet decomposition of an image enables the

generation of a codebook containing two-dimensional
vectors for each resolution level and preferential direc-
tion (horizontal, vertical, and diagonal). Each of these
subcodebooks (see Fig. 12) is generated using the LBG
algorithm.

0 The training set is comprised of vectors belonging to
different images corresponding to the resolution and ori»
entation under consideration.

0 The initial codebook is generated by splitting the
centroid (center of gravity) of this training set [21].

A multiresolution codebook can thus be obtained by as-
sembling all of these resulting subcodebooks. Each sub-
codebook has a low distortion level and contains few

words, which clearly facilitates the search for the best
coding vector; the coding computational load is reduced,
because only the appropriate subcodebook (resolution di-
rection) of the multiresolution codebook is checked for

each input vector. In addition. the quality of the coded
image is better. The multiresolution codebook is depicted
in Fig. 12.

Global codebook design has drawbacks in that it results
in edge smoothing while the proposed method preserves
edges. In fact. each subcodebook contains the shape of
the wavelet coefficients which are most highly represen-
tative in terms of the MSE criterion.

Since the spatial and frequency aspects of the image are
taken into account in the wavelet decomposition. the clas-

sification and search during the encoding of a subimage
vector can be achieved using a simple criterion such as
least mean squares. This frees us from using distortion
measurements such as weighted least mean squares or
other measurements involving perceptual factors. These
algorithms are indeed costly in computation time.

C. Optimal Bit Allocation

Multiresolution exploits the eye's masking effects. and
therefore. enables us to refine and select the type of cod-
ing according to the resolution level and the contour ori-
entation. Although a flat noise shape minimizes the MSE
criterion it is generally not optimal for a subjective qual-
ity ofimage To apply noise shaping across the V0 sub-
images. we define a total weighted MSE distortion DT (RT)
((17)) for a total bit rate RT ((18)).

Let us define D,,,‘,,(R,,,_d) the average distortion in the
coding of the subimage (m, d) for Rm, bits per pixel:

Dm.d(Rm.d) = E(|X — (1(X)ir) = do"; q(x)) C 2 1

(l5)
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Fig. 12. Multiresolution codebook.

for all coefficients x belonging to the subimage. q(x) being
the quantization of x.

Total distortion of the image for a total rate of RT bits
per pixel is then given by: 3

 

     DT(RT) = DI" d(Rm.d)
22M m—- 1 22m l=

(16)

where D}? (R2?) corresponds to the distortion in the sub-
image of lowest resolution M (texture subimage).

The problem of finding an optimal bit assignment (in
bits per pixel) for each subimage vector quantizer is then
formulated as:

 

Min [1);(RT): 050mg? )2 M
Rum! 2

 

+ E. (17) 

3

2m (If);m (I(RI”. (I) X Br". :1]
      subject to: RT-— 2' RM, (18)m—— I 22m

where R3? corresponds to the bit allocation. in bits per
pixel, of lowest resolution M subimage.

Assignment of the weights is based on the fact that the
human eye is not equally sensitive to signals at all spatial
frequencies. On the basis of contrast sensitivity data col-
lected by Campbell and Robson [10]. and to obtain a con-
trolled degrec of noise shaping across the subimages. we
consider a function 8,“, such that:

Blind =

where a,“ is the standard deviation corresponding to sub-
image (m. d) and the values of 'y and BM, are chosen
experimentally in order to match human vision.

D‘T‘ (R7) is the total weighted encoding distortion func-
tion, and M is the lowest resolution considered.

The expression of D,,_4(R,,,..,) is given by [19]

'" log (03.53") (19)

DInJ/(erd) = 2-KIRMIJ X Um.d(l’v C). C 2 l

with

am.d(p0 C) : A(km.tl' C)
(t +km..rl

(20)
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This minimization problem can be solved by using La—
grangian multipliers. Using this technique, we must solve
the following equation:
  a 1

61%,...1 [Drum — )\<RT — 2214 Rt?
M 1 3

_ 3212—“ 2:31 Rmfl : 0 (21)
where )x is a Lagrangian multiplier.

Using (17) and (20), this equation becomes:
 

 

 

6 1

6stWR )
M

+ 2 2m 2 (2 (RM ”14(1), QB," u)m=12 dzl

x R 1 5° 2‘ 2R< T 22“ RM m=12~m : “>i =0“
(22)

Taking the partial derivative with respect to RM yields
an expression for Rn“, in terms of A:

(C 1“ 2)am,d(p! C)Bm.d:|
 

(23)
l

R — l 7”1.11 C 0g- [ )\
By substituting (23) into the constraint (18) of the mine

imization problem we obtain an expression of the Lagran-
gian multiplier X

M 3

)\ I C ln 2|:2"'(RT*(I/4M)R§40) H IIm =1 11:]

411/4111 , I

. [04,“,(19, C)Blll,rl]l/4MJ . (24)
Finally, substituting )\ into (23) results in an expression

of the optimal bit assignment Rm'dm (in bits per pixel
(bpp)) to the vector quantizer of subimage (m, d):

4MRT — 12%;? 1

IV. EXPERIMENTAL RESULTS

The images used are sampled 256 by 256 black and
white images. The intensity of each pixel is coded on 256
grey levels (8 bpp).

The numerical evaluation of the coder’s performance is
achieved by computing the peak signal—to—noise ratio
(PSNR) between the original image and the coded image.

For each coded image, we can use a variable length
code. We also give the corresponding (RT if an optimal
entropy coding was performed, defined as follows.

To the L codewords wj',j—— 1,2, .L of the vector

quantizer corresponds to L regions (clusters) of IR"
(P,j—— 1,2 L. The jth region is defined by

(1),: {XEIRk/QOC): w,}

and represents the subset of vectors of IRA which are well

matched by the codeword wj- of the codebook.
Thus for each resolution and direction, we can intro—

duce the average information of the codebook, called the
entropy measure:

(RIsz 2 ‘ki X 121.00%) 1032.“le bppm (I ’

where [)(w;) is the probability of selecting the source vec-
tor wj, belonging to the codebook at scale m and corre-
sponding to the orientation d, during the coding of the
image (m, d).

Then, as in (18), (HT is the sum of the estimated entropy
in each subimage as follows:

1 SO
m7 = 221146“?

 

+ mg] F [lg] (Rm 11 bpp'

The vector quantizer used is a fill search quantizer,
i.c., during the coding, all of the vectors in the subcode-
book corresponding to the resolution and direction to be
encoded are searched. The selection criterion used is the
MSE criterion.

“mat”, C)Bm.d
  

+ 10
m.dt)pr 4M _ 1 c 32 M

[It
(25)

fl [aw (p. c) 8.1.11 1‘1/4”"14“’/4“" ‘m':l rl'=l

This expression requires the knowledge of the sub-
image’s PDF‘s.

The optimal distortion of the quantizer, DRART), 1s
then computed by combining (25) and (17). We find:

M

l 2,‘.(4MRT _ “PU/4.11-1
 

* 1 4
Dumas» = 22—1. 0290???) +

4M/4M - 1

[#113131]; [am 4(1), COB; d]] /4":|
(26)

Finally, bit allocation which is a function of the image
will be transmitted as side information requiring only a
few bits.
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A. Comparison Between the Different Wavelets

In the following, we present results obtained with the
Lena image (image within the training set) for a real bit
rate of 1 bpp and using the three different filters proposed
in Section II—B. (Fig. 13 corresponds to filters 9—3 pre-
sented in example I, Fig. 14 corresponds to filters 9—7
presented in example 2, and Fig. 15 corresponds to filters
5—7 presented in example 3.) Here, the Lena image is
taken as part of the training set in order to minimize the
effects of quantization noise: this enables the influence of
the filters to be taken into account.

For a given set of filters, separate codebooks are trained
for each resolutioniorientation subimage, and bit alloca—
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Fig. 13, Filters no, 19-3‘ PSNR = 31.82 dB. (RT = 0.30 bpp. Fig. 15. Filters no 3, 5—7, PSNR : 31.46 dB, GIT ; 0.80 bpp.

  
, 143‘ i

Fig. 14‘ Filters no. 2. 977, PSNR = 32.10 dB, (R7 = 0.78 bpp. Fig. 16. Original 256 by 256 Lena. 8 bpp.

tion is carried out according to (25). For the Lena image, (codeword size 2 by 2). Finally, the lowest resolution is
the bit assignment is represented in Fig. 17. Resolution 1 coded at 8 b/pixel.
(diagonal orientation) is discarded. Rescflution 1 (hori-
zontal and vertical orientations) and resolution 2 (diago—
nal orientation) are coded using 256-veetor eodebooks 3- Results as a Function ofRegulariry and Vanishing
(codeword size 4 by 4) resulting in a 0.5-b/pixel rate, Moments
while resolution 2 (horizontal and venical orientations) is In Section II-B, we mentioned our belief that both the

coded at a 2-b/pixel rate using 256—vector eodebooks regularity of the reconstruction wavelet 17; and the number
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increasing bit rate

m22 m=2

Texture
8 bpp

Scalar
2 bpp Horizontal orientationN=256

Size 2x2 (k24i 05 bpp
N = 256 codewords

Size 4x4 (k=16)

Quantization VQ

Size 2x2 (k:4) Size 4x4 (k=1s; VQ

Vertical orientation

0.5 bpp
N : 256 codewords

Size 4x4 (k=16)

VQ

Diagonal orientation

0 bpp 
Fig. 17, Subimages bit rate allocation: example of a bit allocation for a

total bit rate of 1 bpp and for the 256 by 256 Lena image.

of vanishing moments of the analyzing wavelet [b are im—
portant in applications. To illustrate this we carried out

the following experiments. For a given pair, h, h, we ana-
lyzed the same image twice: once as described above, and
a second time after exchanging the roles of the filters h
and It.

The filter pairs in example 2 both have the same number
of vanishing moments, k = I; = 4. However, {I} is con—
siderably more regular than it (see Fig. 3). With this filter
pair, our experiment on the Lena image led to a PSNR of
32.10 dB in the first case, and to a PSNR of 31.51 dB if
the roles of h and h are inverted. The case where the re—

construction wavelet has the highest regularity, therefore,
performs best.

In example 1 the functions 1]; and (I have comparable
regularity: both are continuous and neither has a contin—

uous derivative. In fact [Z is a bit more regular than it: l;
is differentiable almost everywhere, and is Holder contin-
uous with exponent 1, while i!» is Holder continuous with
the exponent only at 0.83. On the other hand, 1L has 2

vanishing moments, while I; has 4 (k = 4. IE 2 2). The
same experiment, again with the Lena image, now leads
to a PSNR of 31.82 dB ifh, h are taken as in Table I, and
to a PSNR of 31.13 dB when the roles of h and h are

reversed. The situation where J/ is most regular but 1L has
fewer vanishing moments, therefore, performs better (gain
of 0.69 dB) than the case where i// has. more vanishing
moments but [Z is less regular. This seems to suggest that
the regularity of 17/ has a larger effect than the number of
vanishing moments of 11/. However, in this example the
difference in overall regularity, as measured by the dif—
ferences between Holder exponents, is much smaller here
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than in example 2 (0.17 as compared to 0.63 in example
2), and it seems hard to explain how this smaller differ-
ence in Holder exponent could account for a comparable

gain in PSNR. In fact, the Holder exponent is not a very
good measure for the regularity of l; in this case: it is
completely determined by the discontinuity of the derive
ative of J; in only a few points, and it is insensitive to the
fact that I; is infinitely differentiable in all other points. If
this is taken into account, then 1; looks much more regular
than ilz (the Holder exponent of which is determined by its
behavior near a dense set of points), which might explain
the gain in PSNR.

We conclude from all this that: 1) for the same number

of vanishing moments for 11/, the scheme with most reg-
ular J; is likely to perform best; and 2) increasing the reg
ularity of xix, even at the expense of the number of vanish-
ing moments for (I, may lead to better results.

Based on theoretical arguments (Taylor expansions) and
results from numerical analysis [8], we also expect: 3) for

comparable regularity of i}, the scheme with largest van—
ishing moments for 1L is likely to perform best.

C. Comparison with Other Coders

If the PSNR is chosen as a criterion of comparison,
these results are close to those obtained by Woods and
O’Neil [42] and Westerink et al. [40]. However, in their

subband coding algorithm, they use 32-taps Johnston fil—
ters, while only 9 or 7 taps are necessary for our method.
According to Westerink’s results in [41], the PSNR de—
creases by about 2 dB when using 8—taps Johnston filters.
However, some others new QMF designs can also lead to

good results with about 9 taps for image coding [1].
In this section, we present both numerical and qualita-

tive comparison between our coding scheme and other
previously published results, Since the most popular im—
age in the recent literature has been the 512 by 512 Lena
image, the comparison is made using this image taken
outside the training set.

Among the dilferent methods published, we consider
the three following well-known methods: Ho and Gersho
obtained a 30.93-dB PSNR at 0.36 bpp, result using
“variable—rate multi stage VQ” [23]. Riskin and Gray
improved on the full search VQ (PSNR = 29.29 dB, 0.32
bpp) using pruned tree structured VQ (PSNR = 30.92 dB,
0.32 bpp) [34]. High PSNR values were obtained by
Woods and Cohen using entropy coded and predictive VQ
(PSNR = 32.5 dB, 0.45 bpp) [l 1].

Our aim is not to optimize the PSNR but rather a
weighted function of the MSE in order to match human
vision. We give two examples at low bit rate using
wavelet VQ.

Our initial result at 0.37 bpp presented Fig. 18 with a
30.85-dB PSNR is very close to those of Ho and Gersho
[23] and Riskin et al. [34]. The perceptual quality of our
coded images is better than indicated by the PSNR value
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Fig. 18. 512 by 512 Lena image. Filters no. 2 9-7. PSNR = 30.85 dB.

GIT = 0.37 bpp.

 
Fig. 19. 512 by 512 Lena image. Filters no. 2 9-7, PSNR = 29.1] dB.

(PT = 0.21 bpp.

mainly due to the regularity of the wavelet and the bit
allocation. These images do not suffer from the blocking
effects obtained when using VQ in the spatial domain. No
ringing effects can be observed.

The second result at 0.21 bpp presented in Fig. 19 with
a 29.11—dB PSNR shows that a very low bit rate can be
achieved with our method, without severe degradation.

Our method using a new class of filters derived from
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wavelet theory using full search VQ can be improved by
any of the three above-mentioned methods.

In fact the LBG clustering algorithm is a very simple
algorithm but not optimal for variable length code. The

PSNR of the method could be improved by about 3 dB,
for example, using ECVQ [34] but CPU time becomes
prohibitively expensive.

D. Progressive Transmission Scheme

The main objective of progressive transmission is to
allow the receiver to recognize a picture as quickly as pos~
sible at minimum cost, by sending a low resolution level
picture first. Then, it can be decided to receiver further
picture details or to abort the transmission. Further details
of the picture are obtained by sequentially receiving the
encoded wavelet coefficients at different resolution levels
and directions.

Following the example of [40]. we will display each
picture level during the progressive transmission with a
size that matches the resolution of that panicular level.

To test the efliciency of the vector quantizer. the image
to be coded is taken outside the training set.

Fig. 20 represents 5 stages in the progressive transmis»
sion of a 256 by 256 image using filters 9—7 given in ex-
ample 2. According to the bit allocation procedure (Sec-
tion III—C) with a generalized Gaussian PDF
approximation law, only the wavelet coefficients corre—
sponding to the m = l and m = 2 high resolution levels
are vector quantized. while the low level subimages
(m 2 2) are scalar quantized.

V. CONCLUSION

This paper describes a new image coding scheme com—
bining the wavelet transform and VQ.

A new family of filters has been derived from the
wavelet theory. We have shown the importance of regu—
larity and vanishing moments for image coding. Further-
more. these filters require few taps. unlike standard QMF
methods.

The wavelet transform used here attempts to exploit the
masking effect of the human eye. yielding encouraging
results. Indeed, the proposed method enables high
compression bit rates while maintaining good visual qual-
ity through the use of bit allocation in the subimages. The
blocking effects seen when spatial V0 is performed are
avoided

This method is well adapted to progressive transmis-
sion as well as very low bit rate compression. Further-
more, using a simple full—search VQ provides good re—
sults. comparable to the best results published currently.

Further research should include some new derivation

such as entropy constraint and predictive VQ. We would
improve this coding scheme, if we accept a heavier com—
putational load.
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AUTOMATED HIGH DEFINITION/RESOLUTION

IMAGE STORAGE, RETRIEVAL AND
TRANSMISSION SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

An automated high definition/resolution image stor-
age, retrieval and transmission system for use with med-
ical X—ray films and the like.

2. Description of the Prior Art
Many industries have their own unique inventory

control means for the particular needs of the respective
trade. The food industry, for example, has largely stan-
dardized on bar-code technology to track food items.
The medical profession, however, in many areas has not
kept technological pace notwithstanding the obvious
need therefor. Storage and retrieval systems for medical
image data such as X-ray films, CAT scans, angiograms,
tomograms and MRI are commonly antiquated and
often employing methods of the 1920’s. For example,
when image films are used in the physician must display
these photo films on a light box.

Moreover, due to the diffuse responsibilities of multi-

ple attending physicians and treatment sites involving
patients with particularly complex conditions, image
data for such patients is often misplaced, lost, or at best,
difficult to find when needed. Hospitals maintain large
“file rooms” to store the patient image data. The film

image data is typically stored in a large brown envelope
approximately 14 by 17 inches and open at one end.
These become bulky to handle and store especially in a
complex situation in which several of these folders are
needed. Weight alone can build up to 15 pounds. It has
proven time consuming to obtain image data from file
rooms either due to administrative backlogs, lack of

specialized filing personnel and misfiling.
Typically, the physician examines the patient in his

office after the radiographical studies have been made
in a hospital or diagnostic facility. These films and the
information contained therein are often unavailable at
the time of the examination. Thus, there is a need for
remote access to these image data for rapid patient
assessment and therapy recommendation.

' U.S. Pat. No. 4,603,254 teaches a stimulable phosphor

sheet carrying a radiation image stored therein scanned
with stimulating rays. The light emitted from the stimu-
lable phosphor sheet in proportion to the. radiation en-
ergy stored therein is detected and converted into an
electric signal converted to a digital signal. Digital data
is created to reproduce the radiation image for use in
diagnosis and storage.

U.S. Pat. No. 4,764,870 describes a system for trans-

ferring medical diagnostic information from the diag-
nostic site to remote stations. An internal analog video

signal from imaging diagnostic equipment such as a
CAT scanner or MRI equipment, is converted to an

analog video signal of different, preferably standard,
format that is stored and transmitted in the reformatted

image information to the remote terminal. The received
signal is stored, decoded and applied in appropriate
analog video form to an associated CRT display for
reproduction of the diagnostic images.

U.S. Pat. No. 5,005,126 shows a system for transfer-

ring medical diagnostic information from the diagnostic
site to remote stations similar to that found in U.S. Pat.
No. 4,764,870.
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U.S. Pat. No. 5,019,975 teaches a method for con-
structing a data base in a medical image filing system
comprising the steps or recording information indicat-
ing the time at which each medical image is recorded
and a rank of importance for each medical image as
image retrieval signal data for image signals corre-
sponding to each medical image; recOrding the number
of times the image signals corresponding to each medi-
cal image have been retrieved as image retrieval signal
data and incrementing the number each time the image
signals are retrieved; and when the data base is full of
image retrieval signal data, deleting the image retrieval
signal data corresponding to the image signals of the
medical image in which at least (1) the time at which the
medical image was recorded earlier than a predeter-
mined time and (2) the rank of importance of the medi-
cal image is lower than a predetermined value.

U.S. Pat. No. 4,611,247 describes a radiation image

reproducing apparatus to read a radiation image from a
first recording medium as a visible image. Input devices
of the apparatus enter data which are associated with a
method of exposing an object to a radiation and object’s

' exposed part. In response to the input data, a processing
condition determining unit determines conditions opti-
mum for a gradation processing and a spatial frequency
processing. A processor system is provided for reading
the radiation image stored in the first recording medium
and processing the radiation image on the basis of con-
ditions which the processing condition determining unit
determines in response to the input data associated with
the radiation image.

U.S. Pat. No. 4,750,137 discloses a method and a

computer program for performing the method for Opti-
mizing signals being exchanged between a host unit and
an addressable-buffer peripheral device. The program

optimizes an outgoing signal from the host unit by (1)
creating an updated-state map representing the state of
the peripheral device buffer expected to exist after pro-
cessing by the peripheral device of the outgoing signal,
(2) performing an exclusive-or (XOR) operation using
the updated-state map and a present-state map repre-
senting the existing state of the buffer, and (3) construct-
ing and transmitting a substitute outgoing signal which
represents only changes to the buffer, and in which all
premodified field flags are turned off. Position-depend-
ent characters, such as attribute bytes, are translated
into nondata characters prior to incorporation into a

map, and are retranslated into their original form for use
in the substitute signal. ‘

U.S. Pat. No. 4,858,129 teaches an X-ray CT appara-

tus in which a plurality of dynamic tomographic images
obtained by repeatedly photographing a region of inter-
est of a subject under examination are stored in'an image
memory for subsequent display on a display device. A
processing device extracts data of pixels along a certain
the tomographic images and stores the pixel data in the
image memory, in the order of photographing time of
the tomographic images, thus forming a time sequence
image formed of picked—up pixels. The processing de-
vice reduces a tomographic image and the time se-

quence image and rearranges the reduced images in one
frame area of the image memory for simultaneous dis-

play thereof on the display device.
U.S. Pat. No. 5,021,770 discloses an image display

system having a plurality of CRT display screens. The
system is of the type in which a number of images of
specific portions of a patient having a specific identifica-
tion code are selected from among a multitude of X-ray
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image taken by a plurality of shooting methods, and
when the regions or interest are specific, a plurality of
appropriate images are further selected using the previ-
ously stored aptitude values for the regions and shoot-
ing methods and displayed on the plurality of CRT
display screens. In order that the segments to be in-
spected can be pointed to on the screen on which the
image of the patient is displayed, a memory is provided
which is adapted to previously store codes correspond-
ing to the specific image of the patient and to specify the
respective regions of the image in such a manner that
they correspond to the pixel positions of the image.

US. Pat. No. 4,879,665 teaches a medical picture
filing system composed of a picture data memory de-
vice, a picture data input-output device for inputting-
/outputting the picture data, a retrieving device for
storing the picture data into the memory device and
extracting it therefrom on the basis of retrieving data, a
retrieving data input device for inputting the retrieving
data into the retrieving device, a retrieving data storing
device for storing the retrieving data, the retrieving
data being classified by block of information obtained in
one-time examination. When medical pictures are filed,
retrieving data collected for each examination is utilized
for reducing the amount of retrieving data, while when
reproduced, retrieval is carried out for each one-time
examination thereby shortening the time required for
retrieval.

In light of recent advances in computer data basing,
digitization and compression of image data, image en-
hancement algorithms and cost effective computer
technology, the means for improved storage and re-
trieval of vital patient image data is now possible.

Such system should include the following major fea-
tures:

1) means to more compactly store and more effi-
ciently retrieve image data and automatically identify
the data by patient name, image type, date and the like;

2) means for physicians to quickly and remotely ac-
cess particular patient image data at the medical facility
even if achieved at several different locations;

3) means to prevent loss of vital image data due to
ordinary human handling and misplacement errors;

4) means to quickly and affordably access image data
from the physician’s office;

5) means to enhance the medical images by both
contrast enhancement and zooming for improved diag-
nostics and/or surgical guidance; and

6) means to quickly and conveniently access image
data and display on a large screen in the operating room
with any desired enhancement or expansion.

As described more fully hereinafter, the present in-
vention provides means to accomplish these goals. The
system uses both general purpose system elements well
known to those practiced in electronic arts and specific
elements having significant novelty.

SUMMARY OF THE INVENTION

The present invention relates to an automated high
defmition/resolution image storage, retrieval and trans-
mission system capable for storing, transmitting and
displaying medical diagnostic quality images for use
with medical X-ray films or the like.

The system comprises means to process the image
data from patient imaging to physician usage. The
major or significant processing stages are described
hereinafter. Specifically, the major steps in the image
data flow include:
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PATIENT RADIOGRAPHY: The patient’s body is

imaged and a film is exposed as in an X ray room, MRI
or CAT scan lab.

FILM PREPARATION: The fi1m(s) is developed to

create a visible image with OCR readable patient identi-
fication information superimposed thereon.

FILM INTERPRETATION: Commonly, a radiolo-

gist drafts an opinion letter for the film(s). This docu-
ment preferably includes an optical character reader, or
OCR, readable patient identification label or standard
marking area.

IMAGE SCANNING AND DIGITIZING SUB-

SYSTEM: A scanner subsystem digitizes each patient
image film and/or document on a high resolution scan-
ner. This digitized data is transmitted by a local high
speed data link to a separate or remote master storage
unit. Patient identification information is read from a
standard format on each file by OCR techniques and
efficiently stored with the digitized image data. En-
hanced scanner resolution and gray scale requirements
are provided. Further, to reduce data rate requirements,
data compaction or compression is accomplished within
the scanner subsystem.

To back-up possible data link down time or scanner
down time, the scanner subsystem may include a CD-
ROM data storage drive so that image data may con-
tinue to be digitized. The CD-ROM disk may then be
manually delivered to the file room unit for subsequentuse.

In an optional embodiment, the digitized data of one
or two images may be written to a compact semi-con-
ductor memory card “RAM Cards”. This form of data
storage may be used to send selected images for special
purposes such as when the image data is needed in an-
other city for second opinion purposes.

At this point in the image data flow, there is a split in
which the original film data is stored as a “master” in a
file room and the image disk is made available for active
“on-line” use in an image storage and retrieval subsys-
tem.

FILM FILING: The patient image films may be
placed in the industry standard 14 by 17 inch brown
paper folders and placed on conventional filing shelves.
However, it is preferred that older films be tagged and
stored off-site to reduce the current excessive bulk of

films in many hospital file rooms. The system would
now make this practical since the original films would
seldom need to be accessed.

In the preferred embodiment of the system, the pa-
tient may have his entire image data collected and writ-
ten to one or more of the storage CD-ROM disks for
archiving at the hospital.

IMAGE STORAGE AND RETRIEVAL SUB-

SYSTEM: This subsystem is a remotely controllable,
automatically accessable image data subsystem to store
and automatically retrieve, on-demand, the compressed
digital information contained on the CD-ROM disks.

The image storage and retrieval subsystem has a
high-speed data link connection to the scanning and
digitizing subsystem and has a write drive recording
mechanism which is dedicated to receiving the data
from the scanning and digitizing subsystem. This CD-
ROM write drive can operate without interrupting
remote access operations.

Remote access may be made to the image storage and
retrieval subsystem by a variety of telecommunication
links. Access will be granted only if a valid user code
has been presented. By means of several read-only CD
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disk drives and electronic buffering, virtually simulta-
neous access can be granted to several or more users.

As explained more fully hereinafter, the medical
image disk will contain relatively huge quantities of
data making it impractical to send over conventional
data communication links without very efficient data
compression technology. While there are a variety of
data compression techniques available, none are well
tailored to this application. Thus, novel compression
means are in the a remote telecommunication access

subsystem.
TELECOMMUNICATION SUBSYSTEM: Occa-

sionally circumstances may warrant manually making
an extra copy of the patient’s image files to be physically
delivered to an authorized requester. However, for the
system to fulfill broad service to the health care indus-
try it must be able to efficiently telecommunicate image
files to remote locations both cost effectively and within
a reasonable time interval.

A novel medical facsimile technology is in the pre-
ferred embodiment which works interactively with a
remote requester to send only what is needed at accept-
able resolutions, and the presented image is progres-
sively updated as the communications connection is
maintained until the resolution limits of the user display
are reached, after which time, other images are either
sent or further enhanced.

The specific technical means for accomplishing this
uses the following novel technologies: a) guided image
selection and transmission (GIST); b) progressive image
enhancement (PIE); c) display compatible resolution
(DCR); d) hexagonal pattern classification compression
(HexPac) and e) run length coding (RLC), RLC is well
known to those skilled in the arts.

It appears practical to send immediately useful pa-
tient data in less than one minute over a phone line (9600
baud) whereas it take many hours by conventional cod-
ing and transmission means. When wide-band telecom-
munications as satellite, fiber optic, micro-wave links
becomes more generally available at affordable prices,
then the more complex data compression techniques
described here will be less important, but until that time,
these types of techniques are believed essential to over-
all system success.

This combination of technologies to efficiently com-
press the image data and transmit remotely comprises
the telecommunication access subsystem. In practice,
these technologies may be implemented for the most
part with available computer modules although several
special signal processor boards are needed.

REMOTE DISPLAY TERMINAL: The quality of
the image available to the user is limited or determined
by the receiving presentation terminal or monitor. Two
specific presentation terminal types are envisioned in

i the preferred embodiment of the system, a modified
personal computer terminal for use in a physician’s
office, hospital nurses’ station and the like, and a large
screen presentation terminal with remote controlled
interaction primarily for operating room use.

Both terminals have means to show the available

patient directory of images, and means to select an im-
age, enhancement and zoom on selected areas. Image
enhancement has heretofore been impractical for film

based images and thus much subtle but important patho-
logical information has been largely lost. This is espe-
cially true of X-ray data The ability to enhance subtle
contrasted tissues areas is considered to be an important
feature and benefit of the system.
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An optional high-resolution printer (300 dpi or bet-
ter) permits the physician to print out selected images.
This will be especially valuable when the physician

expands and enhances selected critical image areas since
a cost effective printer would otherwise not have ade-
quate gray scale or pixel resolution to give diagnosti-
cally useful output.

Each terminal consists of a standard high perfor-

mance personal computer with one or more data source
interfaces such as RAM card, CD-ROM disk or data

modem, a decompression graphics interface circuit and
graphics display. The large screen presentation terminal
has a large screen display for easy viewing for a surgeon
who may be ten or more feet distant. The large screen
presentation terminal also has an optional remote con-
trol so that an attending technician or nurse can scroll
images, enhance and zoom, at the surgeon’s request.

A keynote of each terminal design is a very simple
user interface based upon a limited selection menu and
obviously pointed-to graphical icons.

The invention accordingly comprises the features of
construction, combination of elements, and arrange-

ment of parts which will be exemplified in the construc-
tion hereinafter set forth, and the scope of the invention
will be indicated in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a fuller understanding of the nature and object of
the invention, reference should be had to the following

detailed description taken in connection with the ac-
companying drawings in which:

FIG. 1 is a functional block diagram of the entire
system of the present invention.

FIG. 2 is a functional block diagram of the image
scanning and digitizing means.

FIG. 3 is a functional block diagram of the image data

storage and retrieval means.
FIG. 4 is a perspective view of the image data storage

and retrieval means.

FIG. 5 is a functional block diagram of the telecom-
munication means.

FIG. 6 is a functional block diagram of the remote
display terminal means.

FIG. 7 depicts the hexagonal pattern of the hexagonal
compression method.

FIG. 8 depicts an actual hexagonal pattern from an
X-ray film. FIG. 9 depicts the selected predetermined
hexagonal pattern most closely corresponding to the
actual hexagonal pattern shown in FIG. 8.

FIG. 10 graphically represents the predetermined
rotational orientations for the predetermined hexagonal
patterns. '

FIG. 11 graphically depicts a selected gray level
slope of the selected predetermined hexagonal pattern
of FIG. 9.

FIG. 12 depicts a single pixel from the predetermined
hexagonal pattern.

FIG. 13 depicts a hexagonal pattern reconstructed by
a remote display terminal means corresponding to the
actual hexagonal pattern shown in FIG. 8.

FIGS. l4—A through 14-H depict the predetermined
set of orthogonal gray level patterns.

Similar reference characters refer to similar parts

throughout the several views of the drawings.
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DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

As shown in FIG. 1, the present invention relates to
an automated high definition/resolution image storage,
retrieval and transmission system generally indicated as
10 for use with medical X-ray film 12 or other docu-
ments to provide simultaneous automated access to a
common data base by a plurality of remote subscribers
upon request from the remote subscribers.

The automated high definition/resolution image stor-
age, retrieval and transmission system 10 comprises an
image scanning and digitizing means '14 to transform the
visual image from the medical X-ray film 12 or other
documents into digital data, an image data storage and
retrieval means 16 to store and selectively transfer digi-

tal data upon request, a telecommunication means 18 to
selectively receive digital data from the image data
storage and retrieval means 16 for transmission to one of
a plurality of remote visual display terminals each indi-
cated as 20 upon request from the respective remote
visual display terminal 20 through a corresponding
communications network 21 such as a telephone line,
satellite link, cable network or local area network such
as Ethernet or an ISDN service for conversion to a

visual image for display at the remote requesting site.
To improve automation and tracking, a machine

readable indicia or label 22 containing key patient infor-
mation may be used in association with the medical
X-ray film 12. As shown, the machine readable indicia
or label 22 is affixed to the medical X-ray film 12 prior

to scanning by the image scanning and digitizing means
14 to provide file access and identification. Further-
more, digital data from alternate digitized image
sources collectively indicated as 24 and file identifica-
tion may be fed to the image data storage and retrieval
means 16 for storage and retrieval.

FIG. 2 is a functional block diagram of the image
scanning and digitizing means 14 capable of converting
the visual image from the medical X-ray film 12 to
digitized image data for transmission to the image data
storage and retrieval means 16 over a bi-directional high
speed data link 25. Specifically, the image scanning and
digitizing means 14 comprises a film loading and scan-
ning section and a data compression and transmission
section generally indicated as 26 and 27 respectively
and a display and control section generally indicated as
28. The film loading and scanning section 26 comprises
a film input loader 30, alignment and sizing chamber 32,
optical character reader 34 and film scanner/digitizer
36 capable of at least 500 dots per inch resolution 36;
while, the data compression and transmission section 27
comprises a data buffer memory 38, low-loss data com-
pression means 40, local data modem 42 and transmis-
sion connector 44 to operatively couple the image scan-
ning and digitizing means 14 to the image data storage
and retrieval means 16. The low-loss data compressor

40 is also operatively coupled to a compact disk data
storage drive 46 capable of writing or storing com-
pressed digitized patient image data on a compact disk
48. The display and control section 28 comprises a key-
board/control console 50, display terminal 52 and con-
trol computer 54 which is operatively coupled to the
other components of the image scanning and digitizing
means 14 through a plurality of conductors each indi-
cated as 55. A film collector tray 56 may be disposed

adjacent the film scanner/digitizer 36 to receive the
medical X-ray film 12 therefrom following processing.
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linear gray level prediction, modified run-length code
generating logic circuitry is embodied within the low-
loss data compression means 40 to dynamically com-
press the digitized data before storage or recording. The
image data is compressed with acceptable diagnostic
resolution loss. The low-loss data compression means 40
measures the “local” slope of the pixel gray level and
continues to compare that estimated gray level for up to
an entire scan line until a pixel region is reached which
differs from the linear estimate by more than a predeter-
mined amount. The data actually sent for that region

consists of the slope of the line, actual level at the origin
of the slope line and the number of pixels comprising
that region. The circuitry will discard linear gray level
slope differences of the original film which can be reli-
ably determined to be noise or image “artifacts”. A
sudden pixel (if at 1000 dots per inch) dramatic change
in gray level could be rejected as dust or film noise for
example. The compressed data is a trade-off between
complexity, speed and minimum data loss to reduce the
total data quantity stored by a factor of approximately
three. Thus, about 80 Megapixels of data may still have
to be stored per 14 inch by 17 inch film image.

In the preferred embodiment, the bi-directional high
speed communications link 25 transmits the low-loss
compressed digitized data from the developing lab
room to the hospital file room where the image data
storage and retrieval means 16 will transfer and store
the patient and image data in a new patient file on a
compact disk 48.

Two way communications between the image scan-
ning and digitizing means 14 and the image data storage
and retrieval means 16 minimizes data loss by insuring

that a compact disk 48 be available to receive and store
data. Moreover, the compact disk data storage drive 46
with re-writable ROM technology can record data even
if communications with the image data storage and
retrieval means 16 is disrupted. Thus the image scan-
ning and digitizing means 14 can automatically start
writing data to the compact disk data storage drive 46
as soon as a image data storage and retrieval means 16
fault is sense. The display and control section 28 informs
the operator of the system status.

In operation, the film lab technician may stack one or
more medical X-ray films 12 onto the input loader 30 as
shown in FIG. 2. A “read” button is depressed on the
keyboard/control console 50 and each film 12 is there-
after fed in automatically, digitized and transmitted to
the image data storage and retrieval means 16 located in
the file room. As the reading of each film 12 is com-
pleted, the film 12 is deposited into the film collector
tray 56. System status, number-of-films read logging
and so forth are shown on the display terminal 52.

Initially, the image scanning and digitizing means 14
positions the film 12 in the alignment and sizing cham-
ber 32 on a precision carrying platen for subsequent
optical scanning. This platen contains optical sensors to
sense the exact film size so only the useful image area is

digitized. Once the film 12 is secured onto the movable
platen, the film 12 is passed through the optical charac- '
ter reader 34 and then to the film scanner/digitizer 36.

The patient data and image identification is first re-
corded onto the remote CD-ROM file directory in the

image data storage and retrieval means 16 from the
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OCR “pass” and then the compressed scanned image
data is sequentially written to a compact disk 48 by a
CD write drive for storage with the CD library storage
of the image data storage and retrieval means 16 as
described more fully hereinafter as the film 12 slowly
passes through the film scanner/digitizer 36.

Specifically, the film scanner/digitizer 36 converts
the image to a digital representation of preferably at
least a 700 dot per inch resolution. This digital data is
temporarily stored in the data buffer memory 38 where
the patient data from the optical character reader 34 and
corresponding digitized image data from the file scan-
ner/digitizer 36 are properly formatted for subsequent
compression and transmission to the image data storage
and retrieval means 16. The stored data is then accessed

by and compressed by the data compression means 40 as
previously described and transmitted through the local
data modem 42 and transmission connector 44 to the

image data storage and retrieval means 16 or a compact
disk data storage drive 46. The display and control
section 28 permits the X-ray lab staff to monitor system
status, report quantity ofdocuments and films processed
and allow for scheduling local recording of image data
on compact disks 48.

FIGS. 3 and 4 show the image data storage and re-
trieval means 16 to receive and store the low-loss com-

pressed digitized patient information and image data
from the image scanning and digitizing means 14 and to
selectively transmit the stored low-loss compressed
digitized patient information and image data to one or
more of the remote visual display termina1(s) 20

through corresponding telecommunication means 18
and corresponding communications network(s) 21 upon
request from one or more of the remote display ter-
minal(s) 20.

The image data and retrieval means 16 is essentially a
central data storage library for medical subscribers to
remotely access and visually display patient data and
information.

As described hereinafter, the image data storage and
retrieval means 16 is robotically automated to minimize

hospital staff requirements. At any given time, it is esti-
mated that a typical hospital may have several hundred
active patients with requirements for physician access
to corresponding image files. An active patient may
require one to three compact disks 48. Thus, the image
data storage and retrieval means 16 should have suffi-
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cient means to store and retrieve at least 500 compact '
disks 48.

Further, to minimize personnel requirements, the

image data storage and retrieval means 16 has a semi-
automatic log-in mechanism for updating the compact
disk inventory and an automatic mechanism for retriev-
ing and reading the compact disks 48 remotely via com-
munication link interfaces similar to juke box playback
mechanisms. Except for the occasional loading of new
empty compact disks 48 and removal of inactive com-
pact disks 48, the operation of the image data storage
and retrieval means 16 is fully automatic permitting
authorized access at any time.

As described more fully hereinafter, several playback
drives with electronic buffering are incorporated so that
essentially simultaneous access can be provided to sev-
eral remote requesting users. An optional duplicating
CD write drive and RAM-Card drive permits addi-

tional copies to be made locally upon demand for either
back-up or other use. The image data storage and re-
trieval means 16 has an operator’s console/desk ar-
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rangement for file maintenance and duplicating control
by the hospital file room clerk. Control software is a
simple menu selection design so that relatively unskilled
personnel can maintain the central data storage library
or image data bank.

As shown in the functional block diagram of FIG. 3, .

the image data storage and retrieval means 16 comprises
a local data modem 58 operatively coupled between the
image scanning and digitizing means 14 through the
transmission connectors 44 and bi-directional high

speed communication link 25, and a selector or multi-
plexer 60. A format convertor 62 is operatively coupled
between the alternate digitized image source(s) 24 such
as CAT 64, MRI 6 and/or video 68 and control com-

puter 70 which is, in turn, coupled to a control console
72 including a visual display and input means such as a
keyboard. The local data mode 58 is also coupled to the
hard disk (H/D) of the control computer 70 through a
conductor 71. The other components of the image data

storage and retrieval means 16 are coupled to the con-
trol computer 70 through a plurality ofconductors each
indicated as 73. A CD write drive 74 is operatively

coupled between the multiplexer or selector 60 and an
auto disk storage/retrieve mechanism 76 which is, in
turn, operatively coupled to a CD library storage 78, a
manual load/purge box 80 and a plurality of data re-
trieval and transmission channels each indicated as 81.

Each data retrieval and transmission channel 81 com-
prises a CD reader drive 82 operatively coupled
through a corresponding data interface 84 to a corre-
sponding transmission connector 86. In addition, one of
the CD reader drives 82 is operatively coupled through
a selector switch 88 to an optional CD write/RAM card
drive 90 configured to manually receive a compact disk
48 or RAM card.

As shown in FIG. 4, the CD library storage 78 com-

prises at least one cabinet 200 to operatively house 800
compact disks 48 arranged or four shelves each indi-
cated as 202 and the auto disk storage/retrieval mecha-
nism 76 which comprises a CD coupler 204 to engage
and grasp a selected compact disk 48 and move horizon-
tally on a support member 206 that moves vertically on
a pair of end support members each indicated as 208. An
access door 210 permits movement of compact disks 48
to and from the cabinet 200. However, in normal opera-

tion, “old” patient data is removed by writing collected
image data to a single compact disk 48 through the CD
write/RAM card drive 90 thus freeing internally dis-

posed compact disks 48 for new data. The CD write/-
RAM card drive 90 may also be used to collect a pa-
tient’s image data on a single compact disk 48 for use in
the operating room’s display terminal. This obviates the
need for a high speed internal hospital local area net-
work.

The computer associated with the CD robotic arm
and drive mechanism performs ordinary library mainte-
nance functions such as retrieval of outdated files, ac-

cess statistics, entry of access validation codes, and so
forth. This computer subsystem also handles data com-
munication interface functions.

Internal to the environmentally controlled cabinet

200 are a plurality of playback mechanisms (field ex-
pandable to six) which are automatically controlled by
the accessing physicians via the coupled communica-
tions system. Yet another CD-ROM write drive can
record new data from the image scanning and digitizing

means 14 or perform library functions such as co‘nsoli-
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dation of a patient’s data from several compact disks 48
to a single patient-dedicated compact disk 48. ‘

The internal computer maintains a file log of which
compact disks 48 are empty and where each patient’s
image data is stored by disk number and track on a disk
location. When the image scanning and digitizing means
14 requests to down-load data, the auto disk storage/re-
trieval mechanism 76, of the image data storage and
retrieval means 16 retrieves the “current” compact disk
48 which is being written with data (if not already
loaded), then loads the compact disk 48 into the CD
write drive 74, and signals to the image scanning and
digitizing means 14 to transmit. Image data is then re-
corded with a typical record time of 4 minutes for a
full-size, high density image.

Once the robotic arm has delivered the compact disk
48 to the CD write drive 74, the robotic arm is free to

access and place other compact disks 48 onto CD
reader drive 82 as commanded by its communications
interface. The robotic arm can find and place a disk 48

into the appropriate CD reader 82 in approximately 10
seconds. Thus, there is minimal waiting time for disk
access unless all CD readers drives 82 are in use.

As shown in FIG. 3, data is received through the

input transmission connector 44 to the CD write drive
74 through the selector switch 60. Altemately, other
image data from other sources such as CAT scanners 64
or MRI medical equipment 66 may be fed through the
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format convertor 62 for storage on a compact disk 48. If 30
the other image sources are written to CD write drive
74, file identification data must be supplied to the format
convertor 62 from the control computer 70.

The image file data received from the image scanning
and digitizing means 14 is directly written to free space
on a compact disk 48 in the CD write drive 74. No other
data compression or special formatting is required as the
image scanning and digitizing means 14 has performed
these functions. As new image data is received from the
image scanning and digitizing means 14 or another
image source 24, the image data is sequentially ap-
pended to the last file on the compact disk 48 currently
being written to. Thus, no attempt is made to organize
a single patient’s image files onto a single compact disk
48. However, each file received is logged into the con-

trol computer 70 through the conductor 71. Therefore,
the control computer 70 always knows what disk loca-
tion in the CD library storage 78 contains any specified
file. Once a compact disk 48 is filled with image data,
the auto disk storage/retrieve mechanism 76 removes
the compact disk 48 from the CD write drive 74 and
stores the compact disk 48 in an empty location in the
CD library storage 78.

The plurality of data retrieval and transmission stor-
age 78. channels 81 service the data requests from sub-
scribers. As previously indicated, a single data retrieval
and transmission channel 81 includes the select switch

88 to direct image file data to the optional CD write/-
RAM card drive 90. By this means, all image data for an
individual patient may be collected on one or more
selected compact disks 48 for archiving or other use.
However, normally, the control computer 70 will auto-

_ matically remove old image data by removing the com-
pact disk 48 from the CD library storage 78 and placing
the compact disk 48 in the manual load/purge box 80.
The removal age and exceptions information are se-
lected by the system operator from the control console
72.
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The control console 72 is also used to enter and main-

tain subscriber access identification codes in an “autho-

rization file”. This updated user authorization file data is
sent through a transmission connector 92 to the tele-
communications means 18 internal computer memory
accessed by the control computer 70 as needed to ac—
cept or reject subscriber data link access requests. The
user authorization file normally residing in the telecom-
munications means 18 may be remotely updated by
authorized persons.

The number of data retrieval and transmission chan-

nels 81 depends on intended subscriber demand. The
image data storage and retrieval means 16 is modular
and may be upgraded as demand increases. Each data
interface 84 operates cooperatively with the telecom-
munications means 18 to send only as much information
as the telecommunications means 18 can compress and
transmit to a remote visual display terminal 20 of a
requesting subscriber in a given time interval. Thus, the
interface is an asynchronous block-buffered type.

Since the entire system 10 is designed to provide easy
and quick access to a patient’s medical images, it is vital
that these images be transmitted to a variety of locations
in a timely and cost effective manner and further data
compression is imperative. The telephone network is
still the most commonly available network but has a
severe data rate limitation of about 1200 bytes per sec-

ond (9600 baud). While other high speed telecommuni-
cation channels such as time-shared cable, satellite link

may eventually become commonly available, for the
immediately forseeable future, the “phone” network
must be used if system 10 is to be practical today.

As noted earlier, a typical medical image may be
stored as 119 megabytes of data. At 1200 bytes per
second, it could take 27 hours to completely transmit
the already compressed medical image data. This is
obviously unacceptable. To overcome this obstacle, the
telecommunications means 18 as shown in FIG. 5 uti-
lizes five distinct data handling technologies to achieve
useful data image transmission in less than one minute:

(1) Guided Image Selection and Transmission or
GIST depends upon interactive use by the physician to
identify what portions of an image are needed for en-
hancement or better resolution. Thus the data actually
transmitted to the subscriber’s visual display terminal 20

is guided by the subscriber observing the image. In
particular, once the user has an image displayed on his
or her visual display terminal 20, the user may outline a
specific region of interest such as a lesion or tumerous
growth for more detailed study. The operator may
select this region using a “mouse” or light pen or similar
well-known computer display terminal peripheral de-
vice Having selected this region, the visual display
terminal 20 will display the more detailed pixel data be
sent on this region. The telecommunications means 18
will continue to send further precision data until the
natural resolution limits of the display are reached or all
available data is sent and received. This process of ex-

panding an image region is known as “zooming” in
computer-aided design systems. The novel feature here
is that the image is further refined in resolution when
“zoomed”. The means for doing this and knowing when
to “stop” further pixel transmission is defined by the
PIE and DCR technology described hereinafter,

(2) Progressive Image Enhancement or PIE utilizes
the transmission time from the instant a first “crude”

image is presented to the subscriber to the present time
of observation to progressively enhance the quality of
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the presented image. The longer the user observes a
selected image, the “better” the image becomes in the
sense of pixel resolution and quantity of gray levels. In
the preferred embodiment, hexagonal pixel groups are
first transmitted using the HexPac pattern compression
technology described hereinafter. Once a full terminal
screen display has been made composed of these hexag-
onal patterns, then the telecommunications means 18
transmits more precise pixel detail First all pixels lo-
cated on the periphery of each hexagonal group are
updated with their exact gray level values and thereaf-
ter, all inner pixels are similarly updated. If the display
terminal’s resolution is less than the 1000 dots per inch
of the source image data, then pixel groups are sent,
such as a square of four pixels, which match the diSplay
resolution and “zoom” expansion selected. This display
matching technique is further defined hereinafter as
DCR,

(3) Display Compatible Resolution or DCR transmits
information about the user’s terminal 20 back to the

telecommunications means 18. Only data with a resolu-

tion compatible with that terminal 20 will be sent. Any
excess data-link connect time can be used to send other

image data which is likely to be requested or has been
pre-specified to be sent.

(4) An image pattern compression method compris-
ing a Hexagonal Pattern Classification or HexPac ex-
ploits the two dimensional nature of images. The data
received by telecommunications means 18 is first un-
compressed and placed into a multi-scanline digital
buffer. This image data is then divided up into hexago-
nal cells and matched against predefined patterns. Many
fewer bits of data can be used to represent these prede-
fined patterns thus substantially compressing the image
data for phone-line transmission. The pixels of these
hexagonal patterns may easily be “refined” by the PIE
technology described earlier. If the DCR subsystem
determines that the user terminal has a pixel area of, say,
1500 by 1000 dots, then the HexPac technology recre-
ates a new super pixel which is the average gray level of
all actual pixels within that super pixel area. This imme-
diately reduces the quantity of pixels to be sent (to only
1500 by 1000 pixels). Without further data compression,
this quantity of data would still require about 26 minutes
ofdata transmission time at 9600 baud, the highest avail-
able phone network data rate.

(5) Run length coding or RLC permits data to be
compressed by specifying how many pixels have the
same gray level in a sequence or “run length” of scan-
ning. The image data sent by a CD reader drive 82 to
telecommunications means 18 is compressed with run-

length coding but is nearly loss-less in the duplication of
the original film data. To substantially reduce the quan-
tity of data needed to send an acceptable medical image
to a remote user terminal 20 over the data-rate limited

phone-line modem, a “lossy” compression is used. Since
the PIE and DCR techniques described earlier will
eventually provide any degree of diagnostic image in-
tegrity desired, it is believed acceptable to initially
transmit a “lossy” image provided it gives adequate
resolution for the user to begin the analysis and guided
image selection. Many fewer bits can describe this
“run” of similar gray levels thus compressing the

amount of data sent. This technique is well known and
often used in facsimile transmission A one dimensional

RLC is incorporated in the preferred embodiment but
since HexPac elements are being coded, it can be con-
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sidered more accurately a quasi two dimensional RLC
compression. '

FIG. 5 is a functional block diagram of the telecom-
munications means 18 including a control computer 94
operatively coupled to the image data storage and re-
trieval means 16 through a transmission connector 96.
The various components of the telecommunications
means 18 including a status panel 98 with a plurality of
system indicators each indicated as 99 and a plurality of
data compression channels each generally indicated as
100 coupled to the control computer 94 by a plurality of
conductors each indicated as 101.

Each data compression channel 100 comprises a
transmission connector 86, a communications data inter-

face 102, a first compression processor or means 104
including logic means to generate the GIST and DCR
data compressions and corresponding first data memory
106, a second compression processor or means 108 in-
cluding logic means to generate the PIE and HEXPAC
data compressions and corresponding second data
memory 110 and a third compression processor or
means 12 including logic means to generate the RLC
data compression and corresponding third data memory
114, a corresponding modem 116 and a transmission
connector 118.

The control computer 94 coordinates or controls data
flow to and from the plurality of data compression
channels 100 through the transmission connectors 86
and 118 respectively. Validated subscriber image data
requests are transmitted to the image data storage and
retrieval means 16 which searches the image library file
78 for availability of the requested compact disk 48. If
available, the image data storage and retrieval means 16
loads the appropriate disk 48 from CD library storage
78 into a CD reader drive 82 and informs telecommuni-

cations means from 18 through the transmission connec-
tor 96 to the control computer 94 that a specific data
interface 84 has data available to be transmitted through
the corresponding transmission connectors 86. Once a
subscriber transaction has been turned over to a specific
data retrieval and transmission channel 81, the data

compression channel 100 receives the data therefrom
unless commanded to stop by a feedback control line.
The data interface 102 is used to inform the CD reader

drive 82 as to what portion of the image is requested by
the first compression means 104. Generally, the com-
plete image is first requested. Thus the CD reader drive
82 is requested to read the image data from the start.

The data is temporarily stored in the first data mem-
ory 106. Here the pixel data is first expanded from the
RLC code into uncompressed pixel data. This is only
done on a relatively few number of scan lines—about
one tenth of an inch height of original image data. This
uncompressed data is then remapped by the first com-
pression means 104 into “larger” pixels whose average
intensity is the average of all combined pixels compati-
ble with the display resolution receiving remote visual
display terminal 20. This “super pixel” data is then fed
to the second data memory 110. The super pixel data in
memory 110 is then processed by the second compres-
sion means 108. Initially, the lowest resolution image
will be transmitted to rapidly form a useful remote
image on the requesting remote visual display terminal
20 through a communications network 21. This will be
done by combining super pixels in the second data mem-
ory 110 into hexagonal patterns which approximate the
group of super pixels. These HexPac data packets are
then sent to the third data memory 114. There the Hex-
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Pac data packets are further compressed by the third
compression means 112. These packets of run-length
coded HexPac data packets are then transmitted
through the corresponding modem 116 and transmis-
sion connector 118 over the selected communications
network 21. The modem 116 includes state of the an

error control techniques such as block retransmission
when a remote error has been detected. Thus, data

transmission is essentially error free as needed for com-
pressed data handling.

The control computer 94 includes circuitry means to
monitor the activity of each data channel. The identifi-
cation of each subscriber is logged along with the total
connect time for billing purposes. Thus the control
computer 94 generally coordinates the plurality of com-
munication links and their connections to the particular
data retrieval and transmission channel 81 within the

image data storage and retrieval means 16 as well as
granting access and performing connection accounting
tasks. The status panel 98, connected to the control
computer 94 is used to aide in system debug and indicate
operation of the data compression channels 100. The
status panel 98 would not normally be used by hospital
personnel but by system service technicians.

The control computer 94 also has a permanent mem-
ory such as a hard disk to record subscriber usage data
and internally sensed hardware problems. This data
may be downloaded on any of the transmission connec-
tors 118 when a correct authorization code has been

received. Thus, the servicing company can acquire
subscriber usage information remotely for billing pur-
poses and system diagnostic purposes.

The preferred embodiment of the telecommunica-
tions means 18 uses modular communication channel

hardware. Thus, the module may be customized to
function with any type of communication channel such
as satellite links, cable networks or a local area network
such as Ethernet or ISBN services.

It is important to note that all communications is
bidirectional so that if, say, a remote visual display
terminal 20 should become temporarily “overloaded”
with image data due to decompression processing de-
lays or due to a detected data error, then, the remote
visual display terminal 20 may request that data trans-
mission be stopped or a block of data be repeated until
it is received correctly.

FIG. 7 graphically shows a hexagonal group of the
hexagonal compression method comprising a group of
square image pixels partitioned into a hexagonal group.
The pixels are numbered for convenience of reference
from the inside to the outside in a clock-wise manner.

Each hexagonal group or packet comprises 24 super
pixels as earlier described but other numbers are possi-
ble. It is assumed that each pixel is gray level coded
using 2 bytes of data. Thus, the hexagonal group re-
quires (24x2) 48 bytes of data to fully represent the 24
super pixels comprising the image pattern at the user
terminal 20.

FIG. 8 shows a typical pattern as may occur in a
region of an X-ray film 12. The method predefmes a
group of likely patterns, one of which is represented as
a “best” match as in FIG. 9 with the actual pattern in
FIG. 8. As shown in FIGS. 14A through 14H, there are
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8 possible predetermined representative gray level pat- .
terns represented by 3 bits. These patterns are specifi-
cally selected to be essentially uncorrelated with each
other even rotated relative to each other. As shown in

FIG. 10, these patterns may be rotated through 8 equal
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angles (another 3 bits of data) to best match the actual
pattern. Rotation angle “1” is shown in FIG. 10 as the
best match for the given example. Thus far, six bits have
been used to approximate the actual pattern of FIG. 8.
As shown in FIGS. 14A through 14H, each fictitious
pattern includes a dark and light regions and origin.
Although FIG. 11 discloses a straight gray level slope
corresponding to the pattern shown in FIG. 14A, the
gray level slope will vary with the fictitious pattern.
For example, the gray level slope of the fictitious pat-
tern shown in FIG. 14D would closely approximate a V
shape. .

FIG. 11 shows how the gray level slope may be dis-
cretely selected to best match the slope of the actual
pattern. Two bits are used to approximate this slope.

FIG. 12 shows that one particular pixel, such as the
darkest pixel, has been selected to be fairly precisely
gray level represented by means of 8 bits (256 gray
levels).

The total bits required to approximate the actual
pattern is 16 or two bytes. FIG. 13 shows how this
fictitious or reconstructed pattern may be reproduced at
the user terminal 20 when decoded.

In this example, only two bytes were required to
represent “adequately” an original 48 bytes of image
data. Thus, a 24 to l compression ratio has been
achieved. Further, run-length encoding (RLC) may be
used on these HexPac Groups to further reduce redun-
dant spans of white and black. It is estimated that the
combined compression ratio of HexPac and RLC on the
super-pixel image is about 36 to 1 for this particular set
of parameters. This combined compression technology
reduces data transmission time (at 9600 band) to approx-
imately 43 seconds for an initial useful medical image.

For medical images, further enhancements through
the PIE compression should favor the elimination of
artificial lining between hexagonal patterns first. As the
user continues to view the same image, then the PIE
compression will progressively improve the gray level
integrity by updating all number 24 pixels to 8 bits of

gray'level resolution and updating all number 23 pixels
to 8 bits of gray level and so forth for all remaining
pixels in descending order. This process takes about 10
minutes at 9600 baud to update all peripheral hexagonal
pixels and about 20 minutes total for all pixels.

If the user continues to observe or request further
image resolution, the telcommunication means 20
causes each pixel gray level to be updated by one addi-
tional bit in descending order again until the full 16 bits
of gray level is received and stored at the terminal 20
for each super pixel. Each doubling of gray level resolu-
tion takes between 1 and 2.6 minutes at 9600 baud de-

pending on the run length statistics of the gray levels.
FIG. 6 is a functional block diagram of a remote

visual display terminal 20 to be 'operatively coupled to
one of the data compression channels 100 of the tele-
communication means 18 by a communications network
21 and a transmission connector 118. The visual display
terminal 20 comprises a data communications modem
120 operatively coupled to a control computer 122 and
RLC decompression means 124. The RLC decompres-
sion means 124 is, in turn, operatively coupled to a
memory 126, a PIE bypass 128 and a pattern select and
modifier 130 which is operatively coupled to a Hexpac
pattern ROM 132 and the control computer 122. A
memory 134 is operatively coupled between the PIE
bypass 128 and pattern selector and modifier 130 and a
display drive 136 which is operatively coupled to an
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image display 138. In addition, an image enhancing
processor means 139 including circuitry to generate
edge contrast enhancement, gray level contrast en-
hancement by means of gray level region expansion or
differential gray level tracking and gray level enhance-
ment or other state of the art image enhancement
method well known to those skilled in the art. The

control computer 122 is operatively coupled to an inter-
face 140 to a first control or selector means 142 and a

second control or selector means including a radio re-

ceiver 144 and signal command decoder 146 for use
with portable keyboard transmitter 148. In addition, an
optional CD read/write drive 150 may be provided for
use with a compact disk 48.

The modem 120 has built-in compatible error correc-
tion technology to communicate with corresponding
transmitting data compression channel 100. After the
user has selected the image data storage and retrieval
means 16 and validated authority by swiping through an

identification magnetic card 152 or otherwise through a
magnetic card reader 154 entered an assigned security
code, the operator may select a patient and one or more
image files presented to him on the display screen 138.
Selection is accomplished by a touch-screen overlay on
the first control or selector means 142 or by the key-
board transmitter 148 of the second control or selector
means.

Once one or more images have been selected by the
user, the modem 120 writes image data to the temporary
memory 126 which is actively accessed by the RLC
decompression means 124. This decompressed data
describes the HexPac patterns or packets as stripes of
the image running, for example sequentially from left to
right. These Hexpac pattern specifications, typically 2
data bytes or 16 bits are then routed to a pattern selec-
tion processor 130 which accesses the predefined pat-
terns from Read-Only Memory device 132. Each pat-
tern is then rotated and gray-level modified by proces-
sor 130 according to the HexPac 16 bit pattern specifi-
cation received from the RLC decompression means
124. Each modified pattern is then written to a graphics
display memory circuit 134. As the graphics display
memory circuit 134, develops the pattern data, the dis-
play driver 136 and image display 138 show the image
on the screen as it is received. In this manner, the entire

“first pass” medical image is painted on the image dis-
play 138 screen.

If the user makes no further intervention, then once

the image is fully displayed on this “first pass”, then the
progressive image enhancement technology requests
pixel enhancement data. This enhancement data by-
passes pattern selector and modifier 130 and is routed
through the PIE bypass 128. In the PIE bypass 128, the
enhanced pixel information is directed to the correct
graphic memory locations in the graphics display means
circuit 134’. Thus, the display driver 136 and image
display 138 are continually resolution enhanced.

If the image is fully enhanced to the limits set by the
DCR in the control computer 122, the image storage
and retrieval means 16 is directed by the control com-

puter 122 to begin sending new image data on the next
selected image and begin storing this image data in a
second graphics display memory circuit 134". This
second data memory 134" can hold one more images
and may be selected immediately by the user when he is
finished inspecting an earlier image. The user may fur-
ther direct by touch screen command 142 that these be
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stored in the computer’s hard disk or archived by the
optional CD read/write drive 150.

The user may at any time select a portion of the dis-
played image for further expansion by enabling or se-
lecting the Guided Image Selection & Transmission
(GIST) circuitry in the control computer 122 or image
enhancement through the image enhancing processor
means 139. This may be accomplished either by touch
screen control means 142 or the second remote control

means 144/146/148. This remote keyboard and trans-
mitter unit 144/146/148 duplicates the on-display simu-
lated push-buttons of the touch screen control means
142. Coded command signals sent by 148 are received
by radio receiver 144 and decoded by 146. These com-
mands are then accepted by control computer 122 as
though they were normal keyboard commands.

The user may terminate a session with the image data
storage and retrieval means 16 at any time by selection
of stop and escape command. While a printer is not
shown in this description, it can be an optional addition
to terminal 20.

In summary, the image data storage and retrieval
means 16 selects the first image and writes that data to
a temporary memory buffer in the telecommunication
means 18. Information about the subscriber’s terminal is

uploaded to the telecommunications means 18 so that
the Display Compatible Resolution (DCR) logic cir-
cuitry knows when to stop sending added data for the
requested first image. A special interactive compression
computer then compresses this first image data using
the HexPac circuitry and sends that data over the data
link modem to the subscriber terminal 20. Error detec-

tion and correction methods will generally be used in
this communications link protocol.

Once a first “crude” image is sent to the subscriber
visual display terminal 20, then the Progress Image
Enhancement (PIE) circuitry begins to send additional
data to further refine the resolution of each hexagonal

pixel region. If no further guidance is given by the
subscriber, the PIE will continue to refine the picture’s
resolution until its natural limit is sent for the terminal

20. Thereafter, the PIE will begin sending image data
from the second specified film and loading it into yet
another memory buffer. Thus, the data link connection
is always transmitting useful data even though the sub- -
scriber may only be analyzing one image for some time.

However, should the user desire to zoom in on a

particular region of an image, he or she may define that
region desired on the terminal 20 by the Guided Image
Selection & Transmission (GIST) to expand the visual

display accordingly. The DCR will recognize the re-
quirement for additional resolution and command the
PIE to begin transmitting additional pixel information
until such time as the DCR informs it that once again

the natural display resolution limit has been reached.
The following image enhancement means present in

the instant invention: edge contrast enhancement, gray
level contrast enhancement by means of gray level re-

gion expansion or differential gray level tracking and
gray level enhancement and may be accomplished by
the image enhancing processor means 139 in the visual
display terminals 20.

The human eye cannot reliably discern gray level
differences less than approximately 2%. Yet, significant
tissue density information causes X-ray gray level dif-
ferences in this range and below. The enhancement

technologies above will cause these tissue density differ-
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ences to be magnified thus revealing hitherto unseen
image data.

To ensure ease of use, the following features are in-

corporated: touch-screen selection of commands, mag-
netic card identification of the subscriber or user, icon

based menus or selection buttons on the CRT display

and split image display screen overlays
It will thus be seen that the objects set forth above,

among those made apparent from the preceding de-
scription are efficiently attained and since certain
changes may be made in the above construction without
departing from the scope of the invention, it is intended
that all matter contained in the above description or

shown in the accompanying drawing shall be inter-
preted as illustrative and not in a limiting sense.

It is also to be understood that the following claims
are intended to cover all of the generic and specific
features of the invention herein described, and all state-

10

15

ments of the-scope of the invention which, as a matter of 20
language, might be said to fall therebetween.

Now that the invention has been described,
What is claimed is:

l. A medical image storage, retrieval and transmis-
sion system providing simultaneous automated access to
an image data base by a plurality of remote subscribers
upon request over a communications network, said
system comprising

image digitizing means forming a first digitized repre-
sentation of said image,

first data compression means generating from said
first digitized representation a low-loss second digi-
tized representation of said image,

image data storage and retrieval means comprising
means to receive and store said seCOnd digitized

representation and to selectively provide said
second digitized representation to data channel
compression means compressing said second
digitized representation to form a third digitized
representation, and

telecommunication means including means to selec-
tively transmit said requested third digitized repre-
sentation to a requesting remote visual display
terminal, said telecommunication means initially
telecommunicating a first portion of said third digi-
tal representation, said remote terminal including
means to convert said first portion of said third
representation to a visual image having an initial
resolution less than a resolution limit of said re-

questing terminal, said telecommuncation means
subsequently telecommunicating a second portion
of said third digital representation, said second
portion usable with said first portion to form an
image having a resolution intermediate said initial
resolution and said resolution limit.

2. A system of claim 1 wherein said first data com-
pression means includes logic means to generate a run-
length compressed digitized image data signal as said
second representation.

3. A system of claim 1 wherein said first data com-
pression means is operatively coupled to an external
data storage drive to store said second representation.
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‘ 4. A system of claim 1 wherein said image data stor-
age and retrieval means comprises a data modem cou-
pled to said image scanning and digitizing means, a
write drive operatively c0upled to said data modem to
receive and to store said second digitized representa-

tion, and a plurality of data retrieval and transmission
channels, each said channel comprising an image data
reader means operatively coupled to said telecommuni-
cation means to selectively receive said second digitized

representation of said image for transmission to a said
requesting remote visual display terminal.

5. A system of claim 4, wherein a said image data
reader means is operatively coupled to an external data
write drive configured to receive a storage medium and
to store compressed digital image data thereon.

6. A system of claim 4 wherein said telecommunica-
tion means comprises a control computer operatively
coupled to said image data storage and retrieval means
to selectively control data flow between said image data
storage and retrieval means and said remote visual dis-
play terminal and a plurality of data compression chan-
nels coupled to said control computer, wherein each
said data compression channel comprises a data mem-
ory including means to decompress said low-loss sec-
ond representation of said image data received from
said data retrieval and transmission channel and a com-

pression means including logic means to compress and
decompress sec‘ond representation of said image data to
form said third digitized representation of said image for
transmission over said communication network to a said

requesting remote visual display terminal.
7. A system of claim 1 wherein said first portion of

said third representation of said image comprises a plu-
rality of super pixels, and said second portion of said
third representation comprises data representative of
exact gray levels of a first subset of said super pixels and
wherein a third portion of said third representation
comprises similar data for a third subset of said super
pixels.

8. A system of claim 1 wherein said remote terminal
further includes means to select a region of a said image
and said telecommunication means includes means to

transmit a third portion of said third digitized represen-
tation, said third portion specific to said selected region,
thereby providing an expanded visual display of said
selected region, said expanded visual display containing
more pixels than were included in said selected region.

9. A system of claim 1 wherein said remote visual
display terminal further includes logic means to en-
hance an edge contrast of a displayed image.

10. A system of claim 1 wherein said remote visual
display terminal further includes logic means to en-
hance gray level contrast by means of gray level region
expansion.

11. A system of claim 1 wherein said remote visual
display terminal further includes logic means for differ-
ential gray level tracking and gray level enhancement.

12. A system of claim 1 wherein individual patient
information corresponding to said image is read by an
optical character reader for compression and transmis-
sion with a said corresponding second digital represen- '
tation to said image data storage and retrieval means.# t t t #
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1
APPARATUS AND METHOD FOR

REALTIME VISUALIZATION USING USER-

DEFINED DYNAMIC, MULTI-FOVEATED
IMAGES

FIELD OF THE INVENTION

The present invention relates to a method and apparatus
for serving images, even very large images, over a “thin-
wire” (e.g., over the Internet or any other network or
application having bandwidth limitations).

BACKGROUND INFORMATION

The Internet, including the World Wide Web, has gained
in popularity in recent years. The Internet enables clients/
users to access information in ways never before possible
over existing communications lines.

Often, a client/viewer desires to view and have access to
relatively large images. For example, a client/viewer may
wish to explore a map of a particular geographic location.
The whole map, at highest (full) level of resolution will
likely require a pixel representation beyond the size of the
viewer screen in highest resolution mode.

One response to this restriction is for an Internet server to
pre-compute many smaller images of the original image.
The smaller images may be lower resolution (zoomed-out)
views and/or portions of the original image. Most image
archives use this approach. Clearly this is a sub-optimal
approach since no preselected set of views can anticipate the
needs of all users.

Some map servers (see, e.g., URLs http://
www.mapquest.com and http://www.MapOnUs.com) use an
improved approach in which the user may zoom and pan
over a large image. However, transmission over the Internet
involves significant bandwidth limitations (i.e transmission
is relatively slow). Accordingly, such map servers suffer
from at least three problems:

Since a brand new image is served up for each zoom or
pan request, visual discontinuities in the zooming and
panning result. Another reason for this is the discrete
nature of the zoom/pan interface controls.

Significantly less than realtime response.

The necessarily small fixed size of the viewing window
(typically about 3"><4.5"). This does not allow much of
a perspective.

To generalize, what is needed is an apparatus and method
which allows realtime visualization of large scale images
over a “thinwire” model of computation. To put it another
way, it is desirable to optimize the model which comprises
an image server and a client viewer connected by a low
bandwidth line.

One approach to the problem is by means of progressive
transmission. Progressive transmission involves sending a
relatively low resolution version of an image and then
successively transmitting better resolution versions.
Because the first, low resolution version of the image
requires far less data than the full resolution version, it can
be viewed quickly upon transmission. In this way, the viewer
is allowed to see lower resolution versions of the image
while waiting for the desired resolution version. This gives
the transmission the appearance of continuity. In addition, in
some instances, the lower resolution version may be suffi-
cient or may in any event exhaust the display capabilities of
the viewer display device (e.g., monitor).

Thus, R. L. White and J. W. Percival, “Compression and
Progressive Transmission of Astronomical Images,” SPIE
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Technical Conference 2199, 1994, describes a progressive
transmission technique based on bit planes that is effective
for astronomical data.

However, utilizing progressive transmission barely begins
to solve the “thinwire” problem. A viewer zooming or
panning over a large image (e.g., map) desires realtime
response. This of course is not achieved if the viewer must
wait for display of the desired resolution of a new quadrant
or view of the map each time a zoom and pan is initiated.
Progressive transmission does not achieve this realtime
response when it is the higher resolution versions of the
image which are desired or needed, as these are transmitted
later.

The problem could be effectively solved, if, in addition to
variable resolution over time (i.e, progressive transmission),
resolution is also varied over the physical extent of the
image.

Specifically, using foveation techniques, high resolution
data is transmitted at the user’s gaze point but with lower
resolution as one moves away from that point. The very
simple rationale underlying these foveation techniques is
that the human field of vision (centered at the gaze point) is
limited. Most of the pixels rendered at uniform resolution
are wasted for visualization purposes. In fact, it has been
shown that the spatial resolution of the human eye decreases
exponentially away from the center gaze point. E. L.
Schwartz, “The Development of Specific Visual Projections
in the Monkey and the Goldfish: Outline of a Geometric
Theory of Receptotopic Structure,” Journal of Theoretical
Biology, 69:655—685, 1977

The key then is to mimic the movements and spatial
resolution of the eye. If the user’s gaze point can be tracked
in realtime and a truly multi-foveated image transmitted
(i.e., a variable resolution image mimicking the spatial
resolution of the user’s eye from the gaze point), all data
necessary or useful to the user would be sent, and nothing
more. In this way, the “thinwire” model is optimized,
whatever the associated transmission capabilities and band-
width limitations.

In practice, in part because eye tracking is imperfect,
using multi-foveated images is superior to atempting display
of an image portion of uniform resolution at the gaze point.

There have in fact been attempts to achieve multifoveated
images in a “thinwire” environment.

F. S. Hill Jr., Sheldon Walker Jr. and Fuwen Gao, “Inter-
active Image Query System Using Progressive
Transmission,” Computer Graphics, 17(3), 1983, describes
progressive transmission and a form of foveation for a
browser of images in an archive. The realtime requirement
does not appear to be a concern.

T. H. Reeves and J. A. Robinson, “Adaptive Foveation of
MPEG Video,” Proceedings of the 4th ACM International
Multimedia Conference, 1996, gives a method to foveate
MPEG-standard video in a thin-wire environment. MPEG-

standard could provide a few levels of resolution but they
consider only a 2-level foveation. The client/viewer can
interactively specify the region of interest to the server/
sender.

R. S. Wallace and P. W. Ong and B. B. Bederson and E.
L. Schwartz, “Space-variant image processing”. Intl. J. Of
Computer Vision, 13:1 (1994) 71—90 discusses space-
variant images in computer vision. “Space-Variant” may be
regarded as synonymous with the term “multifoveated” used
above. A biological motivation for such images is the
complex logmap model of the transformation from the retina
to the visual cortex (E. L. Schwartz, “A quantitative model
of the functional architecture of human striate cortex with
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application to visual illusion and cortical texture analysis”,
Biological Cybernetics, 37(1980) 63—76).

Philip Kortum and Wilson S. Geisler, “Implementation of
a Foveated Image Coding System For Image Bandwidth
Reduction,” Human Vision and Electronic Imaging, SPIE
Proceedings Vol. 2657, 350—360, 1996, implement a real
time system for foveation-based visualization. They also
noted the possibility of using foveated images to reduce
bandwidth of transmission.

M. H. Gross, O. G. Staadt and R. Gatti, “Efficient trian-
gular surface approximations using wavelets and quadtree
data structures”, IEEE Trans, On Visualization and Com-

puter Graphics, 2(2), 1996, uses wavelets to produce mul-
tifoveated images.

Unfortunately, each of the above attempts are essentially
based upon fixed super-pixel geometries, which amount to
partitioning the visual field into regions of varying (pre-
determined) sizes called super-pixels, and assigning the
average value of the color in the region to the super-pixel.
The smaller pixels (higher resolution) are of course intended
to be at the gaze point, with progressively larger super-pixels
(lower resolution) about the gaze point.

However, effective real-time visulization over a “thin
wire” requires precision and flexibility. This cannot be
achieved with a geometry of predetermined pixel size. What
is needed is a flexible foveation technique which allows one
to modify the position and shape of the basic foveal regions,
the maximum resolution at the foveal region and the rate at
which the resolution falls away. This will allow the “thin-
wire” model to be optimized.

In addition, none of the above noted references addresses
the issue of providing multifoveated images that can be
dynamically (incrementally) updated as a function of user
input. This property is crucial to the solution of the thinwire
problem, since it is essential that information be “streamed”
at a rate that optimally matches the bandwidth of the
network with the human capacity to absorb the visual
information.

SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the
prior art by utilizing means for tracking or approximating
the user’s gaze point in realtime and, based on the
approximation, transmitting dynamic multifoveated image
(s) (i.e., a variable resolution image over its physical extent
mimicking the spatial resolution of the user’s eye about the
approximated gaze point) updated in realtime.

“Dynamic” means that the image resolution is also vary-
ing over time. The user interface component of the present
invention may provide a variety of means for the user to
direct this multifoveation process in real time.

Thus, the invention addresses the model which comprises
an image server and a client viewer connected by a low
bandwidth line. In effect, the invention reduces the band-
width from server to client, in exchange for a very modest
increase of bandwidth from the client to the server

Another object of the invention is that it allows realtime
visualization of large scale images over a “thinwire” model
of computation.

An additional advantage is the new degree of user control
provided for realtime, active, visualization of images
(mainly by way of foveation techniques). The invention
allows the user to determine and change in realtime, via
input means (for example, without limitation, a mouse
pointer or eye tracking technology), the variable resolution
over the space of the served up image(s).
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An additional advantage is that the invention demon-
strates a new standard of performance that can be achieved
by large-scale image servers on the World Wide Web at
current bandwidth or even in the near future.

Note also, the invention has advantages over the tradi-
tional notion of progressive transmission, which has no
interactivity. Instead, the progressive transmission of an
image has been traditionally predetermined when the image
file is prepared. The invention’s use of dynamic (constantly
changing in realtime based on the user’s input) multifove-
ated images allows the user to determine how the data are
progressively transmitted.

Other advantages of the invention include that it allows
the creation of the first dynamic and a more general class of
multifoveated images. The present invention can use wave-
let technology. The flexibility of the foveation approach
based on wavelets allows one to easily modify the following
parameters of a multifoveated image: the position and shape
of the basic foveal region(s), the maximum resolution at the
foveal region(s), and the rate at which the resolution falls
away. Wavelets can be replaced by any multi resolution
pyramid schemes. But it seems that wavelet-based
approaches are preferred as they are more flexible and have
the best compression properties.

Another advantage is the present invention’s use of
dynamic data structures and associated algorithms. This
helps optimize the “effective real time behavior” of the
system. The dynamic data structures allow the use of “partial
information” effectively. Here information is partial in the
sense that the resolution at each pixel is only partially
known. But as additional information is streamed in, the
partial information can be augmented. Of course, this prin-
ciple is a corollary to progressive transmission.

Another advantage is that the dynamic data structures
may be well exploited by the special architecture of the
client program. For example, the client program may be
multi-threaded with one thread (the “manager thread”)
designed to manage resources (especially bandwidth
resources). This manager is able to assess network
congestion, and other relevant parameters, and translate any
literal user request into the appropriate level of demand for
the network. For example, when the user’s gaze point is
focused on a region of an image, this may be translated into
requesting a certain amount, say, X bytes of data. But the
manager can reduce this to a request over the network of
(say) X/2 bytes of data if the traffic is congested, or if the
user is panning very quickly.

Another advantage of the present invention is that the
server need send only that information which has not yet
been served. This has the advantage of reducing communi-
cation traffic.

Further objects and advantages of the invention will
become apparent from a consideration of the drawings and
ensuing description.

BRIEF DESRIPTION OF DRAWINGS

FIG. 1 shows an embodiment of the present invention
including a server, and client(s) as well as their respective
components.

FIG. 2a illustrates one level of a particular wavelet
transform, the Haar wavelet transform, which the server may
execute in one embodiment of the present invention.

FIG. 2b illustrates one level of the Haar inverse wavelet
transform.

FIG. 3 is a flowchart showing an algorithm the server may
execute to perform a Haar wavelet transform in one embodi-
ment of the present invention.
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FIG. 4 shows Manager, Display and Network threads,
which the client(s) may execute in one embodiment of the
present invention.

FIG. 5 is a more detailed illustration of a portion of the
Manager thread depicted in FIG. 4.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 depicts an overview of the components in an
exemplary embodiment of the present invention. A server 1
is comprised of a storage device 3, a memory device 7 and
a computer processing device 4. The storage device 3 can be
implemented as, for example, an internal hard disk, Tape
Cartridge, or CD-ROM. The faster access and greater stor-
age capacity the storage device 3 provides, the more pref-
erable the embodiment of the present invention. The
memory device 7 can be implemented as, for example, a
collection of RAM chips.

The processing device 4 on the server 1 has network
protocol processing element 12 and wavelet transform ele-
ment 13 running off it. The processing device 4 can be
implemented with a single microprocessor chip (such as an
Intel Pentium chip), printed circuit board, several boards or
other device. Again, the faster the speed of the processing
device 4, the more preferable the embodiment. The network
protocol processing element 12 can be implemented as a
separate “software” (i.e., a program, sub-process) whose
instructions are executed by the processing device 4. Typical
examples of such protocols include TCP/IP (the Internet
Protocol) or UDP (User Datagram Protocol). The wavelet
transform element 13 can also be implemented as separate
“software” (i.e., a program, sub-process) whose instructions
are executed by the processing device 4.

In a preferred embodiment of the present invention, the
server 1 is a standard workstation or Pentium class system.
Also, TCP/IP processing may be used to implement the
network protocol processing element 12 because it reduces
complexity of implementation. Although a TCP/IP imple-
mentation is simplest, it is possible to use the UDP protocol
subject to some basic design changes. The relative advan-
tage of using TCP/IP as against UDP is to be determined
empirically. An additional advantage of using modern, stan-
dard network protocols is that the server 1 can be con-
structed without knowing anything about the construction of
its client(s) 2.

According to the common design of modern computer
systems, the most common embodiments of the present
invention will also include an operating system running off
the processing means device 4 of the server 1. Examples of
operating systems include, without limitation, Windows 95,
Unix and Windows NT. However, there is no reason a
processing device 4 could not provide the functions of an
“operating system” itself.

The server 1 is connected to a client(s) 2 in a network.
Typical examples of such servers 1 include image archive
servers and map servers on the World Wide Web.

The client(s) 2 is comprised of a storage device 3,
memory device 7, display 5, user input device 6 and pro-
cessing device 4. The storage device 3 can be implemented
as, for example, an internal hard disks, Tape Cartridge, or
CD-ROM. The faster access and greater storage capacity the
storage device 3 provides, the more preferable the embodi-
ment of the present invention. The memory device 7 can be
implemented as, for example, a collection of RAM chips.
The display 5 can be implemented as, for example, any
monitor, whether analog or digital. The user input device 6
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can be implemented as, for example, a keyboard, mouse,
scanner or eye-tracking device.

The client 2 also includes a processing device 4 with
network protocol processing element 12 and inverse wavelet
transform element means 14 running off it. The processing
device 4 can be implemented as, for example, a single
microprocessor chip (such as an Intel Pentium chip), printed
circuit board, several boards or other device. Again, the
faster the run time of the processing device 4, the more
preferable the embodiment. The network protocol process-
ing element 12 again can be implemented as a separate
“software” (i.e., a program, sub-process) whose instructions
are executed by the processing device 4. Again, TCP/IP
processing may be used to implement the network protocol
processing element 12. The inverse wavelet transform ele-
ment 14 also may be implemented as separate “software.”
Also running off the processing device 4 is a user input
conversion mechanism 16, which also can be implemented
as “software.”

As with the server 1, according to the common design of
modern computer systems, the most common embodiments
of the present invention will also include an operating
system running off the processing device 4 of the client(s) 2.

In addition, if the server 1 is connected to the client(s) 2
via a telephone system line or other systems/lines not
carrying digital pulses, the server 1 and client(s) 2 both also
include a communications converter device 15. A commu-

nications converter device 15 can be implemented as, for
example, a modem. The communications converter device
15 converts digital pulses into the frequency/signals carried
by the line and also converts the frequency/signals back into
digital pulses, allowing digital communication.

In the operation of the present invention, the extent of
computational resources (e.g., storage capacity, speed) is a
more important consideration for the server 1, which is
generally shared by more than one client 2, than for the
client(s) 2.

In typical practice of the present invention, the storage
device 3 of the server 1 holds an image file, even a very large
image file. A number of client 2 users will want to view the
image.

Prior to any communication in this regard between the
server 1 and client(s) 2, the wavelet transform element 13 on
the server 1 obtains a wavelet transform on the image and
stores it in the storage device 3.

There has been extensive research in the area of wavelet

theory. However, briefly, to illustrate, “wavelets” are defined
by a group of basis functions which, together with coeffi-
cients dependant on an input function, can be used to
approximate that function over varying scales, as well as
represent the function exactly in the limit. Accordingly,
wavelet coefficients can be categorized as “average” or
“approximating coefficients” (which approximate the
function) and “difference coefficients” (which can be used to
reconstruct the original function exactly). The particular
approximation used as well as the scale of approximation
depend upon the wavelet bases chosen. Once a group of
basis functions is chosen, the process of obtaining the
relevant wavelet coefficients is called a wavelet transform.

In the preferred embodiment, the Haar wavelet basis
functions are used. Accordingly, in the preferred
embodiment, the wavelet transform element 13 on the server
1 performs a Haar wavelet transform on a file representation
of the image stored in the storage device 3, and then stores
the transform on the storage device 3. However, it is readily
apparent to anyone skilled in the art that any of the wavelet
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family of transforms may be chosen to implement the
present invention.

Note that once the wavelet transform is stored, the origi-
nal image file need not be kept, as it can be reconstructed
exactly from the transform.

FIG. 2 illustrates one step of the Haar wavelet transform.
Start with an n by n matrix of coefficients 17 whose entries
correspond to the numeric value of a color component (say,
Red, Green or Blue) of a square screen image of n by n
pixels. Divide the original matrix 17 into 2 by 2 blocks of
four coefficients, and for each 2><2 block, label the coeffi-
cient in the first column, first row “a,”; second column, first
row “b”; second row, first column “c”; and second row,
second column “d.”

Then one step of the Haar wavelet transform creates four
n/2 by n/2 matrices. The first is an n/2 by n/2 approximation
matrix 8 whose entries equal the “average” of the corre-
sponding 2 by 2 block of four coefficients in the original
matrix 17. As is illustrated in FIG. 2, the coefficient entries
in the approximation matrix 8 are not necessarily equal to
the average of the corresponding four coefficients a, b, c and
d (i.e., a‘=(a+b+c+d)/4) in the original matrix 17. Instead,
here, the “average” is defined as (a+b+c+d)/2.

The second is an n/2 by n/2 horizontal difference matrix
10 whose entries equal b'=(a+b—c—d)/2, where a, b, c and d
are, respectively, the corresponding 2><2 block of four coef-
ficients in the original matrix 17. The third is an n/2 by n/2
vertical difference matrix 9 whose entries equal c'=(a—b+c—
d)/2, where a, b, c and d are, respectively, the corresponding
2><2 block of four coefficients in the original matrix 17. The
fourth is an n/2 by n/2 diagonal difference matrix 11 whose
entries equal d'=(a—b—c+d)/2, where a, b, c and d are,
respectively, the corresponding 2><2 block of four coeffi-
cients in the original matrix 17.

Afew notes are worthy of consideration. First, the entries
a', b', c', d' are the wavelet coefficients. The approximation
matrix 8 is an approximation of the original matrix 17 (using
the “average” of each 2><2 group of 4 pixels) and is one
fourth the size of the original matrix 17.

Second, each of the 2x2 blocks of four entries in the
original matrix 17 has one corresponding entry in each of the
four n/2 by n/2 matrices. Accordingly, it can readily be seen
from FIG. 2 that each of the 2x2 blocks of four entries in the

original matrix 17 can be reconstructed exactly, and the
transformation is invertible. Therefore, the original matrix
17 representation of an image can be discarded during
processing once the transform is obtained.

Third, the transform can be repeated, each time starting
with the last approximation matrix 8 obtained, and then
discarding that approximation matrix 8 (which can be
reconstructed) once the next wavelet step is obtained. Each
step of the transform results in approximation and difference
matrices 1/2 the size of the approximation matrix 8 of the
prior step.

Retracing each step to synthesize the original matrix 17 is
called the inverse wavelet transform, one step of which is
depicted in FIG. 2b.

Finally, it can readily be seen that the approximation
matrix 8 at varying levels of the wavelet transform can be
used as a representation of the relevant color component of
the image at varying levels of resolution.

Conceptually then, the wavelet transform is a series of
approximation and difference matrices at various levels (or
resolutions). The number of coefficients stored in a wavelet
transform is equal to the number of pixels in the original
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matrix 17 image representation. (However, the number of
bits in all the coefficients may differ from the number of bits
in the pixels. Applying data compression to coefficients turns
out to be generally more effective on coefficients.) If we
assume the image is very large, the transform matrices must
be further decomposed into blocks when stored on the
storage means 3.

FIG. 3 is a flowchart showing one possible implementa-
tion of the wavelet transform element 13 which performs a
wavelet transform on each color component of the original
image. As can be seen from the flowchart, the transform is
halted when the size of the approximation matrix is 256x
256, as this may be considered the lowest useful level of
resolution.

Once the wavelet transform element 13 stores a transform

of the image(s) in the storage means 3 of the server 1, the
server 1 is ready to communicate with client(s) 2.

In typical practice of the invention the client 2 user
initiates a session with an image server 1 and indicates an
image the user wishes to view via user input means 6. The
client 2 initiates a request for the 256 by 256 approximation
matrix 8 for each color component of the image and sends
the request to the server 1 via network protocol processing
element 12. The server 1 receives and processes the request
via network protocol processing element 12. The server 1
sends the 256 by 256 approximation matrices 8 for each
color component of the image, which the client 2 receives in
similar fashion. The processing device 4 of the client 2 stores
the matrices in the storage device 3 and causes a display of
the 256 by 256 version of the image on the display 5. It
should be appreciated that the this low level of resolution
requires little data and can be displayed quickly. In a map
server application, the 256 by 256, coarse resolution version
of the image may be useful in a navigation window of the
display 5, as it can provide the user with a position indicator
with respect to the overall image.

A more detailed understanding of the operation of the
client 2 will become apparent from the discussion of the
further, continuous operation of the client 2 below.

Continuous operation of the client(s) 2 is depicted in FIG.
4. In the preferred embodiment, the client(s) 2 processing
device may be constructed using three “threads,” the Man-
ager thread 18, the Network Thread 19 and the Display
Thread 20. Thread programming technology is a common
feature of modern computers and is supported by a variety
of platforms. Briefly, “threads” are processes that may share
a common data space. In this way, the processing means can
perform more than one task at a time. Thus, once a session
is initiated, the Manager Thread 18, Network Thread 19 and
Display Thread 20 run simultaneously, independently and
continually until the session is terminated. However, while
“thread technology” is preferred, it is unnecessary to imple-
ment the client(s) 2 of the present invention.

The Display Thread 20 can be based on any modern
windowing system running off the processing device 4. One
function of the Display Thread 20 is to continuously monitor
user input device 6. In the preferred embodiment, the user
input device 6 consists of a mouse or an eye-tracking device,
though there are other possible implementations. In a typical
embodiment, as the user moves the mouse position, the
current position of the mouse pointer on the display 5
determines the foveal region. In other words, it is presumed
the user gaze point follows the mouse pointer, since it is the
user that is directing the mouse pointer. Accordingly, the
display thread 20 continuously monitors the position of the
mouse pointer.
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In one possible implementation, the Display Thread 20
places user input requests (i.e., foveal regions determined
from user input device 6) as they are obtained in a request
queue. Queue’s are data structures with first-in-first-out
characteristics that are generally known in the art.

The Manager Thread 18 can be thought of as the brain of
the client 2. The Manager Thread 18 converts the user input
request in the request queue into requests in the manager
request queue, to be processed by the Network Thread 19.
The user input conversion mechanism 16 converts the user
determined request into a request for coefficients.

A possible implementation of user input conversion
mechanism 16 is depicted in the flow chart in FIG. 5.
Essentially, the user input conversion mechanism 16
requests all the coefficient entries corresponding to the
foveal region in the horizontal difference 10 matrices, ver-
tical difference 9 matrices, diagonal difference matrices 11
and approximation matrix 8 of the wavelet transform of the
image at each level of resolution. (Recall that only the last
level approximation matrix 8 needs to be stored by the server
1.) That is, wavelet coefficients are requested such that it is
possible to reconstruct the coefficients in the original matrix
17 corresponding to the foveal region.

As the coefficients are included in the request, they are
masked out. The use of a mask is commonly understood in
the art. The mask is maintained to determine which coeffi-

cients have been requested so they are not requested again.
Each mask can be represented by an array of linked lists (one
linked list for each row of the image at each level of
resolution).

As shown in FIG. 5, the input conversion mechanism 16
determines the current level of resolution (“L”) of an image
(“ML”) such that the image ML is, e.g., 128x128 pixel matrix
(for example, the lowest supported resolution), as shown in
Step 200. Then, the input conversion mechanism 16 deter-
mines if the current level L is the lowest resolution level

(Step 210). If so, it is determined if the three color coeffi-
cients (i.e., ML(R), ML(G), and ML(B)) correspond to the
foveal region that has been requested (Step 220). If that is
the case, then the input conversion mechanism 16 confirms
that the current region L is indeed the lowest resolution
region (Step 240), and returns the control to the Manager
Thread 18 (Step 250). If, in Step 220, it is determined that
the three color coefficients have not been requested, these
coefficients are requested using the mask described above,
and the process continues to Step 240, and the control is
returned to the Manager Thread 18 (Step 250).

If, in Step 210, it is determined that the current level L is
not the lowest resolution level, then the input conversion
mechanism 16 determines whether the horizontal, vertical

and diagonal difference coefficients (which are necessary to
reconstruct the three color coefficients) have been requested
(Step 260). If so, then the input conversion mechanism 16
skips to Step 280 to decrease the current level L by 1.
Otherwise a set of difference coefficients may be requested.
This set depends on the mask and the foveal parameters
(e.g., a shape of the foveal region, a maximum resolution, a
rate of decay of the resolution, etc.). The user may select
“formal” values for these foveal parameters, but the Man-
ager Thread 18 may, at this point, select the “effective”
values for these parameters to ensure a trade-off between (1)
achieving a reasonable response time over the estimated
current network bandwidth, and (2) achieving a maximum
throughput in the transmission of data. The process then
continues to Step 280. Thereafter, the input conversion
mechanism 16 determines whether the current level L is
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greater or equal to zero (Step 240). If that is the case, the
process loops back to step 260. Otherwise, the control is
returned to the Manager Thread 18 (Step 250).

The Network Thread 19 includes the network protocol
processing element 12. The Network Thread obtains the
(next) multi-resolution request for coefficients correspond-
ing to the foveal region from request queue and processes
and sends the request to the server 1 via network protocol
processing element 12.

Notice that the data requested is “local” because it rep-
resents visual information in the neighborhood of the indi-
cated part of the image. The data is incremental because it
represents only the additional information necessary to
increase the resolution of the local visual information.

(Information already available locally is masked out).
The server 1 receives and processes the request via

network protocol processing element 12, and sends the
coefficients requested. When the coefficients are sent, they
are masked out. The mask is maintained to determine which

coefficients have been sent and for deciding which blocks of
data can be released from main memory. Thus, an identical
version of the mask is maintained on both the client 2 side
and server 1 side.

The Network Thread 19 of the client 2 receives and

processes the coefficients. The Network Thread 19 also
includes inverse wavelet transform element 14. The inverse

wavelet transform element 14 performs an inverse wavelet
transform on the received coefficients and stores the result-

ing portion of an approximation matrix 8 each time one is
obtained (i.e., at each level of resolution) in the storage
device 3 of the client 2. The sub-image is stored at each
(progressively higher, larger and less course) level of its
resolution.

Note that as the client 2 knows nothing about the image
until it is gradually filled in as coefficients are requested.
Thus, sparse matrices (sparse, dynamic data structures) and
associated algorithms can be used to store parts of the image
received from the server 1. Sparse matrices are known in the
art and behave like normal matrices except that the memory
space of the matrix are not allocated all at once. Instead the
memory is allocated in blocks of sub-matrices. This is
reasonable as the whole image may require a considerable
amount of space.

Simultaneously, the Display thread 20 (which can be
implemented using any modern operating system or win-
dowing system) updates the display 5 based on the pyramid
representation stored in the storage device 3.

Of course, the Display thread 20 continues its monitoring
of the user input device 6 and the whole of client 2
processing continues until the session is terminated.

A few points are worthy of mention. Notice that since
lower, coarser resolution images will be stored on the client
2 first, they are displayed first Also, the use of foveated
images ensures that the incremental data to update the view
is small, and the requested data can arrive within the round
trip time of a few messages using, for example, the TCP/IP
protocol.

Also notice, that a wavelet coefficient at a relatively
coarser level of resolution corresponding to the foveal
region affects a proportionately larger part of the viewer’s
screen than a coefficient at a relatively finer level of reso-
lution corresponding to the foveal region (in fact, the reso-
lution on the display 5 exponentially away from the mouse
pointer). Also notice the invention takes advantage of pro-
gressive transmission, which gives the image perceptual
continuity. But unlike the traditional notion of progressive
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transmission, it is the client 2 user that is determining
transmission ordering, which is not pre-computed because
the server 1 doesn’t know what the c1ient(s) 2 next request
will be. Thus, as noted in the objects and advantages section,
the “thinwire” model is optimized.

Note that in the event the thread technology is utilized to
implement the present invention, semaphores data structures
are useful if the threads share the same data structures (e.g.,
the request queue). Semaphores are well known in the art
and ensure that only one simultaneous process (or “thread”)
can access and modify a shared data structure at one time.
Semaphores are supported by modern operating systems.

CONCLUSION

It is apparent that various useful modifications can be
made to the above description while remaining within the
scope of the invention.

For example, without limitation, the user can be provided
with two modes for display: to always fill the pixels to the
highest resolution that is currently available locally or to fill
them up to some user specified level. The client 2 display 5
may include a re-sizable viewing window with minimal
penalty on the realtime performance of the system. This is
not true of previous approaches. There also may be an
auxiliary navigation window (which can be re-sized but is
best kept fairly small because it displays the entire image at
a low resolution). The main purpose of such a navigation
window would be to let the viewer know the size and

position of the viewing window in relation to the whole
image.

It is readily seen that further modifications within the
scope of the invention provide further advantages to the user.
For example, without limitation, the invention may have the
following capabilities: continuous realtime panning, con-
tinuous realtime zooming, foveating, varying the foveal
resolution and modification of the shape and size of the
foveal region. A variable resolution feature may also allow
the server 1 to dynamically adjust the amount of transmitted
data to match the effective bandwidth of the network.

While the above description contains many specificities,
these should not be construed as limitations on the scope of
the invention, but rather as an exemplification of one pre-
ferred embodiment thereof. Many other variations are pos-
sible. Accordingly, the scope of the invention should be
determined not by the embodiment(s) illustrated, but by the
appended claims and their legal equivalents.
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What is claimed is:

1. A client apparatus for enabling a realtime visualization
of at least one image, the client apparatus comprising:

a storage device storing first data corresponding to a
multifoveated representation of an original image,

a user input device providing second data corresponding
to at least one visualization command of at least one

user; and

a processing arrangement generating third data corre-
sponding to a multifoveated image using the first data,
the second data and a foveation operator.

2. The client apparatus of claim 1, further comprising a
network protocol processing element which provides the
third data using a TCP/IP protocol.

3. The client apparatus of claim 1, wherein the processing
element transmits the third data to the at least one client via
the Internet.

4. The client apparatus of claim 1, wherein the user input
device includes a mouse device.

5. The client apparatus of claim 1, wherein the user input
device includes at least one of an eye-tracking device and a
keyboard.

6. The client apparatus of claim 1, wherein the foveation
operator is specified using parameters that include at least
one of:

a set of foveation points,

a shape of a foveated region,

a maximum resolution of the foveated region, and

a rate at which a maximum resolution of the foveal region
decays.

7. The client apparatus of claim 1,

wherein the processing arrangement receives the original
image from a server, and

wherein the memory arrangement stores a data structure
representing the multifoveated image, the data structure
that is optimized for the client apparatus being inde-
pendent of an image representation provided by aserver.

8. The client apparatus of claim 1, wherein the third data
corresponding to the multifoveated image is generated for at
least one of

a first arbitrary-shaped foveal region,

a second arbitrarily-fine foveal region, and

an arbitrary union of the first and second foveal regions.
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[57] ABSTRACT

A method and apparatus for providing a texture
mapped perspective view for digital map systems. The
system includes apparatus for storing elevation data,
apparatus for storing texture data, apparatus for scan-
ning a projected View volume from the elevation data
storing apparatus, apparatus for processing, apparatus
for generating a plurality of planar polygons and appa—
ratus for rendering images. The processing apparatus
further includes apparatus for receiving the scanned
projected view volume from the scanning apparatus,
transforming the scanned projected view volume from
object space to screen space, and computing surface
normals at each vertex of each polygon so as to modu-
late texture space pixel intensity. The generating appa-
ratus generates the plurality of planar polygons from
the transformed vertices and supplies them to the ren—
dering apparatus which then shades each of the planar
polygons. In one alternate embodiment of the invention,
the polygons are shaded by apparatus of the rendering
apparatus assigning one color across the surface of each
polygon. In yet another alternate embodiment of the
invention, the rendering apparatus interpolates the in-
tensities between the vertices of each polygon in a linear
fashion as in Gouraud shading.

8 Claims, 7 Drawing Sheets
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METHOD AND APPARATUS FOR GENERATING
A TEXTURE MAPPED PERSPECTIVE VIEW

The present invention is directed generally to graphic
display systems and, more particularly, to a method and
apparatus for generating texture mapped perspective
views for a digital map system.

_ RELATED APPLICATIONS

The following applications are included herein by
reference:

(1) US Pat. No. 4,876,651 filed May 11, 1988, issued
Oct. 24, 1989 entitled “Digital Map System” which was
assigned to the assignee of the present invention:

(2) Assignee copending application Ser. No.
09/514,685 filed Apr. 26, 1990, entitled “High Speed
Processor for Digital Signal Processing";

(3) US. Pat. No. 4,884,220 entitled “Generator with
Variable Scan Patterns“ filed Jun. 7. 1988, issued Nov.
28, 1989, which is assigned to the assignee of the present
invention;

(4) US. Pat. No. 4,899,293 entitled “A method of
Storage and Retrieval of Digital Map Data Based Upon
a Tessellated Geoid System”, filed Dec. 14, 1988, issued
Feb. 6, 1990:

(5) US. Pat. No. 5,020,014 entitled “Generic Interpo-
lation Pipeline Processor", filed Feb. 7, 1989, issued
May 28, 1991, which is assigned to the assignee of the
present invention;

(6) Assignee’s copending patent application Ser. No.
07/732,725 filed Jul. 18, 1991 entitled “Parallel Poly—
gon/Pixel Rendering Engine Architecture for Com-
puter Graphics” which is a continuation of patent appli-
cation 07/419,722 filed Oct. 11, 1989 now abandoned;

(7) Assignee’s copending patent application Ser. No.
07/514,724 filed Apr. 26, 1990 entitled “Polygon Tiling
Engine";

(8) Assignee’s copending patent application Ser. No.
O7/514,723 filed Apr. 26, 1990 entitled “Polygon Sort
Engine”; and

(9) Assignee’s copending patent application Ser. No.
07/514,742 filed Apr. 26, 1990 entitled “Three Dimen-
sional Computer Graphic Symbol Generator”.

BACKGROUND OF THE INVENTION

Texture mapping is a computer graphics technique
which comprises a process of overlaying aerial recon—
naissance photographs onto computer generated three
dimensional terrain images. It enhances the visual real-
ity of raster scan images substantially while incurring a
relatively small increase in computational expense. A
frequent criticism of known computer-generated syn-
thesized imagery has been directed to the extreme
smoothness of the image. Prior art methods of generat-
ing images provide no texture, bumps, outcroppings, or
natural abnormalities in the display of digital terrain
elevation data (DTED).

In general, texture mapping maps a multidimensional
image to a multidimensional space. A texture may be
thought of in the usual sense such as sandpaper, a
plowed field, a roadbed, a lake, woodgrain and so forth
or as the pattern of pixels (picture elements) on a sheet
of paper or photographic film. The pixels may be ar-
ranged in a regular pattern such as a checkerboard or
may exhibit high frequencies as in a detailed photo-
graph of high resolution LandSat imagery. Texture may
also be three dimensional in nature as in marble or
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woodgrain surfaces. For the purposes of the invention,
texture mapping is defined to be the mapping of a tex—
ture onto a surface in three dimensional object space. As
is illustrated schematically in FIG. 1, a texture space
object T is mapped to a display screen by means of a
perspective transformation.

The implementation of the method of the invention
comprises two processes. The first process is geometric
warping and the second process is filtering. FIG. 2
illustrates graphically the geometric warping process of
the invention for applying texture onto a surface. This
process applies the texture onto an object to be mapped
analogously to a rubber sheet being stretched over a
surface. In a digitalmap system application, the texture
typically comprises an aerial reconnaissance photo-
graph and the object mapped is the surface of the digital
terrain data base as shown in FIG. 2. After the geomet-
ric warping has been completed, the second process of
filtering is performed. In the second process, the image
is resampled on the screen grid.

The invention provides a texture mapped perspective
view architecture which addresses the need for in-

creased aircraft crew effectiveness, consequently reduc-
ing workload, in low altitude flight regimes character-
ized by the simultaneous requirement to avoid certain
terrain and threats. The particular emphasis of the in—
vention is to increase crew situational awareness. Crew

situational awareness has been increased to some degree
through the addition of a perspective View map display
to a plan view capability which already exists in digital
map systems. See, for example, assignee’s copending
application Ser. No. 07/192,798, for 3 DIGITAL MAP
SYSTEM, filed May 11, 1988, issued Oct. 24, 1989 as
US. Pat. No. 4,876,651 which is incorporated herein by
reference in its entirety. The present invention improves
the digital map system capability by providing a means
for overlaying aerial reconnaissance photographs over
the computer generated three dimensional terrain image
resulting in a one-to-one correspondence from the digi-
tal map image to the real world. In this way the inven-
tion provides visually realistic cues which augment the
informational display of such a computer generated
terrain image. Using these cues an aircraft crew can
rapidly make a correlation between the display and the
real world.

The architectural challenge presented by texture
mapping is that of distributing the processing load to
achieve high data throughput using parallel pipelines
and then recombining the parallel pixel flow into a
single memory module known as a frame buffer. The
resulting contention for access to the frame buffer re-
duces the effective throughput of the pipelines in addi-
tion to requiring increased hardware and board space to
implement the additional pipelines. The method and
apparatus of the invention addresses this challenge by
effectively combining the low contention attributes of a
single high speed pipeline with the increased processing
throughput of parallel pipelines.

SUMMARY OF THE INVENTION

A method and apparatus for providing a texture
mapped perspective view for digital map systems is
provided. The invention comprises means for storing
elevation data, means for storing texture data, means for
scanning a projected View volume from the elevation
data storing means, means for processing the projected
view volume, means for generating a plurality of planar
polygons and means for rendering images. The process-
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ing means further includes means for receiving the
scanned projected view volume from the scanning
means, transforming the scanned projected view vol—
ume from object space to screen space, and computing
surface normals at each vertex of each polygon so as to
modulate texture space pixel intensity. The generating
means generates the plurality of planar polygons from
the transformed vertices and supplies them to the ren-
dering means which then shades each of the planar
polygons.

A primary object of the invention is to provide a
technology capable of accomplishing a fully integrated
digital map display system in an aircraft cockpit.

In one alternate embodiment of the invention, the

polygons are shaded by means of the rendering means
assigning one color across the surface of each polygon.

In yet another alternate embodiment of the invention,
the rendering means interpolates the intensities between
the vertices of each polygon in a linear fashion as in
Gouraud shading.

It is yet another object of the invention to provide a
digital map system including capabilities for perspective
view, transparency, texture mapping, hidden line re-
moval, and secondary visual effects such as depth cues
and artifact (i.e., anti-aliasing) control.

It is yet another object of the invention to provide the
capability for displaying forward looking infrared
(FLIR) data and radar return images overlaid onto a
plan and perspective view digital map image by fusing
images through combining or subtracting other sensor
video signals with the digital map terrain display.

It is yet another object of the invention to provide a
digital map system with an arbitrary warping capability
of one data base onto another data base which is accom-

modated by the perspective view texture mapping capa-
bility of the invention.

Other objects, features and advantages of the inven-
tion will become apparent to those skilled in the art
through the drawings, description of the preferred em-
bodiment and claims herein. In the drawings, like nu-
merals refer to like elements.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows the mapping of a textured object to a
display screen by a perspective transformation.

FIG. 2 illustrates graphically the geometric warping
process of the invention for applying texture onto a
surface.

FIG. 3 illustrates the surface normal calculation as

employed by the invention.
FIG. 4 presents a functional block diagram of one

embodiment of the invention.

FIG. 5 illustrates a top level block diagram of one
embodiment of the texture mapped perspective view
architecture of the invention.

FIG. 6 schematically illustrates the frame buffer con-
figuration as employed by one embodiment of the in-
vention.

FIGS. 7a, 7b and 7c illustrate three examples of dis-
play format shapes.

FIG. 8 graphs the density function for‘ maximum
pixel counts.

FIG. 9 is a block diagram of one embodiment of the
geometry array processor as employed by the inven-
tion.

FIGS. 10A, 10B, 10C and 10D illustrated the tagged
architectural texture mapping as provided by the inven-
tion.
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DESCRIPTION OF THE PREFERRED
EMBODIMENT

Generally, perspective transformation from texture
space having coordinates U, V to screen space having
coordinates X, Y requires an intermediate transforma-
tion from texture space to object space having coordi-
nates X0, Y0, Zo. Perspective transformation is accom-
plished through the general perspective transform equa-
tion as follows:

ABC|P

, ' DEF|Q
[XIZH]:[X)Z!]XGHI IR

LMN|S

where a point (X,Y,Z) in 3-space is represented by a
four dimensional position vector [X Y Z H] in homoge-
neous coordinates.

The 3 X 3 sub-matrix

A B C
D E F
G H l

accomplishes scaling, shearing, and rotation.
The 1X3 row matrix [L M N] produces translation.
The 3 X1 column matrix

lé’l
produces perspective transformation.

The 1><l scalar [S] produces overall scaling.
The Cartesian cross-product needed for surface nor-

mal requires a square root. As shown in FIG. 3, the
surface normal shown is a vector AXB perpendicular
to the plane formed by edges of a polygon as repre-
sented by vectors A and B, where A X B is the Cartesian
cross-product of the two vectors. Normalizing the vec-
tor allows calculation for sun angle shading in a per-
fectly diffusing Lambertian surface. This is accom-
plished by taking the vector dot product of the surface
normal vector with the sun position vector. The result-
ing angle is inversely proportional to the intensity of the
pixel of the surface regardless of the viewing angle. This
intensity is used to modulate the texture hue and inten—
sity value.

A=Ax2+Ay2+A22
B=Bx2+By2+le

AXB
llAllllBll

where

A terrain triangle TT is formed by connecting the
endpoints of vectors A and B, from point Bx, B y, B2 to
point Ax, A}; A2.

Having described some of the fundamental basis for
the invention, a description of the method of the inven-
tion will now be set out in more detail below.

Referring now to FIG. 4, a functional block diagram
of one embodiment of the invention is shown. The in-

vention functionally comprises a means for storing ele-
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vation data 10, a means for storing texture data 24, a
means for scanning a projected view volume from the
elevation data storing means 12, means for processing
view volume 14 including means for receiving the
scanned projected view volume from the scanning
means 12, means for generating polygon fill addresses
16, means for calculating texture vertices addresses 18,
means for generating texture memory addresses 20,
means for filtering and interpolating pixels 26, a full-
frame memory 22, and video display 9. The processing
means 14 further includes means for transforming the
scanned projected view volume from object space to
screen space and means for computing surface normals
at each vertex of each polygon so asto calculate pixel
intensity.

The means for storing elevation data 10 may prefera-
bly be a cache memory having at least a 50 nsec access
time to achieve 20 Hz bi-linear interpolation of a
512x512 pixel resolution screen. The cache memory
further may advantageously include a 256x256 bit
buffer segment with 2K bytes of shadow RAM used for
the display list. The cache memory may arbitrarily be
reconfigured from 8 bits deep (data frame) to 64 bits
(i.e., comprising the sum of texture map data (24
bits)+DTED (l6 bits)+aeronautical chart data (24
bits)). A buffer segment may start at any cache address
and may be written horizontally or vertically. Means
for storing texture data 24 may advantageously be a
texture cache memory which is identical to the eleva—
tion cache memory except that it stores pixel informa-
tion for warping onto the elevation data cache. Refer-
ring now to FIG. 5, a top level block diagram of the
texture mapped perspective view architecture is shown.
The architecture implements the functions as shown in
FIG. 4 and the discussion which follows shall refer to

functional blocks in FIG. 4 and corresponding elements
in FIG. 5. In some cases, such as element 14, there is a
one-to-one correspondence between the functional
blocks in FIG. 4 and the architectural elements of FIG.

5. In other cases, as explained hereinbelow, the func-
tions depicted in FIG. 4 are carried out by a plurality of
elements shown in FIG. 5. The elements shown in FIG.

5 comprising the texture mapped perspective view sys-
tem 300 of the invention include elevation cache mem—

ory 10, shape address generator (SHAG) 12, texture
engine 30, rendering engine 34, geometry engine 36,
symbol generator 38, tiling engine 40, and display mem-
ory 42. These elements are typically part of a larger
digital map system including a digital map unit (DMU)
109, DMU interface 111, IC/DE 113, a display stream
manager (DSM) 101, a general purpose processor
(GPP) 105, RV MUX 121, PDQ 123, master time 44,
video generator 46 and a plurality of data bases. The
latter elements are described in assignee’s Digital Map
System US. Pat. No. 4,876,651.

GEOMETRY ENGINE

The geometry engine 36 is comprised of one or more
geometry array processors (GAPS) which process the
4X4 Euler matrix transformation from object space
(sometimes referred to as “world” space)» to screen
space. The GAPS generate X and Y values in screen
coordinates and Zvv values in range depth. The GAPS
also compute surface normals at each vertex of a poly-
gon representing an image in object space via Cartesian
cross-products for Gouraud shading, or they may assign
one surface normal to the entire polygon for flat shad-
ing and wire mesh. Intensity calculations are performed
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using a vector dot product between the surface normal
or normals and the illumination source to implement a
Lambertian diffusely reflecting surface. Hue and inten-
sity values are then assigned to the polygon. The
method and apparatus of the invention also provides a
dot rendering scheme wherein the GAPS only trans-
form one vertex of each polygon and the tiling engine
40, explained in more detail below, is inhibited. In this
dot rendering format, hue and intensity are assigned
based on the planar polygon containing the vertex and
the rendering engine is inhibited. Dot polygons may
appear in the same image as multiple vertex polygons or
may comprise the entire image itself. The “dots” are
passed through the polygon rendering engine 34. A
range to the vertices or polygon (Zvv) is used if a fog or
“DaVinci" effect are invoked as explained below. The
GAPs also transform three dimensional overlay sym-
bols from world space to screen space.

Referring now to FIG. 9, a block diagram of one
example embodiment of a geometry array processor
(GAP) is shown. The GAP comprises a data register
file memory 202, a floating point multiplier 204, a coeffi-
cient register file memory 206, a floating point accumu-
lator 208, a 200 MHz oscillator 210, a microsequencer
212, a control store RAM 214, and latch 216.

The register file memory may advantageously have a
capacity of 512 by 32 bits. The floating point accumula-
tor 208 includes two input ports 209A and 209B with
independent enables, one output port 211, and a condi-
tion code interface 212 responsive to error codes. The
floating point accumulator operates on four instruc-
tions, namely, multiply, no-op, pass A, and pass B. The
microsequencer 212 operates on seven instructions in-
cluding loop on count, loop on condition, jump, con—
tinue, call, return and load counter. The mi-

crosequencer includes a debug interface having a read/-
write (R/W) internal register, R/W control store mem-
ory, halt on address, and single step, and further in-
cludes a processor interface including a signal interrupt,
status register and control register. The GAP is fully
explained in the assignee’s co-pending application No.
07/514,685 filed Apr. 26, 1990 entitled High Speed
Processor for Digital Signal Processing which is incor-
porated herein by reference in its entirety.

In one alternative embodiment of the invention, it is
possible to give the viewer of the display the visual
effect of an environment enshrouded in fog. The fog
option is implemented by interpolating the color of the
triangle vertices toward the fog color. As the triangles
get smaller with distance, the fog particles become
denser. By using the known relationship between dis-
tance and fog density, the fog thickness can be “dialed”
or adjusted as needed. The vertex assignment interpo-
lates the vertex color toward the fog color as a function
of range toward the horizon. The fog technique may be
implemented in the hardware version of the GAP such
as may be embodied in a GaAs semiconductor chip. If a
linear color space (typically referred to as “RGB” to
reflect the primary colors, red, green and blue) is as-
sumed, the amount of fog is added as a function of range
to the polygon vertices’ color computation by well
known techniques. Thus, as the hue is assigned by ele-
vation banding or monochrome default value, the fog
color is tacked on. The rendering engine 34, explained
in more detail below, then straight forwardly interpo-
lates the interior points.

In another alternative embodiment of the invention, a
DaVinci effect is implemented. The DaVinci effect
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causes the terrain to fade into the distance and blend

with the horizon. It is implemented as a function of
range of the polygon vertices by the GAP. The horizon
color is added to the vertices similarly to the fog effect.

SHAPE ADDRESS GENERATOR (SHAG)

The SHAG 12 receives the orthographically pro-
jected view volume outline onto cache from the DSM.
It calculates the individual line lengths of the scans and
the delta x and delta y components. It also scans the
elevation posts out of the elevation cache memory and
passes them to the GAPs for transformation. In one
embodiment of the invention, the SHAG preferably
includes two arithmetic logic units (ALUs) to support
the 50 nsec cache 10. In the SHAG, data is generated
for the GAPs and control signals are passed to the tiling
engine 40. DFAD data is downloaded into overlay
RAM (not shown) and three dimensional symbols are'
passed to the GAPS from symbol generator 38. Eleva-
tion color banding hue assignment is performed in this
function. The SHAG generates shapes for plan view,
perspective view, intervisibility, and radar simulation.
These are illustrated in FIG. 7. The SHAG is more fully

explained in assignee’s copending application, Ser. No.
203,660, Generator With Variable Scan Patterns, filed
Jun. 7, 1988 issued as US. Pat. No. 4,884,220 on Nov.
28, 1989 which is incorporated herein by reference in its
entirety.

A simple Lambertian lighting diffusion model has
proved adequate for generating depth cueing in one
embodiment of the invention. The sun angle position is
completely programmable in azimuth and zenith. It may
also be self-positioning based on time of day, time of
year, latitude and longitude. A programmable intensity
with gray scale instead of color implements the moon
angle position algorithm. The display stream manager
(DSM) programs the sun angle registers. The illumina-
tion intensities ofthe moon angle position may be varied
with the lunar waxing and waning cycles.

TILING ENGINE AND TEXTURE ENGINE

Still referring to FIGS. 4 and 5, the means for calcu-
lating texture vertex address 18 may include the tiling
engine 40. Elevation posts are vertices of planar trian-
gles modeling the surface of the terrain. These posts are
“tagged" with the corresponding U,V coordinate ad-
dress calculated in texture space. This tagging elimi-
nates the need for interpolation by substituting an ad-
dress lockup. Referring to FIGS. 10A, 10B, 10C and
10D, with continuing reference to FIGS. 4 and 5, the
tagged architectural texture mapping as employed by
the invention is illustrated. FIG. 10A shows an example
of DTED data posts, DP, in world space. FIG. 10B
shows the co—located texture space for the data posts.
FIG. 10C shows the data posts and rendered polygon in
screen space. FIG. 10D illustrates conceptually the
interpolation of tagged addresses into a rendered poly-
gon RP. The texture engine 30 performs the tagged data
structure management and filtering processes. When
the triangles are passed to the rendering engine by the
tiling engine for filling with texture, the tagged texture
address from the elevation post is used to generate the
texture memory address. The texture value is filtered by
filtering and interpolation means 26 before being writ-
ten to full-frame memory 22 prior to display.

The tiling engine generates the planar polygons from
the transformed vertices in screen coordinates and

passes them to the rendering engine. For terrain poly—
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gons, a connectivity offset from one line scan to the next
is used to configure the polygons. For overlay symbols,
a connectivity list is resident in a buffer memory (not
shown) and is utilized for polygon generation. The
tiling engine also informs the GAP if it is busy. In one
embodiment 512 vertices are resident in a 1K buffer.

All polygons having surface normals more than 90
degrees from LOS are eliminated from rendering. This
is known in the art as backface removal. Such polygons
do not have to be transformed since they will not be

visible on the display screen. Additional connectivity
information must be generated if the polygons are non-
planar as the transformation process generates implied
edges. This requires that the connectivity information
be dynamically generated. Thus, only planar polygons
with less than 513 vertices are implemented. Non-planar
polygons and dynamic connectivity algorithms are not
implemented by the tiling engine. The tiling engine is
further detailed in assignee's copending applications of
even filing date herewith entitled Polygon Tiling En.
gine, as referenced hereinabove and Polygon Sort En-
gine, as referenced hereinabove, both of which are in—
corporated herein by reference.

RENDERING ENGINE

Referring again to FIG. 5, the rendering engine 34 of
the invention provides a means of drawing polygons in
a plurality of modes. The rendering engine features may
include interpolation algorithms for processing coordi—
nates and color, hidden surface removal, contour lines,
aircraft relative color bands, flat shading, Gourand
shading, phong shading, mesh format or screen door
effects, ridgeline display, transverse slice, backface re-
moval and RECE (aerial reconnaissance) photo modes.
With most known methods of image synthesis, the
image is generated by breaking the surfaces of the ob-
ject into polygons, calculating the color and intensity at
each vertex of the polygon, and drawing the results into
a frame buffer while interpolating the colors across the
polygon. The color information at the vertices is calcu-
lated from light source data, surface normal, elevation
and/or cultural features.

The interpolation of coordinate and color (or inten-
sity) across each polygon must be performed quickly
and accurately. This is accomplished by interpolating
the coordinate and color at each quantized point or
pixel on the edges of the polygon and subsequently
interpolating from edge to edge to generate the fill lines.
For hidden surface removal, such as is provided by a
Z-buffer in a well-known manner, the depth or Z-value
for each pixel is also calculated. Furthermore, since
color components can vary independently across a sur-
face or set of surfaces, red, green and blue intensities are
interpolated independently. Thus, a minimum of six
different parameters (X,Y,Z,R,G,B) are independently
calculated when rendering polygons with Gouraud
shading and interpolated Z-values.

Additional features of the rendering engine include a
means of providing contour lines and aircraft relative
color bands. For these features the elevation also is

interpolated at each pixel. Transparency features dic-
tate that an alpha channel be maintained and similarly
interpolated. These requirements imply two additional
axes of interpolation bringing the total to eight. The
rendering engine is capable of processing polygons of
one vertex in its dot mode, two vertices in its line mode,

and three to 512 coplanar vertices in its polygon mode.
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In the flat shading mode the rendering engine assigns
the polygon a single color across its entire surface. An
arbitrary vertex is selected to assign both hue and inten-
sity for the entire polygon. This is accomplished by
assigning identical RGB values to all vertices. Interpo—
lation is performed normally but results in a constant
value. This approach will not speed up the rendering
process but will perform the algorithm with no hard—
ware impact.

The Gouraud shading algorithm included in the ren-
dering engine interpolates the intensities between the
vertices of each polygon rendered in a linear fashion.
This is the default mode. The Phong shading algorithm
interpolates the surface normals between the vertices of
the polygon between applying the intensity calcula-
tions. The rendering engine would thus have to perform
an illumination calculation at each pixel after interpola-
tion. This approach would significantly impact the
hardware design. This algorithm may be simulated,
however, using a weighing function (typically a func-
tion of cosine (6)) around a narrow band of the intensi-
ties. This results in a non-linear interpolation scheme
and provides for a simulated specular reflectance. In an
alternative embodiment, the GAP may be used to assign
the vertices of the polygon this non-linear weighing via
the look-up table and the rendering engine would inter-
polate as in Gouraud shading.

Transparency is implemented in the classical sense
using an alpha channel or may be simulated with a
screen door effect. The screen door effect simply ren-
ders the transparent polygon as normal but then only
outputs every other or every third pixel. The mesh
format appears as a wire frame overlay with the option
of rendering either hidden lines removed or not. In the
case ofa threat dome symbol, all polygon edges must be
displayed as well as the background terrain. In such a
case, the fill algorithm of the rendering engine is inhib-
ited and only the polygon edges are rendered. The
intensity interpolation is performed on the edges which
may have to be two pixels wide to eliminate strobing. In
one embodiment, an option for terrain mesh includes
the capability for tagging edges for rendering so that
the mesh appears as a regular orthogonal grid.

Typical of the heads up display (HUD) format used in
aircraft is the ridgeline display and the transverse slice.
In the ridgeline format, a line drawing is produced from
polygon edges whose slopes change sign relative to the
viewpoint. All polygons are transformed, tiled, and
then the surface normals are computed and compared to
the viewpoint. The tiling engine strips away the vertices
of non-ridge contributing edges and passes only the
ridge polygons to the rendering engine. In transverse
slice mode, fixed range bins relative to the aircraft are
defined. A plane orthogonal to the view LOS is then
passed through for rendering. The ridges then appear to
roll over the terrain as the aircraft flies along. These
algorithms are similar to backface removal. They rely
upon the polygon surface normal being passed to the
tiling engine.

One current implementation of the invention guaran-
tees non-intersecting polygon sides by restricting the
polygons rendered to be planar. They may have up to
512 vertices. Polygons may also consist of one or two
vertices. The polygon “end” bit is set at the last vertex
and processed by the rendering engine. The polygon is
tagged with a two bit rendering code to select mesh,
transparent, or Gouraud shading. The rendering engine
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also accomplishes a fine clip to the screen for the poly-
gon and implements a smoothing function for lines.

An optional aerial reconnaissance (RECE) photo
mode causes the GAP to texture map an aerial recon-
naissance photograph onto the DTED data base. In this
mode the hue interpolation of the rendering engine is
inhibited as each pixel of the warping is assigned a color
from the RECE photo. The intensity component of the
color is dithered in a well known manner as a function

of the surface normal as well as the Z-depth. These
pixels are then processed by the rendering engine for
Z-buffer rectification so that other overlays such as
threats may be accommodated. The RECE photos used
in this mode have been previously warped onto a tessel-
lated geoid data base and thus correspond pixel-for-
pixel to the DTED data. See assignee’s aforereferenced
copending application for A Method of Storage and
Retrieval of Digital Map Data Based Upon A Tessella-
ted Geoid System, which is hereby incorporated by
reference in its entirety. The photos may be denser than
the terrain data. This implies a deeper cache memory to
hold the RECE photos. Aeronautical chart warping
mode is identical to RECE photos except that aeronau-
tical charts are used in the second cache. DTED warp-
ing mode utilizes DTED data to elevation color band
aeronautical charts.

The polygon rendering engine may preferably be
implemented in a generic interpolation pipeline proces-
sor (GIPP) of the type as disclosed in assignee’s afore-
referenced patent entitled Generic Interpolation Pipe-
line Processor, which is incorporated herein by refer-
ence in its entirety. In one embodiment of the invention,
the GIPPs fill in the transformed polygons using a bi-
linear interpolation scheme with six axes
(X,Y,Z,R,G,B). The primitive will interpolate a 16 bit
pair and 8 bit pair of values simultaneously, thus requir-
ing 3 chips for a polygon edge. One embodiment of the
system of the invention has been sized to process one
million pixels each frame time. This is sufficient to pro-
duce a 1K>< 1K high resolution chart, or a 512x512
DTED frame with an average of four overwrites per
pixel during hidden surface removal with GIPPs out-
putting data at a 60 nsec rate, each FIFO, F1—F4, as
shown in FIG. 6, will receive data on the average of
every 240 nsec. An even distribution can be assumed by
decoding on the lower 2X address bits. Thus, the mem-
ory is divided into one pixel wide columns FIG. 6 is
discussed in more detail below.

Referring again to FIGS. 4 and 5, the “dots” are
passed through the GIPPs without further processing.
Thus, the end of each polygon’s bit is set. A ZB buffer
is needed to change the color of a dot at a given pixel
for hidden dot removal. Perspective depth cuing is
obtained as the dots get closer together as the range
from the viewpoint increases.

Bi-linear interpolation mode operates in plan view on
either DLMS or aeronautical charts. It achieves 20 Hz

interpolation on a 512x512 display. The GIPPs per-
form the interpolation function.

DATA BASES

A Level I DTED data base is included in one em-

bodiment of the invention and is advantageously sam-
pled on three arc second intervals. Buffer segments are
preferably stored at the highest scales (104.24 nm) and
the densest data (13.03 nm). With such a scheme, all
other scales can be created. A Level II DTED data base

is also included and is sampled at one arc second inter-
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vals. Buffer segments are preferably stored only at the
densest data (5.21 nm).

A DFAD cultural feature data base is stored in a

display list of 2K words for each buffer segment. The
data structure consists of an icon font call, a location in
cache, and transformation coefficients from model

space to world space consisting of scaling, rotation, and
position (translation). A second data structure com-
prises a list of polygon vertices in world coordinates
and a color or texture. The DFAD data may also be
rasterized and overlaid on a terrain similar to aerial

reconnaissance photos.
Aeronautical charts at the various scales are warped

into the tessellated geoid. This data is 24 bits deep. Pixel
data such as LandSat, FLIR, data frames and other
scanned in source data may range from one hit up to 24
bits in powers of two (1,2,4,8,16,24).

FRAME BUFFER CONFIGURATION

Referring again to FIG. 6, the frame buffer configura-
tion of one embodiment of the invention is shown sche—

matically. The frame buffer configuration is imple-
mented by one embodiment of the invention comprises
a polygon rendering chip 34 which supplies data to
full-frame memory 42. The full-frame memory 42 ad-
vantageously includes first-in, first-out buffers (FIFO)
F1, F2, F3 and F4. As indicated above with respect to
the discussion of the rendering engine, the memory is
divided up into one pixel wide columns as shown in
FIG. 6. By doing so, however, chip select must changed
on every pixel when the master timer 44 shown in FIG.
5 reads the memory. However, by orienting the SHAG
scan lines at 90 degrees to the master timer scan lines,
the chip select will change on every line. The SHAG
starts scanning at the bottom left corner of the display
and proceeds to the upper left corner of the display.

With the image broken up in this way, the probability
that the GIPP will write to the same FIFO two times in

a row, three times, four, and so on can be calculated to

determine how deep the FIFO must be. Decoding on
the lower order address bits means that the only time
the rendering engine will write to the same FIFO twice
in a row is when a new scan line is started. At four deep
as shown in the frame buffer graph 100, the chances of
the FIFO filling up are approximately one in 6.4K. With
an image of 1 million pixels, this will occur an accept-
ably small number of times for most applications. The
perspective view transformations for 10,000 polygons
with the power and board area constraints that are
imposed by an avionics environment is significant. The
data throughput for a given scene complexity can be
achieved by adding more pipeline in parallel to the
architecture. It is desirable to have as few pipelines as
possible, preferably one, so that the image reconstruc—
tion at the end of the pipeline does not suffer from an
arbitration bottleneck for a vauffered display memory.

In one embodiment of the invention, the processing
throughput required has been achieved through the use
of GaAs VSLI technology for parallel pipelines and a
parallel frame buffer design has eliminated contention
bottlenecks. A modular architecture allows for addi-

tional functions to be added to further the integration of
the digital map into the avionics suite. The system archi-
tecture of the invention has high flexibility while main—
taining speed and data throughput. The polygonal data
base structure approach accommodate arbitrary scene
complexity and a diversity of data base types.
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The data structure of the invention is tagged so that

any polygon may be rendered via any of the imple-
mented schemes in a single frame. Thus, a particular
image may have Gouraud shaded terrain, transparent
threat domes. flat shaded cultural features, lines, and

dots. In addition, since each polygon is tagged, a single
icon can be comprised of differently shaded polygons.
The invention embodies a 24 bit color system, although
a production map would be scaled to 12 bits. A 12 bit
system provides 4K colors and would require a 32K by
8 RGB RAM look-up table (LUT).

MISCELLANEOUS FEATURES

The display formats in one example of the invention
are switchable at less than 600 milliseconds between

paper chart, DLMS plan and perspective view. A large
cache (1 megabit D-RAMs) is required for texture map—
ping. Other format displays warp chart data over
DTED, or use DTED to pseudo—color the map. For
example, change the color palate LUT for transpar—
ency. The GAP is used for creating a true orthographic
projection of the chart data.

An edit mode for three dimensions is supported by
the apparatus of the invention. A three dimensional
object such as a “pathway in the sky” may be tagged for
editing. This is accomplished by first, moving in two
dimensions at a given AGL, secondly, updating the
AGL in the three dimensional view, and finally, updat-
ing the data base.

The overlay memory from the DMC may be video
mixed with the perspective view display memory.

Freeze frame capability is supported by the invention.
In this mode, the aircraft position is updated using the
cursor. If the aircraft flies off the screen, the display will
snap back in at the appropriate place. This capability is
implemented in plan view only. There is data frame
software included to enable roaming through cache
memory. This feature requires a two axis roam joystick
or similar control. Resolution of the Z-buffer is 16 bits.

This allows 64K meters down range.
The computer generated imagery has an update rate

of 20 Hz. The major cycle is programmable and vari-
able with no frame extend invoked. The system will run
as fast as it can but will not switch ping-pong display
memories until each functional unit issues a “pipeline
empty” message to the display memory. The major
cycle may also be locked to a fixed frame in multiples of
16.6 milliseconds. In the variable frame mode, the pro:
cessor clock is used for a smooth frame interpolation for
roam or zoom. The frame extend of the DMC is elimi-

nated in perspective view mode. Plan View is imple-
mented in the same pipeline as the perspective view.
The GPP 105 loads the countdown register on the mas—
ter timer to control the update rate.

The slowest update rate is 8.57 Hz. The image must
be generated in this time or the memories will switch.
This implies a pipeline speed of 40 million pixels per
second. In a 512x512 image, it is estimated that there
would be 4 million pixels rendered worst case with
heavy hidden surface removal. In most cases, only mil-
lion pixels need be rendered. FIG. 8 illustrates the anal-
ysis of pixel over-writes. The minimum requirement for
surface normal resolution so that the best image is
achieved is 16 bits. Tied to this is the way in which the
normal is calculated. Averaging from surrounding tiles
gives a smoother image on scale change or zoom. Using
one tile is less complex, but results in poorer image
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quality. Surface normal is calculated on the fly in accor-
dance with known techniques.

DISPLAY MEMORY

This memory is a combination of scene and overlay
with a Z—buffer. It is distributed or partitioned for opti-
mal loading during write, and configured as a frame
buffer during read-out. The master time speed required
is approximately 50 MHZ. The display memory resolu-
tion can be configured as 512x512>< 12 or as
1024><1024>< 12. The Z-buffer is 16 bits deep and
1K>< 1K resolution. At the start of each major cycle,
the Z-values are set to plus infinity (FF Hex). Infinity
(Zmax) is programmable. The back clipping plane is set
by the DSM over the control bus.

At the start of each major cycle, the display memory
is set to a background color. In certain modes such as
mesh or dot, this color will change. A background color
register is loaded by the DSM over the configuration
bus and used to fill in the memory.

VIDEO GENERATOR/MASTER TIMER

The video generator 46 performs the digital to analog
conversion of the image data in the display memory to
send to the display head. It combines the data stream
from the overlay memory of the DMC with the display
memory from the perspective view. The configuration
bus loads the color map.

A 30 Hz interlaced refresh rate may be implemented
in a system employing the present invention. Color
pallets are loadable by the GPP. The invention assumes
a linear color space in RGB. All colors at zero intensity
go to black.

THREE DIMENSIONAL SYMBOL GENERATOR

The three-dimensional symbol generator 38 performs
the following tasks:

1. It places the model to world transformation coeffi-
cients in the GAP.

2. It operates in cooperation with the geometry en—
gine to multiply the world to screen transformation
matrix by the model to world transformation matrix to
form a model to screen transformation matrix. This
matrix is stored over the model to world transformation
matrix.

3. It operates in cooperation with the model to screen
transformation matrix to each point of the symbol from
the vertex list to transform the generic icon to the par-
ticular symbol.

4. It processes the connectivity list in the tiling engine
and forms the screen polygons and passes them to the
rendering engine.

One example of a three-dimensional symbol genera-
tor is described in detail in the assignee’s aforerefer-
enced patent application entitled "Three Dimensional
Computer Graphic Symbol Generator".

The symbol generator data base consists of vertex list
library and 64K bytes of overlay RAM and a connectiv-
ity list. Up to 18K bytes of DFAD (i.e., 2K bytes dis—
play list from cache shadow RAM X 9 buffer segments)
are loaded into the overlay RAM for cultural feature
processing. The rest of the memory holds the threat/in~
telligence file and the mission planning file for the entire
gaming area. The overlay RAM is loaded over the
control bus from the DSM processor with the threat
and mission planning files. The SHAG loads the DFAD
files. The symbol libraries are updated via the configu-
ration bus.
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The vertex list contains the relative vertex positions
of the generic library icons. In addition, it contains a 16
bit surface normal, a one bit end of polygon flag, and a
one bit end of symbol flag. The table is 32K>< 16 bits. A
maximum of 512 vertices may be associated with any
given icon. The connectivity list contains the connec-
tivity information of the vertices of the symbol. A 64K
by 12 bit table holds this information.

A pathway in the sky format may be implemented in
this system. It consists of either a wire frame tunnel or
an elevated roadbed for flight path purposes. The wire
frame tunnel is a series of connected transparent rectan-
gles generated by the tiling engine of which only the
edges are visible (wire mesh). Alternatively, the poly—
gons may be precomputed in world coordinates and
stored in a mission planning file. The roadbed is simi-
larly comprised of polygons generated by the tiler along
a designated pathway. In either case, the geometry
engine must transform these polygons from object
space (world coordinate system) to screen space. The
transformed vertices are then passed to the rendering
engine. The parameters (height, width, frequency) of
the tunnel and roadbed polygons are programmable.

Another symbol used in the system is a waypoint flag.
Waypoint flags are markers consisting of a transparent
or opaque triangle on a vertical staff rendered in per-
spective. The waypoint flag icon is generated by the
symbol generator as a macro from a mission planning
file. Alternatively, they may be precomputed as poly-
gons and stored. The geometry engine receives the
vertices from the symbol generator and performs the
perspective transformation on them. The geometry
engine passes the rendering engine the polygons of the
flag staff and the scaled font call of the alphanumeric
symbol. Plan view format consists of a circle with a
number inside and is not passed through the geometry
engine.

DFAD data processing consists of a generalized
polygon renderer which maps 32K points possible
down to 256 polygons or less for a given buffer seg—
ment. These polygons are then passed to the rendering
engine. This approach may redundantly render terrain
and DFAD for the same pixels but easily accommo—
dates declutter of individual features. Another ap-
proach is to rasterize the DFAD and use a texture warp
function to color the terrain. This would not permit
declutter of individual features but only classes (by
color). Terrain color show-through in sparse overlay
areas would be handled by a transparent color code
(screen door effect). No verticality is achieved.

There are 298 categories of aerial, linear, and point
features. Linear features must be expanded to a double
line to prevent interlace strobing. A point feature con-
tains a length, width, and height which can be used by
the symbol generator for expansion. A typical lake con—
tains 900 vertices and produces 10 to 20 active edges for
rendering at any given scan line. The number of vertices
is limited to 512. The display list is 64K bytes for a
1:250K buffer segment. Any given feature could have
32K vertices.

Up to 2K bytes of display list per buffer segment
DTED is accommodated for DFAD. The DSM can tag
the classes or individual features for clutter/declutter

by toggling bits in the overlay RAM of the SHAG.
The symbol generator processes macros and graphic

primitives which are passed to the rendering engine.
These primitives include lines, arcs, alphanumerics, and
two dimensional symbology. The rendering engine
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draws these primitives and outputs pixels which are
anti-aliased. The GAP transforms these polygons and
passes them to the rendering engine. A complete 4X4
Euler transformation is performed. Typical macros
include compass rose and range scale symbols. Given a
macro command, the symbol generator produces the
primitive graphics calls to the rendering engine. This
mode operates in plan view only and implements two
dimensional symbols. Those skilled in the art will appre-
ciate that the invention is not limited to specific fonts.

Three dimensional symbology presents the problem
of clipping to the view volume. A gross clip is handled
by the DSM in the cache memory at scan out time. The
base of a threat dome, for example, may lie outside the
orthographic projection of the view volume onto
cache, yet a part of its dome may end up visible on the
screen. The classical implementation performs the func-
tions of tiling, transforming, clipping to the view vol-
ume (which generates new polygons), and then render-
ing. A gross clip boundary is implemented in cache
around the view volume projection to guarantee inclu-
sion of the entire symbol. The anomaly under animation
to be avoided is that of having symbology sporadically
appear and disappear in and out of the frame at the
frame boundaries. A fine clip to the screen is performed
downstream by the rendering engine. There is a 4K
boundary around the screen which is rendered. Outside
of this boundary, the symbol will not be rendered. This
causes extra rendering which is clipped away.

Threat domes are represented graphically in one
embodiment by an inverted conic volume. A threat/in—
telligence file contains the location and scaling factors
for the generic model to be transformed to the specific
threats. The tiling engine contains the connectivity
information between the vertices and generates the
planar polygons. The threat polygons are passed to the
rendering engine with various viewing parameters such
as mesh, opaque, dot, transparent, and so forth.

Graticles represent latitude and longitude lines, UTM
klicks, and so forth which are warped onto the map in
perspective. The symbol generator produces these lines.

Freeze frame is implemented in plan view only. The
cursor is flown around the screen, and is generated by
the symbol generator.

Programmable blink capability is accommodated in
the invention. The DSM updates the overlay RAM
toggle for display. The processor clock is used during
variable frame update rate to control the blink rate.

A generic threat symbol is modeled and stored in the
three dimensional symbol generation library. Parame-
ters such as position, threat range, and angular threat
view are passed to the symbol generator as a macro call
(similar to a compass rose). The symbol generator cre-
ates a polygon list for each threat instance by using the
parameters to modify the generic model and place it in
the world coordinate system of the terrain data base.
The polygons are transformed and rendered into screen
space by the perspective view pipeline. These polygons
form only the outside envelope of the threat cone.

This invention has been described herein in consider—

able detail in order to comply with the Patent Statues
and to provide those skilled in the art with the informa-
tion needed to apply the novel principles and to con-
struct and use such specialized components as are re-
quired. However, it is to be understood that the inven-
tion can be carried out by specifically different equip-
ment and devices, and that various modifications, both

as to the equipment details and operating procedures,
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can be accomplished without departing from the scope
of the invention itself.

What is claimed is:

1. A system for providing a texture mapped perspec—
tive view for a digital map system wherein objects are
transformed from texture space having U, V coordi-
nates to screen space having X, Y coordinates compris—
ing:

(a) a cache memory means for storing terrain data
including elevation posts, wherein the cache mem-
ory means includes an output and an address bus;

(b) a shape address generator means for scanning
cache memory having an ADDRESS SIGNAL
coupled to the cache memory means address bus
wherein the shape address generator means scans
the elevation posts out of the cache memory means;

(c) a geometry engine coupled to the cache memory
means output to receive the elevation posts
scanned from the cache memory by the shape ad-
dress generator means, the geometry engine includ-
ing means for
i. transformation of the scanned elevation posts

from object space to screen space so as to gener—
ate transformed vertices in screen coordinates

for each elevation post, and
ii. generating three dimensional coordinates;

(d) a tilling engine coupled to the geometry engine
for generating planar polygons from the generated
three dimensional coordinates;

(e) a symbol generator to the geometry engine for
transmitting a vertex list to the geometry engine
wherein the geometry engine operates on the ver—
tex list to transform the vertex list into screen space
X, Y coordinates and passes the screen space X, Y
coordinates to the tilling engine for generating
planar polygons which form icons for display and
processing information from the tilling engine into
symbols,

(f) a texture engine means coupled to receive the
ADDRESS SIGNAL from the shape address gen-
erator means including a texture memory and in-
cluding a means for generating a texture vertex
address to texture space correlated to an elevation
post address and further including a means for
generating a texture memory address for scanning
the texture memory wherein the texture memory
provides texture data on a texture memory data bus
in response to being scanned by the texture mem-
ory address;

(g) a rendering engine having an input coupled to the
tilling engine and the texture memory data bus for
generating image data from the planar polygons;
and

(h) a display memory for receiving image data from
the rendering engine output wherein the display
memory includes at least four first-in, first-out
memory buffers.

2. The apparatus of claim 1 wherein each polygon has
a surface and the rendering means assigns one color
across the surface of each polygon.

3. The apparatus of claim 1 wherein the vertices of
each polygon have an intensity and the rendering means
interpolates the intensities between the vertices of each
polygon in a linear fashion.

4. The apparatus of claim 1 wherein the rendering
means further includes means for generating transpar—
ent polygons and passing the transparent polygon to the
display memory.
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5. A method for providing a texture mapped perspec-
tive view for a digital map system having a cache mem-
ory, a geometry engine coupled to the cache memory, a
shape address generator coupled to the cache memory,
a tiling engine coupled to the geometry engine, a sym-
bol generator coupled to the geometry engine and the
tiling engine, a texture engine coupled to the cache
memory, a rendering engine coupled to the tiling engine
and the texture engine, and a display memory coupled
to the rendering engine, wherein objects are trans-
formed from texture space having U, V coordinates to
screen space having X, Y coordinates, the method com-
prising the steps of:

(a) storing terrain data, including elevation posts, in
the cache memory;

(b) scanning the cache memory to retrieve the eleva—
tion posts;

(c) transforming the terrain data from elevation posts
in object space to transformed vertices in screen
space, and ,

(d) generating planar polygons from the generated
three dimensional coordinates;

(e) transmitting a vertex list to the geometry engine,
operating the geometry engine to transform the
vertex list into screen space X, Y coordinates and
passing the screen space X, Y coordinates to the
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tiling engine for generating planar polygons which
form icons for display;

(0 tagging elevation posts with corresponding ad-
dresses in texture space;

(g) generating image data in the rendering engine
from the planar polygons and the tagged elevation
posts; and

(h) storing the generated image data in the display
memory wherein the display memory comprises at
least four first-in, first-out memory buffers and the
step of storing the generated images includes stor-
ing the generated image data in the at least four
First-in, First-out memory buffers.

6. The method of claim 5 wherein each polygon has
a surface and wherein the step of generating image data
further includes the steps of assigning one color across
the surface of each polygon.

7. The method of claim 5 wherein the vertices of each

polygon have an intensity and the step of generating
image data further includes the step of interpolating the
intensities between the vertices of each polygon in a
linear fashion.

8. The method of claim 5 wherein the step of generat-
ing image data further includes the step of generating
transparent polygons and passing the transparent poly-
gons to the display memory.# t it i *
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Pyramidal Parametrics

Lance Williams

Computer Graphics Laboratory
New YOrk Institute of Technology

Old Westbury, New York

Abstract

The mapping of images onto surfaces
may substantially increase the realism and
information content of computer—generated
imagery. The projection of a flat source
image onto a curved surface may involve
sampling difficulties, however, which are
compounded as the view of the surface
changes. As the projected scale of the
surface increases, interpolation between
the original samples of the source image
is necessary; as the scale is reduced,
approximation of multiple samples in the
source is required. Thus a constantly
changing sampling window of view—dependent
shape must traverse the source image.

To reduce the computation implied by
these requirements, a set of prefiltered
source images may be created. This
approach can be applied to particular
advantage in animation, where a large
number of frames using the same source
image must be generated. This paper
advances a "pyramidal parametric“ pre—
filtering and sampling geometry which
minimizes aliasing effects and assures
continuity within and between target
images.

Although the mapping of texture onto
surfaces is an excellent example of the
process and provided the original motiva—
tion for its development, pyramidal
parametric data structures admit of wider
application. The aliasing of not only
surface texture, but also highlights and
even the surface representations them—
selves, may be minimized by pyramidal
parametric means.

General Terms: Algorithms.

Keywords and Phrases: Antialiasing,
Illumination Models, Modeling, Pyramidal
Data Structures, Reflectance Mapping, Tex—
ture Mapping, Visible Surface Algorithms.

EB Cate ories: I.3.3 [Computer Graphics]:
Picture Image Generation-—dis la algo-
rithms; 1.3.5 [Computer Graphicsl: Compu—
tational Geometry and Object Modeling——
curve, surface, solid and object represen-
tations, geometric algorithms, languages
and systems; I.3.7 [Computer Graphics]:
Three—Dimensional Graphics and Realism—-
color, shading, shadowing, and texture.
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l. Pyramidal Data Structures
 

Pyramidal data
based on various

structures may be
subdivisions: binary

trees, quad trees, oct trees, or n—
dimensional hierarchies [17]. The common
feature of these structures is a succes—
sion of levels which vary the resolution
at which the data is represented.

The decomposition of an
two—dimensional binary
pioneering strategy in computer graphics
for visible surface determination [15].
The approach was essentially a synthesis-
by-analysis: the image plane was subdi—
vided into quadrants recursively until
analysis of a subsection showed that sur—
face ordering was sufficiently simple to
permit rendering. Such subdivision and
analysis has been subsequently adopted to
generate spatial data structures [5],
which have been used to represent images
[9] both for pattern recognition [13] and
for transmission [10], [14]. In the field
of computer graphics, such data structures
have been adopted for texture mapping [4],
[l6], and generalized to represent objects
in space [11].

image by
subdivision was a

The application of pyramidal data to
image storage and transmission may permit
significant compression of the data to be
stored or transmitted. This is so because

highly detailed features may be localized
within an otherwise low—frequency image,
permitting the sampling rate to be reduced
for large sections of the image. Besides
permitting bandwidth compression, the
representation orders data in such a way
that the general character of images may
be recalled or transmitted before the

specific details.

Pattern recognition and classifica—
tion often require the comparison of a
candidate image against a set of canonical
patterns. This is an operation the
expense of which increases as the square
of the resolution at which it is per—
formed. The use of pyramidal data struc-
tures in pattern recognition and classifi-
cation permits the comparison of the gross
features of two—dimensional functions

preliminary to the minute particulars; a
good general reference on this application
is [12].

publication and its date appear, and notice is given that copying is by
permission of the Association for Computing Machinery. To copy
otherwise, or to republish, requires a fee and/or specific permission.
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Computer Graphics

In computer graphics, pyramidal tex—
ture maps may be used to perform arbitrary
mappings of a function with minimal alias—
ing artifacts and reduced computation.
Once again, images may be represented at
different spatial bandwidths. The concern
is that inappropriate resolution
misrepresents the data: that is, sampling
high—resolution data at larger sample
intervals invites aliasing.

g. Parametric Interpolation

By a pyramidal parametric data struc-
ture, we will mean simply a pyramidal
structure with both intra— and inter—level

interpolation. Consider the case of an
image represented as a two—dimensional
array of samples. Interpolation is neces—
sary to produce a continuous function of
two parameters, U and V. If, in addition,
a third parameter (call it D) moves us up
and down a hierarchy of corresponding
two—dimensional functions, with interpola-
tion between (or among) the levels of the
pyramid providing continuity, the struc—
ture is pyramidal parametric.

The practical distinction between
such a structure and an ordinary interpo—
lant over an n-dimensional array of sam-
ples is that the number of samples
representing each level of the pyramid may
be different.

3.
Mip Mapping

"Mip" mapping is a particular format
for two—dimensional parametric functions,
which, along with its associated address—
ing scheme, has been used successfully to
bandlimit texture mapping at New YOrk
Institute of Technology since 1979. The
acronym “mip" is from the Latin phrase
"multum in parvo,I meaning "many things in
a small place." Mip mapping supplements
bilinear interpolation of pixel values in
the texture map (which may be used to
smoothly translate and magnify the tex—
ture) with interpolation between prefil—
tered versions of the map (which may be
used to compress many pixels into a small
place). In this latter capacity, mip
offers much greater speed than texturing
algorithms which perform explicit convolu—
tion over an area in the texture map for
each pixel rendered [1]. [6].

Mip owes its speed in
texture to two factors. First, a fair
amount of filtering of the original tex-
ture takes place when the mip map is first
created. Second, subsequent filtering is
approximated by blending different levels
of the mip map. This means that all
filters are approximated by linearly
interpolating a set of square box filters,
the sides of which are powers-of—two pix—
els in length. Thus, mapping entails a
fixed overhead, which is independent of
the area filtered to compute a sample.

compressing
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Figure (1)

Structure of a Color Mip Map
Smaller and smaller images diminish into
the upper left corner of the map. Each of
the images is averaged down from its
larger predecessor.

(Below:)
Mip maps are indexed by three coordinates:
U, V, and D. U and V are spatial coordi—
nates of the map; D is the variable used
to index, and interpolate between, the
different levels of the pyramid.

 
(l)
of

image is separated into

illustrates the memory
a color mip map. The

its red, green,
components (R, G, and B in the

diagram). Successively filtered and down—
sampled versions of each component are
instanced above and to the left of the

originals, in a series of smaller and
smaller images, each half the linear
dimension (and quarter the number of

Figure
organization

and blue

a
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samples) of its parent. Successive divi—
sions by four partition the frame buffer
equally among the three components, with a
single unused pixel remaining in the upper
left—hand corner.

The concept behind this memory organ—
ization is that corresponding points in
different prefiltered maps can be
addressed simply by a binary shift of an
input U, V coordinate pair. Since the
filtering and sampling are performed at
scales which are powers of two, indexing
the maps is possible with inexpensive
binary scaling. In a hardware implementa—
tion, the addresses in all the correspond-
ing maps (now separate memories) would be
instantly and simultaneously available
from the U, V input.

The routines for creating and access-
ing mip maps at NYIT are based on simple
box (Fourier) window prefiltering, bil-
inear interpolation of pixels within each
map instance, and linear interpolation
between two maps for each value of D (the
pyramid's vertical coordinate). For each
of the three components of a color mip
map, this requires 8 pixel reads and 7
multiplications. This choice of filters
is strictly for the sake of speed. Note
that the bilinear interpolation of pixel
values at the extreme edges of each map
instance must be performed with pixels
from the opposite edge(s) of that map, for
texture which is periodic. For non-
periodic texture, scaling or clipping of
the U, V coordinates prevents the intru-
sion of an inappropriate map or color com—
ponent into the interpolation.

The box (Fourier) window used to
create the mip maps illustrated here, and
the tent (Bartlett) window used to inter-
polate them, are far from ideal: yet prob—
ably the most severe compromise made by
mip filtering is that it is symmetrical.
Each of the prefiltered levels of the map
is filtered equally in X and Y. Choosing
a value of D trades off aliasing against
blurring, which becomes a tricky proposi-
tion as a pixel's projection in the tex—
ture map deviates from symmetry. Heckbert
[3] suggests:

a = max /(a)2+(3¥)2 , /(a_u)2+(av)2)3?: x 8)! 5-);
where D is proportional to the "diameter"
of the area in the texture to be filtered,
and the partials of U and v (the texture-
map coordinates) with respect to X and Y
(the screen coordinates) can be calculated
from the surface projection.

Illustrations of mapping performed by
the mip technique are the subject of Fig-
ures (2) through (10). The NYIT Test Frog
in Figure (2) is magnified by simple point
sampling in (3), and by interpolation in
(4). The hapless amphibian is similarly
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Figure (2)

Hip map of the flexible NYIT Test Frog-

compressed by point sampling in (5) and by
mipping in (6).

The more general and interesting case
-- continuously variable upsampling and
downsampling of the original texture -- is
illustrated in (7) on a variety of sur-
faces. Since the symmetry of mip filter-
ing would be expected to show up badly
when texture is compressed in only one
dimension, figures (8) through (10) are of
especial interest. These pictures,
created by Ed Emshwiller at NYIT for his
videotape, "Sunstone," were mapped using
Alvy Ray Smith's TEXAS animation program,
which in turn used MIP to antialias tex—

ture. As the panels rotate edge-on, the
texture collapses to a line smoothly and
without apparent artifacts.

Figure (7)
General mapping: interpolation and

pyramidal compression.
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Figure (3) Figure (4)
Upsampling the frog: magnification by Upsampling the frog: magnification by

hi inear interpolation.

Figure (5)
compression bv point samD'lina (derail . rinh+\.

Fiqure'(6)
Downsampling: compression by pyramidal interpolation (detail, right).
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Figures (8)-(9)

"Sunstone" by Ed Emshwiller. segment animated by Alvy Ray Smith
Pyramidal parametric texture mapping on polygons.
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Figures (10)-(11)

"Sunstone“ by Ed Emshwiller, segment animated by Alvy Ray Smith
Pyramidal parametric texture mapping on polygons.
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4. Highlight Antialiasing

As small or highly curved objects
move across a raster, their surface nor—
mals may beat erratically with the sam-
pling grid. This causes the shading
values to flash annoyingly in motion
sequences, a symptom of illumination
aliasing. The surface normals essentially
point—sample the illumination function.

Figure (12) illustrates samples of
the surface normals of a set of parallel
cylinders. The cylinders in the diagram
are depicted as if from the edge of the
image plane; the regularly—spaced vertical
line segments are the samples along a sin—
gle axis. The arrows at the sample points
indicate the directions of the surface

normals. Depending on the shading formula
invoked, there may be very high contrast
between samples where the normal is nearly
parallel to the sample axis, and samples
where the normal points directly at the
observer's eye.

Figure (12)

A)

The shading function depends not only
on the shape of the surface, but its light
reflection properties (characterized by
the shading formula), the position of the
light source, and the position of the
observer's eye. Hanrahan [7] expresses it
in honest Greek:

5 S $(E,N,L)@(ulv) dxdy
x y 6(x,y)

where the normal, N, the light sources, L,
and the eye, E, are vectors which may each
be functions of U and V, and the limits of
integration are the X, Y boundaries of the
pixel.

Figure (13) illustrates highlight
aliasing on a perfectly flat surface. The
viewing conventions of the diagram are the
same as in Figure (12). "L" is the direc—
tion vector of the light source: the sur—
face is a polygon at an angle to the image
plane; the dotted bump is a graph of the
reflected light, characteristic of a
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specular surface reflection function. The

highlight indicated by the bump falls
entirely between the samples. (Note that
this is only possible on a flat surface if
either the eye or the light is local, a
point in space rather than simply a direc—
tion vector. Some boring shading formulae
exclude the possibility of highlight
aliasing on polygons by requiring all flat
surfaces to be flat in shading.)

A first attempt to overcome the limiv
tations of point-sampling the illumination
function is to integrate the function over
the projected area represented by each
sample point. This approach is illus-
trated in Figure (14). The brackets at
each sample represent the area of the sur—
face over which the illumination function
is integrated. This procedure is analo-
gous to area—averaging of sampled edges or
texture [3].

In order to generalize this approach
to curved surfaces, the "sample interval"
over which illumination is integrated must
be modified according to the local curva—
ture of the surface at a sample. In Fig—
ure (15), the area of a surface
represented by a pixel has been projected
onto a curved surface. The solid angle
over which illumination must be integrated
is approximated by the volume enclosed by
the normals at the pixel corners. The
distribution of light within this volume
will sum to an estimate of the diffuse
reflection over the pixel. If the surface
exhibits undulations at the pixel level,
however, aliasing will result.

Figure (15) 
Unified Patents Exhibit 1005 App'x A-N



Computer Graphics

  
Figure (16)

Michael Chou (right) poses ima—
ginary companion. Reflectance maps can
enhance the realism of synthetic shading.

with an

  
 

 Figure (17)

A pyramidal parametric reflectance map,
containing 9 light sources. The regionoutside the "thfirn" 1‘: nnneafl

 
Figure (18) Before
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We might divide the surface up into
regions of relatively low curvature (as is
done in some patch rendering algorithms),
and rely on "edge antialiasing“ to
integrate the different surfaces within a
pixel. Alternatively, we may develop some
mechanism for limiting the local curvature
of surfaces before rendering. This possi-
bility is explored in the next section.

If we represent the illumination of a
scene as a two-dimensional map, highlights
can be effectively antialiased in much the
same way as textures. Blinn and Newell
[1] demonstrated specular reflection using
an illumination map. The map was an image
of the environment (a spherical projection
of the scene, indexed by the X and Y com-
ponents of the surface normals) which
could be used to cast reflections onto

specular surfaces. The impression of mir-
rored facets and chrome objects which can
be achieved with this method is striking;
Figure (16) provides an illustration.
Reflectance mapping is not, however, accu—
rate for local reflections. To achieve
similar results with three dimensional

accuracy requires ray—tracing.

illumination
of

A pyramidal parametric
map permits convenient antialiasing
highlights as long as a good measure of
local surface curvature is available. The

value of "D" used to index the map is pro-
portional to the solid angle subtended by
the surface over the pixel being computed;
this may be estimated by the same formula
used to compute D for ordinary texture
mapping. Nine light sources of varying
brightness glint raggedly from the test
object in Figure (18); the reflectance map
in Figure (17) provided the illumination.
In Figure (19), convincing highlight
antialiasing results frOm the full pyrami-
dal parametric treatment.

 
Figure (19) After
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Figures (20—23)

Levels of Detail in Surface Represen-

In addition to bandlimiting texture
and illumination functions for mapping
onto a surface, pyramidal parametrics may
be used to limit the level of detail with

which the surface itself is represented.
The goal is to represent an object for
graphic display as economically as its
projection on the image plane permits,
without boiling and sparkling aliasing
artifacts as the projection changes.

The expense of computing and shading
each pixel dominates the cost of many
algorithms for rendering higher—order sur—
faces. For meshes of polygons or patch
control points which project onto a small
portion of the image, however, the vertex
(or control—point) expense dominates. In
these situations it is desirable to reduce

the number of points used to represent the
object.
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Different resolution meshes.

A pyramidal parametric data structure
the components of which are spatial coor—
dinates (the X—Y—Z of the vertices of a
rectangular mesh, for example, as opposed
to the R-G—B of a texture or illumination

map) provides a continuously—variable fil—
tered instance of the surface for sampling
at any desired degree of resolution.

Figures (20) through (23) illustrate
a simple surface based on a human face
model developed by Fred Parke at the
University of Utah. As the sampling den—
sity varies, so does the filtering of the
surface. These faces are filtered and

sampled by the same methods previously
discussed for texture and reflectance

maps. Pyramidal parametric representa—
tions such as these appear promising for
reducing aliasing effects as well as sys—
tematically sampling very large data bases
over a wide range of scales and viewing
angles.

9
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é. Conclusions

Pyramidal data structures are of pro-
ven value in image analysis and have
interesting application to image bandwidth
compression and transmission. "Pyramidal
parametrics," pyramidal data structures
with intra— and inter—level interpolation,
are here proposed for use in image syn—
thesis. By continuously varying the
detail with which data are resolved,

pyramidal parametrics provide economical
approximate solutions to filtering prob—
lems in mapping texture and illumination
onto surfaces, and preliminary experiments
suggest they may provide flexible surface
representations as well.

7.
Acknowledgments

I would like to acknowledge Ed Cat-
mull, the first (to my knowledge) to apply
multiple prefiltered images to texture
mapping: the method was applied to the
bicubic patches in his thesis, although it
was not described. Credit is also due Tom
Duff, who wrote both recursive and scan—
order rbutines for creating mip maps which
preserved numerical precision over all map
instances; Dick Lundin, who wrote the
first assembly—coded mip map accessing
routines; Ephraim Cohen, who wrote the
second; Rick Ace, who translated Ephraim's
PDP—ll versions for the VAX assembler;
Paul Heckbert, for refining and speeding
up both creation and accessing routines,
and investigating various estimates of
"D"; Michael Chou, for implementing
highlight antialiasing and high—resolution
reflectance mapping on quadric surfaces.

I owe special thanks to Jules
Bloomenthal, Michael Chou, Pat Hanrahan,
and Paul Heckbert for critical reading and
numerous helpful suggestions in the course
of preparing this text. Photographic sup-
port was provided by Michael Lehman.

Page 435 of 448

10

Volume 17, Number 3 July 1983

Unified Patents Exhibit 1005 App'x A-N



  

       
     

      
   

    
    

   

     
    

    
     

 

       
    

     
     
    
 

       
     

    
     

 

     
      
   

       
    

    
    

     
 

     
     

      
  

      
    

    

       
     

    
      
  

     
     
     

  

      
     

     
      
 

    
   

    
 

       
     

    
      

     
     
   

       
     

   
     

  

     
      
      

    
        
  

       
    

     
      

    

 

Page 436 of 448 Unified Patents Exhibit 1005 App'x A-N

[l]

[2]

[4]

[5]

[6]

[7]

[8]

Computer Graphics Volume 17, Number 3 July 1983

§' BEfEEEESEE

Blinn, J-, and Newell, M., "Texture Electrical and Systems Engineering
and Reflection on Computer Generated Dept., Rensselaer Polytechnic Insti-
Images," CACM, Vol. 19, #10, Oct. tute, October 1980.
1976. pp. 542—547.

[12] Tanimoto, S.L., and Klinger, A.,
Bui-Tuong Phong, "Illumination for Structured Computer Vision, Academic
Computer Generated Pictures," PhD. Press, New YOrk, 1980.
dissertation, Department of Computer
Science, University of Utah, December
1978. [13] Tanimoto, S.L., and Pavlidis, T., "A

Hierarchical Data Structure for Pic-

ture Processing," Computer Graphics
Crow, F-C-, "The Aliasing Problem in and Image Processing, Vol. 4, #2,
Computer Synthesized Shaded Images,“ June 1975.
PhD. dissertation, Department of Com—
puter Science, University of Utah,

Tech. Report UTEC'CSC—76'015, March [14] Tanimoto, S.L., "Image Processing
1976- with Gross Information First,“ Com—

puter Graphics and Image Processing
9, 1979.

Dungan, W., Stenger, A., and Sutty,
6., "Texture Tile Considerations for

Raster Graphics," SIGGRAPH 1978 [15] Warnock, J.E., “A Hidden-Line Algo—
Proceedings, V01. 12. #3. AUQUSt rithm for Halftone Picture Represen—
1978- tation," Department of Computer Sci—

ence, University of Utah, TR 4—15,
1969.

Eastman, Charles M., "Representations
for Space Planning," CACM, Vol. 13,

#4, April 1970. [16] Williams, L., "Pyramidal
Parametrics," SIGGRAPH tutorial
notes, “Advanced Image Synthesis,"

Feibush, E.A., Levoy, M., and Cook, 1981.
R.L., "Synthetic Texturing Using
Digital Filters,“ Computer Graphics,
V01. 14. July. 1980- [17] Yau, M.M., and Srihari, S.N., "Recur—

sive Generation of Hierarchical Data

Structures for Multidimensional Digi—
Hanrahan, Pat, private communication, tal Images," Proceedings of the IEEE
1983- Computer Society Conference on Pat-

tern Recognition and Image Process—
ing, August 1981.

Heckbert, Paul, "Texture Mapping
Polygons in Perspective," NYIT Com—
puter Graphics Lab Tech. Memo #13,
April, 1983.

Klinger, A., and Dyer, C.R., "Experi—[9]

[10]

[11]

ments on Picture Representation Using
Regular Decomposition,“ Computer
Graphics and Image Processing, #5,
March, 1976.

Knowlton, K., "Progressive Transmis-
sion of Gray-Scale and Binary Pic—
tures by Simple, Efficient, and Loss—
1ess Encoding Schemes," Proceedings
of the IEEE, Vol. 68, #7, July 1980,
pp. 885-896.

Meagher, “Octree Encoding: A New
Technique for the Representation,
Manipulation, and Display of Arbi-
trary 3D Objects by Computer," IPL—
TR—80—111, Image Processing Lab,

D.,

Page 436 of 448

N

Unified Patents Exhibit 1005 App'x A-N



Next: 3.8.2 Texture Magnification Up: 3.8.1 Texture Minification Previous: 3.8.1 Texture 
Minification

Mipmapping

TEXTURE_MIN_FILTER values NEAREST_MIPMAP_NEAREST, NEAREST_MIPMAP_LINEAR, 
LINEAR_MIPMAP_NEAREST, and LINEAR_MIPMAP_LINEAR each require the use of a mipmap. A mipmap 
is an ordered set of arrays representing the same image; each array has a resolution lower than the 
previous one. If the texture has dimensions , then there are  mipmap arrays. 
The first array is the original texture with dimensions . Each subsequent array has 

dimensions  where  are the dimensions of the previous array. This is the case 

as long as both k>0 and l>0. Once either k=0 or l=0, each subsequent array has dimension 

or , respectively, until the last array is reached with dimension . 

Each array in a mipmap is transmitted to the GL using TexImage2D  or TexImage1D ; the array 
being set is indicated with the level-of-detail argument. Level-of-detail numbers proceed from 0 for 
the original texture array through  with each unit increase indicating an array of half 
the dimensions of the previous one as already described. If texturing is enabled (and 
TEXTURE_MIN_FILTER is one that requires a mipmap) at the time a primitive is rasterized and if the set 
of arrays 0 through p is incomplete, based on the dimensions of array 0, then it is as if texture 
mapping were disabled. The set of arrays 0 through p is incomplete if the internal formats of all the 
mipmap arrays were not specified with the same symbolic constant, or if the border widths of the 
mipmap arrays are not the same, or if the dimensions of the mipmap arrays do not follow the 
sequence described above. Arrays indexed greater than p are insignificant. 

The mipmap is used in conjunction with the level of detail to approximate the application of an 
appropriately filtered texture to a fragment. Let  and let c be the value of  at which 
the transition from minification to magnification occurs (since this discussion pertains to minification, 
we are concerned only with values of  where ). For NEAREST_MIPMAP_NEAREST, if 

 then the mipmap array with level-of-detail of 0 is selected. Otherwise, the dth mipmap 

array is selected when  as long as . If , then the pth 
mipmap array is selected. The rules for NEAREST are then applied to the selected array. 

The same mipmap array selection rules apply for LINEAR_MIPMAP_NEAREST as for 
NEAREST_MIPMAP_NEAREST, but the rules for LINEAR are applied to the selected array. 

For NEAREST_MIPMAP_LINEAR, the level d-1 and the level d mipmap arrays are selected, where 
, unless , in which case the pth mipmap array is used for both arrays. The rules 

Page 1 of 2Mipmapping

4/22/2015https://www.opengl.org/documentation/specs/version1.1/glspec1.1/node84.html
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for NEAREST are then applied to each of these arrays, yielding two corresponding texture values 
and . The final texture value is then found as 

LINEAR_MIPMAP_LINEAR has the same effect as NEAREST_MIPMAP_LINEAR except that the rules for 
LINEAR are applied for each of the two mipmap arrays to generate  and . 

Next: 3.8.2 Texture Magnification Up: 3.8.1 Texture Minification Previous: 3.8.1 Texture 
Minification

David Blythe 
Sat Mar 29 02:23:21 PST 1997 

Page 2 of 2Mipmapping

4/22/2015https://www.opengl.org/documentation/specs/version1.1/glspec1.1/node84.html

Page 438 of 448 Unified Patents Exhibit 1005 App'x A-N



Progressive Meshes

Hugues Hoppe
Microsoft Research

ABSTRACT

Highly detailed geometric models are rapidly becoming common-
place in computer graphics. These models, often represented as
complex triangle meshes, challenge rendering performance, trans-
mission bandwidth, and storage capacities. This paper introduces
the progressive mesh (PM) representation, a new scheme for storing
and transmitting arbitrary triangle meshes. This efficient, loss-
less, continuous-resolution representation addresses several practi-
cal problems in graphics: smooth geomorphing of level-of-detail
approximations, progressive transmission, mesh compression, and
selective refinement.

In addition, we present a new mesh simplification procedure for
constructing a PM representation from an arbitrary mesh. The goal
of this optimization procedure is to preserve not just the geometry
of the original mesh, but more importantly its overall appearance
as defined by its discrete and scalar appearance attributes such as
material identifiers, color values, normals, and texture coordinates.
We demonstrate construction of the PM representation and its ap-
plications using several practical models.

CR Categories and Subject Descriptors: I.3.5 [Computer Graphics]:
Computational Geometry and Object Modeling - surfaces and object repre-
sentations.

Additional Keywords: mesh simplification, level of detail, shape interpo-
lation, progressive transmission, geometry compression.

1 INTRODUCTION

Highly detailed geometric models are necessary to satisfy a grow-
ing expectation for realism in computer graphics. Within traditional
modeling systems, detailed models are created by applying ver-
satile modeling operations (such as extrusion, constructive solid
geometry, and freeform deformations) to a vast array of geometric
primitives. For efficient display, these models must usually be tes-
sellated into polygonal approximations—meshes. Detailed meshes
are also obtained by scanning physical objects using range scanning
systems [5]. In either case, the resulting complex meshes are ex-
pensive to store, transmit, and render, thus motivating a number of
practical problems:

Email: hhoppe@microsoft.com
Web: http://www.research.microsoft.com/research/graphics/hoppe/

� Mesh simplification: The meshes created by modeling and scan-
ning systems are seldom optimized for rendering efficiency, and
can frequently be replaced by nearly indistinguishable approx-
imations with far fewer faces. At present, this process often
requires significant user intervention. Mesh simplification tools
can hope to automate this painstaking task, and permit the port-
ing of a single model to platforms of varying performance.

� Level-of-detail (LOD) approximation: To further improve ren-
dering performance, it is common to define several versions of a
model at various levels of detail [3, 8]. A detailed mesh is used
when the object is close to the viewer, and coarser approxima-
tions are substituted as the object recedes. Since instantaneous
switching between LOD meshes may lead to perceptible “pop-
ping”, one would like to construct smooth visual transitions,
geomorphs, between meshes at different resolutions.

� Progressive transmission: When a mesh is transmitted over a
communication line, one would like to show progressively better
approximations to the model as data is incrementally received.
One approach is to transmit successive LOD approximations,
but this requires additional transmission time.

� Mesh compression: The problem of minimizing the storage
space for a model can be addressed in two orthogonal ways.
One is to use mesh simplification to reduce the number of faces.
The other is mesh compression: minimizing the space taken to
store a particular mesh.

� Selective refinement: Each mesh in a LOD representation cap-
tures the model at a uniform (view-independent) level of detail.
Sometimes it is desirable to adapt the level of refinement in se-
lected regions. For instance, as a user flies over a terrain, the
terrain mesh need be fully detailed only near the viewer, and
only within the field of view.

In addressing these problems, this paper makes two major con-
tributions. First, it introduces the progressive mesh (PM) repre-
sentation. In PM form, an arbitrary mesh M̂ is stored as a much
coarser mesh M0 together with a sequence of n detail records that
indicate how to incrementally refine M0 exactly back into the orig-
inal mesh M̂ = Mn. Each of these records stores the information
associated with a vertex split, an elementary mesh transformation
that adds an additional vertex to the mesh. The PM representation
of M̂ thus defines a continuous sequence of meshes M0

;M1
; : : : ;Mn

of increasing accuracy, from which LOD approximations of any de-
sired complexity can be efficiently retrieved. Moreover, geomorphs
can be efficiently constructed between any two such meshes. In
addition, we show that the PM representation naturally supports
progressive transmission, offers a concise encoding of M̂ itself, and
permits selective refinement. In short, progressive meshes offer an
efficient, lossless, continuous-resolution representation.

The other contribution of this paper is a new simplification pro-
cedure for constructing a PM representation from a given mesh
M̂. Unlike previous simplification methods, our procedure seeks
to preserve not just the geometry of the mesh surface, but more
importantly its overall appearance, as defined by the discrete and
scalar attributes associated with its surface.

Permission to make digital or hard copies of part or all of this work or 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page.  To copy otherwise, to 
republish, to post on servers, or to redistribute to lists, requires prior 
specific permission and/or a fee. 
© 1996 ACM-0-89791-746-4/96/008...$3.50 
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2 MESHES IN COMPUTER GRAPHICS

Models in computer graphics are often represented using triangle
meshes.l Geometrically, a triangle mesh is a piecewise linear sur-
face consisting of triangular faces pasted together along their edges.
As described in [9], the mesh geometry can be denoted by a tuple
(K, V), where K is a simplicial complex specifying the connectivity
of the mesh simplices (the adjacency of the vertices, edges, and

faces), and V: {V1, . . ., v..} is the set ofvertex positions defining
the shape of the mesh in R3 . More precisely (cf. [9]), we construct
aparametric domain |K| C R" by identifyingeachvertex owaith
a canonical basis vector of R", and define the mesh as the image

(bl/(|K|) where (by : R" —) R3 is a linear map.
Often, surface appearance attributes other than geometry are also

associated with the mesh. These attributes can be categorized into
two types: discrete attributes and scalar attributes.

Discrete attributes are usually associated with faces of the mesh.
A common discrete attribute, the material identifier, determines
the shader function used in rendering a face ofthe mesh [18]. For
instance, a trivial shader function may involve simple look-up within
a specified texture map.

Many scalar attributes are often associated with a mesh, including
diffuse color (r, g, b), normal (III, 71,, Ill), and texture coordinates
(u, v). More generally, these attributes specify the local parameters
of shader functions defined on the mesh faces. In simple cases, these
scalar attributes are associated with vertices of the mesh. However,

to represent discontinuities in the scalar fields, and because adjacent
faces mayhave different shading functions, it iscommon to associate
scalar attributes not with vertices, but with corners of the mesh [1].
A corner is defined as a (vertex,face) tuple. Scalar attributes at a
corner (v,f) specify the shading parameters for facef at vertex v.
For example, along a crease (a curve on the surface across which
the normal field is not continuous), each vertex has two distinct
normals, one associated with the corners on each side ofthe crease.

We express a mesh as a tuple M = (K, V, D, S) where V specifies
its geometry, D is the set of discrete attributes df associated with
thefacesf: {j,k, I} e K,andSisthe setofscalarattributes so,”
associated with the corners (v,f) ofK.

The attributes D and S give rise to discontinuities in the visual

appearance of the mesh. An edge {v}, v;} of the mesh is said to be
sharp if either (1) it is a boundary edge, or (2) its two adjacent faces
fl andfi have diiferent discrete attributes Ge. (1,, :/ d5), or (3) its
adjacent corners have diflerent scalar attributes (i.e. 307,12) 9! s“,1,)
or 301,11) 5! 5011.))- Together, the set of sharp edges define a set
of discontinuity curves over the mesh (e.g. the yellow curves in
Figure 12).

3 PROGRESSIVE MESH REPRESENTATION

3.1 Overview

Hoppe et al. [9] describe a method, mesh optimization, that can
beusedto approximate aninitialmeshMbyamuch simplerone.
Their optimization algorithm, reviewed in Section 4.1, traverses the
space of possible meshes by successively applying a set of 3 mesh
transformations: edge collapse, edge split, and edge swap.

We have discovered that in fact a single one of those transforma-
tions, edge collapse, is suflicient for effectively simplifying meshes.

As shown in Figure l , an edge collapse transformation ecol({v,, v,})

lWeassumeinthispaperthatnmregeneralmeshes,suchasmosecon-
tainingn—sidedfacesandfaceswithholes,arefirstconvutedintouiangle
meshcshytriangulation TIBWIepesentationcouldbegeneraliaedto
handleflremegeneralmeshesdirectly,atmeexpenseofmorecomplu
datastruchrres.
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Figure l: lllustration of the edge collapse transformation.

 
Figure 2: (a) Sequence of edge collapses; (b) Resulting vertex
correspondence.

unifies 2 adjacent vertices v, and v. into a single vertex v,. The ver—

tex v. and the two adjacent faces {v,, v., w} and {v., v,, w} vanish
in the process. A position v, is specified for the new unified vertex.

Thus, an initial mesh M: M" can be simplifiedinto a coarser
mesh hi0 by applying a sequence of n successive edge collapse
transformations:

(1\?l=tt1")mi‘;l .fl M1 E M“.

The particular sequence of edge collapse transformations must be
chosen carefully, sinceit determines the qualityofthe approximating
meshes M', i < n. A scheme for choosing these edge collapses is
presented in Section 4.

Let mo be the number ofvertrces mm, and letus label the vertices

of meshM' as 1": {V1, .. unoH‘}: so that edge {v,,-,v.o+”1}rs
collapsed by cool,- as shown in Figure 2a. As vertices may have
diflerent positions in the different meshes, we denote the position
of Vj inM' as v}.

A key observation is that an edge collapse transformation is in-
vertible. Let us call that inverse transformation a vertex split, shown
as vsplit in Figure l. A vertex split transformation vsplit(s l r t A)

1333

adds near vertex v, a new vertex v. and two new faces {v,, v., w} and
{v,,v,,v,}. (lfthe edge {v,, w} is a boundary edge, we let v' = 0
and only one face is added.) The transformation also updates the
attributes of the mesh in the neighborhood of the transformation.
This attribute information, denoted by A, includes the positions v;

and v. of the two alfected vertices, the discrete attributes d{v,v,w}
and d{..,v,w} of the two new faces, and the scalar attributes of the
aflwmd comm (5% -)- 50': -)- smegma) and so». {wew}))-

Because edge collapse transformations are invertible, we can
therefore represent an arbitrary triangle mesh M as a simple mesh
Mo together with a sequence of n vsplit records:

. . . "’3“ (M' =31)

wMohere each recordis parametrized as vspliti(s.-, Ii, r.-,A.-). We call
(£3:deglitz“....,vsplitn_1}) a progressive mesh (PNI) representa-ono

uAs an example, the mesh M of Figure 5d (13,546 faces) was
simplified downto the coarse meshM0 ofFigure 5a (150 faces) using

M°'1;"'°M‘"i)""
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6,698 edge collapse transformations. Thus its PM representation
consists of M0 together with a sequence of n = 6698 vsplit records.
From this PM representation, one can extract approximating meshes
with any desired number of faces (actually, within �1) by applying
to M0 a prefix of the vsplit sequence. For example, Figure 5 shows
approximating meshes with 150, 500, and 1000 faces.

3.2 Geomorphs
A nice property of the vertex split transformation (and its inverse,
edge collapse) is that a smooth visual transition (a geomorph) can be
created between the two meshes Mi and Mi+1 in Mi vspliti

�! Mi+1. For
the moment let us assume that the meshes contain no attributes other
than vertex positions. With this assumption the vertex split record
is encoded as vspliti(si; li; ri;Ai = (vi+1

si ;v
i+1
m0+i+1)). We construct a

geomorph MG(�) with blend parameter 0���1 such that MG(0)
looks like Mi and MG(1) looks like Mi+1—in fact MG(1)=Mi+1—by
defining a mesh

MG(�) = (Ki+1
;VG(�))

whose connectivity is that of Mi+1 and whose vertex positions lin-
early interpolate from vsi 2Mi to the split vertices vsi ;vm0+i+12Mi+1:

v
G
j (�) =

�
(�)vi+1

j + (1��)vi
si ; j 2 fsi;m0 +i+1g

v
i+1
j = vi

j ; j =2 fsi;m0 +i+1g

Using such geomorphs, an application can smoothly transition from
a mesh Mi to meshes Mi+1 or Mi�1 without any visible “snapping”
of the meshes.

Moreover, since individual ecol transformations can be transi-
tioned smoothly, so can the composition of any sequence of them.
Geomorphs can therefore be constructed between any two meshes
of a PM representation. Indeed, given a finer mesh Mf and a coarser
mesh Mc, 0 � c < f � n, there exists a natural correspondence
between their vertices: each vertex of Mf is related to a unique an-
cestor vertex of Mc by a surjective map Ac obtained by composing a
sequence of ecol transformations (Figure 2b). More precisely, each
vertex vj of Mf corresponds with the vertex vAc(j) in Mc where

Ac(j) =

�
j ; j � m0 + c

Ac(sj�m0�1) ; j > m0 + c :

(In practice, this ancestor information Ac is gathered in a forward
fashion as the mesh is refined.) This correspondence allows us to
define a geomorph MG(�) such that MG(0) looks like Mc and MG(1)
equals Mf . We simply define MG(�) = (Kf

; VG(�)) to have the
connectivity of Mf and the vertex positions

v
G
j (�) = (�)vf

j + (1��)vc
Ac(j) :

So far we have outlined the construction of geomorphs between
PM meshes containing only position attributes. We can in fact
construct geomorphs for meshes containing both discrete and scalar
attributes.

Discrete attributes by their nature cannot be smoothly interpo-
lated. Fortunately, these discrete attributes are associated with
faces of the mesh, and the “geometric” geomorphs described above
smoothly introduce faces. In particular, observe that the faces of
Mc are a proper subset of the faces of Mf , and that those faces of
Mf missing from Mc are invisible in MG(0) because they have been
collapsed to degenerate (zero area) triangles. Other geomorphing
schemes [10, 11, 17] define well-behaved (invertible) parametriza-
tions between meshes at different levels of detail, but these do not
permit the construction of geomorphs between meshes with differ-
ent discrete attributes.

Scalar attributes defined on corners can be smoothly interpolated
much like the vertex positions. There is a slight complication in
that a corner (v; f ) in a mesh M is not naturally associated with

any “ancestor corner” in a coarser mesh Mc if f is not a face of
Mc. We can still attempt to infer what attribute value (v; f ) would
have in Mc as follows. We examine the mesh Mi+1 in which f is
first introduced, locate a neighboring corner (v; f 0) in Mi+1 whose
attribute value is the same, and recursively backtrack from it to a
corner in Mc. If there is no neighboring corner in Mi+1 with an
identical attribute value, then the corner (v; f ) has no equivalent in
Mc and we therefore keep its attribute value constant through the
geomorph.

The interpolating function on the scalar attributes need not be
linear; for instance, normals are best interpolated over the unit
sphere, and colors may be interpolated in a color space other than
RGB.

Figure 6 demonstrates a geomorph between two meshes M175 (500
faces) and M425 (1000 faces) retrieved from the PM representation
of the mesh in Figure 5d.

3.3 Progressive transmission
Progressive meshes are a natural representation for progressive
transmission. The compact mesh M0 is transmitted first (using
a conventional uni-resolution format), followed by the stream of
vspliti records. The receiving process incrementally rebuilds M̂ as
the records arrive, and animates the changing mesh. The changes
to the mesh can be geomorphed to avoid visual discontinuities. The
original mesh M̂ is recovered exactly after all n records are received,
since PM is a lossless representation.

The computation of the receiving process should be balanced
between the reconstruction of M̂ and interactive display. With a
slow communication line, a simple strategy is to display the current
mesh whenever the input buffer is found to be empty. With a
fast communication line, we find that a good strategy is to display
meshes whose complexities increase exponentially. (Similar issues
arise in the display of images transmitted using progressive JPEG.)

3.4 Mesh compression
Even though the PM representation encodes both M̂ and a continu-
ous family of approximations, it is surprisingly space-efficient, for
two reasons. First, the locations of the vertex split transformations
can be encoded concisely. Instead of storing all three vertex indices
(si; li; ri) of vspliti, one need only store si and approximately 5 bits
to select the remaining two vertices among those adjacent to vsi .

2

Second, because a vertex split has local effect, one can expect signif-
icant coherence in mesh attributes through each transformation. For
instance, when vertex vi

si is split into vi+1
si and vi+1

m0+i+1, we can predict
the positions vi+1

si and vi+1
m0+i+1 from v

i
si , and use delta-encoding to

reduce storage. Scalar attributes of corners in Mi+1 can similarly be
predicted from those in Mi. Finally, the material identifiers dfvs;vt;vlg

and dfvt;vs;vrg of the new faces in mesh Mi+1 can often be predicted
from those of adjacent faces in Mi using only a few control bits.

As a result, the size of a carefully designed PM representation
should be competitive with that obtained from methods for com-
pressing uni-resolution meshes. Our current prototype implementa-
tion was not designed with this goal in mind. However, we analyze
the compression of the connectivity K, and report results on the com-
pression of the geometry V . In the following analysis, we assume
for simplicity that m0 = 0 since typically m0 � n.

A common representation for the mesh connectivity K is to list
the three vertex indices for each face. Since the number of vertices
is n and the number of faces approximately 2n, such a list requires
6dlog2(n)en bits of storage. Using a buffer of 2 vertices, gener-
alized triangle strip representations reduce this number to about

2On average, vsi has 6 neighbors, and the number of permutations P6
2 =30

can be encoded in dlog2(P6
2)e=5 bits.
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(dlog2(n)e+2k)n bits, where vertices are back-referenced once on
average and k ' 2 bits capture the vertex replacement codes [6].
By increasing the vertex buffer size to 16, Deering’s generalized
triangle mesh representation [6] further reduces storage to about
( 1

8dlog2(n)e+8)n bits. Turan [16] shows that planar graphs (and
hence the connectivity of closed genus 0 meshes) can be encoded
in 12n bits. Recent work by Taubin and Rossignac [15] addresses
more general meshes. With the PM representation, each vspliti re-
quires specification of si and its two neighbors, for a total storage of
about (dlog2(n)e+5)n bits. Although not as concise as [6, 15], this
is comparable to generalized triangle strips.

A traditional representation of the mesh geometry V requires
storage of 3n coordinates, or 96n bits with IEEE single-precision
floating point. Like Deering [6], we assume that these coordinates
can be quantized to 16-bit fixed precision values without significant
loss of visual quality, thus reducing storage to 48n bits. Deering is
able to further compress this storage by delta-encoding the quantized
coordinates and Huffman compressing the variable-length deltas.
For 16-bit quantization, he reports storage of 35:8n bits, which
includes both the deltas and the Huffman codes. Using a similar
approach with the PM representation, we encode V in 31n to 50n bits
as shown in Table 1. To obtain these results, we exploit a property
of our optimization algorithm (Section 4.3): when considering the
collapse of an edge fvs; vtg, it considers three starting points for
the resulting vertex position vn: fvs;vt;

vs+vt
2 g. Depending on the

starting point chosen, we delta-encode either fvs�vn;vt�vng or
fvs+vt

2 �vn;
vt�vs

2 g, and use separate Huffman tables for all four
quantities.

To further improve compression, we could alter the construction
algorithm to forego optimization and let vn 2 fvs;vt;

vs+vt
2 g. This

would degrade the accuracy of the approximating meshes some-
what, but allows encoding of V in 30n to 37n bits in our examples.
Arithmetic coding [19] of delta lengths does not improve results
significantly, reflecting the fact that the Huffman trees are well bal-
anced. Further compression improvements may be achievable by
adapting both the quantization level and the delta length models
as functions of the vsplit record index i, since the magnitude of
successive changes tends to decrease.

3.5 Selective refinement
The PM representation also supports selective refinement, whereby
detail is added to the model only in desired areas. Let the application
supply a callback function REFINE(v) that returns a Boolean value
indicating whether the neighborhood of the mesh about v should
be further refined. An initial mesh Mc is selectively refined by
iterating through the list fvsplitc; : : : ; vsplitn�1g as before, but only
performing vspliti(si; li; ri;Ai) if

(1) all three vertices fvsi ; vli ; vrig are present in the mesh, and

(2) REFINE(vsi ) evaluates to TRUE.

(A vertex vj is absent from the mesh if the prior vertex split that
would have introduced it, vsplitj�m0�1, was not performed due to
the above conditions.)

As an example, to obtain selective refinement of the model within
a view frustum, REFINE(v) is defined to be TRUE if either v or any
of its neighbors lies within the frustum. As seen in Figure 7a,
condition (1) described above is suboptimal. The problem is that a
vertex vsi within the frustum may fail to be split because its expected
neighbor vli lies just outside the frustum and was not previously
created. The problem is remedied by using a less stringent version
of condition (1). Let us define the closest living ancestor of a vertex
vj to be the vertex with index

A0(j) =

�
j ; if vj exists in the mesh

A0(sj�m0�1) ; otherwise

The new condition becomes:

(1’) vsi is present in the mesh (i.e. A0(si) = si) and the vertices vA0 (li)

and vA0 (ri) are both adjacent to vsi .

As when constructing the geomorphs, the ancestor information A0

is carried efficiently as the vsplit records are parsed. If conditions
(1’) and (2) are satisfied, vsplit(si;A0(li);A0(ri);Ai) is applied to the
mesh. A mesh selectively refined with this new strategy is shown in
Figure 7b. This same strategy was also used for Figure 10. Note that
it is still possible to create geomorphs between Mc and selectively
refined meshes thus created.

An interesting application of selective refinement is the transmis-
sion of view-dependent models over low-bandwidth communication
lines. As the receiver’s view changes over time, the sending process
need only transmit those vsplit records for which REFINE evaluates
to TRUE, and of those only the ones not previously transmitted.

4 PROGRESSIVE MESH CONSTRUCTION

The PM representation of an arbitrary mesh M̂ requires a sequence
of edge collapses transforming M̂ = Mn into a base mesh M0.
The quality of the intermediate approximations Mi

; i < n depends
largely on the algorithm for selecting which edges to collapse and
what attributes to assign to the affected neighborhoods, for instance
the positions vi

si .

There are many possible PM construction algorithms with vary-
ing trade-offs of speed and accuracy. At one extreme, a crude and
fast scheme for selecting edge collapses is to choose them com-
pletely at random. (Some local conditions must be satisfied for an
edge collapse to be legal, i.e. manifold preserving [9].) More so-
phisticated schemes can use heuristics to improve the edge selection
strategy, for example the “distance to plane” metric of Schroeder
et al. [14]. At the other extreme, one can attempt to find approx-
imating meshes that are optimal with respect to some appearance
metric, for instance the Edist geometric metric of Hoppe et al. [9].

Since PM construction is a preprocess that can be performed off-
line, we chose to design a simplification procedure that invests some
time in the selection of edge collapses. Our procedure is similar to
the mesh optimization method introduced by Hoppe et al. [9], which
is outlined briefly in Section 4.1. Section 4.2 presents an overview
of our procedure, and Sections 4.3–4.6 present the details of our
optimization scheme for preserving both the shape of the mesh and
the scalar and discrete attributes which define its appearance.

4.1 Background: mesh optimization
The goal of mesh optimization [9] is to find a mesh M = (K;V)
that both accurately fits a set X of points xi 2 R

3 and has a small
number of vertices. This problem is cast as minimization of an
energy function

E(M) = Edist(M) + Erep(M) + Espring(M) :

The first two terms correspond to the two goals of accuracy and
conciseness: the distance energy term

Edist(M) =
X

i

d2(xi; �V (jKj))

measures the total squared distance of the points from the mesh,
and the representation energy term Erep(M) = crepm penalizes the
number m of vertices in M. The third term, the spring energy
Espring(M) is introduced to regularize the optimization problem. It
corresponds to placing on each edge of the mesh a spring of rest
length zero and tension �:

Espring(M) =
X

fj;kg2K

�kvj � vkk
2
:
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Figure 3: Illustration of the paths taken by mesh optimization using
three difierent settings of cup.

The energy function E(M) is minimized using a nested optimiza—
tion method:

0 Order loop: The algorithm optimizes over K, the connectivity
of the mesh, by randomly attempting a set of three possible
mesh transformations: edge collapse, edge split, and edge swap.
This set of transformations is complete, in the sense that any
simplicial complex K of the same topological type as K can
be reached through a sequence of these transformations. For
each candidate mesh transformation K —) K', the continuous

optimization described below computes Ex], the minimum of
E subject to the new connectivity K'. If AE: Ex: — Exis
found to be negative, the mesh transformation is applied (akin to
a zero-temperature simulated annealing method).

0 Inner loop: For each candidate mesh transformation, the algo-
rithm computes Ex, = minv Ean(V) + EM(V) by optimizing
over the vertex positions V. For the sake of efficiency, the algo-
rithm infact optimizes only one vertex position v; , and considers
only the subset of points X that project onto the neighborhood
affected by K —) K’ . To avoid surface self-intersections, the
edge collapse is disallowed if the maximum dihedral angle of
edges in the resulting neighborhood exceeds some threshold.

Hoppe et al. [9] find that the regularizing spring energy term
EM(M) is most important in the early stages of the optimization,
and achieve best results by repeatedly invoking the nested optimiza-
tion method described above with a schedule of decreasing spring
constants K.

Mesh optimizationis demonstratedtobe anefl'ective tool formesh
simplification. Given an initial mesh M to approximate, a dense set
of points X is sampled both at the vertices of M and randomly over
its faces. The optimization algorithm is then invoked with M as the
starting mesh. Varying the setting of the representation constant cup
resultsin opumized meshes with different trade—offs of accuracy and
size. The paths taken by these optimizations are shown illustratively
in Figure 3.

4.2 Overview of the simplification algorithm

As in meshoptimization [9] , we also define anexplicit enagy metric
E(M) to measure the accuracy ofsimplifiedmeshesM: (K V D S)

with respect to the original M, and we also modify the mesh M
starting from M while minimizing E(M).

Our energy metric has the followrng form:

E(M) = Emu) + Emma) + Emm + EMM) .

The first two terms, EM(M) and Em(M) are identical to those
in [9]. The next two terms of E(M) are added to preserve attributes
associated with M: Em(M) measures the accuracy of its scalar
attributes (Section 4.4), and EM(M) measures the geometric ac—
curacy of its discontinuity curves (Section 4.5). (To achieve scale
invariance ofthe terms, the meshis uniformly scaled to fit in a unit
cube.)
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Figure 4: Illustration of the path taken by the new mesh simplifica—
tion procedure in a graph plotting accuracy vs. mesh size.

Our scheme for optimizing over the conmctivity K of the mesh
is rather diflerent from [9]. We have discovered that a mesh can
be efiectively simplified using edge collapse transformations alone.
The edge swap and edge split transformations, useful in the context
of surface reconstruction (which motivated [9]), are not essential
for simplification. Although in principle our simplification algo—
rithm can no longer Inverse the entire space of meshes considered
by mesh optimization, we find that the meshes generated by our
algorithm are just as good. In fact, because of the priority queue
approach described below, our meshes are usually better. Moreover,
considering only edge collapses simplifies the implementation, im—
proves performancc, and most importantly, gives rise to the PM
representation (Section 3).

Rather than randomly attempu'ng mesh transformations as in [9],
we place all (legal) candidate edge collapse transformations into
a priority queue, where the priority of each transformation is its
estimated energy cost AE. In each iteration, we perform the trans—
formation at the front of the priority queue (with lowest AE), and
recompute the priorities of edges in the neighborhood of this trans-
formation. As a consequence, we eliminate the need for the awk—

ward parameter on, as well as the energy term Eup(M). Instead. we
can explicitly specify the number of faces desiredin an optimized
mesh. Also, a single run of the optimization can generate several
such meshes. Indeed, it generates a continuous-resolution family of
meshes, namely the PM representation ofM (Figure 4).

For each edge collapse K —) K’, we compute its cost AE-—
Ex: — Ex by solving a continuous optimization

EK’ = li/fiilEM(V) + Em(V) + Em(v, S) + Ecru-(V)

over both the vertex positions V and the scalar attributes S of the
mesh with connectivity K' . This minimization is discussed in the
next three sections.

4.3 Preserving surface geometry (Em+Espfing)

Asin[9], we “record" thegeometry oftheorigjnal meshMby
sampling fromit a set of points X. At a minimum, we sample a
point at each vertex ofM Ifrequested by the user. additional points
are sampled randomly over the surface of M. The energy terms
Eds,(M) and EM(M) are defimd as in Section 4.1.

For a mesh of fixed connectivity, our method for optimizing the
vertex positions to minimize Em(V)+EM(V) closely follows that
of [9]. Evaluating Em.(V) involves computing the distance of each
point X, to the mesh. Each of these distances is itselfa minimization
problem

41266, MK») = min ||x.- —
bi€ |K|

where the unknown b: is the parametrization of the projection of
x: on the mesh. The nonlinear minimization of Em(V) + EM(V)
is performed using an iterau've procedure alternating between two
steps:

may)“2 (1)
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1. For fixed vertex positions V , compute the optimal parametriza-
tions B = fb1; : : : ;bjXjg by projecting the points X onto the
mesh.

2. For fixed parametrizations B, compute the optimal vertex posi-
tions V by solving a sparse linear least-squares problem.

As in [9], when considering ecol(fvs; vtg), we optimize only one
vertex position, vi

s. We perform three different optimizations with
different starting points, vi

s = (1��)vi+1
s +(�)vi+1

t for � = f0; 1
2 ; 1g,

and accept the best one.

Instead of defining a global spring constant � for Espring as in [9],
we adapt � each time an edge collapse transformation is considered.
Intuitively, the spring energy is most important when few points
project onto a neighborhood of faces, since in this case finding the
vertex positions minimizing Edist(V) may be an under-constrained
problem. Thus, for each edge collapse transformation considered,
we set � as a function of the ratio of the number of points to the
number of faces in the neighborhood.3 With this adaptive scheme,
the influence of Espring(M) decreases gradually and adaptively as the
mesh is simplified, and we no longer require the expensive schedule
of decreasing spring constants.

4.4 Preserving scalar attributes (Escalar)
As described in Section 2, we represent piecewise continuous scalar
fields by defining scalar attributes S at the mesh corners. We now
present our scheme for preserving these scalar fields through the
simplification process. For exposition, we find it easier to first
present the case of continuous scalar fields, in which the corner
attributes at a vertex are identical. The generalization to piecewise
continuous fields is discussed shortly.

Optimizing scalar attributes at vertices Let the original
mesh M̂ have at each vertex vj not only a position vj 2 R

3 but
also a scalar attribute vj 2 R

d. To capture scalar attributes, we
sample at each point xi 2 X the attribute value xi 2 R

d . We would
then like to generalize the distance metric Edist to also measure the
deviation of the sampled attribute values X from those of M.

One natural way to achieve this is to redefine the distance metric
to measure distance in R3+d:

d2((xi xi);M(K;V;V)) = min
bi2jKj

k(xi xi) � (�V(bi) �V(bi))k
2
:

This new distance functional could be minimized using the iterative
approach of Section 4.3. However, it would be expensive since
finding the optimal parametrization bi of each point xi would re-
quire projection in R3+d, and would be non-intuitive since these
parametrizations would not be geometrically based.

Instead we opted to determine the parametrizations bi using only
geometry with equation (1), and to introduce a separate energy term
Escalar to measure attribute deviation based on these parametriza-
tions:

Escalar(V) = (cscalar)
2
X

i

kxi � �V(bi)k
2

where the constant cscalar assigns a relative weight between the scalar
attribute errors (Escalar) and the geometric errors (Edist).

Thus, to minimize E(V;V) = Edist(V) + Espring(V) + Escalar(V), our
algorithm first finds the vertex position vs minimizing Edist(V) +
Espring(V) by alternately projecting the points onto the mesh (ob-
taining the parametrizations bi) and solving a linear least-squares
problem (Section 4.1). Then, using those same parametrizations

3The neighborhood of an edge collapse transformation is the set of faces
shown in Figure 1. Using C notation, we set � = r < 4 ? 10�2 : r <

8 ? 10�4 : 10�8 where r is the ratio of the number of points to faces in the
neighborhood.

bi, it finds the vertex attribute vs minimizing Escalar by solving a
single linear least-squares problem. Hence introducing Escalar into
the optimization causes negligible performance overhead.

Since �Escalar contributes to the estimated cost �E of an edge
collapse, we obtain simplified meshes whose faces naturally adapt
to the attribute fields, as shown in Figures 8 and 11.

Optimizing scalar attributes at corners Our scheme for op-
timizing the scalar corner attributes S is a straightforward gener-
alization of the scheme just described. Instead of solving for a
single unknown attribute value vs, the algorithm partitions the cor-
ners around vs into continuous sets (based on equivalence of corner
attributes) and for each continuous set solves independently for its
optimal attribute value.

Range constraints Some scalar attributes have constrained
ranges. For instance, the components (r; g; b) of color are typically
constrained to lie between 0 and 1. Least-squares optimization may
yield color values outside this range. In these cases we clip the op-
timized values to the given range. For least-squares minimization
of a Euclidean norm at a single vertex, this is in fact optimal.

Normals Surface normals (nx; ny; nz) are typically constrained to
have unit length, and thus their domain is non-Cartesian. Optimizing
over normals would therefore require minimization of a nonlinear
functional with nonlinear constraints. We decided to instead simply
carry the normals through the simplification process. Specifically,
we compute the new normals at vertex vi

si by interpolating between
the normals at vertices vi+1

si and vi+1
m0+i+1 using the � value that re-

sulted in the best vertex position vi
si in Section 4.3. Fortunately,

the absolute directions of normals are less visually important than
their discontinuities, and we have a scheme for preserving such
discontinuities, as described in the next section.

4.5 Preserving discontinuity curves (Edisc)
Appearance attributes give rise to a set of discontinuity curves on the
mesh, both from differences between discrete face attributes (e.g.
material boundaries), and from differences between scalar corner
attributes (e.g. creases and shadow boundaries). As these discon-
tinuity curves form noticeable features, we have found it useful to
preserve them both topologically and geometrically.

We can detect when a candidate edge collapse would modify the
topology of the discontinuity curves using some simple tests on
the presence of sharp edges in its neighborhood. Let sharp(vj; vk)
denote that an edge fvj ; vkg is sharp, and let #sharp(vj) be the number
of sharp edges adjacent to a vertex vj. Then, referring to Figure 1,
ecol(fvs; vtg) modifies the topology of discontinuity curves if either:

� sharp(vs; vl) and sharp(vt; vl), or
� sharp(vs; vr) and sharp(vt; vr), or
� #sharp(vs) � 1 and #sharp(vt) � 1 and not sharp(vs; vt), or
� #sharp(vs) � 3 and #sharp(vt) � 3 and sharp(vs; vt), or
� sharp(vs; vt) and #sharp(vs) = 1 and #sharp(vt) 6= 2, or
� sharp(vs; vt) and #sharp(vt) = 1 and #sharp(vs) 6= 2.

If an edge collapse would modify the topology of discontinuity
curves, we either disallow it, or penalize it as discussed in Sec-
tion 4.6.

To preserve the geometry of the discontinuity curves, we sample
an additional set of points Xdisc from the sharp edges of M̂, and define
an additional energy term Edisc equal to the total squared distances
of each of these points to the discontinuity curve from which it was
sampled. Thus Edisc is defined just like Edist, except that the points
Xdisc are constrained to project onto a set of sharp edges in the mesh.
In effect, we are solving a curve fitting problem embedded within
the surface fitting problem. Since all boundaries of the surface are
defined to be discontinuity curves, our procedure preserves bound-
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ary geometry more accurately than [9]. Figure 9 demonstrates the
importance of using the Edisc energy term in preserving the material
boundaries of a mesh with discrete face attributes.

4.6 Permitting changes to topology of dis-
continuity curves

Some meshes contain numerous discontinuity curves, and these
curves may delimit features that are too small to be visible when
viewed from a distance. In such cases we have found that strictly
preserving the topology of the discontinuity curves unnecessarily
curtails simplification. We have therefore adopted a hybrid strat-
egy, which is to permit changes to the topology of the discontinu-
ity curves, but to penalize such changes. When a candidate edge
collapse ecol(fvs; vtg) changes the topology of the discontinuity
curves, we add to its cost �E the value jXdisc;fvs;vtgj � kvs � vtk

2

where jXdisc;fvs;vtgj is the number of points of Xdisc projecting onto
fvs; vtg. That simple strategy, although ad hoc, has proven very
effective. For example, it allows the dark gray window frames of
the “cessna” (visible in Figure 9) to vanish in the simplified meshes
(Figures 5a–c).

Table 1: Parameter settings and quantitative results.

Object Original ^M Base M0 User param. jXdiscj V Time
m0 + n #faces m0 #faces jXj�(m0+n) ccolor

bits
n mins

cessna 6,795 13,546 97 150 100,000 - 46,811 46 23
terrain 33,847 66,960 3 1 0 - 3,796 46 16
mandrill 40,000 79,202 3 1 0 0.1 4,776 31 19
radiosity 78,923 150,983 1,192 1,191 200,000 0.01 74,316 37 106
fandisk 6,475 12,946 27 50 10,000 - 5,924 50 19

5 RESULTS

Table 1 shows, for the meshes in Figures 5–12, the number of
vertices and faces in both M̂ and M0. In general, we let the simpli-
fication proceed until no more legal edge collapse transformations
are possible. For the “cessna”, we stopped at 150 faces to obtain a
visually aesthetic base mesh. As indicated, the only user-specified
parameters are the number of additional points (besides the m0 + n
vertices of M̂) sampled to increase fidelity, and the cscalar constants
relating the scalar attribute accuracies to the geometric accuracy.
The only scalar attribute we optimized is color, and its cscalar con-
stant is denoted as ccolor. The number jXdiscj of points sampled from
sharp edges is set automatically so that the densities of X and Xdisc

are proportional.4 Execution times were obtained on a 150MHz
Indigo2 with 128MB of memory.

Construction of the PM representation proceeds in three
steps. First, as the simplification algorithm applies a sequence
ecoln�1 : : : ecol0 of transformations to the original mesh, it writes
to a file the sequence vsplitn�1 : : : vsplit0 of corresponding in-
verse transformations. When finished, the algorithm also writes
the resulting base mesh M0. Next, we reverse the order of the
vsplit records. Finally, we renumber the vertices and faces of
(M0

; vsplit0 : : : vsplitn�1) to match the indexing scheme of Sec-
tion 3.1 in order to obtain a concise format.

Figure 6 shows a single geomorph between two meshes M175 and
M425 of a PM representation. For interactive LOD, it is useful to
select a sequence of meshes from the PM representation, and to
construct successive geomorphs between them. We have obtained

4We set jXdiscj such that jXdiscj=perim = c(jXj=area)
1
2 where perim is

the total length of all sharp edges in ^M, area is total area of all faces, and
the constant c = 4:0 is chosen empirically.

good results by selecting meshes whose complexities grow expo-
nentially, as in Figure 5. During execution, an application can adjust
the granularity of these geomorphs by sampling additional meshes
from the PM representation, or freeing some up.

In Figure 10, we selectively refined a terrain (grid of 181�187
vertices) using a new REFINE(v) function that keeps more detail
near silhouette edges and near the viewer. More precisely, for the
faces Fv adjacent to v, we compute the signed projected screen areas
faf : f 2 Fvg. We let REFINE(v) return TRUE if

(1) any face f 2 Fv lies within the view frustum, and either

(2a) the signs of af are not all equal (i.e. v lies near a silhouette
edge) or

(2b)
P

f2Fv
af > thresh for a screen area threshold thresh = 0:162

(where total screen area is 1).

6 RELATED WORK

Mesh simplification methods A number of schemes con-
struct a discrete sequence of approximating meshes by repeated
application of a simplification procedure. Turk [17] sprinkles a
set of points on a mesh, with density weighted by estimates of lo-
cal curvature, and then retriangulates based on those points. Both
Schroeder et al. [14] and Cohen et al. [4] iteratively remove vertices
from the mesh and retriangulate the resulting holes. Cohen et al. are
able to bound the maximum error of the approximation by restricting
it to lie between two offset surfaces. Hoppe et al. [9] find accurate
approximations through a general mesh optimization process (Sec-
tion 4.1). Rossignac and Borrel [12] merge vertices of a model
using spatial binning. A unique aspect of their approach is that the
topological type of the model may change in the process. Their
method is extremely fast, but since it ignores geometric qualities
like curvature, the resulting approximations can be far from opti-
mal. Some of the above methods [12, 17] permit the construction
of geomorphs between successive simplified meshes.

Multiresolution analysis (MRA) Lounsbery et al. [10, 11]
generalize the concept of multiresolution analysis to surfaces of
arbitrary topological type. Eck et al. [7] describe how MRA can
be applied to the approximation of an arbitrary mesh. Certain
et al. [2] extend MRA to capture color, and present a multireso-
lution Web viewer supporting progressive transmission. MRA has
many similarities with the PM scheme, since both store a simple base
mesh together with a stream of detail records, and both produce a
continuous-resolution representation. It is therefore worthwhile to
highlight their differences:

Advantages of PM over MRA:

� MRA requires that the detail terms (wavelets) lie on a domain
with subdivision connectivity, and as a result an arbitrary initial
mesh M̂ can only be recovered to within an � tolerance. In
contrast, the PM representation is lossless since Mn = M̂.

� Because the approximating meshes Mi
; i<n in a PM may have

arbitrary connectivity, they can be much better approximations
than their MRA counterparts (Figure 12).

� The MRA representation cannot deal effectively with surface
creases, unless those creases lie parametrically along edges of
the base mesh (Figure 12). PM’s can introduce surface creases
anywhere and at any level of detail.

� PM’s capture continuous, piecewise-continuous, and discrete ap-
pearance attributes. MRA schemes can represent discontinuous
functions using a piecewise-constant basis (such as the Haar ba-
sis as used in [2, 13]), but the resulting approximations have
too many discontinuities since none of the basis functions meet
continuously. Also, it is not clear how MRA could be extended
to capture discrete attributes.
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Advantages of MRA over PM:

� The MRA framework provides a parametrization between
meshes at various levels of detail, thus making possible multires-
olution surface editing. PM’s also offer such a parametrization,
but it is not smooth, and therefore multiresolution editing may
be non-intuitive.

� Eck et al. [7] construct MRA approximations with guaranteed
maximum error bounds to M̂. Our PM construction algorithm
does not provide such bounds, although one could envision using
simplification envelopes [4] to achieve this.

� MRA allows geometry and color to be compressed indepen-
dently [2].

Other related work There has been relatively little work in
simplifying arbitrary surfaces with functions defined over them.
One special instance is image compression, since an image can be
thought of as a set of scalar color functions defined on a quadrilat-
eral surface. Another instance is the framework of Schröder and
Sweldens [13] for simplifying functions defined over the sphere.
The PM representation, like the MRA representation, is a general-
ization in that it supports surfaces of arbitrary topological type.

7 SUMMARY AND FUTURE WORK

We have introduced the progressive mesh representation and shown
that it naturally supports geomorphs, progressive transmission, com-
pression, and selective refinement. In addition, as a PM construction
method, we have presented a new mesh simplification procedure de-
signed to preserve not just the geometry of the original mesh, but
also its overall appearance.

There are a number of avenues for future work, including:

� Development of an explicit metric and optimization scheme for
preserving surface normals.

� Experimentation with PM editing.

� Representation of articulated or animated models.

� Application of the work to progressive subdivision surfaces.

� Progressive representation of more general simplicial complexes
(not just 2-d manifolds).

� Addition of spatial data structures to permit efficient selective
refinement.

We envision many practical applications for the PM representa-
tion, including streaming of 3D geometry over the Web, efficient
storage formats, and continuous LOD in computer graphics appli-
cations. The representation may also have applications in finite
element methods, as it can be used to generate coarse meshes for
multigrid analysis.
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(a) Base mesh M0 (150 faces) (b) Mesh M175 (500 faces) (c) Mesh M425 (1,000 faces) (d) Original ^M =Mn (13,546 faces)
Figure 5: The PM representation of an arbitrary mesh ^M captures a continuous-resolution family of approximating meshes M0

: : :Mn = ^M.

(a) � = 0:00 (b) � = 0:25 (c) � = 0:50 (d) � = 0:75 (e) � = 1:00
Figure 6: Example of a geomorph MG(�) defined between MG(0)

:

=M175 (with 500 faces) and MG(1)=M425 (with 1,000 faces).

(a) Using conditions (1) and (2); 9,462 faces (b) Using conditions (1’) and (2); 12,169 faces
Figure 7: Example of selective refinement within the view frustum (indicated in orange).

(a) ^M (200�200 vertices) (b) Simplified mesh (400 vertices)
Figure 8: Demonstration of minimizing Escalar: simplification of a mesh with trivial geometry (a square) but complex scalar attribute field.
( ^M is a mesh with regular connectivity whose vertex colors correspond to the pixels of an image.)
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Figure 9: (a) Simplification without Edisc Figure 10: Selective refinement of a terrain mesh taking into account view frustum, silhou-
ette regions, and projected screen size of faces (7,438 faces).

Figure 11: Simplification of a radiosity solution; left: original mesh (150,983 faces); right: simplified mesh (10,000 faces).

(a) ^M (12,946 faces) (b) M75 (200 faces) (c) M475 (1,000 faces)

(d) � = 9:0 (192 faces) (e) � = 2:75 (1,070 faces) (f) � = 0:1 (15,842 faces)
Figure 12: Approximations of a mesh ^M using (b–c) the PM representation, and (d–f) the MRA scheme of Eck et al. [7]. As demonstrated,
MRA cannot recover ^M exactly, cannot deal effectively with surface creases, and produces approximating meshes of inferior quality.

108Page 448 of 448 Unified Patents Exhibit 1005 App'x A-N


