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Abstract

In the MAGIC project, three major components — an ATM internetwork, a
distributed, network-based storage system, and a terrain visualization applica-
tion — were designed, implemented, and integrated to create a testbed for
demonstrating real-time, interactive exchange of data at high speeds among
distributed resources. The testbed was developed as a system, with special
consideration to how performance was affected by interactions among the
components. This article presents an overview of the project, with emphasis
on the challenges associated with implementing a complex distributed system,
and with coordinating a multi-organization collaborative project that relied on
distributed development. System-level design issues and performance measure-
ments are described, as is a tool that was developed for analyzing perfor-
mance and diagnosing problems in a distributed system. The management
challenges that were encountered and some of the lessons learned during the
course of the three-year project are discussed, and a brief summary of
MAGIC-II, a recently initiated follow-on project, is given.

igabit-per-second networks offer the promise

of a major advance in computing and commu-

nications: high-speed access to remote

resources, including archives, time-critical
data sources, and processing power. Over the past six
years, there have been several efforts to develop gigabit
networks and to demonstrate their utility, the most notable
being the five testbeds that were supported by ARPA and
National Science Foundation (NSF) funding: Aurora,
BLANCA, CASA, Nectar, and VISTAnet [1]. Each of
these testbeds comprised a mix of applications and net-
working technology, with some focusing more heavily on
applications and others on networking. The groundbreak-
ing work done in these testbeds had a significant impact
on the development of high-speed networking technology
and on the rapid progress in this area in the 1990s.

It became clear, however, that a new paradigm for
application development was needed in order to realize
the full benefits of gigabit networks. Specifically, network-
based applications and their supporting resources. such as
data servers, must be designed explicitly to operate effec-
tively in a high-speed networking environment. For exam-
ple, an interactive application working with remote storage
devices must compensate for network delays. The MAGIC
project, which is the subject of this article, is the first high-
speed networking testbed that was implemented according
to this paradigm. The major components of the testbed
were considered to be interdependent parts of a system,
and wherever possible they were designed to optimize end-

The work reported here was performed while the authors were with the
MITRE Corp. in Bedford, MA, and was supported by the Advanced
Research Project Agency (ARPA) under contract F19628-94-D-001.

to-end system performance rather than individual compo-
nent performance.

The objective of the MAGIC (which stands for “Multidi-
mensional Applications and Gigabit Internetwork Consor-
tium”) project was to build a testbed that could
demonstrate real-time, interactive exchange of data at
gigabit-per-second rates among multiple distributed
resources. This objective was pursued through a multidisci-
plinary effort involving concurrent development and subse-
quent integration of three testbed components:

* An innovative terrain visualization application that
requires massive amounts of remotely stored data

» A distributed image server system with performance suf-
ficient to support the terrain visualization application

* A standards-based high-speed internetwork to link the
computing resources required for real-time rendering of
the terrain

The three-year project began in mid-1992 and involved
the participation, support, and close cooperation of many
diverse organizations from government, industry, and
academia. These organizations had complementary skills
and had the foresight to recognize the benefits of collabo-
ration. The principal MAGIC research participants were:

» Earth Resources Observation System Data Center, U.S.

Geological Survey (EDC)!

* Lawrence Berkeley National Laboratory, U.S. Depart-
ment of Energy (LBNL)!

» Minnesota Supercomputer Center, Inc. (MSCI)!

* MITRE Corporation!

* Sprint

» SRI International (SRI)!

1These organizations were funded by ARPA.
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Figure 1. Planned functionality of the MAGIC testbed.

* University of Kansas (KU)!

* U S WEST Communications, Inc.
Other MAGIC participants that contributed equipment,

facilities, and/or personnel to the effort were:

* Army High-Performance Computing Research Center
(AHPCRC)

* Battle Command Battle Laboratory, U.S. Army Com-
bined Arms Command (BCBL)

« Digital Equipment Corporation (DEC)

* Nortel, Inc./Bell Northern Research

* Southwestern Bell Telephone

 Splitrock Telecom

Overview of the MAGIC Testbed

O ne of the primary goals of the MAGIC project was to
create a testbed to demonstrate advanced capabilities
that would not be possible without a very high-speed inter-
network. MAGIC accomplished this goal by implementing
an interactive terrain visualization application, TerraVi-
sion, that relies on a distributed image server system (ISS)
to provide it with massive amounts of data in real time.
The planned functionality of the MAGIC testbed is depict-
ed in Fig. 1. Currently, TerraVision uses data processed
off-line and stored on the ISS. In the future the applica-
tion will be redesigned to enable real-time image process-
ing as well as real-time terrain visualization (see the last
section). Note that the workstations which house the appli-
cation, the servers of the ISS, and the “over-the-shoulder”
tool (see subsection entitled “The Terrain Visualization
Application”), as well as those that will perform the on-
line image processing, can reside anywhere on the network.

The MAGIC Internetwork

The MAGIC internetwork, depicted in Fig. 2, includes six
high-speed local area networks (LANSs) interconnected by
a wide area network (WAN) backbone. The backbone,
which spans a distance of approximately 600 miles, is
based on synchronous optical network (SONET) technolo-
gy and provides OC-48 (2.4 Gb/s) trunks, and OC-3 (155
Mb/s) and OC-12 (622 Mb/s) access ports. The LANs are
based on asynchronous transfer mode (ATM) technology.
Five of the LANs — those at BCBL in Fort Leavenworth,
Kansas, EDC in Sioux Falls, South Dakota, MSCI in Min-
neapolis, Minnesota, Sprint in Overland Park, Kansas, and
U S WEST in Minneapolis, Minnesota — use FORE Sys-
tems models ASX-100 and ASX-200 switches with OC-3c
and 100 Mb/s TAXI interfaces. The ATM LAN at KU in
Lawrence, Kansas, uses a DEC AN2 switch, a precursor to
the DEC GigaSwitch/ATM, with OC-3c interfaces. The
network uses permanent virtual circuits (PVCs) as well as
switched virtual circuits (SVCs) based on both SPANS, a
FORE Systems signaling protocol, and the ATM Forum
User-Network Interface (UNI) 3.0 Q.2931 signaling stan-

This article presents an overview of the
MAGIC project with emphasis on the chal-
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entitled “Herding Cats”) and sixth sections
describe how this multi-organizational col-
laborative project was coordinated, and the
technical and managerial lessons learned.
Finally, the last section provides a brief
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summary of MAGIC-II, a follow-on project

begun in early 1996.

W Figure 2. Configuration of the MAGIC ATM internetwork.
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dard. The workstations at the MAGIC sites
include models from DEC, SGI, and Sun. As
part of MAGIC, an AN2/SONET gateway with
an OC-12c interface was developed to link the
AN2 LAN at KU to the MAGIC backbone [2].
In addition to implementing the internetwork,
a variety of advanced networking technologies
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were developed and studied under MAGIC. A
high-performance parallel interface
(HIPPI)/ATM gateway was developed to inter-
face an existing HIPPI network at MSCI to the
MAGIC backbone. The gateway is an IP router rather
than a network-layer device such as a broadband integrat-
ed services digital network (B-ISDN) terminal adapter,
and was implemented in software on a high-performance
workstation (an SGI Challenge). This architecture provides
a programmable platform that can be modified for net-
work research, and in the future can readily take advan-
tage of more powerful workstation hardware. In addition,
the platform is general-purpose; that is, it is capable of
supporting multiple HIPPI interfaces as well as other
interfaces such as fiber distributed data interface (FDDI).

Software was developed to enable UNIX hosts to com-
municate using Internet Protocol (IP) over an ATM net-
work. This IP/ATM software currently runs on
SPARGCstations under Sun OS 4.1 and includes a device
driver for the FORE SBA series of ATM adapters. It sup-
ports PVCs, SPANS, and UNI 3.0 signaling, as well as the
“classical” IP and Address Resolution Protocol (ARP)
over ATM model [4]. The software should be extensible to
other UNIX operating systems, ATM interfaces, and
IP/ATM address-resolution and routing strategies, and will
facilitate research on issues associated with the integration
of ATM networks into IP internets.

In order to enhance network throughput, flow-control
schemes were evaluated and applied, and IP/ATM host
parameters were tuned. Experiments showed that through-
put close to the maximum theoretically possible could be
attained on OC-3 links over long distances. To achieve
high throughput, both the maximum transmission unit
(MTU) and the Transmission Control Protocol (TCP) win-
dow must be large, and flow control must be used to
ensure fairness and to avoid cell loss if there are interact-
ing traffic patterns [5, 6].

The Terrain Visualization Application

TerraVision allows a user to view and navigate through (i.e.,
“fly over”) a representation of a landscape created from
aerial or satellite imagery [7]. The data used by TerraVision
are derived from raw imagery and elevation information
which have been preprocessed by a companion application
known as TerraForm. TerraVision requires very large
amounts of data in real time, transferred at both very
bursty and high steady rates. Steady traffic occurs when a user
moves smoothly through the terrain, whereas bursty traffic
occurs when the user jumps (“teleports”) to a new position.
TerraVision is designed to use imagery data that are locat-
ed remotely and supplied to the application as needed by
means of a high-speed network. This design enables Ter-
raVision to provide high-quality, interactive visualization
of very large data sets in real time. TerraVision is of direct
interest to a variety of organizations, including the Depart-
ment of Defense. For example, the ability of a military
officer to see a battlefield and to share a common view
with others can be very effective for command and control.

Terrain visualization with TerraVision involves two activi-
ties: generating the digital data set required by the appli-

W Figure 3. Relationship between tile resolutions and perspective view.
(Source: SRI International)

cation, and rendering the image. MAGIC's approach to
accomplishing these activities is described below. Enhance-
ments to the application that provide additional features
and capabilities are also described.

Data Preparation — In order to render an image, TerraVi-
sion requires a digital description of the shape and appear-
ance of the subject terrain. The shape of the terrain is
represented by a two-dimensional grid of elevation values
known as a digital elevation model (DEM). The appearance
of the terrain is represented by a set of aerial images,
known as orthographic projection images (ortho-images),
that have been specially processed (i.e., ortho-rectified) to
eliminate the effects of perspective distortion, and are in
precise alignment with the DEM. To facilitate processing,
distributed storage, and high-speed retrieval over a net-
work, the DEM and images are divided into small fixed-
size units known as tiles.

Low-resolution tiles are required for terrain that is dis-
tant from the viewpoint, whereas high-resolution tiles are
required for close-in terrain. In addition, multiple resolu-
tions are required to achieve perspective. These require-
ments are addressed by preparing a hierarchy of
increasingly lower-resolution representations of the DEM
and ortho-image tiles in which each level is at half the res-
olution of the previous level. The tiled, multiresolution
hierarchy and the use of multiple resolutions to achieve
perspective are shown in Fig. 3.

Rendering of the terrain on the screen is accomplished
by combining the DEM and ortho-image tiles for the
selected area at the appropriate resolution. As the user
travels over the terrain, the DEM tiles and their corre-
sponding ortho-image tiles are projected onto the screen
using a perspective transform whose parameters are deter-
mined by factors such as the user’s viewpoint and field of
view. The mapping of a transformed ortho-image to its
DEM and the rendering of that image are shown in Fig. 4.

The data set currently used in MAGIC covers a 1200
km? exercise area of the National Training Center at Fort
Irwin, California, and is about 1 Gpixel in size. It is derived
from aerial photographs obtained from the National Aerial
Photography Program archives and DEM data obtained
from the U.S. Geological Survey. The images are at
approximately 1 m resolution (i.e., the spacing between
pixels in the image corresponds to 1 m on the ground).
The DEM data are at approximately 30 m resolution (i.e.,
elevation values in meters are at 30 m intervals).

Software for producing the ortho-images and creating
the multiresolution hierarchy of DEM and ortho-image
tiles was developed as part of the MAGIC effort. These
processes were performed “off-line” on a Thinking
Machines Corporation Connection Machine (CM-5) super-
computer owned by the AHPCRC and located at MSCI.
The tiles were then stored on the distributed servers of the
ISS and used by terrain visualization software residing on
rendering engines at several locations.
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possible by precisely aligning the DEM and imagery
data with a world coordinate system as well as with
each other.

A number of buildings and vehicles have been
created and stored on the rendering engine for dis-
play as an overlay on the terrain. The locations of
vehicles can be updated periodically by transferring
vehicle location data, acquired with a global posi-
tioning system receiver, to the rendering engine for
integration into the terrain visualization displays.
Registration of the user’s viewpoint to a map enables
the user to specify the area he wishes to explore by
pointing to it, and it aids the user in orienting him-
self.

In addition, an over-the-shoulder (OTS) tool was
developed to allow a user at a remote workstation to
view the terrain as it is rendered. The OTS tool is
based on a client/server design and uses XWindow
system calls. The user can view the entire image on
the SGI screen at low resolution, and can also select
a portion of the screen to view at higher resolution.
The frame rate varies with the size and resolution of
the viewed image, and with the throughput of the
workstation.

The Image Server System
The ISS stores, organizes, and retrieves the pro-

W Figure 4. Mapping an ortho-image onto its digital elevation model.
(Source: SRI International)

Image Rendering — TerraVision provides for two modes
of visualization: two-dimensional (2-D) and three-dimen-
sional (3-D). The 2-D mode allows the user to fly over the
terrain, looking only straight down. The user controls the
view by means of a 2-D input device such as a mouse.
Since virtually no processing is required, the speed at
which images are generated is limited by the throughput of
the system comprising the ISS, the network, and the ren-
dering engine.

In the 3-D mode, the user controls the visualization by
means of an input device that allows six degrees of free-
dom in movement. The 3-D mode is computationally
intensive, and satisfactory visualization requires both high
frame rates (i.e., 15-30 frames/s) and low latencies (i.e., no
more than 0.1 s between the time the user moves an input
device and the time the new frame appears on the screen).

High frame rates are achieved by using a local very-
high-speed rendering engine, an SGI Onyx, with a cache of
tiles covering not only the area currently visible to the
user, but also adjacent areas that are likely to be visible in
the near future. A high-speed search algorithm is used to
identify the tiles required to render a given view. For
example, as noted above, perspective (i.e., 3-D) views
require higher-resolution tiles in the foreground and
lower-resolution tiles in the background. TerraVision
requests the tiles from the ISS, places them in memory, and
renders the view. Latency is minimized by separating image
rendering from data input/output (I/O) so that the two activ-
ities can proceed simultaneously rather than sequentially
(see the section entitled “Design Considerations”).

Additional Features and Capabilities — TerraVision
includes two additional features: superposition of fixed
and mobile objects on the terrain, and registration of the
user’s viewpoint to a map. Both of these features are made

cessed imagery and elevation data required by Ter-
raVision for interactive rendering of the terrain. The
ISS consists of multiple coordinated workstation-
based data servers that operate in parallel and are
designed to be distributed around a WAN. This
architecture compensates for the performance limitations
of current disk technology. A single disk can deliver data
at a rate that is about an order of magnitude slower than
that needed to support a high-performance application
such as TerraVision. By using multiple workstations with
multiple disks and a high-speed network, the ISS can deliv-
er data at an aggregate rate sufficient to enable real-time
rendering of the terrain. In addition, this architecture per-
mits location-independent access to databases, allows for
system scalability, and is low in cost. Although redundant
arrays of inexpensive disks (RAID) systems can deliver higher
throughput than traditional disks, unlike the ISS they are
implemented in hardware and, as such, do not support multi-
ple data layout strategies; furthermore, they are relatively
expensive. Such systems are therefore not appropriate for
distributed environments with numerous data repositories
serving a variety of applications.

The ISS, as currently used in MAGIC, comprises four or
five UNIX workstations (including Sun SPARCstations,
DEC Alphas, and SGI Indigos), each with four to six fast
SCSI disks on two to three SCSI host adapters. Each serv-
er is also equipped with either a SONET or a TAXI net-
work interface. The servers, operating in parallel, access
the tiles and send them over the network, which delivers
the aggregate stream to the host. This process is illustrated
in Fig. 5. More details about the design and operation of
the ISS can be found in [8].

Design Considerations

ln MAGIC, the single most perspicuous criterion of suc-
cessful operation is that the end user observes satisfactory
performance of the interactive TerraVision application.
When the user flies over the terrain, the displayed scene
must flow smoothly, and when he teleports to an entirely
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different location, the new scene must
appear promptly. Obtaining such per-
formance might be relatively straight-
forward if the terrain data were
collocated with the rendering engine.
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that the data set could be extremely
large, so it might not be feasible to
transfer it to the user’s site. Moreover,
experience has shown that in many
cases the “owner” of a data set is also
its “curator” and may be reluctant to
distribute it, preferring instead to keep
the data locally to simplify mainte-
nance and updates. Finally, it was
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delays and other degradations in the
end-to-end operation of the system.

In order to understand system-level
design issues, it is necessary to outline
the sequence of events that occurs when the user moves the
input device, causing a new scene to be generated. TerraVi-
sion first produces a list of new tiles required for the scene.
This list is sent to an ISS master, which performs a name
translation, mapping the logical address of each tile (the
tile identifier) to its physical address (server/disk/location
on disk). The master then sends each server an ordered list
of the tiles it must retrieve. The server discards the previ-
ous list (even if it has not retrieved all the tiles on that
list) and begins retrieving the tiles on the new list. Thus,
the design for the system comprising TerraVision, the ISS,
and the internetwork must address the following questions:
* How can TerraVision compensate for tiles it needs for

the next image but have not yet been received?

* How often should TerraVision request tiles from the ISS?

*Where should the ISS master be located?

*How should tiles be distributed among the ISS disks?

*How can cell loss be minimized near the rendering site
where the tile traffic becomes aggregated and conges-
tion may occur?

Missing Tiles

Network congestion, an overload at an ISS server, or a
component failure could result in the late arrival or loss of
tiles that are requested by the application. Several mecha-
nisms were implemented to deal with this problem. First,
although the entire set of high-resolution tiles cannot be
collocated with the application, it is certainly feasible to
store a complete set of lower-resolution tiles. For example,
if the entire data set comprises 1 Tbyte of high-resolution
tiles, then all of the tiles that are five or more levels coarser
would occupy less than 1.5 Mbyte, a readily affordable
amount of local storage. If a tile with resolution at, say,
level 3 is requested but not delivered in time for the image
to be rendered, then, until the missing level-3 tile arrives,
the locally available coarser tile from level 5 would be

W Figure 5. Schematic representation of the operation of the ISS. (Source: Lawrence
Berkeley National Laboratory)

used in place of the 16 level-3 tiles. This substitution mani-
fests itself by the affected portion of the rendered image
appearing “fuzzy” for a brief period of time. Temporary
substitution of low-resolution tiles for high-resolution tiles
is particularly effective for teleporting because that opera-
tion requires a large number of new tiles, so it is more
likely that one or more will be delayed.

Second, TerraVision attempts to predict the path the
user will follow, requesting tiles that might soon be need-
ed, and assigning one of three levels of priority to each tile
requested. Priority-1 tiles are needed as soon as possible;
the ISS retrieves and dispatches these first. This set of tiles
is ordered by TerraVision, with the coarsest assigned the
highest priority within the set. The reasons are:

* The rendering algorithm needs the coarse tiles before it
needs the next-higher-resolution tiles.
* There are fewer tiles at the coarser resolutions, so it is
less likely that they will be delayed.
The priority-2 tiles are those that the ISS should retrieve
but should transmit only if there are no priority-1 tiles to
be transmitted; that is, priority-2 tiles are put on a lower-
priority transmit queue in the I/O buffer of each ISS serv-
er. (ATM switches would be allowed to drop the cells
carrying these tiles.) Priority-3 tiles are those that should
be retrieved and cached at the ISS server; these tiles are
less likely to be needed by TerraVision. Note that there is
a trade-off between “overpredicting” — requesting too
many tiles — which would result in poor ISS performance
and high network load, and “underpredicting,” which
would result in poor application performance.

Finally, a tile will continue to be included in Terra-
Vision's request list if it is still needed and has not
yet been delivered. Thus, tiles or tile requests that are
dropped or otherwise “lost” in the network will likely be
delivered in response to a subsequent request from the
application.
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Frequency of Requests

Another trade-off pertains to the frequen-
cy at which TerraVision sends its request
list to the ISS. If the interval between
requests is too large, then some tiles will
not arrive when needed, resulting in a
poor-quality display; in addition, the ISS
will be idle and hence not used efficiently.
On the other hand, if the interval is too
short, then the request list might contain
tiles that are currently in transit from
servers to the application; this would
result in poor ISS performance and redun-
dant network traffic. For a typical MAGIC
configuration, the interval between
requests is currently set at 200 ms, a value
that was found empirically to yield satis-
factory performance. This value is based

between requests

is currently set at

200 ms, a value
that was found

empirically to yield

Fora typical
MAGIC configura-

tion, the interval

aggregate throughput which can be
obtained from the ISS. The data place-
ment strategy depends on the application
and is a function of data type and access
patterns. For example, the retrieval pat-
tern for a database of video clips would be
quite different from that for a database of
images. A strategy was developed for a
terrain visualization type of application
that minimizes the retrieval time for a set
of tiles: the tiles assigned to a given disk are
as far apart as possible in the terrain in
order to maximize parallelism by minimizing
the probability that tiles on a request list
are on the same disk; and on each disk,
tiles that are near each other in the terrain are
placed as close as possible to minimize
retrieval time. Although this was shown to be

roughly on the measured latency of the satisfa Ctor_y an optimal strategy for terrain path-fol-
ISS (about 100 ms) and on the estimated lowing as in TerraVision [9], it was subse-
time required for a tile request to travel quently shown that ISS performance with
through the network from the TerraVision p erformance. random placement of tiles was only slightly

host to the ISS master and then to the

most distant ISS server, plus the time for

the tile itself to travel back to the host (perhaps a total of
50 ms). Additional measurements and analysis are needed
to more precisely determine the appropriate request fre-
quency as a function of the performance and location of
system components and of network parameters.

Location of ISS Master

Since tile requests flow from TerraVision to the ISS mas-
ter and thence to the servers themselves, the time for
delivering the requests to the servers is minimized when
the master is collocated with the TerraVision host. Howev-
er, locating the master with the host is neither desirable
nor practical for several reasons. The master is logically
part of the ISS; therefore, its location should not be con-
strained by the application. Also, an ISS may be used with
several applications concurrently, by multiple simultaneous
users of a particular application, or by a user whose host
may be unable to support any ISS functionality (e.g., a
mobile user). Moreover, replication of the master would
introduce problems associated with maintaining consisten-
cy among multiple masters when the ISS is in a read/write
environment, as it would be when real-time data are being
stored on the servers.

To first order, the delivery time of tile requests is limit-
ed by the time t for a request to travel from TerraVision
to the ISS server most distant from the TerraVision host.
Hence, if the master is approximately on the path from the
TerraVision host to that server, then t will not be much
greater than when the master and host are collocated. Fur-
thermore, in the current MAGIC testbed, t is much smaller
than the sum of the disk latency and the network transit
time. In other words, there is considerable freedom in
choosing the location of the ISS master. Satisfactory sys-
tem performance has been demonstrated, for example,
with the TerraVision host in Kansas City, the ISS master
in Sioux Falls, and servers in Minneapolis and Lawrence.
Of course, this conclusion might change if faster servers
reduce ISS latency considerably, or the geographic span of
the network were substantially larger.

Distribution of Tiles on ISS Servers

The manner in which data are distributed among the
servers determines the degree of parallelism and hence the

worse. This was partly because tile retrieval

time is much less than the latency in the
ISS servers and network transit time, and is therefore not
currently a significant factor in overall performance. Ran-
dom placement is simpler to implement and is expected to
be satisfactory for many other applications. However, as
discussed for the location of the ISS master, this conclu-
sion may have to be revisited if the performance or the
geographic distribution of system components changes sig-
nificantly.

Avoiding Cell Loss

When initially implemented, the MAGIC internetwork
exhibited very low throughput in certain configurations.
One cause of the low throughput was found to be mis-
matches between the burst rates of components in the com-
munications path. Examples of such rate mismatches were:
* An OC-3 workstation interface transmitting cells at full
rate across the network to a 100 Mb/s TAXI interface
on another workstation
* Two or more OC-3 input ports at an ATM switch send-
ing data to the same OC-3 output port

A mismatch, coupled with small buffers at the output
ports of ATM switches, caused cells to be dropped, which
in turn resulted in the retransmission of entire TCP pack-
ets, exacerbating the problem. In some cases the measured
useful throughput was less than one percent of the capaci-
ty of the lower speed line.

Previously it was noted that in many cases a large
MTU can increase throughput. However, once again there
is a trade-off. As the MTU size is increased, the number
of ATM cells needed to carry the MTU increases. The
probability that one or more cells from the MTU will be
dropped by the network therefore increases, which in turn
increases the probability that the MTU will have to be
retransmitted, thus possibly decreasing the effective
throughput. Flow-control techniques together with large
switch buffers and proper choice of protocol parameters
did provide satisfactory performance. Nevertheless, the
overriding conclusions are that the parameters of the
entire end-to-end system, not just those of a single host or
switch, must be tuned, each direction of the data path
must be evaluated separately, and every component in
each direction of the data path must be considered in the
evaluation.
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his section presents highlights of system-

level performance issues and measurements
of the MAGIC testbed. The input data rates
that are needed to support the TerraVision
application are calculated first, to provide the
context for the subsequent discussion. Then
the data rates that the network, the ISS, and
the application host can actually support are
described. Finally, a diagnostic tool that was
developed to help analyze system performance
is explained. More detailed information about
all of the above topics can be found in [3, 5, 6,
10].
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TerraVision is used in one of two modes,
flyover or teleport, and the characteristics of
the data flow for the two modes are quite dif-
ferent. Flyover requires a relatively steady flow
over a relatively long period of time (many seconds),
whereas teleport requires a large burst of data but occurs
relatively infrequently. Quantitative requirements can be
estimated as follows. A high-resolution full-screen display
comprises about 100 tiles, each tile containing 128 x 128
pixels with 24 bits of color information, or approximately
0.4 Mb. If 10 new tiles are needed for a typical frame
update during flyover, then at 30 frames/s, the average
data rate is

(30 frames/s) x (10 tiles/frame) x (0.4 Mb/tile)
=~ 120 Mb/s

at the application level in the host. Protocol overhead
might add approximately 15 percent to this value, resulting
in a line rate of about 140 Mb/s. For a teleport, the burst
rate is considerably higher because the entire screen must
be repainted within, say, a quarter of a second after the
user selects the new location. If the total latency between
the instant the user enters the selection and the instant the
first bit of the first tile arrives at the TerraVision host is
150 ms, then the full screen of data must be transferred in
the remaining (250 - 150) = 100 ms, and the capacity
needed to support the transfer is

(100 tiles) x (0.4 Mb/tile)/(0.1s) ~ 400 Mb/s

at the application level, or about 450 Mb/s on the trans-
mission line.

The line capacity needed near the TerraVision host site
can be determined from these required rates and from the
end-to-end throughput that can be attained in the network.
Measurements on the MAGIC network showed that if the
MTU and the TCP window sizes were large enough, and if
flow control were used, then end-to-end TCP rates corre-
sponding to about 80 percent of the line rate could be sus-
tained; this is about 120 Mb/s on an OC-3 line. Thus, a
flyover would completely fill a single OC-3 line, so in prac-
tice two lines are needed to allow for possible degrada-
tions and for variations around the average rate derived
above. Similarly, one OC-12 or four OC-3 lines are needed
to support a low-response-time teleport. Lower line capac-
ity on the path near the host would degrade the response
time (although the degradation would be less than linear
because of the additive factor of ISS latency). In summary,
the equivalent of two OC-3 lines into the host should give
satisfactory flyover performance and a teleport response
time less than 0.5 s, but more capacity is needed to reduce
the response time and to provide some cushion for con-
tention near the host site.

W Figure 6. Timing data from a configuration with two ISS servers. (Source:
Laurence Berkeley National Laboratory)

The next question is, “How many ISS servers are needed
to support the application?” Early measurements of a vari-
ety of workstations configured as ISS servers showed that a
typical SCSI disk delivered data at a steady rate of about
20 Mb/s; a single SCSI adapter with multiple disks could
provide about 60 Mb/s; and a workstation with multiple
adapters could deliver about 80 Mb/s. Additional disks or
adapters did not increase throughput — the bottleneck
apparently being memory bandwidth — but did increase
the probability that the throughput could be sustained by
ensuring that the server was not idle. These data indicate
that tiles must be distributed over at least five servers to
obtain the 400 Mb/s rate needed for good teleport perfor-
mance.

The data streams from the ISS servers converge at the
TerraVision host, and recent measurements showed that
with four servers transmitting to a host with two OC-3
ATM ports, the aggregate application-level throughput was
only about 100 Mb/s, and in fact was slightly less than the
throughput with a single server. (The peak throughput was
about 150 Mb/s, with two input streams.) Cells are appar-
ently being dropped at the ATM interface. This is a seri-
ous bottleneck in overall system performance; the host and
interface vendors are aware of the problem and are work-
ing on a solution.

Clearly, understanding the overall performance of a net-
work-based distributed system such as MAGIC is an appre-
ciably more complex undertaking than simply
“concatenating” the standalone performance of the indi-
vidual components because there are interactions among
the components. It is important to be able to measure and
correlate these interactions in order to understand and
predict the performance of the system as a whole. Stated
in concrete terms, a problem observed by a user could
have a variety of causes. For example, in MAGIC it would
be acceptable if low-resolution tiles are used occasionally
in place of high-resolution tiles that are delayed or lost in
transit (as described in the previous section), but it would
be unacceptable if this occurred frequently. If such observ-
able degradation did occur, the cause could be the applica-
tion host dropping cells, ATM switches dropping cells,
excessive delay somewhere in the ISS, low ISS throughput
because of the way tiles are distributed among servers,
processing limitations of the TerraVision host, or a combi-
nation of these and other phenomena.

To aid in pinpointing potential problems, accurately syn-
chronized clocks were deployed at MAGIC sites, many
components were instrumented to log traffic data, and a
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tool was developed for collecting,
processing, and displaying the
logged data [3]. The tool’s graphi-
cal portrayal of measured data
gives a readily comprehendible
view of the overall operation of
the system, permits performance
estimates to be calculated easily,
and provides an indication of
which components may be causing
performance problems. This tool,

researchers who were used to
working independently. Although
five of these organizations were
funded by ARPA, each had its
own contract and a statement of
work that was complementary to
the others but theoretically could
be executed separately from the
rest. In addition, the commercial
carriers and other organizations
that were expected to be major

which was developed toward the
end of the MAGIC project, has
proved to be extremely valuable in
diagnosing problems and in pro-
viding insight into techniques for improving performance.
The tool is applicable to many high-speed distributed sys-
tems. A brief description of its use is given below.

Figure 6 displays a representative sample of 4 s of data
from a configuration with the application host in Kansas City
(“tioc” in the legend), the ISS master in Sioux Falls (“edc”),
and one server at each. (The host was not running TerraV-
ision, but an application that emulates TerraVision by
sending the identical tile request lists which were sent dur-
ing a previously recorded TerraVision session.) The dia-
gram traces a time history for each requested tile, showing:
* When the application sends a request list (e.g., at 6800

ms) and when it is received by the ISS master (~6810)2
¢ When the master sends tile lists to the two servers (6820)

and when they are received (~6840 and ~6850)
* When the servers start and complete their read operations
* When the tile data are transmitted by the servers and
received by the host

In this example, the time between the request list leav-
ing the application host and the first tile arriving at the
host is 180 ms. The diagram shows that excluding the serv-
er time, the largest component of this 180 ms delay was
queuing at the server, a result of TCP retransmissions of
previously transmitted tiles that were, in effect, blocking
transmission of subsequent tiles. (The shallow-sloped lines
between “server send” and “app receive” represent tiles
with TCP transmissions.) Rough calculations of throughput
at each measurement point can readily be made by count-
ing the number of tiles processed in a selected interval of
time; for example, 15 tiles were received by the application
between 6980 and 7130 ms, for a throughput of about 40
Mb/s.

Herding Cats

Ithough the MAGIC project was an ambitious under-
taking, it nevertheless was able to achieve most of its
goals. The success of the project seems all the more
remarkable if one considers the degree of interorganiza-
tional collaboration that was required to design, develop,
test, and integrate the individual testbed components and
to ensure their interoperability. Indeed, fostering this col-
laboration was one of the most significant nontechnical
challenges facing the project — and one of its noteworthy
accomplishments.
More than a dozen diverse, geographically dispersed
organizations participated in MAGIC, and many of the
individuals involved in the project were experienced

2 These numerical values were obtained from a version of this diagram
with an expanded timescale.

W Figure 7. In the beginning, things looked difficult.

contributors were not externally
funded and therefore were under
no obligation to participate
actively in the effort. Thus, the
situation at the outset was not unlike the metaphorical
herding of cats (Fig. 7).

The authors of this article were funded by ARPA to
oversee and coordinate the research and development (R
& D)efforts of the five ARPA-funded research partici-
pants, and to help facilitate their collaboration with the
carriers and with the other organizations contributing to
the project. This was a challenging assignment because
none of these organizations was contractually bound to
answer to a third party, so voluntary compliance of all
organizations was required. Considering the cast of players
and the circumstances of their affiliation, it would have
been imprudent to attempt to dictate direction or to
impose preferences. Furthermore, to do so not only would
have been ineffective but would have been counterproduc-
tive because a heavy-handed management style would have
stifled the innovation that was critical to the success of the
project. In other words, peremptory management might
have led to passive obedience (Fig. 8), but the results
would have been uninspired [11].

The challenge was to create an environment that facili-
tated progress and encouraged cooperation while at the
same time promoting creativity and initiative. The
approach used was to obtain mutual agreement on a com-
mon set of goals and related milestones which could not
be achieved without the contributions of all of the partici-
pants. In this way, the focus of the work shifted from the
pursuit of individual goals to the pursuit of common goals,
and collaboration was implicitly understood to be essential
for success. In retrospect, the reasons why this approach
worked well seem obvious. Having a common set of goals
engendered an esprit de corps among the participants
which gave the sense of a “virtual” organization dedicated
to the success of MAGIC.

However, participants soon recognized that while cama-
raderie and commitment were vital to success, team spirit
alone was not sufficient to ensure that success. Differences
in work styles, conflicting priorities, geographical disper-
sion of people and resources, and the sheer magnitude
of the interdependencies underscored the need for
centralized leadership and for “formal” procedures for
coordinating activities. As a result, members of the
MAGIC team willingly consented to, and complied with,
a set of management practices that they perceived as
facilitating the achievement of their technical objectives.
The management style was collegial with the authors serv-
ing as facilitators for defining and prioritizing project
activities, as mediators for resolving disputes, as liaison
with the project sponsor (ARPA), and as catalysts for pro-
moting the team interactions required to move forward.
Thus, as indicated in Fig. 9, MAGIC took a hybrid
approach to managing and coordinating its R & D, with
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progress toward common goals
achieved through high-level con-
sensus-building among the partic-
ipants.

Three practices stand out as
being most critical to the success
of the project: demonstrations,
planning with flexibility, and
ongoing communications.

Demonstrations — Although the
components of the MAGIC
testbed were designed to operate

Ongoing Communications —
Ongoing communication was an
important factor in maintaining
cohesiveness among team mem-
bers, and was essential for
accomplishing the work. Regular
interaction was achieved by hold-
ing weekly teleconferences and
quarterly project meetings to dis-
cuss technical issues and interor-
ganizational dependencies, to
plan joint activities and events,
and to identify and resolve prob-

as parts of a system, they were
developed independently by orga-
nizations that were not collocat-
ed. Therefore, interoperability testing and debugging were
difficult. To deal with this problem, demonstrations for
external observers were scheduled to mark the achieve-
ment of milestones. These demonstrations provided a
strong incentive for overcoming the logistical obstacles to
testing, and for uncovering and finding solutions to tough
problems. At first glance, these events appeared to be dis-
tractions from the research and a drain on people and
resources, and initially they were deemed antithetical to an
R & D project. In actuality they were the single most
important factor in accelerating progress. Often, it was in
the typically frantic last hours before a crucial demonstra-
tion that creative solutions to unforeseen problems were
conceived.

A number of major demonstrations were scheduled in
conjunction with quarterly project meetings or technical
symposia. The first, which took place approximately
halfway into the three-year project duration, marked the
completion of the first phase of the MAGIC testbed: ini-
tial versions of TerraVision and the ISS working together
over a partially completed backbone. The second, which
occurred about six months later, demonstrated improved
versions of both TerraVision and the ISS working together
over the full internetwork. This demonstration was attend-
ed by prospective end users of the system who provided
valuable feedback, including suggestions for additional
capabilities which were subsequently incorporated into
TerraVision, substantially improving the utility of the
application.

Planning ... with Flexibility — Researchers are notoriously
reluctant to document their ideas and approaches in
advance for fear of forfeiting their flexibility or limiting
their options; however, failure to do so can spell disaster
in a collaborative venture involving multiple organizations.
Therefore, one of the first priorities of the MAGIC team
was to develop a comprehensive research plan for the pro-
ject. If truth be told, the process of planning was far more
valuable than the plan itself. In creating the plan, each
organization was forced to clearly define its tasks and
milestones, to explore alternative approaches to accom-
plishing the work, and, most important, to identify interor-
ganizational relationships and dependencies. It was
understood that tasks and milestones, as well as technical
approaches, would most likely change and evolve over the
course of the three-year effort, and the plan was consid-
ered a working document to be revised and revisited as
appropriate. However, at the conclusion of the project, it
was gratifying to discover that the participants had accom-
plished most of the work they had intended to do within
the allotted time and budget constraints.

W Figure 8. This wouldn’t work either.

lems. In addition, a variety of
mechanisms for exchanging infor-
mation were established, includ-
ing multiple mailers, and a project server for storing and
retrieving documents such as project plans, papers, and
reports. To facilitate collaboration on documents, a com-
mon desktop publishing package, which was available for
multiple platforms, was adopted by the team very early in
the project.

lessons learned

he previous section described the challenges of manag-

ing the MAGIC project, and discussed some of the fac-
tors that promoted cooperation and collaboration among
the participants in this multidisciplinary, multi-organiza-
tional effort. Below are some additional lessons that were
learned — sometimes with pain — during the course of
the three-year project.

lechnology for R&D Projects

R & D projects such as MAGIC depend on state-of-the-art
technology to achieve their goals. There are two alterna-
tives for obtaining this technology: develop it as part of
the project, or procure it from vendors or other sources.
Where possible, MAGIC opted for the latter alternative,
and milestones were planned based on vendors’ stated
intentions regarding the capabilities of and projected
delivery dates for critical hardware and software. As a con-
sequence of this decision, MAGIC researchers learned two
important lessons.

Be Prepared to Deal with the Limitations of Vendor Products —

Some of the vendor-supplied state-of-the-art products

required by MAGIC, for example, the SONET terminals

and the ATM switches, were available on schedule and
performed satisfactorily. Others, however, were either not
available in the time frame expected (e.g., OC-12 cards for
the ATM switches) or did not function as anticipated.

Specifically, MAGIC researchers had to deal with three

types of limitations:

* Product (im)maturity: Early production versions of prod-
ucts required a significant amount of tuning and debug-
ging that would be unacceptable in a mature product.
For example, some workstation operating systems initial-
ly had hard-coded upper limits on the TCP window size,
limiting the achievable throughput across a network hav-
ing a large bandwidth-delay product.

» Standalone performance vs. system performance: Prod-
ucts did not perform per their standalone specifications
when incorporated into a system. For example, the mea-
sured rate of a disk on an ISS server was typically less
than half the specified rate (perhaps caused by interac-
tions with the SCSI adapter).

* Single-component performance vs. multiple-component
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performance: When multiple
components were made to
operate in parallel, their per-
formance did not scale linearly.
For example, the rate at which
the TerraVision host could
absorb data increased only
slightly as the number of ATM
interfaces was increased.
Encourage the Active Involvement
of Vendors in the R & D Effort —

stration versions of TerraVision
and the ISS were coordinated to
ensure their compatibility.

Plan Equipment Logistics Carefully
and in Advance — Another
problem, pertinent to develop-
ment as well as demonstrations, is
the availability of equipment. Since
budgets are finite, choices must
be made regarding what equipment
to purchase and where this

MAGIC depended on products
that were under development or
“on the horizon” when the pro-
ject was initiated, and progress
often hinged on timely access to
early releases or upgrades. In some cases, market pressures
on vendors took precedence over research needs, and the
products were delayed, or anticipated features were post-
poned or eliminated. In other cases, products were
released but were not robust, and vendor support was diffi-
cult to obtain. If equipment vendors had been more actively
involved in the R & D effort, the other researchers, as well
as ARPA and the carriers, would have been in a better
position to influence vendor priorities and development
schedules, and would have been more likely to gain the sup-
port and assistance they needed to correct shortcomings.
Active vendor participation would have been beneficial to the
vendors as well, providing them with insight into the
strengths and limitations of their products, and helping
them identify additional features and performance enhance-
ments that might improve their competitive advantage.
Despite the difficulties associated with relying on ven-
dors for supporting technology, using vendor-supplied
products was preferable to developing customized products
as part of the project. Such development would have been
time- and resource-intensive, and possibly a duplication of
effort. In addition, customized technology is expensive to
replicate and difficult to transfer to other domains.

ability.

Support for Demonstrations

As discussed previously, demonstrations were sometimes
scheduled to coincide with major project events or mile-
stones. In addition, requests to demonstrate the capabili-
ties of the testbed were occasionally made by ARPA, by
the management of the participating organizations, or by
prospective end users. While there were significant bene-
fits associated with holding these demonstrations, prepar-
ing for them was time-consuming because it was frequently
necessary to reconfigure the network and to relocate and
assemble the required hardware. The MAGIC team
learned two lessons that helped facilitate the conduct of
demonstrations during the later stages of the project.

Establish a Reliable Testbed Configuration to Support
Demonstrations — Although demonstrations proved to be a
significant stimulus to progress, they sometimes conflicted
with planned experiments or with development and testing
activities. This was particularly troubling when work-in-
progress was interrupted or put on hold for a relatively
long period of time in order to reconfigure the network
(or to test modifications to TerraVision or the ISS) to sup-
port a scheduled event. This situation was remedied by
implementing stable versions of TerraVision and the ISS
and deploying them at selected locations. These versions
were used to support demonstrations, performance mea-
surements, and related activities. Updates to the demon-

W Figure 9. Heterogeneous collaborative interoper-

equipment should be located.
While it is impossible to foresee all
contingencies, equipment needs
should be determined as far in
advance as possible. Doing so will minimize the disruptions
and stress associated with disassembling and transporting
hardware over long distances, and acquiring essential com-
ponents on short notice. It is especially important to devel-
op strategies for supporting off-site demonstrations,
particularly those that involve relocating large, cumber-
some equipment or require expensive hardware which can-
not easily be moved and is difficult to borrow or lease.
One way of helping to ensure that demonstrations can
be accommodated without undue disruption is to purchase
spares of inexpensive equipment. These spares would be
available not only for demonstrations, but for development
and experimentation in the event that an original malfunc-
tions. It is less feasible to duplicate expensive equipment;
however, if vendors of critical components are actively
involved in the project, they might be willing to support
demonstrations by providing the necessary hardware.

Support for Development

The MAGIC testbed consists of components that were
designed to interoperate but were developed independent-
ly by organizations that were geographically separated. In
addition, the end users of the system were not research
participants in the project. The following lessons were
learned regarding how to work more effectively and effi-
ciently under such conditions.

Build Tools to Enable Independent Development of Interop-
erable Components — Interoperability testing of a given
component was challenging because it required that other
components possess a level of functionality or performance
that was not always available when the tests were ready to
be conducted. One way to alleviate this problem was to
implement component simulators that enabled interoper-
ability testing. In MAGIC, the implementation of a Ter-
raVision simulator hastened progress on the ISS, whereas
the decision not to implement an ISS simulator increased
the time needed to complete TerraVision.

Provide High-Speed Network Connections for All Major
Participants — Proper testing of TerraVision and the ISS
required high-speed interconnectivity. However, SRI and
LBNL, the respective developers of these components, did
not have such connectivity. As a result, interoperability
testing could not be performed locally, and testing at
remote sites was both burdensome and inefficient. In the
MAGIC project, both of these organizations would have
benefited from having high-speed links to the backbone.

Solicit Periodic Input from End Users — Getting input from
end users helps to ensure that the final product has useful
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The MAGICHI

features, satisfactory performance, and a well-
designed interface. Input regarding desired
capabilities should be solicited early in the
effort and regularly thereafter as develop-
ment progresses. Although, as noted in
the previous section, MAGIC did benefit
from such input, the project would have
benefited even more if that input had
been obtained earlier and more frequently.

Future Work

he MAGIC project has demonstrated a

high-speed, wide-area IP/ATM inter-
network that supports a real-time terrain
visualization application and a distributed
storage system. ARPA recently approved
funding for a three-year follow-on effort,
MAGIC-II, which will build on the tech-
nology developed in the original MAGIC
project and on the existing MAGIC net-
work facilities. There are two major inter-
related goals in MAGIC-II:

* To enhance and upgrade the testbed to
demonstrate the utility and capabilities
of distributed processing and network-
based storage, coupled with high-speed
networks, to support a new generation
of real-time applications.

* To create a very large internetwork with
many end users that will be a realistic
test environment for ATM technology
and for the above type of application.

The MAGIC-II testbed will demonstrate

the scalability of the distributed storage

and distributed processing concepts by
configuring systems that have a large num-
ber of servers and processors on many

ATM networks spanning a large geograph-

ic area, and have multiple sets of data and

multiple simultaneous users.

The MAGIC-II testbed is based on a very general
paradigm in which high-performance computing, storage,
and communications are used to provide rapid access to
large amounts of distributed data, including real-time data
that must be processed and delivered to an end user on
demand. Applications that use this paradigm arise in a
variety of situations, including military operations, intelli-
gence imagery analysis, and natural disaster response. The
exact type, location, and ownership of the data used by
these applications may not be known in advance, and these
data may require a large amount of processing to be trans-
formed into useful information. In addition, the processed
data may have to be delivered to end users with a range of
communications speeds, link qualities, computational pow-
ers, and display capabilities. The data, as well as the com-
puting and storage resources required to process them,
may reside in multiple administrative domains that have
different usage and access control policies.

Specific work to be done in MAGIC-II includes aug-
menting the MAGIC internetwork with wireless nodes and
interconnecting it with other IP/ATM internetworks to cre-
ate a nation-wide, high-speed, wide-area testbed. This
testbed will be used for experimentation with protocols,
with routing techniques, and with mobile access to back-
bone services. A new version of TerraVision that can per-
form on-the-fly rectification coupled with algorithms for

testbed will demon-
strate the scalability
of the distributed stor-
age and distributed
processing concepits
by configuring
systems that have a
large number
of servers and
processors on many
AIM networks span-
ning a large geo-
graphic area, and
have multiple sets of
data and multiple

simultaneous users.

“in-transit” processing will permit near-
real-time visualization of raw imagery,
enabling data from sensors to be viewed
within minutes (rather than hours) after
being generated. (Fig. 1.) Data fusion
techniques will allow disparate data types
to be overlaid. The processing will be per-
formed by sets of distributed devices that
are constructed from resources owned by
multiple administrative domains. Algo-
rithms that dynamically determine the cur-
rent state of the network will provide
information to the application so that it
can adapt to current system performance
and to available system resources.

The MAGIC-II project will certainly
benefit from the lessons learned in the
original MAGIC project. Nevertheless, as
with any research effort, new challenges will
be encountered, and new lessons, both tech-
nical and organizational, will be learned in
meeting these challenges. Stay tuned.
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Foreword

ITU (International Telecommunication Union) is the United Nations Specialized Agency in the field of
telecommunications. The CCITT (the International Telegraph and Telephone Consultative Committee) is a permanent
organ of the ITU. Som&66 member countries, 68 telecom operating entifi€8 scientific and industrial organizations

and 39 international organizations participate in CCITT which ishibdy which sets world telecommunications
standards (Recommendations).

The approval of Recommendations by the members of CCITT is covetbhd pyocedure laid down @CITT Resolution
No. 2 (Melbourne,1988). In addition, thePlenary Assembly ofCCITT, which meets everyfour years, approves
Recommendations submitted to it and establishes the study programme for the following period.

In some areas of information technologghich fall within CCITT’s purview,the necessary standards are prepared on a
collaborative basiwith ISO andIEC. The text ofCCITT Recommendation T.81 wapproved orl8th Septembefl992.
The identical text is also published as ISO/IEC International Standard 10918-1.

CCITT NOTE

In this Recommendation, the expression “Administration” is used for conciseness to ibditatetelecommunication
administration and a recognized private operating agency.

O ITU 1993

All rights reserved. No part @his publicationmay be reproduced or utilized amy form or by anyneans, electronic or
mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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Introduction

This CCITT Recommendation | ISO/IEC Internatioi&thndard was prepared by CCIEiudy Group Vllland the Joint
Photographic Experts Group (JPEG) of ISO/IEC JIISC 29/WG10. This Experts Group was formed &086 to
establish a standard for the sequential progressive encoding of continuous tone grayscale and colour images.

Digital Compression and Coding of Continuous-tone Still imaggsublished in two parts:
— Requirements and guidelines;
—  Compliance testing.

This part, Part 1, sets out requirements amglementation guidelines for continuous-tostdl image encoding and

decoding processeand for the coded representation of compressed intkgafor interchange between applications.

These processes and representations are intended to be generic, that is, to be applicable to a broad range of applications for
colour andgrayscalestill imageswithin communicationsand computer systemdart 2, sets out tesfer determining

whether implementationsomply with the requirment$or the various encodingnd decodingrocesses specified in Part

1.

The user’s attention is called to the possibility thédr-some otthe codingorocesses specified herein — compliawdé
this Recommendation | International Standeayrequire use of an inventiacovered by patent rights. See Annex L for
further information.

The requirements which thepeocesses must satisfy to be useful for spetifige communications applicatiossch as
facsimile, Videotexand audiographiconferencing are defined @CITT Recommendation T.80. Thetent is that the
generic processes of Recommendation T.80 will be incorporatethant@riousCCITT Recommendations for terminal
equipment for these applications.

In addition to the applications addressed byG@HTT andISO/IEC,the JPEGcommitteehas developped a compression
standard taneetthe needs of other applications as well, including desktop publishing, graphic arts, nneatijted and
scientific imaging.

Annexes A, B, C, D, E, F, G, H andade normativeand thusform anintegral part of this Specification. Annexes K, L
and M are informative and thus do not form an integral part of this Specification.

This Specification aims to followhe guidelines of£CITT and ISO/IEC JTC 1 orRules for presentation of CCIT[T
ISO/IEC common text
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ISO/IEC 10918-1 : 1993(E)

INTERNATIONAL STANDARD

CCITT RECOMMENDATION

INFORMATION TECHNOLOGY — DIGITAL COMPRESSION
AND CODING OF CONTINUOUS-TONE STILL IMAGES -
REQUIREMENTS AND GUIDELINES

1 Scope

This CCITT Recommendation | International Standard is applicable to continuousgi@yseale or colour digital still
imagedata. It is applicable to a wide range of applications which require usenpiressed images. It is not applicable to
bi-level image data.

This Specification
— specifies processes for converting source image data to compressed image data;
—  specifies processes for converting compressed image data to reconstructed image data;
— gives guidance on how to implement these processes in practice;

— specifies coded representations for compressed image data.

NOTE — This Specification doesot specify a complete coded image representation. Such representations may include
certain parameters, such as aspect ratio, component sample registraticcglour space designation, whicre application-
dependent.

2 Normative references

The following CCITT Recommendationand International Standards contphovisionswhich, through reference ithis

text, constitute provisions dhis CCITT Recommendation | International Standard. At tihee of publication, the
editions indicated were valid. All Recommendati@ml Standards are subject to revisiand parties to agreements
based on thi€CITT Recommendation | International Standard are encouraged to investigate the possibility of applying
themost recenedition of the Recommendatioaad Standards listdaelow. Members of IE@nd ISO maintaimegisters

of currently valid International Standards. THeCITT Secretariat maintains a list of currently val@CITT
Recommendations.

— CCITT Recommendation T.80 (1992), Common components for image compression and communication —
Basic principles

3 Definitions, abbreviations and symbols

3.1 Definitions and abbreviations
For the purposes of this Specification, the following definitions apply.

3.1.1  abbreviated format: A representation of compressed imatga which is missingome or all of the table
specifications requiretbr decoding, or a representation of table-specification data wifreoae headers, scan headers,
and entropy-coded segments.

3.1.2 ACcoefficient: Any DCT coefficient for which the frequency is not zero in at least one dimension.

3.1.3 (adaptive) (binary) arithmetic decoding: An entropy decoding procedurehich recoversthe sequence of
symbols from the sequence of bits produced by the arithmetic encoder.

3.1.4 (adaptive) (binary) arithmetic encoding: An entropy encoding procedure which codesrgans of a recursive
subdivision of the probability of the sequence of symbols coded up to that point.

3.1.5 application environment: The standardfor data representation, communication, or storage whése been
established for a particular application.

CCITT Rec. T.81 (1992 E) 1
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3.1.6  arithmetic decoder: An embodiment of arithmetic decoding procedure.
3.1.7  arithmetic encoder: An embodiment of arithmetic encoding procedure.

3.1.8 baseline (sequential):A particular sequential DCT-based encodengd decodingorocess specified ithis
Specification, and which is required for all DCT-based decoding processes.

3.1.9  binary decision: Choice between two alternatives.

3.1.10 bit stream: Partially encoded or decoded sequence of bits comprising an entropy-coded segment.
3.1.11 block: An 8 x 8 array of samples or arx8 array of DCT coefficient values of one component.
3.1.12 block-row: A sequence of eight contiguous component lines which are partitionedxr@docks.
3.1.13 byte: A group of 8 bits.

3.1.14 byte stuffing: A procedure in which either thduffman coder or the arithmetic coder insertgexo byte into
the entropy-coded segment following the generation of an encoded hexadecimal X'FF’ byte.

3.1.15 carry bit: A bit in the arithmetic encoder code register which is set if a carry-over in the code @ggstiews
the eight bits reserved for the output byte.

3.1.16 ceiling function: The mathematical procedure\hich the greatest integealue of a real number is obtained
by selecting the smallest integer value which is greater than or equal to the real number.

3.1.17 class (of coding process).ossy or lossless coding processes.

3.1.18 code register: The arithmetic encoder register containing the least significant bits of the partiaijyleted
entropy-coded segment. Alternativetiie arithmetic decoder register containing thest significant bits of a partially
decoded entropy-coded segment.

3.1.19 coder: An embodiment of a coding process.

3.1.20 coding: Encoding or decoding.

3.1.21 coding model:A procedure used to convert input data into symbols to be coded.

3.1.22 (coding) processA general term for referring to an encoding process, a decoding process, or both.
3.1.23 colour image: A continuous-tone image that has more than one component.

3.1.24 columns: Samples per line in a component.

3.1.25 component: One of the two-dimensional arrays which comprise an image.

3.1.26 compressed dataEither compressed image data or table specification data or both.

3.1.27 compressed image dataA coded representation of an image, as specified in this Specification.
3.1.28 compression:Reduction in the number of bits used to represent source image data.

3.1.29 conditional exchange:The interchange dfIPS and LPSprobability intervals whenevehe size of the LPS
interval is greater than the size of the MPS interval (in arithmetic coding).

3.1.30 (conditional) probability estimate: The probability value assigned toe LPS by theprobability estimation
state machine (in arithmetic coding).

3.1.31 conditioning table: The set of parametershich select one of the defined relationships between prior coding
decisions and the conditional probability estimates used in arithmetic coding.

3.1.32 context: The set of previously coded binary decisiomsich is used to create the index to th®bability
estimation state machine (in arithmetic coding).

3.1.33 continuous-tone image:An image whose components have more than one bit per sample.

3.1.34 data unit: An 8 x 8 block of samples of one component in DCT-based processes; a sample in lossless processes.

2 CCITT Rec. T.81 (1992 E)
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3.1.35 DCecoefficient: The DCT coefficient for which the frequency is zero in both dimensions.

3.1.36 DCprediction: The procedure used WYCT-based encoders wherethe quantized DQoefficient from the
previously encoded 8 8 block of the same component is subtracted from the current quantized DC coefficient.

3.1.37 (DCT) coefficient: The amplitude of a specific cosine basis functionayrefer to an original DCT coefficient,
to a quantized DCT coefficient, or to a dequantized DCT coefficient.

3.1.38 decoder: An embodiment of a decoding process.

3.1.39 decoding processA processwhich takes as its inputompressed imagdata and outputs a continuous-tone
image.

3.1.40 default conditioning: The values definedbr the arithmetic coding conditioning tables at the beginning of
coding of an image.

3.1.41 dequantization: The inverse procedure to quantization by which the deaedewrers a representation of the
DCT coefficients.

3.1.42 differential component: The difference between an inpeamponent derivedfom the sourcamageand the
corresponding reference component derived from the preceding frame for that component (in hierarchical mode coding).

3.1.43 differential frame: A frame in ahierarchical process iwhich differentialcomponents are either encoded or
decoded.

3.1.44 (digital) reconstructed image (data):A continuous-tonémagewhich is the output ofiny decoder defined in
this Specification.

3.1.45 (digital) source image (data): A continuous-toneimage used as input to any encoder defined tlis
Specification.

3.1.46 (digital) (still) image: A set of two-dimensional arrays of integer data.

3.1.47 discrete cosine transform; DCT: Either the forward discrete cositinsform orthe inverse discrete cosine
transform.

3.1.48 downsampling (filter): A procedure by which the spatial resolution ofiemage isreduced (in hierarchical
mode coding).

3.1.49 encoder: An embodiment of an encoding process.

3.1.50 encoding processA processwhich takes as its input a continuous-tamageand outputsompressed image
data.

3.1.51 entropy-coded (data) segmentAn independently decodable sequence of entropy endndesl of compressed
image data.

3.1.52 (entropy-coded segment) pointerThe variablewhich points to the most recently placed (or fetched) byte in
the entropy encoded segment.

3.1.53 entropy decoder: An embodiment of an entropy decoding procedure.

3.1.54 entropy decoding: A lossless procedure whidglecoversthe sequence afymbols fromthe sequence of bits
produced by the entropy encoder.

3.1.55 entropy encoder: An embodiment of an entropy encoding procedure.

3.1.56 entropy encoding: A lossless procedure whiconverts a sequence imiput symbolsinto a sequence of bits
such that the average number of bits per symbol approaches the entropy of the input symbols.

3.1.57 extended (DCT-based) processA descriptive term for DCT-basethcoding and decodingocesses in which
additional capabilities are added to the baseline sequential process.

3.1.58 forward discrete cosine transform;FDCT: A mathematical transformation using cosine basis functions which
converts a block of samples into a corresponding block of original DCT coefficients.

CCITT Rec. T.81 (1992 E) 3
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3.1.59 frame: A group of one or more scans (all using the same DCT-based or lossless process) through the data of one
or more of the components in an image.

3.1.60 frame header: A marker segmerthat contains atart-of-frame markesindassociatedrame parameteithat are
coded at the beginning of a frame.

3.1.61 frequency: A two-dimensional index into the two-dimensional array of DCT coefficients.
3.1.62 (frequency) band: A contiguous group of coefficients from the zig-zag sequence (in progressive mode coding).

3.1.63 full progression: A processwhich uses both spectral selectiand successive approximatidin progressive
mode coding).

3.1.64 grayscale imageA continuous-tone image that has only one component.

3.1.65 hierarchical: A mode of operation for coding d@mage inwhich the first frame for a given component is
followed by frameswhich code the differences between the source aaththe reconstructed daram the previous

frame for that component. Resolution changes are allowed between frames.

3.1.66 hierarchical decoder: A sequence of decoder processes in which the first frame for each component is followed
by frameswhich decode armrray of differences for each componemtd adds it to the reconstructed datan the
preceding frame for that component.

3.1.67 hierarchical encoder: The mode of operation in which the first frame for each component is followfeahigs

which encode tharray of differences betweehe source data and the reconstructed filata the precedingrame for

that component.

3.1.68 horizontal sampling factor: The relative number of horizontal data units of a partiazdanponentvith respect
to the number of horizontal data units in the other components.

3.1.69 Huffman decoder: An embodiment of a Huffman decoding procedure.

3.1.70 Huffman decoding: An entropy decoding procedunghich recoverghe symbol fromeach variabléength code
produced by the Huffman encoder.

3.1.71 Huffman encoder: An embodiment of a Huffman encoding procedure.

3.1.72 Huffman encoding: An entropy encoding procedure which assigns a variable length code to each input symbol.
3.1.73 Huffman table: The set of variable length codes required in a Huffman encoder and Huffman decoder.

3.1.74 image data: Either source image data or reconstructed image data.

3.1.75 interchange format: The representation of compressed imatgta for exchange between application
environments.

3.1.76 interleaved: The descriptive term applied tioe repetitive multiplexing of small groups of dataits from each
component in a scan in a specific order.

3.1.77 inverse discrete cosine transform; IDCT:A mathematical transformation using cosine basis functions which
converts a block of dequantized DCT coefficients into a corresponding block of samples.

3.1.78 Joint Photographic Experts Group; JPEG: The informal name othe committee which created this
Specification. The “joint” comes from the CCITT and ISO/IEC collaboration.

3.1.79 latent output: Output of the arithmetic encoder which is held, pending resoluti@arof-over(in arithmetic
coding).

3.1.80 less probable symbol; LPS¥or a binary decision, the decision value which has the smaller probability.
3.1.81 level shift: A procedure used bpCT-based encoderand decodersvhereby eachinput sample iseither

convertedfrom an unsigned representation to a twol®mplement representation d&om a two's complement
representation to an unsigned representation.
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3.1.82 lossless:A descriptive term foencoding and decodingrocessesind procedures in which the output of the
decoding procedure(s) is identical to the input to the encoding procedure(s).

3.1.83 lossless coding:The mode of operatiowhich refers to any one ofhe coding processes defined in this
Specification in which all of the procedures are lossless (see Annex H).

3.1.84 lossy: A descriptive term for encoding and decoding processes which are not lossless.

3.1.85 marker: A two-byte code inwhich the firstbyte is hexadecimal FEX'FF’) and the secondbyte is a value
between 1 and hexadecimal FE (X'FE’).

3.1.86 marker segment: A marker and associated set of parameters.

3.1.87 MCU-row: The smallest sequence of MCU which contains at least one lisemgfles or one block-rofiom
every component in the scan.

3.1.88 minimum coded unit; MCU: The smallest group of data units that is coded.

3.1.89 modes (of operation):The four main categories of image coding processes defined in this Specification.
3.1.90 more probable symbol; MPS:For a binary decision, the decision value which has the larger probability.
3.1.91 non-differential frame: The first frame for any components in lierarchical encoder or decoder. The
components are encoded or decoded without subtrdotimreference components. The term refers also tdranye in

modes other than the hierarchical mode.

3.1.92 non-interleaved: The descriptive term applied tioe data uniprocessing sequence when the scanonfsone
component.

3.1.93 parameters: Fixed length integers 4, 8 or 16 bits in length, used in the compressed data formats.
3.1.94 point transform: Scaling of a sample or DCT coefficient.

3.1.95 precision: Number of bits allocated to a particular sample or DCT coefficient.

3.1.96 predictor: A linear combination of previously reconstructed values (in lossless mode coding).

3.1.97 probability estimation state machine: An interlinked table of probability valuesd indices which is used to
estimate the probability of the LPS (in arithmetic coding).

3.1.98 probability interval: The probability of a particular sequence of binary deciswitisin the ordered set of all
possible sequences (in arithmetic coding).

3.1.99 (probability) sub-interval: A portion of a probability interval allocated to eithertbé two possibléinary
decision values (in arithmetic coding).

3.1.100 procedure: A set of steps whiclaccomplishes one of the tasks whiobmprise an encoding or decoding
process.

3.1.101 process:See coding process.

3.1.102 progressive (coding):One of theDCT-based processes defined this Specification in which each scan
typically improves the quality of the reconstructed image.

3.1.103 progressive DCT-basedThe mode of operation which refers to any one of the processes defined in Annex G.
3.1.104 quantization table: The set of 64 quantization values used to quantize the DCT coefficients.

3.1.105 quantization value: An integer value used in the quantization procedure.

3.1.106 quantize: The act of performing the quantization procedure for a DCT coefficient.

3.1.107 reference (reconstructed) componentReconstructed component data which is used in a subsdrameatof a

hierarchical encoder or decoder process (in hierarchical mode coding).

CCITT Rec. T.81 (1992 E) 5
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3.1.108 renormalization: The doubling of theprobability intervaland the code registesalue until the probability
interval exceeds a fixed minimum value (in arithmetic coding).

3.1.109 restart interval: The integer number of MCUs processed as an independent sequence within a scan.
3.1.110 restart marker: The marker that separates two restart intervals in a scan.

3.1.111 run (length): Number of consecutive symbols of the same value.

3.1.112 sample: One element in the two-dimensional array which comprises a component.

3.1.113 sample-interleaved:The descriptive term applied to the repetitive multiplexing of small groups of safmgples
each component in a scan in a specific order.

3.1.114 scan:A single pass through the data for one or more of the components in an image.

3.1.115 scan header:A marker segmenhat contains atart-of-scan markesind associated scan parametdrat are
coded at the beginning of a scan.

3.1.116 sequential (coding):One of the lossless @CT-based coding processes definethis Specification in which
each component of the image is encoded within a single scan.

3.1.117 sequential DCT-basedThe mode of operation which refers to any one of the processes defined in Annex F.

3.1.118 spectral selection:A progressive coding processwihich the zig-zag sequence is dividatb bands of one or
more contiguous coefficients, and each band is coded in one scan.

3.1.119 stack counter: The count of X’FF’byteswhich are held, pending resolution cdirry-over inthe arithmetic
encoder.

3.1.120 statistical conditioning: The selection, based on prior coding decisions, of one estimate out of a set of
conditional probability estimates (in arithmetic coding).

3.1.121 statistical model: The assignment of a particular conditional probability estimate to eadhedbinary
arithmetic coding decisions.

3.1.122 statistics area:The array of statistics bins required for a coding process which uses arithmetic coding.

3.1.123 statistics bin: The storage location where an index is stored which identifiewehe ofthe conditional
probability estimate used for a particular arithmetic coding binary decision.

3.1.124 successive approximation:A progressive coding process \Wwhich the coefficients are codewth reduced
precision in the first scan, and precision is increased by one bit with each succeeding scan.

3.1.125 table specification data:The coded representatifnom which the tables used in the encoded decoder are
generated and their destinations specified.

3.1.126 transcoder: A procedure for converting compressed imdgé of one encoder process to compregsade
data of another encoder process.

3.1.127 (uniform) quantization: The procedure by whicBCT coefficients are linearly scaled in order to achieve
compression.

3.1.128 upsampling (filter): A procedure by which the spatial resolution ofirmage isincreased (in hierarchicatode
coding).

3.1.129 vertical sampling factor: The relative number of vertical dataits of a particulacomponentwith respect to
the number of vertical data units in the other components in the frame.

3.1.130 zero byte: The X'00’ byte.

3.1.131 zig-zag sequenceA specific sequential ordering ttfie DCT coefficients from (approximatelypwest spatial
frequency to highest.

3.1.132 3-sample predictor: A linear combination of the three nearest neighbor reconstreatagles to the left and
above (in lossless mode coding).
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The symbols used in this Specification are listed below.

A
AC
AC;ji
Ah
Al
Api
APPR,

B2
BE

BITS
BP
BPST
BR

Bx

Ci

Cy

Cv

CE
C-low
Cmy
CNT
CODE
CODESIZE(V)
COM
Cs

Cs

CT

Page 168 of 448

probability interval

AC DCT coefficient

AC coefficient predicted from DC values
successive approximation bit position, high
successive approximation bit position, low
ith 8-bit parameter in ARPsegment

marker reserved for application segments
current byte in compressed data

next byte in compressed data when R'FF’

counterfor buffered correction bits faduffman coding in thesuccessive approximation
process

16-byte list containing number of Huffman codes of each length
pointer to compressed data
pointer to byte before start of entropy-coded segment

counterfor buffered correction bits faduffman coding in thesuccessive approximation
process

byte modified by a carry-over

value of bit stream in code register

component identifier for frame

horizontal frequency dependent scaling factor in DCT
vertical frequency dependent scaling factor in DCT
conditional exchange

low order 16 bits of the arithmetic decoder code register
ith 8-bit parameter in COM segment

bit counter in NEXTBYTE procedure

Huffman code value

code size for symbol V

comment marker

conditioning table value

component identifier for scan

renormalization shift counter

high order 16 bits of arithmetic decoder code register
conditional exchange

data unit from horizontal position i, vertical position j
dji for component k

decision decoded

CCITT Rec. T.81 (1992 E) 7
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Da in DC coding, the DC difference codfenl the previous block fronthe same component;
in lossless coding, the difference coded for the sample immediately to the left

DAC define-arithmetic-coding-conditioning marker

Db the difference coded for the sample immediately above
DC DC DCT coefficient

DGC; DC coefficient forith block in component

DCx kth DC value used in prediction of AC coefficients
DHP define hierarchical progression marker

DHT define-Huffman-tables marker

DIFF difference between quantized DC and prediction

DNL define-number-of-lines marker

DQT define-quantization-tables marker

DRI define restart interval marker

E exponent in magnitude category upper bound

EC event counter

ECS entropy-coded segment

ECS ith entropy-coded segment

Eh horizontal expansion parameter in EXP segment
EHUFCO Huffman code table for encoder

EHUFSI encoder table of Huffman code sizes

EOB end-of-block for sequential; end-of-band for progressive
EOBnN run length category for EOB runs

EOBXx position of EOB in previous successive approximation scan

EOBO, EOBL, ..., EOB14

run length categories for EOB runs

EOI end-of-image marker

Ev vertical expansion parameter in EXP segment

EXP expand reference components marker

FREQ(V) frequency of occurrence of symbol V

Hi horizontal sampling factor foath component

Hmax largest horizontal sampling factor

HUFFCODE list of Huffman codes corresponding to lengths in HUFFSIZE
HUFFSIZE list of code lengths

HUFFVAL list of values assigned to each Huffman code

i subscript index

| integer variable

Index(S) index to probability estimation state machine table for context index S
j subscript index

J integer variable

8 CCITT Rec. T.81 (1992 E)

Page 169 of 448

Unified Patents Exhibit 1005 App'x A-N



Li()

La

LASTK

Lc

Ld

Le

Lf

Lh

Lp

LPS

Lq

Lr

Ls

LSB

m

m

M

Mn
MAXCODE
MCU
MCU;
MCUR
MINCODE
MPS
MPS(S)
MSB

M2, M3, M4, ... , M15

N/A
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marker reserved for JPEG extensions

marker reserved for JPEG extensions

subscript index

integer variable

index of 1st AC coefficient in band (1 for sequential DCT)

conditioning parameter for AC arithmetic coding model

DC and lossless coding conditioning lower bound parameter

element in BITS list in DHT segment

element in BITS list in the DHT segment for Huffman table t

length of parameters in ARBegment

largest value of K

length of parameters in COM segment

length of parameters in DNL segment

length of parameters in EXP segment

length of frame header parameters

length of parameters in DHT segment

length of parameters in DAC segment

less probable symbol (in arithmetic coding)

length of parameters in DQT segment

length of parameters in DRI segment

length of scan header parameters

least significant bit

modulo 8 counter for R§Tmarker

number of \{; parameters for Huffman table t

bit mask used in coding magnitude of V

nth statistics bin for coding magnitude bit pattern category

table with maximum value of Huffman code for each code length

minimum coded unit

ith MCU

number of MCU required to make up one MCU-row

table with minimum value of Huffman code for each code length

more probable symbol (in arithmetic coding)

more probable symbol for context-index S

most significant bit

designation dfontext-indices for coding of magnitude bits ime arithmetic coding

models

integer variable

data unit counter for MCU coding

not applicable

CCITT Rec. T.81 (1992 E) 9
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Nb number of data units in MCU

Next_Index_LPS new value of Index(S) after a LPS renormalization
Next_Index_MPS new value of Index(S) after a MPS renormalization

Nf number of components in frame

NL number of lines defined in DNL segment

Ns number of components in scan

OTHERS(V) index to next symbol in chain

P sample precision

Pq quantizer precision parameter in DQT segment

Pq(t) quantizer precision parameter in DQT segment for quantization table t
PRED quantized DC coefficient from the most recently coded block of the component
Pt point transform parameter

Px calculated value of sample

Qji quantizer value for coefficient AC

Qu quantization value for DCT coefficien{,s

Qoo quantizer value for DC coefficient

QACG;i quantized AC coefficient predicted from DC values

QDCx kth quantized DC value used in prediction of AC coefficients
Qe LPS probability estimate

Qe(S) LPS probability estimate for context index S

Qk kth element of 64 quantization elements in DQT segment
f'wu reconstructed image sample

R length of run of zero amplitude AC coefficients

Rwu dequantized DCT coefficient

Ra reconstructed sample value

Rb reconstructed sample value

Rc reconstructed sample value

Rd rounding in prediction calculation

RES reserved markers

Ri restart interval in DRI segment

RRRR 4-bit value of run length of zero AC coefficients

RS composite value used in Huffman coding of AC coefficients
RSTm restart marker number m

Syx reconstructed value from IDCT

S context index

Sw DCT coefficient at horizontal frequency u, vertical frequency v
10 CCITT Rec. T.81 (1992 E)
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SC context-index for coding of correction bit in successive approximation coding
Se end of spectral selection band in zig-zag sequence
SE context-index for coding of end-of-block or end-of-band
Si Huffman code size
SIGN 1 ifdecoded sense of sign is negative and O if decoded sense of sign is positive
SIZE length of a Huffman code
SLL shift left logical operation
SLLa B logical shift left ofa by B bits
SN context-index for coding of first magnitude category when V is negative
SOR baseline DCT process frame marker
SOR extended sequential DCT frame marker, Huffman coding
SOk progressive DCT frame marker, Huffman coding
SOR lossless process frame marker, Huffman coding
SOK differential sequential DCT frame marker, Huffman coding
SOFRs differential progressive DCT frame marker, Huffman coding
SOF differential lossless process frame marker, Huffman coding
SOk sequential DCT frame marker, arithmetic coding
SOFRo progressive DCT frame marker, arithmetic coding
SOR1 lossless process frame marker, arithmetic coding
SOR3 differential sequential DCT frame marker, arithmetic coding
SOF4 differential progressive DCT frame marker, arithmetic coding
SOR5 differential lossless process frame marker, arithmetic coding
SOl start-of-image marker
SOS start-of-scan marker
SP context-index for coding of first magnitude category when V is positive
Squ quantized DCT coefficient
SRL shift right logical operation
SRLa B logical shift right ofa by B bits
Ss start of spectral selection band in zig-zag sequence
SS context-index for coding of sign decision
SSSS 4-bit size category of DC difference or AC coefficient amplitude
ST stack counter
Switch_MPS parameter controlling inversion of sense of MPS
Sz parameter used in coding magnitude of V
SO context-index for coding of ¥ 0 decision
t summation index for parameter limits computation
T temporary variable
CCITT Rec. T.81 (1992 E) 11
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Tg AC entropy table destination selector filr component in scan

Tb arithmetic conditioning table destination identifier

Tc Huffman coding or arithmetic coding table class

Td DC entropy table destination selector jibrcomponent in scan

TEM temporary marker

Th Huffman table destination identifier in DHT segment

Tq guantization table destination identifier in DQT segment

Tqi quantization table destination selectoritbrcomponent in frame

U DC and lossless coding conditioning upper bound parameter

\% symbol or value being either encoded or decoded

Vi vertical sampling factor fath component

Vi jth value for length in HUFFVAL

V max largest vertical sampling factor

Vi temporary variable

VALPTR list of indices for first value in HUFFVAL for each code length

V1 symbol value

V2 symbol value

Xi number of columns iith component

X number of samples per line in component with largest horizontal dimension

Xi ith statistics bin for coding magnitude category decision

X1, X2, X3, ..., X15 designation of context-indices for coding of magnitadiegories in the arithetic coding
models

XHUFCO extended Huffman code table

XHUFSI table of sizes of extended Huffman codes

X'values’ values within the quotes are hexadecimal

Vi number of lines ifth component

Y number of lines in component with largest vertical dimension

ZRL value in HUFFVAL assigned to run of 16 zero coefficients

ZZ(K) Kth element in zig-zag sequence of quantized DCT coefficients

ZZ(0) quantized DC coefficient in zig-zag sequence order

4 General

The purpose of this clause is give an informative overview dhe elements specified in this Specification. Another
purpose is to introduce many of the terms which are defined in clause 3. These terms are jtatitsduipon first usage
in this clause.

12 CCITT Rec. T.81 (1992 E)
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4.1 Elements specified in this Specification

There are three elements specified in this Specification:

a) An encoder is an embodiment of an encoding process. As shown in Figure 1, an encoder takes as input
digital source image data and table specifications, and by means of a specified set of procedures generates
as output compressed image data.

b) A decoder is an embodiment of a decoding process. As shown in Figure 2, a decoder takes as input
compressed image data and table specifications, and by means of a specified set of procedures generates as
output digital reconstructed image data.

c) The interchange format, shown in Figure 3, is a compressed image data representation which includes all
table specifications used in the encoding process. The interchange format is for exchange between
application environments.

> Encoder >
TISO0650-93/d001
Source Tabe Compressed
image data specifications image data
Figure 1 — Encoder

Decoder
T SO0660-93/d002

A

Compressed Tabe Reconstructed
image data specifications image data

Figure 2 — Decoder

Figures 1 and 2 illustrate the general case for which the continuous-tone source and reconstructed image data consist of
multiple components. (A colour image consists of multiple components; a grayscale image consists only of a single
component.) A significant portion of this Specification is concerned with how to handle multiple-component images in a
flexible, application-independent way.

CCITT Rec.T.81 (1992 E) 13
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App ication environment
A
Compressed image data inc uding tab e specifications

i

App ication environment
B

T S00670-93/d003

Figure 3 — Interchange format for compressed image data

These figures are also meant to show that the same tables specified for an encoder to use to compress a particular image
must be provided to a decoder to reconstruct that image. However, this Specification does not specify how applications
should associate tables with compressed image data, nor how they should represent source image data generally within
their specific environments.

Consequently, this Specification also specifies the interchange format shown in Figure 3, in which table specifications are
included within compressed image data. An image compressed with a specified encoding process within
one application environment, A, is passed to a different environment, B, by means of the interchange format.
The interchange format does not specify a complete coded image representation. Application-dependent information,
e.g. colour space, is outside the scope of this Specification.

4.2 Lossy and lossless compression

This Specification specifies two classes of encoding and decoding processes, lossy and lossless processes. Those based on
the discrete cosine transform (DCT) are lossy, thereby allowing substantial compression to be achieved while producing a
reconstructed image with high visual fidelity to the encoder’s source image.

The simplest DCT-based coding process is referred to as the baseline sequential process. It provides a capability which is
sufficient for many applications. There are additional DCT-based processes which extend the baseline sequential process
to a broader range of applications. In any decoder using extended DCT-based decoding processes, the baseline decoding
process is required to be present in order to provide a default decoding capability.

The second class of coding processes is not based upon the DCT and is provided to meet the needs of applications
requiring lossless compression. These lossless encoding and decoding processes are used independently of any of the
DCT-based processes.

A table summarizing the relationship among these lossy and lossless coding processes is included in 4.11.

The amount of compression provided by any of the various processes is dependent on the characteristics of the particular
image being compressed, as well as on the picture quality desired by the application and the desired speed of compression
and decompression.
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4.3 DCT-based coding

Figure 4 shows the main procedures for all encoding processes based on the DCT. It illustrates the special case of a single-
component image; this is an appropriate simplification for overview purposes, because all processes specified in this
Specification operate on each image component independently.

8 x 8 bocks DCT based encoder
»  FDCT »  Quantizer »  Entropy >
encoder
y
Source Tabe Tabe Compressed
image data specifications specifications image data

TISO0680-93/d004

Figure 4 — DCT-based encoder simplified diagram

In the encoding process the input component’s samples are grouped into 8 X 8 blocks, and each block is transformed by
the forward DCT (FDCT) into a set of 64 values referred to as DCT coefficients. One of these values is referred to as the
DC coefficient and the other 63 as the AC coefficients.

Each of the 64 coefficients is then quantized using one of 64 corresponding values from a quantization table (determined
by one of the table specifications shown in Figure 4). No default values for quantization tables are specified in this
Specification; applications may specify values which customize picture quality for their particular image characteristics,
display devices, and viewing conditions.

After quantization, the DC coefficient and the 63 AC coefficients are prepared for enfropy encoding, as shown in Figure
5. The previous quantized DC coefficient is used to predict the current quantized DC coefficient, and the difference is
encoded. The 63 quantized AC coefficients undergo no such differential encoding, but are converted into a one-
dimensional zig-zag sequence, as shown in Figure 5.

The quantized coefficients are then passed to an entropy encoding procedure which compresses the data further. One of
two entropy coding procedures can be used, as described in 4.6. If Huffinan encoding is used, Huffinan table
specifications must be provided to the encoder. If arithmetic encoding is used, arithmetic coding conditioning table
specifications may be provided, otherwise the default conditioning table specifications shall be used.

Figure 6 shows the main procedures for all DCT-based decoding processes. Each step shown performs essentially the
inverse of its corresponding main procedure within the encoder. The entropy decoder decodes the zig-zag sequence of
quantized DCT coefficients. After dequantization the DCT coefficients are transformed to an 8 X 8 block of samples by
the inverse DCT (IDCT).

4.4 Lossless coding

Figure 7 shows the main procedures for the lossless encoding processes. A predictor combines the reconstructed values of
up to three neighbourhood samples at positions a, b, and ¢ to form a prediction of the sample at position X as shown in
Figure 8. This prediction is then subtracted from the actual value of the sample at position X, and the difference is
losslessly entropy-coded by either Huffman or arithmetic coding.

CCITT Rec.T.81 (1992 E) 15
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DC AC,, AC,;,
DC;_, DC; -
Bock; ;| Bock; | . .
DIFF=DC; DCj.4
TSO0690-93/d005
AC 4 AC,
Differentia DC encoding Zig zag order
Figure 5 — Preparation of quantized coefficients for entropy encoding
DCT based decoder
Entropy Dequantizer
d or » €q P> IDCT »
4
T'SO0700-93/d006
A y
Compressed Tabe Tabe Reconstructed
image data specifications specifications image data

Figure 6 — DCT-based decoder simplified diagram

Loss ess encoder

» Predictor » Entropl { »
TS00710-83/d007
Source Tabe Compressed
image data specifications image data

Figure 7 — Lossless encoder simplified diagram
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T SO0720-93/d008

Figure 8 — 3-sample prediction neighbourhood

This encoding process may also be used in a slightlyified way, wherebthe precisionof the inputsamples iseduced

by one or moreits prior to the lossless coding. This astds higher compressidghan the losslesgrocess (but lower
compression than tHeCT-based processes for equivalent visual fidelapy limits the reconstructeiinage’s worst-case
sample error to the amount of input precision reduction.

4.5 Modes of operation

There are four distincitmodes of operatiorunder which thevarious coding processes are definsgquential
DCT-based, progressivBCT-based lossless, andhierarchical (Implementations areot required toprovide all of
these.) The lossless mode of operation was described in 4.4. The other modes of operation are compared as follows.

For the sequentidd CT-based mode, 8 8 sample blocks are typicaligput block by block fromleft to right,andblock-

row by block-row from top to bottom. After a block has been transformed by the forward DCT, quantpeepared for
entropy encoding, all 64 of itpuantizedDCT coefficients can be immediately entropy encaaled output apart of the
compressed image data (as was described in 4.3), thereby minimizing coefficient storage requirements.

For theprogressive DCT-based modex8 blocks are also typically encodedtive sameorder, but in multiplescans
through theimage. This is accomplished lylding animage-sized coefficieninemorybuffer (not shown in Figure 4)
between the quantizemd theentropy encoder. As each block is transformedhegy forwardDCT and quantized, its
coefficients are stored ithe buffer. The DCT coefficients ithe buffer arethen partially encoded in each of multiple
scans. The typical sequenceiofge presentation #te output of the decodéor sequential versugrogressive modes of
operation is shown in Figure 9.

There are two procedures by which the quanteetficients inthe buffer may be partially encodedithin a scan. First,

only a specifiedband of coefficients fromthe zig-zag sequenceeed be encoded. This procedure is cafipdctral
selection, because each band typically contains coefficients which occupy a lower or higher paecpi¢heyspectrum

for that 8 x8 block. Secondly, theoefficientswithin the current band need not be encoded to their full (quantized)
accuracy within each scan. Upon a coefficient’s first encoding, a specified number of most significant bits is encoded first.
In subsequent scans, the less significant bits are then encoded. This proceduredsabsive approximatiokither
procedure may be used separately, or they may be mixed in flexible combinations.

In hierarchical mode, aimage isencoded as a sequence fadmes These frames provideeference reconstructed
componentsvhich are usually needefbr prediction in subsequenframes. Except fothe first frame for a given
component, differential frames encode the difference between soum@mponentsand reference reconstructed
components. The coding of the differenceay be done usingnly DCT-based processes, only lossless processes, or
DCT-based processetith a final losslesprocess for each componeBtownsamplingand upsampling filtersmay be

used to provide a pyramid of spatial resolutions as shown in Figure 10. Alternatively, the hierarchical mode can be used to
improve the quality of the reconstructed components at a given spatial resolution.

Hierarchical mode offers a progressipeesentation similar to therogressive DCT-based modwrut is useful in
environments whicthave multi-resolution requirements. Hierarchical mode affers the capability of progressive
coding to a final lossless stage.

CCITT Rec. T.81 (1992 E) 17
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Sequentia

Figure 9 — Progressive versus sequential presentation

TS00740-93/d010

Figure 10 — Hierarchical multi-resolution encoding

4.6 Entropy coding alternatives

Two alternative entropy coding procedures are specified: Huffman coding and arithmetic coding. Huffman coding
procedures use Huffman tables, determined by one of the table specifications shown in Figures 1 and 2. Arithmetic coding
procedures use arithmetic coding conditioning tables, which may also be determined by a table specification. No default
values for Huffman tables are specified, so that applications may choose tables appropriate for their own environments.
Default tables are defined for the arithmetic coding conditioning.
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Page 179 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

The baseline sequential process udafman coding, while the extendeDCT-basedand lossless processesay use
either Huffman or arithmetic coding.

4.7 Sample precision

For DCT-based processes, two alternative sample precisions are specified: either 8 bits or 12 bits per sample. Applications
which usesampleswith other precisions can use either 8-bit or 12-bit precision by shifting their souage samples
appropriately. The baseline process uses only 8-bit precision. DCT-oaglethenations which handle 12-bit source

image samples are likely toneed greater computational resourcéban those which handleonly

8-bit source images. Consequently this Specificationseparate normative requirements are defifed8-bit and

12-bit DCT-based processes.

For lossless processes the sample precision is specified to be from 2 to 16 bits.

4.8 Multiple-component control

Subclauses 4.3 and 4gie an overview of one major partttie encoding and decodipgocesses — thosehich operate
on thesample values in order to achieve compression. Thamoiher major part as wellthe procedures which control
the order in which thémagedatafrom multiple components are processed to créfagecompressed datand which
ensure that the proper set of table data is applied to the plaaeunitsin the image. (A data unit issample for lossless
processes and arx8 block of samples for DCT-based processes.)

4.8.1 Interleaving multiple components

Figure 11 shows aexample ofhow an encoding process selects between multiple sonecge components agell as
multiple sets of table data, whe@erformingits encoding procedures. The souitgge in thisexample consists of the
three components A, Bnd C, and therare two sets of table specifications. (This simplified view dugsdistinguish
between the quantization tables and entropy coding tables.)

[A}—

ﬂ Encoding
process

[c}—

~ Source { { Compressed
image data Tab e speci Tab e speci image data
fication 1 fication 2

TISO0750-93/d011

Figure 11 — Component-interleave and table-switching control
In sequential mode, encodingnen-interleavedf the encodecompressesll imagedata units incomponent A before
beginning component B, and thentinn all of B before CEncoding isinterleavedif the encodecompresses data unit
from A, adata unitfrom B, adata unitfrom C,thenback to A, etc. These alternatives aiestrated in Figurel2, which

shows a case iwhich all threemage components havgentical dimensions: Xolumnsby Y lines,for a total of n data
units each.
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“«— xX—>» “«— X —» «— X —>»
T Ar|A; I Bi | B2 I C1|C2

An Bn Cn

TISO0760-93/d012

Al AZ An Bl BZ Bn Cl CZ Cn

~_ 7 T~ 7 ~_ 7

Scan 1 Scan 2 Scan 3

Data unit encoding order non inter eaved
A; By C1 A, B, C, A, B, Cy

Scan 1
Data unit encoding order inter eaved

Figure 12 — Interleaved versus non-interleaved encoding order

Thesecontrol procedures are also able to handle cases in which the soageecomponents have different dimensions.
Figure 13 shows a case in which two of the componenasidBC,have halfthe number of horizontalamples relative to
component A. In this case, two data units from A are interleaved with one each from B and C. Casesciomyunknts

of an image have more complexlationships, such as different horizoraald vertical dimensions, can bdendled as
well. (See Annex A.)

<4+“—— X —» <4+X12-» <4+X12»

<
<

Y

l A n l Bn/2 l Cn/2

T SO0770-93/d013

Al A2 Bl Cl A3 A4 BZ C2 An»l An Bn/2 Cn/2

~_

Scan 1
Data unit encoding order inter eaved

Figure 13 — Interleaved order for components with different dimensions
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4.8.2 Minimum coded unit

Related to the concepts wfultiple-component interleave the minimum coded uni(MCU). If the compressed image
data is non-interleaved, the MCU is defined to be one w@iita For example, in Figure 12he MCU for the non-
interleaved case is a single data unit. If the compressed data is interthavd@;U contains one anoredata unit§rom

each component. For the interleaved case in Figure 12, the (first) MCU consists of the three interleaved dat®8units A
C1. In the example of Figure 13, the (first) MCU consists of the four data unitdA B;, Ci.

4.9 Structure of compressed data

Figures 1, 2, and 3 all illustragtightly different views of compressed imadgta. Figure 1 shows this data as the output
of an encoding process, Figure 2 shows it as the input to a decoding paodeBggure 3 showsompressed imaggata
in the interchange format, at the interface between applications.

Compressed image data are described by a uniform stractdreet oparameterdor both classes @ncoding processes

(lossy or losslessgndfor all modes of operatio(sequential, progressive, losslessd hierarchical). The various parts of

the compressed imagdata are identified by specidlvo-byte codes callednarkers. Some markers are followed by
particular sequences of parameters, ath@rcase of table specificationsame headeror scan headerOthers are used

without parameters for functions such as marking the start-of-image and end-of-image. When a marker is associated with a
particular sequence of parameters, the marker and its parameters comaikerasegment

The data created by tlemtropy encoder are also segmentad] one particulamarker —the restart marker is used to

isolateentropy-coded dataegmentsThe encoder outputs the restadrkers, intermixeevith the entropy-coded data, at
regular restart intervalsof the sourceémage data. Restarmarkers can bedentified without having to decode the
compressed data to find them. Because they can be independently decodbdyé¢happlication-specifiases, such as
parallel encoding or decoding, isolation of data corruptions, and semi-random access of entropy-coded segments.

There are three compressed data formats:
a) the interchange format;
b) theabbreviated formator compressed image data;

c) the abbreviated format for table-specification data.
4.9.1 Interchange format
In addition to certain requiretiarker segment@nd theentropy-coded segmentbe interchangérmatshall include the
marker segments faall quantization andentropy-coding table specifications neededtlyy decoding process. This

guarantees that @mpressed imagean cross the boundary between application environments, regardless of how each
environment internally associates tables with compressed image data.

4.9.2  Abbreviated format for compressed image data
The abbreviated format for compressed image data is identical to the interchange format, except that it does not include all

tables required fodecoding.(It may include some ofthem.) Thisformat isintendedfor use within applications where
alternative mechanisms are available for supplying some or all of the table-specification data needed for decoding.

4.9.3  Abbreviated format for table-specification data

This format contains only table-specification data. It is a meanw/iugh the applicationomay install in the decoder the
tables required to subsequently reconstruct one or more images.

4.10 Image, frame, and scan

Compressed imagéata consists of only one image. An imagmtains only ondrame inthe cases of sequential and
progressive coding processes; an image contains multiple frames for the hierarchical mode.

A framecontains one omorescans. For sequential processes, a scan contaimspete encoding of one orore image
components. In Figures 12nd 13, theframe consists of three scans when non-interleaved, and one scan if all three

components are interleaved together. fraeme could also consist of two scans: one with a non-interleaeetponent,
the other with two components interleaved.
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For progressive processes, a scan contains a partial encoding of alhidstaom one ormore image components.
Components shall not be interleavedpirogressive mode, except fthie DC coefficients inthe first scanfor each

component of a progressive frame.

4.11  Summary of coding processes

Table 1 provides a summarytbie essential characteristics of tragious coding processes specifiedhits Specification.
The full specification of these processes is contained in Annexes F, G, H, and J.

Table 1 — Summary: Essential characteristics of coding processes

Baseline process (required for all DCT-based decoders)

DCT-basedrocess

Source imge: 8-bit sarples within each coponent
Seyuential

Huffman codig: 2 AC and 2 DC tables

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Extended DCT-based processes

DCT-basedrocess

Source imge: 8-bit or 12-bit saples

Seguential orprogressive

Huffman or arithmetic codm 4 AC and 4 DC tables
Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Lossless processes

Predictiveprocess (not DCT-based)

Source imge: P-bit sarples (2< P < 16)

Seguential

Huffman or arithmetic codm 4 DC tables

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Hierarchical processes

Multiple frames (non-differential and differential)

Uses extended DCT-based or lossf@sgesses

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

22
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5 Interchange format requirements

The interchangdormat is the coded representation cbmpressed imageata for exchange between application
environments.

The interchangéormatrequirements are thany compressed imagiata represented in intercharfgamat shall comply
with the syntax and code assignments appropriate for the decoding process selected, as specified in Annex B.

Tests for whether compressed image data comply with these requirements are specified in Part 2 of this Specification.

6 Encoder requirements

An encoding process converts souirbagedata to compresseanhagedata. Each of Annexes F, G, H, and J specifies a
number of distinct encoding processes for its particular mode of operation.

An encoder is an embodiment of one (or morehefencodingrocesses specified in Annexes F, G, H, or J. In order to
comply with this Specification, an encoder shall satisfy at least one of the following two requirements.

An encoder shall

a) with appropriate accuracy, convert source imdgt& to compresseacthagedata whichcomply with the
interchange format syntax specified in Annex B for the encoding process(es) embodied by the encoder;

b) with appropriate accuracy, convert source imdgta to compressdthagedata whichcomply with the
abbreviated format for compressed imalg¢a syntax specified in Annex f8r the encodingprocess(es)
embodied by the encoder.

For each of the encodimgocesses specified in Annexes F, GaHd J, the compliance tests fbe aboverequirements
are specified in Part 2 of this Specification.

NOTE — There iso requirement in this Specification thatany encoder which embodies one of #reoding processes
specified in Annexes F, G, H, or J shall be able to operate foarales of the parameters which atlwed for that process. An
encoder is only required to meée compliancetestsspecified inPart 2, and t@enerate the compressddtaformat according to
Annex B for those parameter values which it does use.

7 Decoder requirements

A decoding process converts compresiedge data to reconstructeinage data. Each of Annexes F, G, H, and J
specifies a number of distinct decoding processes for its particular mode of operation.

A decoder is an embodiment of one (or morejhef decoding processes specified in Annexes F, G, H, or J. In order to
comply with this Specification, a decoder shall satisfy all three of the following requirements.

A decoder shall

a) with appropriate accuracy, convert to reconstructed irdageany compressed imagkata withparameters
within the range supported by the application, and wicimmply with the interchangdormat syntax
specified in Annex B for the decoding process(es) embodied by the decoder;

b) acceptandproperly store any table-specificatidata whichcomply with the abbreviated format for table-
specification data syntax specified in Annex B for the decoding process(es) embodied by the decoder;

c) with appropriate accuracy, convert to reconstru@teatjedataany compressed imagkata whichcomply
with the abbreviated format for compressed imalgga syntax specified in Annex #r the decoding
process(es) embodied by the decoder, provided that the table-specification data ferdeedding the
compressed image data has previously been installed into the decoder.

Additionally, any DCT-based decoder, if it embodies any DCT-based decoding procesthathbaseline sequential,
shall also embody the baseline sequential decoding process.

For each of the decodimgocesses specified in Annexes F, GaHd J, the compliance tests fbe aboverequirements
are specified in Part 2 of this Specification.
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Annex A

Mathematical definitions

(This annex forms an integral part of this Recommendation | International Standard)

A.l Source image

Source images to which the encoding processes specified in this Specification can be applied are defined in this annex.

A.1.1 Dimensions and sampling factors

As shown in Figure A.1, a sour@eage isdefined to consist of Nf components. Each componeith, unique identifier

Ci, is defined to consist of a rectangular array of samplgsoaalumns byy; lines. The component dimensions are derived
from two parametersX andY, whereX is themaximum ofthe x; valuesandY is themaximum ofthe y; values for all
components ithe frame.For each component, sampling factblisandV; are defined relating component dimensigns
andy; to maximum dimensions andY, according to the following expressions:

- | x x H; q Y x \%
XI - HmaX an yl VmaX '

whereHmaxandV maxare the maximum sampling factors for all components in the framéj@adhe ceiling function.

As an example, consider an image having 3 components with maximum dimensions of 512 lines and 512 samples per line,
and with the following sampling factors:

Component0 Ho =4 Vg =1
Component 1 H =2 Vv, =2
Component 2 H, =1 V, =1

ThenX =512,Y=512,Hmax= 4, Vmax= 2, andx; andy; for each component are

Component 0 Xg = 512 yp = 256
Componentl X, = 256 y; = 512
Component2 X, = 128 y, = 256

NOTE — The XY, H;, andV, parameters are contained in the frame header of the compiessgeidata (seeB.2.2),
whereas the individual component dimensigrandy; arederived bythe decoder. Source images wittandy; dimensions which do
not satisfy the expressions above cannot be properly reconstructed.

A.1.2  Sample precision

A sample is an integavith precision P bits, witlany value inthe range 0 throughP2 1. All samples oll components
within animageshall havethe same precision FRestrictions on th@alue of P depend othe mode of operation, as
specified in B.2 to B.7.

A.1.3 Data unit

A data unit is ample in lossless processasl an8 x 8 block of contiguous samples in DCT-based processedefthe
most 8 samples of each of the top-most 8 rows in the component shall always be the top-left-most block.tuyitlefthis
most block aghe reference, the component is partitioned into contiguousudétato the right and to thigottom (as

shown in Figure A.4).

A.1.4  Orientation
Figure A.1 indicates the orientation of iamge component bihe terms top, bottom, lefand right.The order by which
the data units of an image componentiapait to thecompression encoding procedures is defined to be left-to-right and

top-to-bottom within the component. (This ordering is precisely defined in A.2.) Applications determine which edges of a
source image are defined as top, bottom, left, and right.
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Ci Top
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G Bottom T S00780-93/d014
a) Source image with multiple components b) Characteristics of an image component

Figure A.1 — Source image characteristics

A2 Order of source image data encoding

The scan header (see B.2.3) specifies the order by which source image data units shall be encoded and placed within the
compressed image data. For a given scan, if the scan header parameter Ns = 1, then data from only one source component
— the component specified by parameter Cs; — shall be present within the scan. This data is non-interleaved by definition.
If Ns > 1, then data from the Ns components Cs; through Csys shall be present within the scan. This data shall always be
interleaved. The order of components in a scan shall be according to the order specified in the frame header.

The ordering of data units and the construction of minimum coded units (MCU) is defined as follows.

A21 Minimum coded unit (MCU)

For non-interleaved data the MCU is one data unit. For interleaved data the MCU is the sequence of data units defined by
the sampling factors of the components in the scan.

A22 Non-interleaved order (Ns=1)

When Ns =1 (where Ns is the number of components in a scan), the order of data units within a scan shall be left-to-right
and top-to-bottom, as shown in Figure A.2. This ordering applies whenever Ns = 1, regardless of the values of
H; and V.

Top
B o = =
Left | ea=w——o—o —o-—re=e | Right
—
o—e—1-o|o—Ppo
|‘,/

Boftom  TS00790-93/d015

Figure A.2 — Non-interleaved data ordering
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A23 Interleaved order (Ns>1)

When Ns > 1, each scan component Cs; is partitioned into small rectangular arrays of Hy horizontal data units by Vi
vertical data units. The subscripts k indicate that Hx and Vi are from the position in the frame header component-
specification for which Ci = Cs;. Within each Hy by Vi array, data units are ordered from left-to-right and top-to-bottom.
The arrays in turn are ordered from left-to-right and top-to-bottom within each component.

As shown in the example of Figure A.3, Ns =4, and MCU; consists of data units taken first from the top-left-most region
of Csj, followed by data units from the corresponding region of Cs;, then from Cs3 and then from Csq. MCU, follows the
same ordering for data taken from the next region to the right for the four components.

Cs;:H; =2V, =2 CsyHy =2 Vy=1 Cs3ziH3=1V3=2 CsyiHy=1V,=1

0 1 2 3 4 5 0o 1 2 3 4 5 o 1 2 0o 1 2

of edeipedeipesde | o —bepe

ravardl =R ESE

2 ? 2 | ;;. * Tsocleoosamms
e o |0 o e |0

(=}

-

w N

MCU; = déo d(:,, dio d1:1 d§o d§1 d%, d3o ddo
MCU2 = d02 d03 dI2 d13 d02 d03 d01 d?1 dgl
MCU, = dt1)4 d<1)5 d:4 d115 d§4 d§5 dgz d?z dgz
— 1 1 1 1 2 2 3
MCU, = dag dy; dip 3y diodiy dio d3 dio
\_/ \/

Cs; data units Cs, Csz Csy,

Figure A.3 — Interleaved data ordering example

A24  Completion of partial MCU

For DCT-based processes the data unit is a block. If x; is not a multiple of 8, the encoding process shall extend the number
of columns to complete the right-most sample blocks. If the component is to be interleaved, the encoding process shall also
extend the number of samples by one or more additional blocks, if necessary, so that the number of blocks is an integer
multiple of Hj. Similarly, if y; is not a multiple of 8, the encoding process shall extend the number of lines to complete the
bottom-most block-row. If the component is to be interleaved, the encoding process shall also extend the number of lines
by one or more additional block-rows, if necessary, so that the number of block-rows is an integer multiple of Vj.

NOTE - It is recommended that any incomplete MCUs be completed by replication of the right-most column and the bottom
line of each component.

For lossless processes the data unit is a sample. If the component is to be interleaved, the encoding process shall extend
the number of samples, if necessary, so that the number is a multiple of H;. Similarly, the encoding process shall extend
the number of lines, if necessary, so that the number of lines is a multiple of Vj.

Any sample added by an encoding process to complete partial MCUs shall be removed by the decoding process.

A3 DCT compression

A3l Level shift

Before a non-differential frame encoding process computes the FDCT for a block of source image samples, the samples
shall be level shifted to a signed representation by subtracting 2P ~ 1, where P is the precision parameter specified in B.2.2.
Thus, when P = 8, the level shift is by 128; when P = 12, the level shift is by 2048.
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After a non-differential frame decoding process computes the IDCT and produces a block of reconstructed image samples,
an inverse level shift shall restore the samples to the unsigned representation by adding 2P~ and clamping the results to
the range 0 to 2P - 1.

AJ3.2  Orientation of samples for FDCT computation

Figure A .4 shows an image component which has been partitioned into 8 X 8 blocks for the FDCT computations. Figure
A 4 also defines the orientation of the samples within a block by showing the indices used in the FDCT equation of A.3.3.

The definitions of block partitioning and sample orientation also apply to any DCT decoding process and the output
reconstructed image. Any sample added by an encoding process to complete partial MCUs shall be removed by the
decoding process.

( ) - S0 So1 ©® . e s
1
—~ ' S0 S11 ® ® ® Sy
.
' L] L] L]
Left Right
1 L ] L] L ]
1
1 L ] L ] L
.
S70 S711 ® ® ® Sz
PR DU R R S R A TISO0810-93/d017
Bottom

Figure A4 - Partition and orientation of 8 x 8 sample blocks

A33 FDCT and IDCT (informative)

The following equations specify the ideal functional definition of the FDCT and the IDCT.

NOTE - These equations contain terms which cannot be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification. The accuracy
requirements for the combined dequantization and IDCT procedures are also specified in Part 2 of this Specification.

707 )
1 (2x+Durn QLy+1l)vn
FDCT: Sw =7 Cu G x§0 )Eo Syx €OS 16 cos e
1 L7 (2x+1)un 2y+1)wn
IDCT: Sye =7 X X C,C, S, cos 16 cos I3

u=0 v=0

where

= 1/\/5 for u,v =0

1 otherwise

a
|

N
N
Il

otherwise.

A34 DCT coefficient quantization (informative) and dequantization (normative)

After the FDCT is computed for a block, each of the 64 resulting DCT coefficients is quantized by a uniform quantizer.
The quantizer step size for each coefficient S,, is the value of the corresponding element Q,,, from the quantization table
specified by the frame parameter 7¢; (see B.2.2).
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The uniform quantizer is defined by the following equation. Rounding is to the nearest integer:

Sq, = round(é\’:)

Squ is the quantized DCT coefficient, normalized by the quantizer step size.

NOTE — This equation contains a term which may not be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification.

At the decoder, this normalization is removed by the following equation, which defines dequantization:
RVU = Sqlu x QJU

NOTE — Depending othe rounding used in quantization, it is possible that the dequacbteéfitientmay be outside the
expected range.

The relationship among samples, DCT coefficients, and quantization is illustrated in Figure A.5.

A.3.5 Differential DC encoding

After quantizationand inpreparation for entropy ending, the quantized DCoefficient Sqo is treated separatefyom

the 63 quantized AC coefficients. Thaluethat shall be encoded is the difference (DIFF) between the quantized DC
coefficient ofthe currentblock OC; which is also designated asggqgand that of the previous block tfie same
component (PRED):

DIFF = DC; - PRED

A.3.6  Zig-zag sequence

After quantizationand inpreparation for entropy endimg, the quantized ACoefficients are converted the zig-zag
sequence. The quantized RGefficient (coefficient zero ithe array) is treated separately, as definedid.5. The zig-
zag sequence is specified in Figure A.6.

A.4 Point transform

For various procedures datzay beoptionally divided by a power of 2 by a point transform prior to coding. There are
three processeshich require a pointransform: lossless coding, lossless differerftiaime coding in the hierarchical
mode, and successive approximation coding in the progressive DCT mode.

In the losslessnode of operatiorthe pointtransform is applied tehe inputsamples. Irthe difference coding of the
hierarchical mode of operatidhe pointtransform is applied tthe difference between the inprdmponent samples and
the reference component samples. In both cases the point transform is an integer dRidetre Pt is thealue of the
point transform parameter (see B.2.3).

In successive approximation coding the point transform for the AC coefficients is an integer dividevidye2e Al is the
successive approximation bit position, low (8#2.3). The pointransform forthe DCcoefficients is an arithmetic-shift-
right by Al bits. This is equivalent to dividing bythefore the level shift (see A.3.1).

The output of the decoder is rescaled by multiplying By&n example of the point transform is given in K.10.
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Figure A.5 — Relationship between 8 x 8-block samples and DCT coefficients
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0 1 5 6 14 15 27 28
2 4 7 13 16 26 29 42
3 8 12 17 25 30 41 43
9 11 18 24 31 40 44 53
10 19 23 32 39 45 52 54
20 22 33 38 46 51 55 60
21 34 37 47 50 56 59 61
35 36 48 49 57 58 62 63

Figure A.6 — Zig-zag sequence of quantized DCT coefficients

A5 Arithmetic procedures in lossless and hierarchical modes of operation

In the lossless mode of operation predictions are calculated with full preaigionithout clamping of eitheverflow or
underflow beyond the range of values allowed by the precision of the khpuever,the division by two which is part of
some of the prediction calculations shall be approximated by an arithmetic-shift-right by one bit.

The two’s complement differenceghich are coded in either the losslesede of operation othe differentialframe
coding in the hierarchical mode of operation are calculated modub@@3hereby restrictinghe precision of these
differences to a maximum of Iits. The modulo values are calculated by perforntirgglogical AND operation of the
two’'s complement differencwith X'FFFF'. For purposes of coding, the result is still interpreted as a 16 bit two’s
complement differencéviodulo 65 536arithmetic is also used in the decoder in calculating the ofratthe sum of

the prediction and this two’s complement difference.
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Annex B

Compressed data formats

(This annex forms an integral part of this Recommendation | International Standard)

This annex specifies three compressed data formats:

a) the interchange format, specified in B.2 and B.3;
b) the abbreviated format for compressed image data, specified in B.4;
c) the abbreviated format for table-specification data, specified in B.5.

B.1 describes the constitugrdrts of these formatB.1.3 and B.1.4jive the conventiongor symbolsandfigures used in
the format specifications.

B.1 General aspects of the compressed data format specifications

Structurally, thecompressed dafarmatsconsist of an ordered collection of parameters, markeentropy-coded data
segments. Parameters and markers in turn are often organizethikier segments. Becauaeof these constituent parts
are represented withyte-aligned codes, each compressed ftaunat consists of an ordered sequence of 8-bit bytes. For
each byte, a most significant bit (MSB) and a least significant bit (LSB) are defined.

B.1.1  Constituent parts

This subclause gives a general description of each of the constituent parts of the compressed data format.

B.1.1.1 Parameters

Parameters are integemsith values specific tdhe encoding process, souriceage characteristicand otherfeatures
selectable by the application. Parameters are assigned eitherl4b¥ig, or 2-byte codes. Except for certain optional
groups of parameters, parameters encode critical informatihout which the decodingrocess cannoproperly
reconstruct the image.

The code assignment for a paramsteall be an unsigned integer of the specified length in bits with the partialdar
of the parameter.

For parameterarhich are 2bytes(16 bits) in length, thenost significantyte shall comefirst in thecompressed data’s
ordered sequence of bytes. Parametdrch are 4 bits in lengthlways come irpairs, and thepair shallalways be
encoded in a single byte. The first 4-bit parameteéhefpair shalbccupythe most significant 4 bits of the byte. ithin
any 16-, 8-, or 4-bit parameter, the MSB shall come first and LSB shall come last.

B.1.1.2 Markers

Markers serve to identifihe various structural parts tifie compressed data formats. Mosarkers start marker segments
containing a related group of parametaane markerstand alone. Almarkers are assigned two-byte codes: an X'FF’
byte followed by a bytevhich is not equal to 0 or X'FF’ (séableB.1). Any markermay optionally be preceded by any
number of fill bytes, which are bytes assigned code X'FF'.

NOTE - Because of this special code-assignment structure, markers make it possilllecoder tparse the compressed
data and locate its various parts without having to decode other segments of image data.

B.1.1.3 Marker assignments

All markersshall be assigned two-byte codes{’BF’ byte followed by a seconlyte which is not equal to 0 or X'FF'.
The secondbyte is specified in TablB.1 for eachdefined marker. An asterisk (*) indicatesnarkerwhich stands alone,
that is, which is not the start of a marker segment.
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Table B.1 — Marker code assignments

Code Assignment Symbol Description

Start Of Frame markers, non-differential, Huffman coding

X'FFCO’ SOR Baseline DCT

X'FFC1’ SOR Extended sequential DCT
XFFC2’ SOR Progressive DCT
X'FFC3 SOR Lossless (sequential)

Start Of Frame markers, differential, Huffman coding

X'FFC5’ SOFK Differential sequential DCT
X'FFC6’ SOFs Differential progressive DCT
X'FFCT SOF Differential lossless (sequential)

Start Of Frame markers, non-differential, arithmetic coding

X'FFC8’ JPG Reserved for JPEG extensions
X'FFCY' SOk Extended sequential DCT
X'FFCA’ SORo Progressive DCT

X'FFCB’ SOR1 Lossless (sequential)

Start Of Frame markers, differential, arithmetic coding

X'FFCD’ SOR3 Differential sequential DCT
X'FFCE’ SOFR4 Differential progressive DCT
X'FFCF SOhs Differential lossless (sequential)

Huffman table specification

X'FFC4’ DHT Define Huffman table(s)

Arithmetic coding conditioning specification

X'FFCC’ DAC Define arithmetic coding conditioning(s)

Restart interval termination

X'FFDO’ through X'FFD7’ RST* Restart with modulo 8 count “m”

Other markers

X'FFD8' SOI* Start of imae

X'FFD9’ EOI* End of imaye

X'FFDA'’ SOS Start of scan

X'FFDB’ DQT Definequantization table(s)
X'’FFDC’ DNL Define number of lines
X'FFDD’ DRI Define restart interval

X'FFDE’ DHP Define hierarchicaprogression
X'FFDF EXP Expand reference coponent(s)
X'FFEOQ' through X'FFEF’ APPR, Reserved forgplication sgments
X'FFFQ’ through X'FFFD’ JPG, Reserved for JPEG extensions
X'FFFE’ COM Comment

Reserved markers

X'FF01’ TEM* For tenporaly private use in arithmetic codin
X'FF02’ through X’FFBF’ RES Reserved
32 CCITT Rec. T.81 (1992 E)
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B.1.1.4 Marker segments

A marker segment consists of a marker followed by a sequence of related parameters. The first parameter in a marker
segment is the two-byte length parameter. This length parameter encodes the number of bytes in the marker segment,
including the length parameter and excluding the two-byte marker. The marker segments identified by the SOF and SOS
marker codes are referred to as headers: the frame header and the scan header respectively.

B.1.1.5 Entropy-coded data segments

An entropy-coded data segment contains the output of an entropy-coding procedure. It consists of an integer number of
bytes, whether the entropy-coding procedure used is Huffman or arithmetic.

NOTES

1  Making entropy-coded segments an integer number of bytes is performed as follows: for Huffman coding, 1-bits are
used, if necessary, to pad the end of the compressed data to complete the final byte of a segment. For arithmetic coding, byte alignment
1s performed in the procedure which terminates the entropy-coded segment (see D.1.8).

2 Inorder to ensure that a marker does not occur within an entropy-coded segment, any X'FF’ byte generated by either a
Huffman or arithmetic encoder, or an X'FF" byte that was generated by the padding of 1-bits described in NOTE 1 above, is followed
by a “stuffed” zero byte (see D.1.6 and F 1.2 3).

B.12  Syntax

In B.2 and B.3 the interchange format syntax is specified. For the purposes of this Specification, the syntax specification
consists of:

—  the required ordering of markers, parameters, and entropy-coded segments;

—  identification of optional or conditional constituent parts;

—  the name, symbol, and definition of each marker and parameter;

—  the allowed values of each parameter;

—  any restrictions on the above which are specific to the various coding processes.

The ordering of constituent parts and the identification of which are optional or conditional is specified by the syntax
figures in B.2 and B.3. Names, symbols, definitions, allowed values, conditions, and restrictions are specified immediately
below each syntax figure.

B.1.3  Conventions for syntax figures

The syntax figures in B.2 and B.3 are a part of the interchange format specification. The following conventions, illustrated
in Figure B.1, apply to these figures:

—  parameter/marker indicator: A thin-lined box encloses either a marker or a single parameter;

— segment indicator: A thick-lined box encloses either a marker segment, an entropy-coded data segment,
or combinations of these;

—  parameter length indicator: The width of a thin-lined box is proportional to the parameter length (4, 8,
or 16 bits, shown as E, B, and D respectively in Figure B.1) of the marker or parameter it encloses; the
width of thick-lined boxes is not meaningful;

—  optional/conditional indicator: Square brackets indicate that a marker or marker segment is only
optionally or conditionally present in the compressed image data;

— ordering: In the interchange format a parameter or marker shown in a figure precedes all of those shown
to its right, and follows all of those shown to its left;

— entropy-coded data indicator: Angled brackets indicate that the entity enclosed has been entropy
encoded.

Optional |

Segment [segment

[B] D EIF

T'S00830-93/d019

Figure B.1 — Syntax notation conventions
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B.14  Conventions for symbols, code lengths, and values

Following each syntax figure in B.2 and B.3, the symbol, name, and definition for each marker and parameter shown in
the figure are specified. For each parameter, the length and allowed values are also specified in tabular form.

The following conventions apply to symbols for markers and parameters:
—  all marker symbols have three upper-case letters, and some also have a subscript. Examples: SOI, SOFy;

—  all parameter symbols have one upper-case letter; some also have one lower-case letter and some have
subscripts. Examples: Y, Nf, H;, Tq;.
B.2 General sequential and progressive syntax

This clause specifies the interchange format syntax which applies to all coding processes for sequential DCT-based,
progressive DCT-based, and lossless modes of operation.

B.2.1  High-level syntax

Figure B.2 specifies the order of the high-level constituent parts of the interchange format for all non-hierarchical
encoding processes specified in this Specification.

Compressed image data

| |
SOI Frame EOI
L.t Frame el
DNL
(Tables’y 1 Frame header scany | [sogment] | [Scanal SR [Scan ¢
P Scan ‘"‘---___~
Tables/ I i I
[misc. 1 | Scan header [ECS, RSTy e ECS jast-1 RST jg5t4] ECS jast
Le Entropy-coded segment ¢ . . - ] —Eniropy-coded segment jaqt '
<MCU >, <MCU >, <MCU 3 <MCU,>, <MCU,,, 1>, <MCU 2

TISO0840-93/d020

Figure B.2 — Syntax for sequential DCT-based, progressive DCT-based,
and lossless modes of operation

The three markers shown in Figure B.2 are defined as follows:

SOI: Start of image marker — Marks the start of a compressed image represented in the interchange format or
abbreviated format.

EOI: End of image marker — Marks the end of a compressed image represented in the interchange format or
abbreviated format.

RSTy,: Restart marker — A conditional marker which is placed between entropy-coded segments only if restart
is enabled. There are 8 unique restart markers (m = 0 - 7) which repeat in sequence from O to 7, starting with
zero for each scan, to provide a modulo 8 restart interval count.

The top level of Figure B.2 specifies that the non-hierarchical interchange format shall begin with an SOI marker, shall

contain one frame, and shall end with an EOI marker.
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The second level of Figure B.2 specifies that a frame shall begin Wameaheader and shall contain onensorescans.
A frame headermay be preceded by one wore table-specification or miscellaneous marker segments as specified in
B.2.4. If a DNL segment (see B.2.5) is present, it shall immediately follow the first scan.

For sequential DCT-basexhdlossless processes each scan shall cofr@mimone to four image components. If two to
four components are contain@dthin a scanthey shall be interleavedithin the scan. Foprogressive DCT-based
processes each image component is only partially contained within any one scan. Only the first staa(®nfiponents
(which contain only DC coefficient data) may be interleaved.

Thethird level of FigureB.2 specifiesthat a scan shall begin with a scan header and shall contain or@eoentropy-

coded data segments. Each scan headgr be preceded by one wore table-specification or miscellaneous marker
segments. If restart is not enabled, there shall be only one entropy-coded gdmneme labeled “last”), and no restart
markersshall be present. If restart is enabled, the numbentwbpy-coded segments is definedthy size of the image

and the defined restart interval. In this case, a restart marker shall follow each entropy-coded segment except the last one.

The fourth level of FigureB.2 specifiesthat eachentropy-coded segment is comprised of a sequenantobpy-
coded MCUs. If restart is enabled and the reatéetval is defined to be Ri, eaeimtropy-coded segment excéipe last
one shall contain Ri MCUs. The last one shall contain whatever number of MCUs completes the scan.

Figure B.2specifiesthe locations where table-specificatisegmentsnay be presentHowever,this Specificatiorhereby
specifiesthat the interchangérmat shall contain all table-specification data necesdarydecoding thecompressed
image. Consequently, the required table-specificationstesthbe present at one or more of the allowed locations.

B.2.2  Frame header syntax

Figure B.3 specifies the frame header which shall be present at the start of a frathead#ispecifiethe sourcémage
characteristics (see A.1), tlkemponents irthe frame,and thesampling factors for each componeand specifies the
destinations from which the quantized tables to be used with each component are retrieved.

Frame header
I I I I
SOF, Lf P Y X Nf

Component-specification
parameters

.- - / Frame component-specification parameters

I I I
Cy Hylvy| Tay C, [HpIV,| Ta, T Cni |Huntl V| Tang
| | |

T SO0850-93/d021

Figure B.3 — Frame header syntax

The markerandparameters shown in FiguBe3 are defined below. The siznd allowedvalues of each parameter are
given in Table B.2. In Table B.2 (and similar tables which follow), value choices are separatedgde.g. 8,12) and
inclusive bounds are separated by dashes (e.g. 0 - 3).

SOF,: Start of frame marker — Marks the beginning offtlaene parameter3.he subscript n identifies whether
the encodingprocess is baseline sequential, extended sequential, progressive, or lossless, asvkiell as
entropy encoding procedure is used.

SOFy: Baseline DCT
SOF;:  Extended sequential DCT, Huffman coding

SOF;:  Progressive DCT, Huffman coding
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SOFRs:  Lossless (sequential), Huffman coding

SOFy:  Extended sequential DCT, arithmetic coding

SOF1o: Progressive DCT, arithmetic coding

SOF1:  Lossless (sequential), arithmetic coding

Lf: Frame header length — Specifies the length of the frame header shown in Figure B.3 (see B.1.1.4).
P: Sample precision — Specifies the precision in bits for the samples of the components in the frame.

Y: Number of lines — Specifies tlmaximum number ofines in the sourcénage. This shall be equal to the
number of lines in theomponentvith the maximum number of vertical samplgsee A.1.1). Value 0 indicates
that the number of lines shall be defined by B¢l markerand parameters ahe end of thdirst scan (see
B.2.5).

X: Number of samples péne — Specifies thenaximum number of samples gdare in the sourcémage. This
shall be equal to the number sdmples peline in thecomponentwith the maximum number ohorizontal
samples (see A.1.1).

Nf: Number of image components flame —Specifies the number of sourteage components ithe frame.
The value of Nf shall be equal the number of sets dfame component specification parameters K5 Vi,
and Tq) present in the frame header.

Ci: Component identifier — Assignsumiquelabel to theith component irthe sequence of frame component
specification parameters. These values shalideel in the scan headers to identify ¢cbenponents ithe scan.
The value of €shall be different from the values of @rough G- 1.

Hi: Horizontal sampling factor — Specifigbe relationship between theomponent horizontal dimension
and maximum imagdimension X (see A.1.1); alspecifiesthe number of horizontal dataits ofcomponent
Cj in each MCU, when more than one component is encoded in a scan.

Vi: Vertical sampling factor — Specifiethe relationship between theomponent vertical dimension and
maximum imagedimension Y (see A.1.1); alspecifiesthe number of vertical datanits of component Cin
each MCU, when more than one component is encoded in a scan.

Tgi: Quantization table destination selector — Specifies one of four possible quantization table destinations
from which the quantization table to ufse dequantization of DCT coefficients of componenisCretrieved. If

the decodingrocess usethe dequantization procedure, this table shalle beerinstalled in this destination

by the time the decoder is ready to decttdescan(s) containingpmponent € The destination shall not be re-
specified, or its contents changed, until all scans containihgv@ been completed.

Table B.2 — Frame header parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended

Lf 16 8+ 3 x Nf

P 8 8 8,12 8,12 2-16
Y 16 0-65 535

X 16 1-65 535

Nf 8 1-255 1-255 1-4 1-255
& 8 0-255

Hi 4 1-4

Vi 4 1-4
To; 8 0-3 0-3 0-3 0
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B.2.3  Scan header syntax

Figure B.4 specifieshe scan header which shall be present at the start of a scan. This &eecies which

component(s) are contained in the scapgcifiesthe destinationdrom which theentropy tables to based with each
component are retrievednd (for the progressive DCTyvhich part of theDCT quantizedcoefficient data is contained in
the scan. For lossless processes the scan parameters specify the predictor and the point transform.

NOTE - If there is only one image component present in a scan, that componewleinibign, non-interleaved. If there is
more than one image component present in a scan, the components present are, by definition, interleaved.

Scan header
I I I
Component-specification
SOS Ls Ns parameters Ss Se Ah : Al

Scan component-specification parameters .
| | ] 1 |

CSl lelTal CSZ szlTaz oo . CSNS ‘| | '|
| | - ] |

I " T1S00860-93/d022
Tdys Tays

Figure B.4 — Scan header syntax

The markerand parameters showm iFigureB.4 are defined below. The siznd allowedvalues of each parameter are
given in Table B.3.

SOS: Start of scan marker — Marks the beginning of the scan parameters.
Ls: Scan header length — Specifies the length of the scan header shown in Figure B.4 (see B.1.1.4).

Ns: Number of image components in scan — Spedifiesiumber of sourdenage components ithe scan. The
value of Ns shall be equal tbe number of sets of scaomponent specification parameters;(Jsj, and Tg
present in the scan header.

Cs: Scan component selector — Selegtsch of the Nfimage components specified time frame parameters
shall be thgth component ithe scan. Each €shall match one of thej @alues specified in thizameheader,
and the ordering in the scan header sfalbw the ordering in thdrame header. If Ns > 1, the order of
interleaved components the MCU is Cs first, C$ second, etc. If Ns > 1, the following restriction shall be
placed on the image components contained in the scan:

NS

> Hj X VJ- < 10,

j=1

where H and \{ are the horizontahndvertical sampling factors for scan component j. These sampling factors
are specified in thtameheadeifor component i, where i ithe frame component specificatiomdex for which
frame component identifierj@atches scan component selectqr Cs

As an example, consider amage having 3 componentsith maximum dimensions of 512ines and
512 samples per line, and with the following sampling factors:

Component0 Ho =4 V,=1
Component 1 Hp =1 V, =2
Component 2 H, =2 V, =2

Then the summation ofjbt Vjis (4x 1)+ (1 x 2) + (2 x 2) = 10.

The value of Gsshall be different from the values ofGs Cg_ 1.
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Tdj: DC entropy coding table destination selector — Specifies one of four possible DC entropy coding table
destinationsfrom which theentropy table needefibr decoding of the DC coefficients of componeny s
retrieved. The DC entropy table shhlive beernnstalled in this destination (s&:2.4.2 and B.2.4.3) by the

time the decoder igeady to decodéhe current scan. Thiparameter specifiethe entropy coding table
destination for the lossless processes.

Taj;: AC entropy coding table destination selector — Specifies one of four possible AC entropy coding table
destinationsfrom which theentropy table needefiir decoding of the AC coefficients of component Gs
retrieved. The AC entropy table selected shaile beerinstalled in this destination (s&2.4.2 and B.2.4.3)
by the time the decoder is ready to decode the current scan. This parameter is zero for the lossless processes.

Ss: Start of spectral or predictor selection — In B@T modes of operatiorthis parameter specifies the first
DCT coefficient in each block in zig-zag ordehich shall be coded in the scan. Thaameteshall be set to

zero forthe sequentiaDCT processes. Ithe losslessnode of operationthis parameter isised to select the
predictor.

Se: End ofpectral selection — Specifies the BET coefficient in each block in zig-zag ordehich shall be
coded in the scan. Thgarameteshall be set to 63 fahe sequentiaDCT processes. Ithe losslessnode of
operations this parameter has no meaning. It shall be set to zero.

Ah: Successive approximation bit positibigh — This parameter specifiehe pointtransformused in the
preceding scan (i.e. successive approximation bit position low in the preceding s¢he)dand otoefficients
specified by Saind Se. Thiparameteshall be set to zerfor the first scan of each band of coefficients. In the
lossless mode of operations this parameter has no meaning. It shall be set to zero.

Al: Successive approximation bit position low or point transform thie DCT modes of operatiothis

parameter specifies the point transform, i.e. bit position low, bséore codingthe band ofcoefficients
specified by Sand Se. Thigparametershall be set to zertor the sequentiaDCT processes. Ithe lossless
mode of operations, this parameter specifies the point transform, Pt.

The entropy coding table destination selectors, dittl Tg, specify either Huffman tables(in framesusing Huffman
coding) or arithmetic coding tablds framesusing arithmetic coding). In the latteasethe entropy coding table
destination selector specifies both an arithmetic coding conditioning table destination and an associated statistics area.

38

Table B.3 — Scan header parameter size and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ls 16 6+2xNs
Ns 8 1-4
Cy 8 0-253)
Td 4 0-1 0-3 0-3 0-3
T4 4 0-1 0-3 0-3 0
Ss 8 0 0 0-63 1-70)
Se 8 63 63 Ss-63) 0
Ah 4 0 0 0-13 0
Al 4 0 0 0-13 0-15
a) Cs shall be a member of the set gfgpecified in the frame header.
b) 0 forlossless differential frames in the hierarchical mode (see B.3).
) 0 if Ss equals zero.
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B.24  Table-specification and miscellaneous marker segment syntax

Figure B.5 specifies that, at the places indicated in Figure B.2, any of the table-specification segments or miscellaneous
marker segments specified in B.2.4.1 through B.2.4.6 may be present in any order and with no limit on the number of
segments.

If any table specification for a particular destination occurs in the compressed image data, it shall replace any previous
table specified for this destination, and shall be used whenever this destination is specified in the remaining scans in the
frame or subsequent images represented in the abbreviated format for compressed image data. If a table specification for a
given destination occurs more than once in the compressed image data, each specification shall replace the previous
specification. The quantization table specification shall not be altered between progressive DCT scans of a given
component.

Tables or miscellaneous marker segment

[Marker] [Nhrker] . [Ma'ker
segment, segment , segment .,
- - TIS00870-93/d023
-
Quantization table-specification
Huffman tablqer-speciﬁcaﬁm

or
Arthmetic conditioning table-specification
Marker segment < _or o
Restart interval definition
or
Comment

or
Application data

Figure B.5 — Tables/miscellaneous marker segment syntax

2.4.1 Quantization table-specification syntax
Figure B.6 specifies the marker segment which defines one or more quantization tables.

Define quantization tab e segment
T T T 3 7
DQT Lq PqlTq Q Q
| - i
e —

T SO0880-93/d024

0 1 Qgs

Mutipe (t=1 n)

Figure B.6 — Quantization table syntax

The marker and parameters shown in Figure B.6 are defined below. The size and allowed values of each parameter are
given in Table B 4.

DQT: Define quantization table marker — Marks the beginning of quantization table-specification parameters.

Lq: Quantization table definition length — Specifies the length of all quantization table parameters shown in
Figure B.6 (see B.1.1.4).
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Pq: Quantization table element precision — Specifies the precision of the Qx values. Value 0 indicates 8-bit Qx
values; value 1 indicates 16-bit Qg values. Pq shall be zero for 8 bit sample precision P (see B.2.2).

Tq: Quantization table destination identifier — Specifies one of four possible destinations at the decoder into
which the quantization table shall be installed.

Qx: Quantization table element — Specifies the kth element out of 64 elements, where £ is the index in the zig-
zag ordering of the DCT coefficients. The quantization elements shall be specified in zig-zag scan order.

Table B.4 — Quantization table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lq 16 2 + § (65 + 64 x Pq(1)) Undefined
=1
Pq 4 0 0,1 0,1 Undefined
Tq 4 0-3 Undefined
Qx 8,16 1-255,1-65 535 Undefined

The value n in Table B 4 is the number of quantization tables specified in the DQT marker segment.

Once a quantization table has been defined for a particular destination, it replaces the previous tables stored in that
destination and shall be used, when referenced, in the remaining scans of the current image and in subsequent images
represented in the abbreviated format for compressed image data. If a table has never been defined for a particular
destination, then when this destination is specified in a frame header, the results are unpredictable.

An 8-bit DCT-based process shall not use a 16-bit precision quantization table.
242

Huffman table-specification syntax

Figure B.7 specifies the marker segment which defines one or more Huffman table specifications.

Define Huffman table segment
T T T - T
DHT Lh Teith| L, | L, Lys Say's"s?;'e"g‘lh
|
\ / ‘-\\
Multiple (t=1, ..., n) \.\
Symbol-length assignment parameters \'=\
Vig | Viz V1,|.1 Vai | Va2 e V2,L: Vie1 | Viez V16,L,5
TISO0890-93/d025
Figure B.7 — Huffman table syntax
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The markerand parameters shown in FiguB27 are defined below. The siznd allowedvalues of each parameter are
given in Table B.5.

DHT: Define Huffman table marker — Marks the beginning of Huffman table definition parameters.

Lh: Huffman table definition length — Specifies the length of all Huffman table parameters shown in Figure B.7
(see B.1.1.4).

Tc: Table class — 0 = DC table or lossless table, 1 = AC table.

Th: Huffman tabledestination identifier — Specifies one of four possible destinations at the decoder into which
the Huffman table shall be installed.

Li: Number of Huffman codes ¢éngth i — Specifies the number ldtiffman codes for each of the 16 possible
lengths allowed by this Specification/d.are the elements of the list BITS.

Vij: Value associated with each Huffman code — Specifiegéoh i, thevalue associatedith eachHuffman
code of length i. The meaning of each value is determinetthdoiduffman coding model. The \'s are the
elements of the list HUFFVAL.

Table B.5 — Huffman table specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
n
Lh 16 2+ 35 (17+m)
t=1
Tc 4 0,1 0
Th 4 0,1 0-3
L 8 0-255
Vi 8 0-255

The value n in Tabl8.5 is thenumber of Huffman tables specified fihe DHT markersegment. The valuens the
number of parameters which follow the 1tlparameters for Huffman table t, and is given by:

In general, mis different for each table.

Once aHuffman tablehas been definefor a particulardestination, it replaces thegrevious tables stored ithat
destination and shall be used when referenced, imethaining scans of the curreintageand in subsequenmages
represented in thabbreviated format for compressed imatga. If a table has never been defified a particular
destination, then when this destination is specified in a scan header, the results are unpredictable.
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B.2.4.3 Arithmetic conditioning table-specification syntax

Figure B.8 specifiethe marker segmenthich defines one omore arithmeticcoding conditioning table specifications.
These replace the default arithmetic coding conditioning tables established by thmeaB®it for arithmetic coding
processes. (See F.1.4.4.1.4 and F.1.4.4.2.1.)

Define arithmetic conditioning segment
I I T
DAC La TciTb| Cs

T SO0900-93/d026

¥1/
Mutipe (t=1 n)

Figure B.8 — Arithmetic conditioning table-specification syntax

The markerand parameters showm iFigureB.8 are defined below. The siznd allowedvalues of each parameter are
given in Table B.6.

DAC: Define arithmetic coding conditioningnarker -Marks the beginning of the definition of arithmetic
coding conditioning parameters.

La: Arithmetic coding conditioning definition length — Specifies the length of all arithmetic coding
conditioning parameters shown in Figure B.8 (see B.1.1.4).

Tc: Table class — 0 = DC table or lossless table, 1 = AC table.

Th: Arithmetic coding conditioning table destination identifier — Specifies one of four possible destinations at
the decoder into which the arithmetic coding conditioning table shall be installed.

Cs: Conditioning tablevalue —Value in either the AC or the DC (and lossless) conditioning table. A single
value of Cs shall follow each value of Th. For AC conditioning tables Tc shall barmh€s shall contain a
value of Kx inthe range k Kx < 63. For DC (andossless) conditioning tables Tc shall be zand Cs shall
contain two 4-bit parameters, U and L. U and L shall be in the rasde<OU < 15 and the value of Cs shall be

L+16xU.

The value n in Tabl®.6 is thenumber of arithmetic coding conditioning tables specified in the D#gtker segment.

The parameters And U are the lowesind upper conditioning bounds used in the arithmetic coding procedures defined
for DC coefficient coding and lossless coding. The separate value range 1-63 listed for DCT coding is the Kx conditioning
used in AC coefficient coding.

Table B.6 — Arithmetic coding conditioning table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
La 16 Undefined 2+2xn
Tc 4 Undefined 0,1 0
Tb 4 Undefined 0-3
Cs 8 Undefined 0-255 (Tc = 0), 1-63 (Tc = 1) 0-255
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Lr: Define restart interval segment length — Specifies the length of the parameters in the DRI segment shown in

B.2.4.4 Restart interval definition syntax

Define restart interval segment

ISO/IEC 10918-1 : 1993(E)

Figure B.9 specifies the marker segment which defines the restart interval.

T
DRI

T
Lr

T
Ri

T S00910-93/d027

Figure B.9 — Restart interval definition syntax

Figure B.9 (see B.1.1.4).

Ri: Restart interval — Specifies the number of MCU in the restart interval.

Table B.7 — Define restart interval segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lr 16 4
Ri 16 0-65 535 nx MCUR

B.2.4.5 Comment syntax

Comment segment

Figure B.10 specifies the marker segment structure for a comment segment.

COM

T
Lc

le

. Cm

Lc-2

T S000920-93/d028

Figure B.10 — Comment segment syntax
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The markerand parameters showm iFigureB.9 are defined below. The siznd allowedvalues of each parameter are
given in Table B.7.

Define restart interval marker — Marks the beginning of the parameters which define the restart interval.

In TableB.7 thevalue n is the number of rows of MCU in the restart interval. The value MClthHe isumber of MCU
required tomake up one line cfamples of each componentthe scan. The SOharker disablethe restart intervals. A
DRI marker segmentith Ri nonzero shall be present to enable restart interval procdssihg following scans. A DRI
marker segment with Ri equal to zero shall disable restart intervals for the following scans.

43
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The markefandparameters shown in FiguB210 are defined below. The siznd allowedvalues of each parameter are
given in Table B.8.

COM: Comment marker — Marks the beginning of a comment.

Lc: Comment segmentength — Specifies the length of theomment segmenshown in Figure B.10
(seeB.1.1.4).

Cm;: Comment byte — The interpretation is left to the application.

Table B.8 —Comment segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lc 16 2-65 535
Cm 8 0-255

B.2.4.6 Application data syntax

Figure B.11 specifies the marker segment structure for an application data segment.

Application data segment

APP Lp Apy ... Apipo

TISO0930-93/d029
Figure B.11 — Application data syntax

The markerandparameters showm iFigureB.11 are defined below. The siznd allowedvalues of each parameter are
given in Table B.9.

APP,: Application data marker — Marks the beginning of an application data segment.

Lp: Application data segment length — Speciftbe length of the application datsegment shown in
Figure B.11 (see B.1.1.4).

Api: Application data byte — The interpretation is left to the application.

The APR, (Application) segments are reserved for applicatise. Since these segmemay bedefined differently for
different applications, they should be removed when the data are exchanged between application environments.

Table B.9 — Application data segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lp 16 2-65 535
Ap; 8 0-255
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Define number of lines syntax

Figure B.12specifiesthe marker segment fatefining the number of lines. THBNL (Define Number of Lines) segment
provides a mechanism for defining or redefining the number of lines iinatine (the Y parameter inthe frameheader) at
the end of thdirst scan. The value specified shall be consisigtit the number of MCU-rows encoded in the first scan.
This segment, if used, shalhly occur at the end of tHast scan, ananly after coding of an integer number of MCU-
rows. This marker segment is mandatory if the number of lines (Y) specified in the frame header has the value zero.

Define number of lines segment
I I I
DNL Ld NL

T S00940-93/d030

Figure B.12 — Define number of lines syntax

The markefandparameters showm iFigureB.12 are defined below. The siznd allowedvalues of each parameter are
given in Table B.10.

DNL: Define number of lines marker — Marks the beginning of the define number of lines segment.

Ld: Define number of lines segment length — Specifies the length of the define number sédimesit shown
in Figure B.12 (see B.1.1.4).

NL: Number of lines — Specifies the number of lines in the frame (see definition of Y in B.2.2).

Table B.10 — Define number of lines segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ld 16 4
NL 16 1-65 533
a) The value pecified shall be consistent withe number ofines coded at theoint where theDNL segment
terminates the compressed data segment.

B.3

B.3.1

Hierarchical syntax

High level hierarchical mode syntax

Figure B.13specifiesthe order of the higlevel constituent parts of the interchanfggmat for hierarchical encoding
processes.
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Compressed image data
I [ il I
SOl [Tab es/misc ] DHP segment Frame ; coe e Frame, o EOI

T S00950-93/d031

Figure B.13 — Syntax for the hierarchical mode of operation

Hierarchical mode syntasequires a DHRnarker segmerthat appears beforthe non-differentiaframe o frames. The
hierarchical mode compressiagedatamay include EXPmarker segmentand differentiaframeswhich shallfollow
the initial non-differentiaframe. Theframe structure in hierarchicaihode is identical to thérame structure in non-
hierarchical mode.

The non-differential frames in the hierarchical sequence shall use one of the prodiegses specified for SERmarkers:
SOk, SOR, SOR, SOR, SOk, SORand SOk;. The differential frameshall use one of thprocesses specified for
SOF;, SOF, SOF, SOR3 SOR4 and SORs. The allowed combinations of SQRarkerswithin one hierarchical
sequence are specified in Annex J.

The sample precisiofP) shall be constarfior all framesandhavethe identicalvalue asthat coded in th©HP marker

segment. The number of samples lpez (X) for all framesshall not exceed thealue coded in th®HP marker segment.
If the number of lines (Y) is non-zero in the DHP marker segment, then the number &rliakfamesshall not exceed
the value in the DHP marker segment.

B.3.2 DHP segment syntax

The DHP segment defingse image components, sizandsampling factors fothe completed hierarchical sequence of
frames. The DHP segment shall precede the first frame; a single DHP segment shall occur in the compressed image data.

The DHP segment structure is identicalthe frame header syntax, excetiiat theDHP marker isused instead of the
SOR, marker. The figureand description of B.2.2 theapply, excepthat the quantization table destination selector
parameter shall be set to zero in the DHP segment.

B.3.3 EXP segment syntax

Figure B.1l4specifiesthe marker segmerdtructurefor the EXP segment. The EXd@gment shall be present@ndonly

if) expansion of the reference components is required either horizontaltytisally. TheEXP segment parameteapply
only tothe nextframe(which shall be a differentidtame) intheimage. Ifrequired, the EXRegment shall be one of the
table-specification segments or miscellaneous marker segments prabediagneheader; the EXBegment shall not be
one of the table-specificatiosegments or miscellaneous marker segments preceding a scan header omearketP
segment.

Expand segment
T T 1
|
EXP Le Eh ! Ev
|
T S00960-93/d032

Figure B.14 — Syntax of the expand segment

46 CCITT Rec. T.81 (1992 E)

Page 207 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

The marker and parameters shown in Figure B.14 are defined below. The size and allowed values of each parameter are
given in Table B.11.

EXP: Expand reference components marker — Marks the beginning of the expand reference components
segment.

Le: Expand reference components segment length — Specifies the length of the expand reference components
segment (see B.1.1.4).

Eh: Expand horizontally — If one, the reference components shall be expanded horizontally by a factor of two.
If horizontal expansion is not required, the value shall be zero.

Ev: Expand vertically —If one, the reference components shall be expanded vertically by a factor of two.
If vertical expansion is not required, the value shall be zero.

Both Eh and Ev shall be one if expansion is required both horizontally and vertically.

Table B.11 — Expand segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Le 16 3
Eh 4 0,1
Ev 4 0,1
B4 Abbreviated format for compressed image data

Figure B.2 shows the high-level constituent parts of the interchange format. This format includes all table specifications
required for decoding. If an application environment provides methods for table specification other than by means of the
compressed image data, some or all of the table specifications may be omitted. Compressed image data which is missing
any table specification data required for decoding has the abbreviated format.

B.S Abbreviated format for table-specification data

Figure B.2 shows the high-level constituent parts of the interchange format. If no frames are present in the compressed
image data, the only purpose of the compressed image data is to convey table specifications or miscellaneous marker
segments defined in B.2.4.1, B.24.2, B.2.4.5, and B.2.4.6. In this case the compressed image data has the abbreviated
format for table specification data (see Figure B.15).

Compressed image data
| I
SOl [Tabes/misc ] EOI

TSO00970-93/d033
Figure B.15 — Abbreviated format for table-specification data syntax

B.6 Summary

The order of the constituent parts of interchange format and all marker segment structures is summarized in Figures B.16
and B.17. Note that in Figure B.16 double-lined boxes enclose marker segments. In Figures B.16 and B.17 thick-lined
boxes enclose only markers.

The EXP segment can be mixed with the other tables/miscellaneous marker segments preceding the frame header but not
with the tables/miscellaneous marker segments preceding the DHP segment or the scan header.
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Annex C

Huffman table specification

(This annex forms an integral part of this Recommendation | International Standard)

A Huffman coding procedure may be used for entropy coding in any of the coding processes. Coding models for
Huffman encoding are defined in Annexes F, G, and H. In this Annex, the Huffman table specification is defined.

Huffman tables are specified in terms of a 16-bige(BITS) giving the number of codefor each coddength from
1to 16. This is followed by a list of the 8-kigmbol valuefHUFFVAL), each of which is assignedHuffmancode. The
symbol valuesare placed in the list in order of increasing code length. Code lengths gheaitd6 bits are not allowed.
In addition, the codes shall be generated such that the all-1-bits code vaosdesfgth is reserved aspaefix for longer
code words.

NOTE — The order of the symbuilues withinHUFFVAL is determined only by code length. Withirgewen coddength
the ordering of the symbol values is arbitrary.

This annex specifiethe procedure by which theuffman tables (of Huffmaicode words and their correspondidpit

symbol valuespare derivedrom the two lists(BITS and HUFFVAL) in the interchangdéormat. Howeverthe way in

which these lists are generated is not specified. The lists should be generated in a manner which is consistent with the
rulesfor Huffmancoding, and it shalbbservethe constraints discussed in fheevious paragraph. Annex K contains an
example of a procedure for generating lists of Huffman code lengths and values which are in accord with these rules.

NOTE — There isno requirement in this Specification thatany encoder or decoder shall implement the procedures in
preciselythe mannespecified bythe flow charts in this annex. It is necessanly that an encoder or decoder implemigetfunction
specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwi8pecification is that it
satisfy the requiremengiven inclause 6 (for encoders) or clause 7 (for decoders), as determineddmympkéancetestsspecified in
Part 2.

C.1 Marker segments for Huffman table specification

The DHT markeridentifies the start dfluffman tabledefinitions within thecompressed imaggata. B.2.4.%pecifies the
syntax for Huffman table specification.

C.2 Conversion of Huffman table specifications to tables of codes and code lengths

Conversion of Huffman table specifications to tables of cadéescode lengths uses three proceddris.first procedure
(Figure C.1) generates a tableHifffman code sizes. The second procedure (Figure C.2) generatesiffhean codes
from the table built in Figure C.1. The third procedure (Figure C.3) generates the Huffman codes in symbol value order.

Given alist BITS (1 to 16) containing theumber of codes of each siznd a listHUFFVAL containingthe symbol
values to be associated with those codes as described above, two tables are generated. The HUFFSIZE tablistcontains a
of code lengths; the HUFFCODE table contains the Huffman codes corresponding to those lengths.

Note that the variable LASTK is set to the index of the last entry in the table.
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Generate_size_table

~
1
o

Q_
T
-

\\ HUFFSIZE(K) = |
K=K+1

J=J+1

No 1>16

HUFFSIZE(K) =0
LASTK =K

Done

TISO1000-93/d036

Figure C.1 — Generation of table of Huffman code sizes
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A Huffman code table, HUFFCODE, containing a cdde each size in HUFFSIZE is generatedthg procedure in
Figure C.2. The notation “SLL CODE 1" in Figure C.2 indicates a shift-left-logical of CODE by one bit position.

Generate_code_table

K=0
CODE =0
S| = HUFFSIZE(0)

HUFFCODE(K) = CODE
CODE = CODE +1
K=K+1

HUFFSIZE(K) =0
?

No

CODE =SLL CODE 1
SI=Sl+1 Done

T SO1010-93/d037

Yes No

Figure C.2 — Generation of table of Huffman codes

Two tables, HUFFCODEBNndHUFFSIZE,have now been generated. The entriethintables are ordered according to
increasing Huffman code numeric value and length.

The encoding procedure code tables, EHUF&@ EHUFSI, are created by reorderinbe codes specified by
HUFFCODE and HUFFSIZE according to the symbol values assigned to each code in HUFFVAL.
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Figure C.3 illustrates this ordering procedure.

Order_codes

I = HUFFVAL(K)
EHUFCO(I) = HUFFCODE(K)
EHUFSI(l) = HUFFSIZE(K)
K=K+1

Yes

No

Done

TISO1020-93/d038

Figure C.3 — Ordering procedure for encoding procedure code tables

C.3 Bit ordering within bytes

The root of a Huffmarcode is placed toward the MBiost-significant-bit) of the byt@ndsuccessive bits are placed in
the direction MSB to LSKleast-significant-bit) of théyte. Remaining bits, if any, gato the nextbyte following the
same rules.

Integers associated with Huffman codes are appended with the MSB adjacent to the LSB of the preceding Huffman code.
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Annex D

Arithmetic coding
(This annex forms an integral part of this Recommendation | International Standard)

An adaptive binary arithmetic coding procedure may be used for entropy coding in any of the coding processes except
the baseline sequential process. Coding models for adaptive binary arithmetic aadidefined in Annexes F, G,
and H. In this annex the arithmetic encoding and decoding procedures used in those models are defined.

In K.4 a simple test example is given which should be helpful in determining if a given implementation is correct.

NOTE — There isno requirement in this Specification thatany encoder or decoder shall implement the procedures in
preciselythe mannespecified bythe flow charts in this annex. It is necessanly that an encoder or decoder implemigetfunction
specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwi8pecification is that it
satisfy the requiremengiven inclause 6 (for encoders) or clause 7 (for decoders), as determineddmypkéancetestsspecified in
Part 2.

D.1 Arithmetic encoding procedures

Four arithmetic encoding procedures are required in a system with arithmetic coding (see Table D.1).

Table D.1 — Procedures for binary arithmetic encoding

Procedure Purpose
Code_0(S) Code a “0” binary decision with context-index S
Code_1(S) Code a “1” binary decision with context-index S
Initenc Initialize the encoder
Flush Terminate entropy-coded segment

The “Code_0(S)"and “Code_1(S)” procedures code the 0-decision and l-de€spmttively; S is a context-index
which identifies a particular conditionptobability estimateised in coding theinary decision. The “Initenc” procedure
initializes the arithmetic codingntropy encoder. Thé&Flush” procedure terminates thentropy-coded segment in
preparation for the marker which follows.

D.1.1  Binary arithmetic encoding principles

The arithmetic coder encodes a series of binary symbols, zeros and oneyndaahepresenting one possible result of a
binary decision.

Each “binary decision” provides a choice between two alternatives. The binary decision might be between positive and
negative signs, a magnitude being zero or nonzero, or a particular bit in a sequence of binary digits being zero or one.

The output bit stream (entropy-coded data segment) represents a binary Whitfomcreases in precision bgtes are
appended by the encoding process.

D.1.1.1 Recursive interval subdivision

Recursive probability interval subdivision tise basidfor the binary arithmetic encoding procedur&yith eachbinary
decision the currergrobability interval is subdividethto two sub-intervalsand the bitstream is modified (if necessary)
so that it points to the base (the lower bound) of the probability sub-interval assigned to the symbol which occurred.

In the partitioning of the curremptrobability intervalinto two sub-intervals, the sub-intenfal the lessprobablesymbol

(LPS) and thesub-interval forthe more probable symbdMPS) are ordered such that usually MBS sub-interval is
closer to zero. Thereforgyhen the LPS is coded, the MR8b-interval size is added to the biteam. This coding
convention requires thatymbols be recognized as eithdPS or LPS rather than 0 or 1. Consequently,sike of the
LPS sub-interval and the sense of the MPS for each decision must be known in order to encode that decision.
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The subdivision of the curreptobability intervalwould ideally require a multiplication of the interval by fh@bability
estimate fothe LPS. Because this subdivision is dapproximately, it is possible fahe LPS sub-interval to be larger
than the MPSub-interval When that happens a “conditioreichange” interchanges the assignment of the sub-intervals
such that the MPS is given the larger sub-interval.

Since the encoding procedureolvesaddition ofbinary fractions rathethan concatenation of integer code words, the
more probable binary decisions can sometimes be coded at a cost of much less than one bit per decision.

D.1.1.2 Conditioning of probability estimates

An adaptive binary arithmetic coder requires a statistical model — a model for selecting conditional probability estimates to
be used in the coding of eabinary decisionWhen agiven binary decision probability estimate is dependent on a
particular feature or features (the context) already coded, it is “conditionedhabnfeature. The conditioning of
probability estimates on previously coded decisions muglddttical in encoder and decoder, dhdrefore can usenly
information known to both.

Each conditional probability estimatequired by the statisticahodel is kept in a separate storage location or “bin”
identified by a uniqueontext-index S. The arithmetic coder is adaptive, whigansthat theprobability estimates at
each context-index are developstd maintained by the arithmetic codisygstem orthe basis of prior coding decisions
for that context-index.

D.1.2  Encoding conventions and approximations

The encoding procedures use fixed precision integer arithmetic and an integer represefitatibonafl values in which
X'8000" can be regarded as thdecimal value 0.75. The probability interval, A, is kept inthe integer
rangex'8000’ < A < X'10000’ by doubling itwhenever its integer value falls belo@8000'. This is equivalent to
keeping A in the decimal range 0.2 < 1.5. This doubling procedure is called renormalization.

The code register, C, contains the trailing bits of the bit stream. C is also doublaineaghis doubled. Periodically
—to keep C from overflowing — a byte dta isremoved fromthe high order bits of the C-registend placed in the
entropy-coded segment.

Carry-over into the entropy-coded segment is limited by delaying X’FF’ obtgesuntil the carry-over is resolved. Zero
bytes are stuffed after ea¢tiFF’ byte in the entropy-coded segment in order to avteé accidental generation of
markers in the entropy-coded segment.

Keeping A inthe ranged.75< A < 1.5 allows a simple arithmetic approximation to tmed in the probability interval
subdivision. Normally, ifthe currentestimate othe LPSprobability for context-index S iQe(S), precise calculation of
the sub-intervals would require:

Qe(S)x A Probability sub-interval for the LPS;
A — (Qe(S)x A) Probability sub-interval for the MPS.

Because the decimal value of A is of order unity, these can be approximated by

Qe(S) Probability sub-interval for the LPS;
A —-Qe(S) Probability sub-interval for the MPS.

Whenever the LPS is coded, the value of A — Qe(S) is added to the code registempaoiathiity interval is reduced to
Qe(S). Whenever thBIPS is coded, theode register is left unchangedd theinterval is reduced to A — Qe(S). The
precision range required for A is then restored, if necessary, by renormalization of both A and C.

With the procedure described abotkee approximations irthe probability interval subdivision process caametimes

makethe LPS sub-interval largehan the MPSsub-interval.lf, for examplethe value of Qe(S) is 0.5 and A is at the
minimum allowed value 00.75, theapproximate scaling givesne-third of theprobability interval tathe MPS andwo-

thirds to the LPS. Tavoidthis size inversion, conditional exchange is used.prbbability interval is subdivided using

the simple approximation, but the MPS and LPS sub-interval assignments are exchanged whenever the LPS sub-interval is
larger than theMPS sub-interval. This MPS/LPS conditional exchange oaly occurwhen a renormalization will be

needed.

Each binary decision uses a context. A contesttésset of prior coding decisions which determine the context-index, S,
identifying the probability estimate used in coding the decision.

Whenever a renormalization occurs, a probability estimation procedure is inwbiad determines a newrobability
estimate forthe context currently being coded. No explgymbol counts are needefdr the estimation. Theelative
probabilities of renormalization after coding of LB8d MPSprovide, by means of a table-based probability estimation
state machine, a direct estimate of the probabilities.
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D.1.3  Encoder code register conventions

The flow charts in this annex assume the register structures for the encoder as shown in Table D.2.

Table D.2 — Encoder register connections

MSB LSB
C-register 0000cbbb, bbbbbsss, XXXXXXXX, XXXXXXXX
A-register 00000000, 00000000, aaaaaaaa, aaaaaaaa

The “a” bits are the fractional bits in the A-register (the curpenbability interval valueand the “x” bitsare the
fractional bits in the code register. The “s” bits are optional spacer bits which provide useful constraints on carry-over, and
the “b” bits indicate the bit positiorfeom which thecompleted bytes afata areemoved fronthe C-register. The “c” bit

is a carrybit. Except at the time of initialization, bit 15 thfe A-register ilways seand bit 16 isalways cleafthe LSB

is bit 0).

These register conventions illustrate one possible implementafiowever, any register conventionghich allow
resolution of carry-over ithe encoder and which produce tzene entropy-coded segmemdy beused. The handling of
carry-over and the byte stuffing following X'FF’ will be described in a later part of this annex.

D.1.4 Code_1(S) and Code_0(S) procedures

When agiven binary decision is coded, one of two possibilities occurs — either a 1-decision or a 0-decision is coded.
Code_1(S) and Code_0(&) shown in Figures Ddnd D.2.The Code_1(S) and Code_0(S) procedurespusaability
estimatewith a context-index S. The context-index S is determined by the statistidaland is, in general, a function

of the previous coding decisions; each value of S identifies a particular conditional probability estitdites used in
encoding the binary decision.

Code_1(S)

No Yes

.

MPS(S)=1 -
S )

Code_LPS(S) Code_MPS(S)

TISO1800-93/d039

Done

Figure D.1 — Code_1(S) procedure
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Code_0(S)

Code_LPS(S) Code_MPS(S)

T S01030-93/d040

Done

Figure D.2 — Code_0(S) procedure

The context-index Selects a storage location which contains Index(S), an index to the tables mdkehup the
probability estimation state machin®hen coding dinary decisionthe symbolbeing coded is either thmore probable

symbol or the less probable symbol. Therefore, additional information is stored at each context-index identifying the sense
of the more probable symbol, MPS(S).

For simplicity, the flow charts in this subclause assume that the context storage for each contexhérsdar &dditional
storage field forQe(S) containing thealue of Qe(Index(S)). If onlyhe value of Index(Sand MPS(S)re stored, all
references to Qe(S) should be replaced by Qe(Index(S)).

The Code_LPS(S) procedure normally consisthefaddition of the MPSub-interval A — Qe(S) to the kdtreamand a
scaling of the interval to the sub-interval, Qe(S). lalways followed bythe proceduregor obtaining anew LPS
probability estimate (Estimate_Qe(S)_after_LPS) and renormalization (Renorm_e) (see Figure D.3).

However, in theeventthat the LPS sub-interval is largiran the MPSub-interval, the conditional MPS/LPS exchange
occurs and the MPS sub-interval is coded.

The Code_MPS(S) procedunermally reduceshe size of the probability interval tbe MPSsub-interval. However, if
the LPS sub-interval is largéhan the MPSsub-interval, the conditional exchange occansl the LPSsub-interval is
coded instead. Note that conditional exchange cannot occur unless the profaedoioésining anew LPS probability
estimate (Estimate_Qe(S)_after_ MR8 renormalization (Renorm_e) are required after coding of thesymbol (see
Figure D.4).
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Code_LPS(S)

i

A=A-QeS)

Yes

No

C=C+A
A=Qe(S)

Estimate_Qe(S)_after_LPS
Renorm_e

Done

T S01040-93/d041

Figure D.3 — Code_LPS(S) procedure with conditional MPS/LPS exchange
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Code_MPS(S)

A=A-Qe(S)

A < X'8000
?

C=C+A
A=Qe(S)

»d

e

Estimate_Qe(S)_after_MPS
Renorm_e

Done

T S01050-93/d042

Figure D.4 — Code_MPS(S) procedure with conditional MPS/LPS exchange

D.1.5 Probability estimation in the encoder

D.1.5.1 Probability estimation state machine

The probability estimation state machine consists of a number of sequences of probability estimates. These sequences are
interlinked in a manner whicprovides probability estimates based on approxinggtabol counts derivedrom the

arithmetic coder renormalization. Sometbése sequences are used during the initial “learnsteges of probability
estimation; the rest are used for “steady state” estimation.

Each entry in therobability estimation state machine is assignedndex, and each index hassociated with it a
Qe value and two Next_Index values. The Next_Index_MPS tieemdex to the new probability estimate after an MPS
renormalization; the Next_Index_LPS givbe index to the newrobability estimate after an LPS renormalization. Note
that both the index to the estimation state machimkthe sense of thPS are kept for each context-index S. The sense
of the MPS is changed whenever the entry in the Switch_MPS is one.

The probability estimation state machine is given in Tdhf@ Initialization of the arithmetic coder &ways with
an MPS sense of zero and a Qe index of zero in Table D.3.

The Qe values listed ifable D.3 are expressed as hexadecimal integers. To approximately ctvevdrb-bit integer

representation of Qe to a decimal probability, divide the Qe values byx(@X33000’).
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Table D.3 — Qe values and probability estimation state machine

index Qe Next_ Index Switch index Qe Next_ Index Switch
_Value _LPS | MPS| _MPS _Value _LPS _MPS _MPS
0 X'5A1D’ 1 1 1 57 X'01A4’ 55 58 0
1 X'2586’ 14 2 0 58 X'0160’ 56 59 0
2 X'1114 16 3 0 59 X'0125 57 60 0
3 X'080B’ 18 4 0 60 X'00F6’ 58 61 0
4 X'03D8’ 20 5 0 61 X'00CB’ 59 62 0
5 X'01DA’ 23 6 0 62 X'00AB’ 61 63 0
6 X'00E5’ 25 7 0 63 X'008F 61 32 0
7 X'006F 28 8 0 64 X'5B12’ 65 65 1
8 X'0036’ 30 9 0 65 X'4D04’ 80 66 0
9 X'001A 33 10 0 66 X'412¢C 81 67 0
10 X'000D’ 35 11 0 67 X'37D8’ 82 68 0
11 X'0006’ 9 12 0 68 X'2FES8’ 83 69 0
12 X'0003’ 10 13 0 69 X'293C’ 84 70 0
13 X'0001 12 13 0 70 X'2379 86 71 0
14 X'5A7F 15 15 1 71 X'1EDF’ 87 72 0
15 X'3F25’ 36 16 0 72 X'1AA9’ 87 73 0
16 X'2CF2’ 38 17 0 73 X'174E’ 72 74 0
17 X'207C’ 39 18 0 74 X'1424' 72 75 0
18 X'17B9’ 40 19 0 75 X'119C’ 74 76 0
19 X'1182’ 42 20 0 76 X'0F6B’ 74 77 0
20 X'0CEF 43 21 0 77 X'0D571’ 75 78 0
21 X'09A1 45 22 0 78 X'0BB6’ 77 79 0
22 X'072F 46 23 0 79 X'0A40’ 77 48 0
23 X'055C’ 48 24 0 80 X'5832’ 80 81 1
24 X'0406’ 49 25 0 81 X'4D1C 88 82 0
25 X'0303’ 51 26 0 82 X'438E’ 89 83 0
26 X'0240° 52 27 0 83 X'3BDD’ 90 84 0
27 X'01BY’ 54 28 0 84 X'34EFE’ 91 85 0
28 X'0144 56 29 0 85 X'2EAE’ 92 86 0
29 X'00F5’ 57 30 0 86 X'299A' 93 87 0
30 X'00B7’ 59 31 0 87 X'2516’ 86 71 0
31 X'008A’ 60 32 0 88 X'5570 88 89 1
32 X'0068’ 62 33 0 89 X'4CA9’ 95 90 0
33 X'004E’ 63 34 0 90 X'44D9’ 96 91 0
34 X'003B’ 32 35 0 91 X'3E22’ 97 92 0
35 X'002¢Cc’ 33 9 0 92 X'3824’ 99 93 0
36 X'5AEY’ 37 37 1 93 X'32B4’ 99 94 0
37 X'484C’ 64 38 0 94 X2E17 93 86 0
38 X'3A0D’ 65 39 0 95 X'56A8' 95 96 1
39 X'2EF1’ 67 40 0 96 X'4F46’ 101 97 0
40 X'261F 68 41 0 97 X'47ES 102 98 0
41 X'1F33’ 69 42 0 98 X'41CF 103 99 0
42 X'19A8’ 70 43 0 99 X'3C3D’ 104 100 0
43 X'1518'’ 72 44 0 100 X'375F’ 99 93 0
44 X'1177 73 45 0 101 X'52371 105 102 0
45 X'0E74' 74 46 0 102 X'4COF’ 106 103 0
46 X'0BFB’ 75 47 0 103 X'4639’ 107 104 0
47 X'09F8’ 77 48 0 104 X'415F’ 103 99 0
48 X'0861’ 78 49 0 105 X'5627 105 106 1
49 X'0706’ 79 50 0 106 X'50E7’ 108 107 0
50 X'05CD’ 48 51 0 107 X'4B85’ 109 103 0
51 X'04DE’ 50 52 0 108 X'5597’ 110 109 0
52 X'040F 50 53 0 109 X'504F 111 107 0
53 X'0363’ 51 54 0 110 X'5A10’ 110 111 1
54 X'02D4’ 52 55 0 111 X'5522 112 109 0
55 X'025C’ 53 56 0 112 X'59EB’ 112 111 1
56 X'01F8’ 54 57 0
60 CCITT Rec. T.81 (1992 E)
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D.1.5.2 Renormalization driven estimation

The change in state in Table D.3 occurs only when the arithmetic coder interval register is renormalized. This must always
be done after coding an LPS, and whenever the probability interval registertisaleX$8000'(0.75 indecimal notation)
after coding an MPS.

When the LPS renormalization is required, Next_Index_g#R8&sthe new indexor the LPSprobability estimateWhen
the MPSrenormalization is required, Next_Index_MRf/es the new indexfor the LPS probability estimate. If
Switch_MPS is 1 for the old index, the MPS symbol sense must be inverted after an LPS.

D.1.5.3 Estimation following renormalization after MPS

The procedure for estimatirige probability onthe MPSrenormalization path is given in Figue5. Index(S) is part of

the information stored for context-index S. The new value of Index(S) is obtained from Table D.3 from the column labeled
Next_Index_MPS, as that is the next inddter anMPS renormalization. This next index is stored as the walwe of
Index(S) in the context storage at context-indexar®] thevalue of Qe athis new Index(S) becomdbe new Qe(S).
MPS(S) does not change.

Estimate_Qe(S)_
after_MPS

| = Index(S)

| = Next_Index_MPS(l)
Index(S) =1

Qe(S) = Qe_Value(l)

Done

TISO1060-93/d043

Figure D.5 — Probability estimation on MPS renormalization path
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D.1.5.4 Estimation following renormalization after LPS

The procedure for estimatiribe probability onthe LPS renormalization path is shown in Figure D.6. The procedure is
similar to that of Figure D.5 except that when Switch_MPS(l) is 1, the sense of MPS(S) must be inverted.

Estimate_Qe(S)_

after_LPS

| = Index(S)

No Yes

MPS(S) = 1 - MPS(S)

| = Next_Index_LPS(l)
Index(S) = |
Qe(S) = Qe_Value(l)

Done

TISO1070-93/d044

Figure D.6 — Probability estimation on LPS renormalization path

D.1.6  Renormalization in the encoder

The Renorm_e procedure fibre encoder renormalization is shown in Figure D.7. Botlptbkability interval register A
and the code register C are shifted, one bit at a time. The number of shifts is counted in the counter CT; wtern,CT is
a byte of compressathta isremoved from C byhe procedure Byte_out and CT is reset tR8normalization continues
until A is no longer less than X'8000'.
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Renorm e

A=SLLA1
C=SLLC1
CT=CT 1

No

Yes

Byte out

CT=8

A<X8000 - Yes
»

Done

T SO1080-93/d045

Figure D.7 — Encoder renormalization procedure

The Byte_out procedure usad Renorm_e is shown in FiguBe8. This procedure usdsyte-stuffing proceduresghich
prevent accidental generation of markersthg arithmetic encoding procedures. It also includessxample of a
procedure for resolving carry-over. For simplicity of exposittbe buffer holding theentropy-coded segment is assumed
to be large enough to contain the entire segment.

In Figure D.8 BP is the entropy-coded segment pointer and B is the compressadedadmted to by BP. T ilByte_out

is a temporary variabl&hich is used to hold the outployteandcarrybit. ST is the stack counter which is used to count
X'FF’ output bytesuntil any carry-ovethrough the X'FF’ sequence has been resolved.vehee of ST rarely exceeds 3.
However, since the upper limit for the value of ST is bounded ontlidyotalentropy-coded segment size, a precision of
32 bits is recommended for ST.

Since large values of ST represent a latent output of compressed data, the following proegdoeeneeded in high

speed synchronous encoding systems for handling the burst of output data which occurs when the carry is resolved.
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Byte out

T=SRLC 19

Yes No
B=B+1
Yi
Stuff 0 s
No
Output stacked ST=ST+1 Output stacked
zeros XFFs
BP=BP+1 BP=BP+1
B=T B=T

C = C AND X 7FFFF

Done
T S01090-93/d046

Figure D.8 — Byte_out procedure for encoder

When the stack count reaches an upper bound determined by output channel capacity, the stack is empstatked the
X'FF' bytes(and stuffedzero bytes) aradded to theompressed dataeforethe carry-over is resolved. If a carry-over
then occurs, thearry isadded to the final stuffed zerthyereby convertinghe final X’FF00’ sequence to the X'FF01’
temporary private marker. The entropy-coded segment tineistbepost-processed to resoltige carry-overand remove

the temporary marker code. For any reasonable bound on ST this post processing is very unlikely.

Referring to Figure D.8, the shift of the code register by 19 bits aligns the output bits with the low order bits of T. The
first test then determines ifarry-overhas occurred. If so, thearry must beadded to therevious outpubyte before
advancing the segment pointer BP. The Stuff_0 procedure stuffs a zero byte wilemedlition of thearry tothe data
already inthe entropy-coded segments creates a X’ARebAny stackedutputbytes —converted to zeros by tlaarry-

over —are then placed in thentropy-coded segment. Ndteat when the outputyte is later transferreflom T to the
entropy-coded segment (to byte B), the carry bit is ignored if it is set.
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If a carryhas not occurred, the outpgte is tested to see if it is X'FF'. If so, the stack count ST is incremented, as the

output must be delayashtil the carry-over is resolved. Hot, thecarry-overhas been resolvedndany stackedX'FF’
bytes must then be placed in the entropy-coded segment. Note that a zero byte is stuffed following each X'FF'.

The procedures used by Byte_out are defined in Figures D.9 through D.11.

Output stacked

Zeros

ST=0 Yes
?
No y
BP=BP+1
B=0 Done
ST=ST 1
TISO1810-93/d047

Figure D.9 — Output_stacked_zeros procedure for encoder

Output_stacked_

XFF's

BP=BP +1
B =XFF Done
BP=BP +1
B=0

ST=ST-1

]

T S01100-93/d048

Figure D.10 — Output_stacked_X'FF's procedure for encoder
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Stuff 0

BP=BP+1
B=0

Done

TISO1110-93/d049

Figure D.11 — Stuff_0 procedure for encoder

D.1.7 Initialization of the encoder

The Initenc procedure is used to start the arithmetic coder. The basic steps are shown in Figure D.12.

Initenc

Initia ize statistics areas
ST=0
A =X 10000

(see Note be ow)
Cc=0
CT=11
BP =BPST 1

Done

TISO1120-93/d050

Figure D.12 — Initialization of the encoder

66 CCITT Rec. T.81 (1992 E)

Page 227 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

The probability estimation tables are defined by T&be The statisticareas are initialized to aiPS sense of 0 and a

Qe index of zero as defined by Table D.3. The stack count (ST) is cleared, the code register (C) is cleared, and the interval
register is set to X’10000The counter (CT) is set tbl, reflecting thefactthat when A is initialized to X’10000’ three

spacer bits plus eight output bits in C must be filled befwedirst byte is removed. Notkat BP is initialized to point to

the byte before the start of the entropy-coded segment (which is at BPST). Natebthe statistics areas are initialized

for all values of context-index S to MPS(S) = 0 and Index(S) = 0.

NOTE — Although the probabilityinterval is initialized toX'10000" in both Initenc and Initdec, the precision of
the probability interval registazanstill be limited to 16bits. When the precision of theterval register is 1®its, it isinitialized to
zero.

D.1.8 Termination of encoding

The Flush procedure is used tierminate the arithmetic encoding procedward preparethe entropy-coded segment for
the addition of the X'FFprefix of the markerwhich follows the arithmetically coded data. Figupel3 shows this flush
procedure. The first step in the procedure is to setaagylow order bits of the code registerzero as possible without
pointing outside of the final interval. Then, the output byte is aligned by shifting it left by CT bits; Bytteeiorgmoves
it from C. C isthen shiftedleft by 8 bits to align the second outpugte and Byte out is used a secotiche. The
remaining low order bits in C are guaranteed to be zard,these trailingero bits shall not be written tbe entropy-
coded segment.

Fush

Cear fina bits

C=SLLCCT

Byte out

C=SLLCS8

Byte out
Discard fina zeros

Done

T S01130-93/d051

Figure D.13 — Flush procedure

CCITT Rec. T.81 (1992 E) 67

Page 228 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

Any trailing zerobytes alreadywritten to theentropy-coded segmeand not preceded by a X'Fiay, optionally, be
discarded. This is done in the Discard_final_zeros procedure. Stuffed zero bytes shall not be discarded.

Entropy coded segments are always followed by a marker. For this reason, therbirizits needed twomplete decoding
shall not be included in thentropy coded segment. Insteadten the decoder encountersnarker, zero bits shall be
supplied to the decoding procedunetil decoding iscomplete. This convention guarantdélbat when a DNLmarker is
used, the decoder will intercept it in time to correctly terminate the decoding procedure.

Cear fina bits

T=C+A 1
T=TAND
X FFFFO000

No

Yes

T=T+X8000

Done

T SO1140-93/d052

Figure D.14 — Clear_final_bits procedure in Flush
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Discard fina zeros

BP <BPST
?

BP=BP 1

BP=BP+1

Done

TISO1150-93/d053

Figure D.15 — Discard_final_zeros procedure in Flush

D.2 Arithmetic decoding procedures

Two arithmetic decoding procedures are used for arithmetic decoding (see Table D.4).

The “Decode(S)” procedure decodes the binary decision for a given context-index S and naluaofeither 0 or 1. It
is the inverse of the “Code_0(S3ihd “Code_1(S)” procedures described in D.1. “Initdec” initializes atitametic
coding entropy decoder.

Table D.4 — Procedures for binary arithmetic decoding

Procedure

Purpose

Initdec

Decode(S)

Decode a binary decision with context-index S

Initialize the decoder

Page 230 of 448

CCITT Rec. T.81 (1992 E) 69

Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

D.2.1  Binary arithmetic decoding principles

The probability interval subdivision and sub-interval ordering defined for the arithmetic encoding procedures also apply to
the arithmetic decoding procedures.

Since the bit streamlways pointswithin the currenprobability intervalthe decodingrocess is a matter of determining,
for eachdecision, which sub-interval is pointed to by the bit stream. This is @eooesively, usinghe same probability
interval sub-division process as in the encoder. Eawh a decision is decoded, the decoder subtractstfrerhitstream

any intervalthe encoder added to the biteam. Thereforghe code register in the decoder is a pointer into the current
probability interval relative to the base of the interval.

If the size of the sub-interval allocated to the LPS is larger than the sub-interval allocatefShthe encodanvokes
the conditional exchange procedure. When the interval sizes are inverted in the decoder, the sesysalmil ttecoded
must be inverted.

D.2.2  Decoding conventions and approximations

The approximationsnd integer arithmetic definddr the probability interval subdivision ithe encoder must also be
used in the decodédrowever,where the encoder woulthveadded to the code register, the decoder subtitactsthe
code register.

D.2.3  Decoder code register conventions

The flow charts given in this section assume the register structures for the decoder as shown in Table D.5:

Table D.5 — Decoder register conventions

MSB LSB
Cx register XXXXXXXX, XXXXXXXX
C-low bbbbbbbb, 00000000
A-register aaaaaaaa, aaaaaaaa

Cx and C-low can be regarded as one 32-bit C-register, in that renormalization of C shifts a bit of frem&étd 5 of
C-low to bit 0 of CxHowever,the decodingomparisons use Cx alone. New data are insémtedhe “b” bits ofC-low
one byte at a time.

NOTE — The comparisons shown in the various procedures use arithmetic compansithgrefore assume precisions
greater than 16 bits for the variables. Unsigned (logical) comparisons should be used in 16-bit precision implementations.

D.2.4  The decode procedure

The decoder decodes one binary decision at a time. After dedbéirdecision, the decoder subtraaty amounfrom
the code register that the encoder added. The anefti the code register is thafset fromthe base of the current
probability interval tothe sub-interval allocated to thénary decisions noyet decoded. In the first test in the decode
procedure shown in Figui2.16 thecode register is comparedttte size of the MPSub-interval. Unless a conditional
exchange is needed, this test determines whethé&lB& or LPSfor context-index S islecoded. Note that the LPS for
context-index S is given by 1 — MPS(S).
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When a renormalization is needed, the MPS/LPS conditional exchmagalso be needed. For the LPS path, the

conditional exchange procedure is shown in FidurE7. Note that thegprobability estimation irthe decoder is identical
to the probability estimation in the encoder (Figures D.5 and D.6).

Decode(S)

A=A Qe(S)

A < X 8000

D=Cond MPS exchange(S) D = MPS(S) D =Cond LPS exchange(S)
Renorm d Renorm d
> TISO1160-93/d054
4
Return D

Figure D.16 — Decode(S) procedure

For the MPS path of the decoder the conditional exchange procedure is given in Figure D.18.
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72

Cond LPS
exchange(S)

D = MPS(S) D=1 MPS(S)

Cx=Cx A Cx=Cx A

A =Qe(S) A =Qe(S)
Estimate Qe(S) Estimate Qe(S)

after MPS after LPS

| [ |
d

TS01170-93/d055

Figure D.17 — Decoder LPS path conditional exchange procedure

Cond MPS
exchange(S)

D=1 MPS(S) D =MPS(S)
Estimate Qe(S) Estimate Qe(S)
after LPS after MPS

Return D

T S01180-93/d056

Figure D.18 — Decoder MPS path conditional exchange procedure
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D.2.5 Probability estimation in the decoder

The procedures defined for obtaining a new LPS probability estimate in the encoder are also used in the decoder.

D.2.6  Renormalization in the decoder

The Renorm_d procedure fthre decoder renormalization is shown in FigDr&9. CT is a counter whickeeps track of
the number of compressed bitstlire C-low section othe C-register. When CT is zero, a new byte is inserteddrtaw
by the procedure Byte_in and CT is reset to 8.

Both the probability interval register A and the code registareGshifted, one bit at a timentil A is nolonger less than
X'8000'.

Renorm d

Byte in

CT=8

A=SLLA1
C=8SLLC1
CT=CT 1

~~ A<X8000 - Yes

No

Done

TS01190-93/d057

Figure D.19 — Decoder renormalization procedure
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The Byte_in procedure used in Renorm_d is shown in Figue®. This procedurdetches onebyte of data,
compensating fothe stuffedzero bytewhich follows any X'’FF’ byte. It also detectthe markerwhich mustfollow the
entropy-coded segment. The C-register in this procedure is the concatenation of theQdgwanmdgisters. For simplicity

of exposition, the buffer holding the entropy-coded segment is assumed to be large enough to contain the entire segment.

B is thebyte pointed to by thentropy-coded segment poin®P. BP is first incremented. If the nexalue of B is not a
X'FF, itis inserted into the high order 8 bits of C-low.

Byte in
BP=BP+1
Yes No
Unstuff 0 C=C+SLLBS8
Done

T S01200-93/d058

Figure D.20 — Byte_in procedure for decoder
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The Unstuff_0 procedure is shown in Figure D.21. If the walue of B is X'FF’, BP is incremented to pointtte next
byte and this next B is tested see if it is zero. If so, B contains a stuffegte which must be skipped. Theero B is
ignored, and the X’FF’ B value which preceded it is inserted in the C-register.

If the value of B after a X'FF’ byte is not zetthen a markehas been detected. Thearker is interpreted asquired and
the entropy-coded segment pointer is adjugtédjust BP” in Figure D.21) so thad-byteswill be fed to the decoder
until decoding iscomplete. Onavay of accomplishing this is to point BP to thgte precedinghe markerwhich follows
the entropy-coded segment.

Unstuff 0
BP=BP+1
Yes No
C =C OR X FF00 K‘é?&g{eépmarker
Done

TISO1210-93/d059

Figure D.21 — Unstuff_0 procedure for decoder
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D.2.7 Initialization of the decoder

The Initdec procedure is used to start the arithmetic decoder. The basic steps are shown in Figure D.22.

Initdec

Initia ize statistics areas
BP =BPST 1
A =X 0000

(see Note be ow)
cC=0

Byte in

C=SLLCS8

Byte in

C=SLLCS8
CT=0

Done

T S01220-93/d060

Figure D.22 — Initialization of the decoder

The estimation tables are defined by Table D.3.sthgstics areas are initialized to iPS sense of 0 and a Qe index of

zero as defined by Tabl2.3. BP, the pointer to thentropy-coded segment, tisen initialized to point to thbyte before

the start of the entropy-coded segment at BPST, and the interval register is set to the same starting value as in the encoder.
The first byte of compressefata is fetched and shifted into (he secondbyte isthen fetched and shifted into Cx. The

count is set to zero, so that a new byte of data will be fetched by Renorm_d.

NOTE — Although the probabilityinterval is initialized toX'10000" in both Initenc and Initdec, the precision of
the probability interval registazanstill be limited to 16bits. When the precision of theterval register is 1®its, it isinitialized to
zero.

D.3 Bit ordering within bytes

The arithmetically encoded entropy-coded segment is an integer of vadeiadple. Thereforethe ordering obytes and
the bit ordering within bytes is the same as for parameters (see B.1.1.1).
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Annex E

Encoder and decoder control procedures

(This annex forms an integral part of this Recommendation | International Standard)

This annex describes the encoder and decoder control procedures for the sequential, progressive, and lossless modes of
operation.

The encoding and decoding control procedures for the hierarchical processes are specified in Annex J.
NOTES

1  There isno requirement in this Specification thaany encoder or decoder shafiplement the procedures jmecisely
the mannespecified bytheflow charts in this annex. It is necessan}y that an encoder or decoder implentéetfunction specified
in this annex. Theole criterion for an encoder or decoder to be considered in compliancehigiB8pecification is that it satisfy the
requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests specified in Part 2.

2 Implementation-specific setup steps are not indicated in this annex and may be necessary.

E.1 Encoder control procedures

E.1.1  Control procedure for encoding an image

The encoder control procedure for encoding an image is shown in Figure E.1.

Encode image

Append SOI marker

Encode frame

Append EOI marker

Done

TISO1230-93/d061

Figure E.1 — Control procedure for encoding an image
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E.1.2  Control procedure for encoding a frame

In all cases where markers are appended to the compressed data, optional X'FF’ fill bytes may precede the marker.

The control procedure fancoding drame is oriented around the scans inftame. Theframeheader is first appended,
and then the scans are coded. Table specificainh®themarker segmentsayprecede the SQFnarker, as indicated
by [tables/miscellaneous] in Figure E.2.

Figure E.2 shows the encoding process frame control procedure.

Encode frame

[Append tab es/misce aneous]
Append SOF,, marker and rest
of frame header

Encode scan

First scan
?

[Append DNL
segment]

Yes " More scans -
- 5 =

Done

T S01240-93/d062

Figure E.2 — Control procedure for encoding a frame

E.1.3  Control procedure for encoding a scan

A scan consistsfa single pass throughe data of eachomponent irnthe scanTable specificationand othemarker
segmentsnay precede the SO8arker. If morethan onecomponent is coded ithe scan, the data are interleaved. If

restart is enabled, the data are segmented into restart intervals. If restart is enablgdireaR&Tis placed in the coded

data between restart intervals. If restart is disabled, the control procedure is the same, except that the entire scan contains a
single restart interval. The compressethgedata generated by a scanaisvays followed by a markeegither the EOI

marker or the marker of the next marker segment.
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Figure E.3shows the encodingrocess scan control procedure. The loop is terminakesh the encodingrocess has

coded the number of restart intervals whichke upthe scan‘m” is the restart interval modulo counter needdthe
RSTy,, marker. The modulo arithmetic for this counter is shown after the “Appeng, R@fker” procedure.

Encode scan

[Append tab es/misce aneous]

Append SOS marker and rest of
scan header

m=0

Encode restart
interva

More intervas

Append RST,,, marker
m=(m+1)AND 7

TISO1250-93/d063

Done

Figure E.3 — Control procedure for encoding a scan
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E.1.4  Control procedure for encoding a restart interval

Figure E.4shows the encodingrocess control procedure for a restart interval. The loop is termiadtet when the
encoding process has coded the numbeniofmum coded units (MCU) in the restart interval or when itdwspleted
the image scan.

Encode restart
interva

Reset encoder

Encode MCU

No
Prepare for marker

Done

T S01260-93/d064

Figure E.4 — Control procedure for encoding a restart interval

The “Reset_encoder” procedure consists at least of the following:

a) if arithmetic coding is used, initialize the arithmetic encoder using the “Initenc” procedure described
inD.1.7;

b) for DCT-based processes, sbe DC prediction (PRED) taero for all components in the scan
(seeF.1.1.5.1);

c) for lossless processes, reset the prediction to a default value for all components in the scan (see H.1.1);

d) do all other implementation-dependent setups that may be necessary.

The procedure “Prepare_for_marker” terminates the entropy-coded segment by:

a) padding &Huffman entropy-coded segmenith 1-bits tocompletethe finalbyte (and if needed stuffing a
zero byte) (see F.1.2.3); or

b) invoking the procedure “Flush” (see D.1.8) to terminate an arithmetic entropy-coded segment.

NOTE — Thenumber of minimum codednits (MCU) in the finalrestartinterval must be adjusted to match the number
of MCU in the scan. The number of MCU is calculated from the frame and scan parameters. (See Annex B.)
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E.1.5 Control procedure for encoding a minimum coded unit (MCU)

The minimum coded unit is defined in A.2. Within a given MCU the data units are coded in the order in which they occur
in the MCU. The control procedure for encoding a MCU is shown in Figure E.5.

Encode MCU

N=N+1
Encode data unit

No

Yes

Done

TISO1270-93/d065

Figure E.5 — Control procedure for encoding a minimum coded unit (MCU)

In Figure E.5, Nhrefers tothe number of datanits in the MCU. The order in which data units occur in the MCU is
defined in A.2. The data unit is ark8 block for DCT-based processes, and a single sample for lossless processes.

The procedures for encoding a data unit are specified in Annexes F, G, and H.

E.2 Decoder control procedures

E.2.1  Control procedure for decoding compressed image data
Figure E.6 shows the decoding process control for compressed image data.

Decoding control centers around identification of variomexkers. The first marker must bige SOI (Start Ofmage)

marker. The “Decoder_setup” procedure resie¢srestart interval (Ri = Ggnd, if the decoder has arithmetic decoding
capabilities, sets the conditioning tables for the arithmetic coding to their default values. (See F.1.4.4.1.4 and }.1.4.4.2.1.
The next marker is normally a SRFEStart Of Frame) marker; this is not found, one of themarker segmentssted in

Table E.1 has been received.
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Decode image

Decoder setup Error

A

SOF, omarker Interpret markers

Decode frame

Done

T S01280-93/d066

Figure E.6 — Control procedure for decoding compressed image data

Table E.1 — Markers recognized by “Interpret markers”

Marker Purpose
DHT Define Huffman Tables
DAC Define Arithmetic Conditioning
DQT Define Quantization Tables
DRI Define Restart Interval
APPR, Application defined marker
COM Comment

Note that optional X'FF’ fill bytesvhich may precede any markshall be discardetefore determiningvhich marker is
present.
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The additional logic to interpret these variouarkers iscontained in théox labeled “Interpret markersDHT markers
shall be interpreted by processes usttuffman coding. DAC markershall be interpreted by processes using arithmetic

coding. DQT markershall be interpreted by DCT-based decodBRIl markers shall be interpreted by all decoders.
APPn and COM markers shall be interpreted only to the extent that they do not interfere with the decoding.

By definition, the procedures in “Interpretarkers” leaveahe system athe nextmarker. Notethat if the expected SOI
marker is missing ahe start of theompressed imag#ata, an error condition has occurred. The technifpregetecting
and managing error conditions can be as elaborate or as simple as desired.

E.2.2  Control procedure for decoding a frame

Figure E.7 shows the control procedure for the decoding of a frame.

Decode frame

u

Interpret frame header

SOS Tarker Interpret markers

\
\Z/
o

~

T Yes

Decode scan

No

4

Yes

Done

T S01290-93/d067

Figure E.7 — Control procedure for decoding a frame

The loop is terminated if the EOI marker is found at the end of the scan.
The markers recognized Binterpret markers” aréisted in TableE.1. Subclause E.2describes the extent to which the

various markers shall be interpreted.
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E.2.3  Control procedure for decoding a scan

Figure E.8 shows the decoding of a scan.

The loop is terminated when the expected number of restart intervals has been decoded.

Decode scan

Interpret scan header
m=20

Decode restart
interva

More interva s

Done

T SO1300-93/d068

Figure E.8 — Control procedure for decoding a scan
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E.2.4  Control procedure for decoding a restart interval

The procedure fodecoding a restart interval is shown in FigE:8. The “Reset_decoder” procedure consists at least of
the following:

a) if arithmetic coding is used, initialize the arithmetic decoder using the “Initdec” procedure described
inD.2.7;

b) for DCT-based processes, sbe DC prediction (PRED) taero for all components in the scan
(seeF.2.1.3.1);

c) forlossless process, reset the prediction to a default value for all components in the scan (see H.2.1);

d) do all other implementation-dependent setups that may be necessary.

Decode restart
interva

Reset decoder

Decode MCU

No .
Find marker

Yes

Done

T SO1310-93/d069

Figure E.9 — Control procedure for decoding a restart interval

At the end of the restart interval, the next marker is located. If a problem is detected in locating this markendlimgr
proceduresnay be invoked. While such procedures are optional, the decoder shall be @bledty recognize restart
markers inthe compressed datand reset the decoder when they are encountered. The decoder shall also be able to

recognize thé&NL marker, sethe number of lines defined in tlENL segmentand end the “Decode_restart_interval”
procedure.

NOTE - The finafestartinterval may be smallehan thesize specified byhe DRI marker segment, as it includesly the
number of MCUs remaining in the scan.
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E.2.5 Control procedure for decoding a minimum coded unit (MCU)
The procedure for decoding a minimum coded unit (MCU) is shown in Figure E.10.
In Figure E.10 Nb is the number of data units in a MCU.

The procedures for decoding a data unit are specified in Annexes F, G, and H.

Decode MCU

N=N+1
Decode data unit

Done

T SO1320-93/d070

Figure E.10 — Control procedure for decoding a minimum coded unit (MCU)
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Annex F

Sequential DCT-based mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex providesfainctional specification of the following coding processes for the sequential DCT-based mode of
operation:

1) baseline sequential;

2) extended sequential, Huffman coding, 8-bit sample precision;
3) extended sequential, arithmetic coding, 8-bit sample precision;
4) extended sequential, Huffman coding, 12-bit sample precision;

5) extended sequential, arithmetic coding, 12-bit sample precision.

For each of these, the encodimgcess is specified iR.1, and the decodingrocess is specified iR.2. The functional
specification is presented by means of specific flow cHartghe various proceduresvhich comprise these coding
processes.

NOTE — There isi0 requirement in this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the nsaodied bythe flow charts in this annex. It is necessany that an
encoder or decoder implement tluaction specified inthis annex. Theole criterion for an encoder or decoder to be considered in
compliance withthis Specification is that it satisfthe requirements given idause 6 (for encoders) or clause 7 (for decoders), as
determined by the compliance tests specified in Part 2.

F.1 Sequential DCT-based encoding processes
F.1.1  Sequential DCT-based control procedures and coding models

F.1.1.1 Control procedures for sequential DCT-based encoders

The control procedures foencoding animage and its constituenparts — theframe, scan, restart interval and
MCU — are given in Figurek.1 to E.5.The procedure foencoding a MCU (see Figure E.Epetitively calls the
procedure for encoding a data unit. For DCT-based encoders the data unixi8 &to8k of samples.

F.1.1.2 Procedure for encoding an 8 8 block data unit

For the sequential DCT-based processes encoding<antffock data unit consists of the following procedures:

a) level shift, calculate forward 88 DCT and quantize the resultingpefficients using table destination
specified in frame header;

b) encode DC coefficient for 88 block using DC table destination specified in scan header;

c) encode AC coefficients for88 block using AC table destination specified in scan header.

F.1.1.3 Level shift and forward DCT (FDCT)
The mathematical definition of the FDCT is given in A.3.3.

Prior to computing the FDCT the input data kel shifted to a signed twotomplement representation as described in
A.3.1. For 8-bit input precision thHevel shift is achieved by subtractidg@8. For 12-bit input precision thievel shift is
achieved by subtracting 2048.

F.1.1.4 Quantization of the FDCT

The uniform quantization procedure described in Annex A is used to quantiZeCihecoefficients. One of four
quantization tablesnay be used by the encoder. No default quantization tables are specified in this Specification.
However, some typical quantization tables are given in Annex K.

The quantizedDCT coefficient values are signed, twotemplement integersvith 11-bit precisionfor 8-bit input
precision and 15-bit precision for 12-bit input precision.
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F.1.1.5 Encoding moels for the sequential DCT procedures

The two dimensional array guantizedDCT coefficients is rearranged in a zig-zag sequence order defied.t The
zig-zag order coefficients are denoted ZZ (0) through ZZ(63) with:

Z7(0) = Sq,uZZ(1) = Sqy,ZZ(2) = Sq»++ZZ(63) = Sq,

Sqy are defined in Figure A.6.

Two coding procedures are used, daethe DCcoefficient ZZ(0)and the othefor the AC coefiicients ZZ(1)..ZZ(63).
The coefficients are encodedthre order in whiclthey occur in zig-zag sequence order, staniitg the DCcoefficient.
The coefficients are represented as two’'s complement integers.

F.1.1.5.1 Encoding model for DC coefficients

The DC coefficients are coded differentially, using a one-dimensional predictor, RRID, is the quantized DGalue
from the most recently codedx8 block from the same component. The difference, DIFF, is obtained from

DIFF = ZZ(0) - PRED

At the beginning of the scan and at the beginning of each restart interval, the prédiatienDC coefficient prediction
is initialized to 0. (Recall that the input data have been level shifted to two’s complement representation.)

F.1.1.5.2 Encoding model for AC coefficients

Since many coefficientsare zero, runs oferos are identifiecand codedefficiently. In addition, if the remaining
coefficients in the zig-zag sequence order are all zero, this is coded explicitly as an end-of-block (EOB).

F.1.2  Baseline Huffman encoding procedures

The baseline encoding procedurefas 8-bit sample precision. The encodeay employ up tdwo DC and two AC
Huffman tables within one scan.

F.1.2.1 Huffman encoding of DC coefficients

F.1.2.1.1 Structure of DC code table

The DC code table consists of a seHofffman codes (maximurength 16 bits) and appended additional bitsn(iost
cases) which can coday possible value of DIFFhe difference between the current b@efficientand the prediction.
The Huffman codes fothe difference categories are generated in sualayathat no code consists entirely of 1-bits
(X’FF’ prefix marker code avoided).

The two’s complement difference magnitudes are groumedl2 categories$SSS, and &luffman code is created for
each of the 12 difference magnitude categories (see Fable

For each category, excefSSS=0, an additional bits field is appended to the code word to uniquely identify which
difference in that category actually occurred. The number of extra bits is gi&®3§y; thextra bits are appended to the
LSB of the precedingduffman code, most significarhit first. WhenDIFF is positivethe SSSSow order bits ofDIFF

are appended. When DIFF is negative, the SSSS low order bits of (DIFF — 1) are appendbet Nweost significant

bit of the appended bit sequence is 0 for negative differences and 1 for positive differences.

F.1.2.1.2 Defining Huffman tables for the DC coefficients

The syntax for specifyinghe Huffman tables is given il\nnex B. The proceduréor creating a code tabligom this
information is described in Annex C. Noorethan two Huffman tablemay bedefinedfor coding of DC coefficients.
Two examples of Huffman tables for coding of DC coefficients are provided in Annex K.
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Table F.1 — Difference magnitude categories for DC coding

SSSS DIFF values

0 0

1 -11

2 -3,-2,2,3

3 -7.-4,4..7

4 -15..-8,8..15

5 -31..-16,16..31

6 -63..-32,32..63

7 -127..-64,64..127

8 —255..-128,128..255

9 -511..-256,256..511
10 -1 023..-512,512..1 023
11 -2 047..-1024,1 024..2 047

F.1.2.1.3 Huffman encoding procedures for DC coefficients

The encoding procedure is defined in terms of a set of extended tables, XHaHeODOHUFSI, which contain the
complete set of Huffman codes and sizes for all possible difference values. For full 12-bit precision the tables are relatively
large. For the baselingystem, howevetthe precision of the differencesay besmall enough tanakethis description
practical.

XHUFCO and XHUFSI are generated from the encoder tables EHWRABHUFSI (seeAnnex C) by appending to the
Huffman codes forach difference categompe additional bits thatompletely definethe difference. By definition,
XHUFCO and XHUFSI have entries for each possible difference value. XHUFCO contains the concatenated bit pattern of
the Huffman code and the additional bits fielAHUFSI contains the total length in bits of this concatenated bit pattern.
Both are indexed by DIFF, the difference between the DC coefficient and the prediction.

The Huffman encoding procedure for the DC difference, DIFF, is:
SIZE = XHUFSI(DIFF)
CODE = XHUFCO(DIFF)
code SIZE bits of CODE

where DC is the quantized Débefficient value and PRED is the predicted quantizedv@l@e. The Huffman code
(CODE) (includingany additional bits) is obtaineftom XHUFCO and SIZE (length of the code including additional
bits) is obtained from XHUFSI, using DIFF as the index to the two tables.

F.1.2.2 Huffman encoding of AC coefficients

F.1.2.2.1 Structure of AC code table
Each non-zero AC coefficient in ZZ is described by a composite 8-bit value, RS, of the form

RS = binary 'RRRRSSSS’
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The 4 least significant bits, 'SSSS’, defineaegory fotthe amplitude of the next non-zesoefficient in ZZ,and the 4
most significanbits, 'RRRR’, give the position of theoefficient in ZZ relative tdhe previous non-zero coefficient (i.e.
the run-length okero coefficients between non-zero coefficients). Stheerun length ofero coefficientsnay exceed
15, the value 'RRRRSSSS'X'FQ’ is defined to representrain length of 15ero coefficients followed by a coefficient
of zero amplitude. (This can be interpreted amum length of 16zero coefficients.) Inaddition, a specialvalue
'RRRRSSSS='00000000’ is used ta@ode theend-of-block(EOB), when all remainingoefficients inthe block are

zZero.

The general structure of the code table is illustrated in FiguteThe entries marked “N/A” areindefinedfor the

baseline procedure.

SSSS

RRRR

15

EOB
N/A
N/A
N/A
ZRL

COMPOSITE VALUES

TISO1330-93/d071

Figure F.1 — Two-dimensional value array for Huffman coding

The magnitude ranges assigned to each value of SSSS are defined in Table F.2.

Table F.2 — Categories assigned to coefficient values

SSSS

AC coefficients

© 00 N o 0o b~ W N

[y
o

-1,1
-3,-2,2,3
—7.-4,4..7
-15..-8,8..15
-31..-16,16..31
-63..-32,32..63
-127..-64,64..127
—255..-128,128..255
-511..-256,256..511
-1 023..-512,512..1 023

The composite value, RRRRSSSSHidgfmancoded and eacHuffmancode is followed by additional bits whislpecify

the sign and exact amplitude of the coefficient.

The AC code table consists of okhkiffman code (maximumlength 16 bits, not including additional bit&r each
possible composite value. The Huffman codestlier 8-bitcomposite values are generatedsirch a waythat no code

consists entirely of 1-bits.
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The format for the additional bits is the same as in the coding of the DC coefficientalUédefSSSSgivesthe number
of additional bits required tepecifythe sign angrecise amplitude of the coefficient. The additional bits are either the

low-order SSSShits of ZZ(K) whenzZZ(K) is positive orthe low-orderSSSShits of ZZ(K) — 1 whenZZ(K) is negative.
ZZ(K) is theKth coefficient in the zig-zag sequence of coefficients being coded.

F.1.2.2.2 Defining Huffman tables for the AC coefficients

The syntax for specifyinghe Huffman tables is given idnnex B. The proceduréor creating a code tablieom this
information is described in Annex C.

In the baselinsystem no moréhan twoHuffman tablesnay be definedor coding of AC coefficientsTwo examples of
Huffman tables for coding of AC coefficients are provided in Annex K.

F.1.2.2.3 Huffman encoding procedures for AC coefficients

As defined in Annex C, theluffman code table is assumed to be available as a pair of tables, EHUFCO (containing the
code bits) and EHUFSI (containing the length of each code in bits), both indexed by the composite value defined above.

The procedure for encoding the AGefficients in a block is shown in Figure and F.3. In Figure F.2, K is the index
to the zig-zag scan position and R is the run length of zero coefficients.

The procedure “Append EHUFSI(X'FQ’) bits of EHUFCO(X'F0")” codesum of 16zero coefficients (ZRL code of
Figure F.1).The procedure “Code EHUFSI(0) bits of EHUFCO(0)” codes ehd-of-block (EOB code). If the last
coefficient (K= 63) is not zero, the EOB code is bypassed.

CSIZE is a procedure which maps an AC coefficient to the SSSS value as defined in Table F.2.

F.1.2.3 Byte stuffing

In order to provide code space for marker cosbich can be located in treompressed imagdata without decoding,
byte stuffing is used.

Whenever, in the course of normal encoding,lijie value X’FF’ is created in the code string, a X'@@te is stuffed
into the code string.

If a X’00' byte is detected after a X'FF'ybe, the decoder must discaid If the byte is not zero, anarkerhas been
detected, and shall be interpreted to the extent needed to complete the decoding of the scan.

Byte alignment of markers is achieved dding incompletéyteswith 1-bits. If padding with 1-bits creates a X'FF’
value, a zero byte is stuffed before adding the marker.

F.1.3  Extended sequential DCT-based Huffman encoding process for 8-bit sample precision

This process is identical to the Baseline encoding process described in F.1.2, with the exception that the number of sets of
Huffman tabledestinations whiclmay beused within thesamescan is increased to four. Four DC and four A@fman
table destinations is the maximum allowed by this Specification.

F.1.4  Extended sequential DCT-based arithmetic encoding process for 8-bit sample precision

This subclause describes the use of arithmetic coding procedures in the sequential DCT-based encoding process.

NOTE — The arithmetic coding procedurestims Specificationare defined for the maximum precision to encourage
interchangeability.

The arithmetic coding extensions hatie same DCT model ahe BaselinddDCT encoder. Therefore, Annéx1.1also

applies to arithmetic coding. Agith the Huffmancoding technique, thieinary arithmetic codingechnique is lossless. It

is possible to transcode between the two systems without either FDCT or IDCT computations, and without modification of
the reconstructed image.

The basic principles of adaptive binary arithmetic coding are described in Annex D. Up to foandXGur AC
conditioning table destinations and associated statistics areas may be used within one scan.

The arithmetic encoding procedufes encoding binary decisions, initializirthe statistics area, initializing the encoder,
terminating the code string, and adding restart markers are listed in Table D.1 of Annex D.
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Encode AC
coefficients

O X
"
oo

K=K+1

Append EHUFSI(X FO ) bits
of EHUFCO(X FO)
R=R 16

Yes

R>15

No

R=R+1

Append EHUFSI(X 00 ) bits
of EHUFCO(X 00)

Encode R ZZ(K)

Done

TISO1340-93/d072

Figure F.2 — Procedure for sequential encoding of AC coefficients with Huffman coding
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Encode R ZZ(K)

SSSS = CSIZE(ZZ(K))

RS = (16 x R) + SSSS

Append EHUFSI(RS) bits
of EHUFCO(RS)

1

- ~

Yes ZZ(K)<0
?

No

ZZ(K)=ZZ(K) 1

.

Append SSSS
ow order bits of ZZ(K)

Done

T SO1350-93/d073

Figure F.3 — Sequential encoding of a non-zero AC coefficient

Some of the procedures in Table D.1 are usdte higher level control structufer scansand restarintervals described
in Annex E. At the beginning of scans and restart intervalqratebility estimatessed in the arithmetic coder are reset
to the standard initiatalue as part athe Initenc procedure which restarts the arithmetic coder. A¢rideof scans and
restart intervals, the Flush procedure is invoked to empty the code register before the next marker is appended.

F.1.4.1 Arithmetic encoding of DC coefficients
The basic structure of the decision sequence for encoding a DC difference value, DIFF, is shown in Figure F.4.

The context-index SCand other context-indices used in the DC coding procedaresdefined in Table F.4
(seeF.1.4.4.1.3). A 0-decision is coded if tb#ference value is zerand a 1-decision is coded if tlference is not
zero. If the difference is not zero, the signd magnitude are coded using the procedure Encode_V(S0), which is
described in F.1.4.3.1.

F.1.4.2 Arithmetic encoding of AC coefficients

The AC coefficients are coded the order in whichthey occur inthe zig-zag sequencgZ(1,...,63). Anend-of-block
(EOB) binary decision is coddakfore codinghe first AC coefficient in ZZ,and after each non-zero coefficient. If the
EOB occurs, all remaining coefficients in ZZ are zero. Figeu® illustrates the decision sequen@le equivalent
procedure for the Huffman coder is found in Figure F.2.
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Encode DC DIFF

V = DIFF
No Yes
Code 1(S0)
Encode V(S0) Code 0(S0)
Done

T S01360-93/d074

Figure F.4 — Coding model for arithmetic coding of DC difference

The context-indicesESand SO used in the AC coding procedwass defined in Tabl€.5 (seeF.1.4.4.2). In Figure F.5,

K is the index to the zig-zag sequence position. For the sequential scan, Kmin is 1 and Se is 630 Teeision is part

of a loop which codes runs of zero coefficients. Whenever the coefficient is non-zero, “Encode_V(S0)” codes the sign and
magnitude of the coefficient. Eatime a non-zero coefficient is coded, it is followed by an EOB decisidghe EOB

occurs, a 1-decision is coded to indicate that the coding dfidlok is complete. Ithe coefficient for K= Se is not zero,

the EOB decision is skipped.

F.1.4.3 Encoding the binary decision sequence for non-zero DC differences and AC coefficients

Both the DC differenceand the ACcoefficients are represented as signed twamplement integer values. The
decomposition of these signed integer values into a binary decision tree is tlomsaime way foboth the DC and AC
coding models.

Although thebinary decision trees fahis section of the DC and AC codimgodels ardhe same the statisticamodels
for assigning statistics bins to the binary decisions in the tree are quite different.

F.1.4.3.1 Structure of the encoding decision sequence

The encoding sequence can be separated into three procedures, a procedure which encodes the sign, a second procedure
which identifies the magnitudeategory,and a third procedure which identifigseciselywhich magnitude occurred
within the category identified in the second procedure.

At the point where théinary decision sequence in Encode_V(S0) stttscoefficient or difference has already been
determined to be non-zero. That determination was made in the procedures in Figures F.4 and F.5.

Denoting either DC differences (DIFF) or AC coefficients ashé, non-zero signed integealue of V is encoded by the
sequence shown in Figure F.6. This sequence first codes the sign of V. (afteerconverting V to a magnitude and
decrementing it by 1 to giv8z) codes the magnitudmtegory of SZcode_log2_Sz), and thetodes the low order

magnitude bits (code_Sz_bits) to identify the exact magnitude value.
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There are two significant differences betwehis sequence and the similar set of operations describ&dli@ for
Huffman coding. First, the sign is encodéédforethe magnitudecategory isidentified, and second, the magnitude is
decremented by 1 before the magnitude category is identified.

Encode AC
Coefficients

K = Kmin

K =EOB Yes

Code 1(SE)

Code O(SE)

K=K+1 K=K+1

V = 7Z(K)

Yes Code 0(S0) |

No

Code 1(S0)
Encode V(SO0)

No K = Se Yes

Done

TISO1370-93/d075

Figure F.5 — AC coding model for arithmetic coding
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Encode V(S)

Encode sign of V

Sz=V 1

Encode o0g2 Sz

Encode Sz hits

Done

TS01380-93/d076

Figure F.6 — Sequence of procedures in encoding non-zero values of V

F.1.4.3.1.1 Encoding the sign

The sign is encodedybcoding a 0-decision when the sign pssitive and a 1-decision when the sign risgative
(seeFigure F.7).

The context-indices SS, SN and SP are defined for DC coding in Table F.4 and for AC coding in Table F.5. After the sign
is coded, the context-index S is set to either SN or SP, establishing an initial value for Encode_log2_Sz.

F.1.4.3.1.2 Encoding the magnitude category

The magnitude category is determined bgeguence of binary decisiomtich compares Sz against an exponentially
increasing bound (which is a power of 2) in order to deterrttieposition of the leading 1-bit. This establishes the
magnitude category in muthe same waythat theHuffman encoder generates a code toe value associatedith the
difference category. The flow chart for this procedure is shown in Fig8re

The starting value dhe context-index S is determined in Encode_sign_of V, and the contextvaldes X1land X2
are defined for DC coding in Table F.4 and for AC coding in Table F.5. In Fg8réM is theexclusive upper bound for
the magnitude and thabbreviations “SLL"and “SRL"refer to theshift-left-logical andshift-right-logical operations — in
this case by one bit position. The SRL operation attimepletion ofthe procedure aligns M with thmost significant bit
of Sz (see Table F.3).

The highest precision allowddr the DCT is 15 bits. Thereforghe highest precision requirddr the coding decision

tree is 16 bits for the DC coefficient difference and 15 bits for the AC coefficients, including the sign bit.
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Encode sign of V

Code 1(SS) Code 0(SS)

Done

TISO1390-93/d077

Figure F.7 — Encoding the sign of V

Table F.3 — Categories for each maximum bound

“ooumd o Sz range S magnitude b

1 0 0

2 1 0

4 2,3 1

8 4,..,7 2

16 8,...,15 3

32 16.,...,31 4

64 32,...,63 5

128 64,...,127 6

256 128,...,255 7

512 256,...,511 8

1024 512,...,1 023 9

2048 1024,...,2 047 10

4 096 2048,...,4 095 11

8192 4 096,...,8 191 12

16 384 8192,...,16 383 13

32768 16 384,...,32 767 14
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Figure F.8 — Decision sequence to establish the magnitude category

Encode 0g2 Sz

<
I
i

No

Code 1(S)

No

Code 1(S)

X2

|

Sz<M

No

|

Yes

Code 1(S)

Code 0(S)

M=SLLM1
S=S+1

M=SRLM1

L
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F.1.4.3.1.3 Encoding the exact value of the magnitude

After the magnitudeategory isencoded, the low order magnitude bits are encoded. These bits are encoded in order of
decreasing bit significance. The procedure is shown in Fig@eThe abbreviation “SRL” indicates the shift-right-
logical operationand M is theexclusive bound established in Figlrd. Note that M hasnly one bit set — shifting M

right converts it into a bit mask for the logical “AND” operation.

The starting value of the context-index S is determined in Encode_log2_Sz. The increment of S by 14 at the beginning of
this procedure sets the context-index to the value required in Tables F.4 and F.5.

Encode Sz bits

S=S+14
»
M=SRLM 1
Yes
No
y
T=MAND Sz Done
Yes No
Code 0(S) Code 1(S)

T SO1410-93/d079

Figure F.9 — Decision sequence to code the magnitude bit pattern
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F.1.4.4 Statistical models

An adaptive binary arithmetic coder requires a statistical model. The statistical model teficestexts which are used
to select the conditional probability estimates used in the encoding and decoding procedures.

Each decision in the binary decision trees is associated with one or more contexts. These contexts identify the sense of the
MPS and the index in Table D.3 of the conditional probability estimate Qe which is used to encode and dbtag the
decision.

The arithmetic coder is adaptive, whicheansthat the probability estimates for each context are developed and
maintained by the arithmetic coding system on the basis of prior coding decisions for that context.

F.1.4.4.1 Statistical model for coding DC prediction differences

The statistical model for coding the DC difference conditions some girthability estimates fahe binary decisions on
previous DC coding decisions.

F.1.4.4.1.1 Statistical conditioning on sign

In coding the DC coefficients, four separate statistics bins (probability estimates) are used in coding the zero/net-zero (V
0) decision, the sign decision and firat magnitude categorglecision.Two of these bins are used to code the ¥
decision and the sign decisiorhe other two bins are used in coding the first magnitude decision, Sz < 1; one of these
bins is used when the signgesitive,and the other is used when the signdgative. Thus, the first magnitude decision
probability estimate is conditioned on the sign of V.

F.1.4.4.1.2 Statistical conditioning on DC difference in previous block

The probability estimates fahese first three decisions are also conditioned on Da, the diffevahee codedor the

previous DCT block ofhe same component. The differences are classifiemifive groups: zero, small positive, small
negative, large positive and large negative. The relationship between the default classification and the quantization scale is
shown in Figure F.10.

5 4 3 2 1 0 +1 +2 +3 +4 45 DC difference

| ‘ I | ‘ | ‘ | | ‘ | | |
arge sma 0 +sma + arge  C assification

T S01420-93/d080

Figure F.10 — Conditioning classification of difference values

The bounds for the “small” difference category determine the classification. Defining L and U as intédgerange 0 to
15 inclusive, the lower bound (exclusiviey difference magnitudes classified as “small” is zero fer@, and is 2-1 for
L>0.

The upper bound (inclusive) for difference magnitudes classified as “sma¥ll’ is 2
L shall be less than or equal to U.

These bounds for the conditioning category provide a segmentation which is identical to that listed in Table F.3.

F.1.4.4.1.3 Assignment of statistical bins to the DC binary decision tree

As shown in TableF.4, each statistics area for DC coding consists of a set of 49 statistiks!i the following
explanation, it is assumed that the bins are contiguous. The first 20 bins cofisistsefs of four bins selected by a
context-index S0O. The value of SO is given by DC_Context(Da), which provides a value of 0, 4, 86 1@pending on
the difference classification of Da (s€€l.4.4.1.2).The remaining 29 binsX1,...,.X15,M2,...,M15,are used to code
magnitude category decisions and magnitude bits.
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Table F.4 — Statistical model for DC coefficient coding

Context-index Value Coding decision
SO DC_Context(Da) V=0
SS SO0+1 Sign of V
SP S0+2 Sz<1ifVv>0
SN S0+3 Sz<1ifV<O0
X1 20 Sz<2
X2 X1+1 Sz<4
X3 X1+2 Sz<8
X15 X1+14 Sz <25
M2 X2+14 Magnitude bits if Sz < 4
M3 X3+14 Magnitude bits if Sz < 8
M15 X15+ 14 Magnitude bits if Sz <

F.1.4.4.1.4 Default conditioning for DC statistical model

The bounds, land U,for determiningthe conditioningcategory haveéhe defaultvalues L= 0 and U= 1. Other bounds
may be set using the DAC (Define Arithmetic coding Conditioning) marker segment, as described in Annex B.

F.1.4.4.1.5 Initial conditions for DC statistical model

At the start of a scan and at the beginning of each restart interval, the difference for the previous DC value is defined to be
zero in determining the conditioning state.

F.1.4.4.2 Statistical model for coding the AC coefficients

As shown in Table F.5, each statistics area for AC coding consists of a contiguous set of 245 statistics bins. Three bins are
usedfor each value othe zig-zagindex K, and two sets of 28 additional bins X2,...,X15,M2,...,Mié& usedor coding

the magnitude category and magnitude bits.

The value of SEand also SO, SP and SN)dstermined by theig-zagindex K. Since K is in the range 1 &3, the

lowest value for SE is @nd thelargest value for SP i$88. SS is noassigned a value in AC coefficient coding, as the

signs of the coefficients are coded with a fixed probability value of approximately 05XGA1D’, MPS = 0).

The value of X2 is given by AC_Context(K). This gives X289 when K sKx and X2= 217 when K >Kx, where KX is
defined using the DAC marker segment (see B.2.4.3).

Note that a X1 statistics bin is not used in this sequence. Instead, thé& @8&ay of statistichins for the magnitude

category iausedfor two decisions. Once the magnitude bound has been determined — at statisticsfbireXample — a
single statistics bin, Mn, is used to code the magnitude bit sequence for that bound.

F.1.4.4.2.1 Default conditioning for AC coefficient coding

The default value of Kx is 5. This may be modified using the DAC marker segment, as described in Annex B.

F.1.4.4.2.2 Initial conditions for AC statistical model
At the start of a scan and at each restart, all statisticsabénge-initialized to the standard defavdlue described in

Annex D.
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Table F.5 — Statistical model for AC coefficient coding

Context-index Value Coding decision

SE 3x(K-1) K =EOB
SO SE+1 V=0
SS Fixed estimate Sign of V

SN,SP So+1 Sz<1
X1 SO0+1 Sz< 2
X2 AC_Context(K) Sz<4
X3 X2+1 Sz< 8
X15 X2 +13 Sz< 215
M2 X2 +14 Magnitude bits if Sx 4
M3 X3 +14 Magnitude bits if Sx 8
M15 X15+ 14 Magnitude bits if Sx 215

F.1.5 Extended sequential DCT-based Huffman encoding process for 12-bit sample precision

This process is identical the sequentidDCT process for 8-bit precisioextended to fouHuffman tabledestinations as
documented in F.1.3, with the following changes.

F.1.5.1 Structure of DC code table for 12-bit sample precision

The two’s complement difference magnitudes are groumedl6 categories$SSS, and &luffman code is created for
each of the 16 difference magnitude categories.

The Huffman table for DC coding (see Table F.1) is extended as shown in Table F.6.

Table F.6 — Difference magnitude categories for DC coding

SSSS

Difference values

12
13
14
15

—4 095..-2 048,2 048..4 095
-8 191..-4 096,4 096..8 191
-16 383..-8 192,8 192..16 383
—-32 767..—-16 384,16 384..32 767

F.1.5.2 Structure of AC code table for 12-bit sample precision

The general structure of the code table is extended as illustrated in Figardhe Huffman table for ACoding is

extended as shown in Table F.7.
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SSSS

0 EOB
N/A
RRRR N/A COMPOSITE VALUES
N/A
15 ZRL

T SO1430-93/d081

Figure F.11 — Two-dimensional value array for Huffman coding

Table F.7 — Values assigned to coefficient amplitude ranges

SSSS AC coefficients
11 -2 047..-1024,1 024..2 047
12 —4 095..-2 048,2 048..4 095
13 -8 191..-4 096,4 096..8 191
14 —16 383..-8 192,8 192..16 383

F.1.6  Extended sequential DCT-based arithmetic encoding process for 12-bit sample precision

The process is identical to the sequential DCT profoes&-bit precision except for changestive precision of theDCT
computation.

The structure of the encoding procedure is identical to that specified #h whichwas already definetbr a 12-bit

sample precision.

F.2 Sequential DCT-based decoding processes
F.2.1  Sequential DCT-based control procedures and coding models

F.2.1.1 Control procedures for sequential DCT-based decoders
The control procedures for decoding compressed image data and its constituent parts — the frame, scan, restart interval and

MCU - are given in Figures.6 to E.10.The procedure fodecoding a MCU (Figure E.1Qkgpetitively calls the
procedure for decoding a data unit. For DCT-based decoders the data unixi8 &to8k of samples.

F.2.1.2 Procedure for decoding an 8 8 block data unit
In the sequential DCT-based decoding process, decoding &b&ck data unit consists of the following procedures:
a) decode DC coefficient for88 block using the DC table destination specified in the scan header;
b) decode AC coefficients for88 block using the AC table destination specified in the scan header;
c) dequantize using table destination specified in the frame header and calculate the in&BE®B
F.2.1.3 Decoding models for the sequential DCT procedures
Two decoding procedures are used, one for the DC coefficient ZZ(0) and the other for the AC coefficients 2Z(1)...2Z(63).

The coefficients are decoded the order in whichthey occur inthe zig-zag sequence order, startingth the DC
coefficient. The coefficients are represented as two’s complement integers.

CCITT Rec. T.81 (1992 E) 103

Page 264 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

F.2.1.3.1 Decoding model for DC coefficients

The decoded difference, DIFF, aslded to PRED, the D@alue fromthe most recentlydecoded 8 8 block from the
same component. Thus ZZ@PRED+ DIFF.

At the beginning of the scan and at the beginning of each restart interval, the prefdictibea DC coefficient is
initialized to zero.

F.2.1.3.2 Decoding model for AC coefficients

The AC coefficients are decoded time order in whichthey occur in ZZWhen the EOB is decoded, a#maining
coefficients in ZZ are initialized to zero.

F.2.1.4 Dequantization of the quantized DCT coefficients

The dequantization of the quantizBXT coefficients as described in Annex A, is accomplished by multiplying each
guantizeccoefficient value byhe quantization tablealue for that coefficient. The decoder shall be able to use fgouiito
guantization table destinations.

F.2.1.5 Inverse DCT (IDCT)
The mathematical definition of the IDCT is given in A.3.3.

After computation of théDCT, the signed outpusamples are level-shifted, as described in Annex A, converting the
output to an unsigned representation. For 8-bit precisioletieé shift is performed badding 128 For 12-bit precision

the level shift is performed bgdding 2 048. Ihecessary, the outpsamplesshall be clamped tetaywithin the range
appropriate for the precision (0 to 255 for 8-bit precision and 0 to 4 095 for 12-bit precision).

F.2.2  Baseline Huffman Decoding procedures

The baseline decoding procedurdas 8-bit sample precision. The decodsrall be capable afsing up to two DC and
two AC Huffman tables within one scan.

F.2.2.1 Huffman decoding of DC coefficients

The decoding procedure for the DC difference, DIFF, is:
T =DECODE
DIFF = RECEIVE(T)
DIFF = EXTEND(DIFF,T)

where DECODE is a procedure which returns the &lite associatedith the nextHuffman code in thecompressed
imagedata (seé.2.2.3) andRECEIVE(T) is a procedurehich places the next T bits of the serial bit string into the low
order bits of DIFFMSB first. If T is zero, DIFF is set to zero. EXTEND is a proceduhéch convertsthe partially
decoded DIFF value of precision T to the full precision difference. EXTEND is shown in Figure F.12.
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EXTEND(V T)
v, =2T1
V<V, Yes
?
No
V,=(SLL 1T)+1
V=V+V,
4
Return V

T S01440-93/d082

Figure F.12 — Extending the sign bit of a decoded value in V

F.2.2.2 Decoding procedure for AC coefficients

The decoding procedure for AC coefficients is shown in Figures F.13 and F.14.
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Decode AC
coefficients

— K=K+1 » K=K+ 16 —

RS = DECODE

SSSS = RS modu 0 16
RRRR =SRL RS 4
R = RRRR

No

K=K+R

Decode ZZ(K)

No K =63

Yes

Done

TISO1450-93/d083

Figure F.13 — Huffman decoding procedure for AC coefficients
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Decode ZZ(K)

ZZ(K) = RECEIVE(SSSS)
ZZ(K) = EXTEND(ZZ(K) SSSS)

Done

TISO1460-93/d084

Figure F.14 — Decoding a non-zero AC coefficient

The decoding fothe amplitudeand sign of thewon-zero coefficient is done the procedure “Decode_ZZ(K)", shown in
Figure F.14.

DECODE is a procedure which returns the valR&, associated with the nelduffman code in the codestream
(seeF.2.2.3).The valuesSSSS and Rre derivedrom RS. Thevalue of SSSS is théour low order bits of theomposite
valueand R contains thealue of RRRR (the fouhigh order bits of the&eomposite value). The interpretation of these
values is described in F.1.2.2. EXTEND is shown in Figure F.12.

F.2.2.3 The DECODE procedure

The DECODE procedure decodes an 8-bit valiech, for the DC coefficient, determines the difference magnitude
category. For the AC coefficient this 8-bit value determines the zero run length and non-zero coefficient category.

Three tables, HUFFVAL, HUFFCODBNndHUFFSIZE, have been defined in Annex C. This particirtgrlementation
of DECODE makesuse of the ordering of theuffman codes irHUFFCODE according to both valad codesize.
Many other implementations of DECODE are possible.

NOTE — The values itHUFFVAL are assigned to eadode in HUFFCODEand HUFFSIZE insequence. There are no
ordering requirements for the values in HUFFVAL which have assigned codes of the same length.

The implementation of DECODE describedthiis subclause uses three tabM#NCODE, MAXCODE and VALPTR,

to decode a pointer to thdUFFVAL table. MINCODE, MAXCODE and/ALPTR each have 1éntries, one for each
possible code size. MINCODE(l) contains the smallest code value for algngth |, MAXCODE(I) contains the largest
code value for a givelength I, andVALPTR(l) contains the index to the start of the listvafues in HUFFVAL which
are decoded by code words of length I. The values in MINC@REMAXCODEare signed 16-bit integers; therefore, a
value of —1 sets all of the bits.

The procedure for generatitigese tables is shown in Figufel5.The procedure for DECODE g&own in Figure F.16.

Note that the 8-bit “VALUE" is returned to the procedure which invokes DECODE.
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Decoder tabes

o -
nn
o ©

MAXCODE(l) = 1 I=1+1

VALPTR()) = J

MINCODE(I) = HUFFCODE(J)
J=J+BITS() 1
MAXCODE(l) = HUFFCODE(J)
J=J+1

TISO1470-93/d085

Figure F.15 — Decoder table generation
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DECODE

=1
CODE = NEXTBIT

I=1+1
CODE = (SLL CODE 1) + NEXTBIT

CODE > MAXCODE(l)
?

J = VALPTR(l)
J=J+CODE MINCODE(l)
VALUE = HUFFVAL(J)

Return VALUE

TISO1480-93/d086

Figure F.16 — Procedure for DECODE
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F.2.2.4 The RECEIVE procedure

RECEIVE(SSSS) is a procedure which places the 888%hits of theentropy-coded segment intioe low order bits of
DIFF, MSB first. It calls NEXTBIT and it returns the value of DIFF to the calling procedure (see Figue

RECEIVE(SSSS)

I=1+1
V = (SLL V 1) + NEXTBIT

Return V

TISO1490-93/d087

Figure F 17 Procedurefor RECEIVE(SSSS)

F.2.2.5 The NEXTBIT procedure

NEXTBIT reads the next bitf@ompressed datndpasses it to highdevel routines. It also intercepasmidremoves stuff
bytes and detects markers. NEXTBIT reads the bits of a byte starting with the MSB (see Figure F.18).

Before starting the decoding of a scan, aftdr processing a RST marker, CNT is cleared. The compressed data are read
one byte at a time, using the procedure NEXTBYTE. Each time a byte, B, is read, CNT is set to 8.

The only valid markemhich may occur within theHuffman coded data is the RgTmarker. Othethan theEOI or
markerswhich may occur at or befor¢he start of a scan, thenly markerwhich can occur at the end of the scan is the
DNL (define-number-of-lines).

Normally, the decoder will terminate the decoding at the end of the final redtaxtal beforethe terminatingnarker is
intercepted. If the DNL marker is encountered, the current line count is set to the value specifiethlgkdraSince the

DNL marker can only beised at the end of thast scan, the scan decode procedure must be terminated when it is
encountered.
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NEXTBIT

No

B =NEXTBYTE
CNT =8

No

Yes

B2 =NEXTBYTE

BIT=SRLB7 Ye

/ = ~— S
CNT=CNT 1 <_ B2 ,)DNL __~——1 Process DNL marker
B=SLLB1 ’
No
Return BIT Error Terminate scan

T S01500-93/d088

Figure F.18 — Procedure for fetching the next bit of compressed data

F.2.3  Sequential DCT decoding process with 8-bit precision extended to four sets of Huffman tables

This process is identical the Baseline decodingrocess described 2.2, with theexception that the decoder shall be
capable of using up to four DC and four ADffman tableswithin one scan. Four DC aridur AC Huffman tables is the
maximum allowed by this Specification.

F.2.4  Sequential DCT decoding process with arithmetic coding
This subclause describes the sequential DCT decoding process with arithmetic decoding.

The arithmetic decoding procedurfss decoding binary decisions, initializinthe statistical model, initializing the
decoder, and resynchronizing the decoder are listed in Table D.4 of Annex D.

Some of the procedures in Table D.4 are used in the higher level control stfoceg@nsand restarintervals described
in F.2. At the beginning of scans and resi@tervals, therobability estimatessed in the arithmetic decoder are reset to
the standard initial value as part of the Initdec procedure which restarts the arithmetic coder.
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The statistical models defined in F.1.4.4 also apply to this decoding process.

The decoder shall be capable of using up to four DC and four AC conditioning tables and associated statistics areas within
one scan.

F.2.4.1 Arithmetic decoding of DC coefficients

The basic structure of the decision sequédncalecoding a DC difference value, DIFF, is shown in Figurk9. The
equivalent structure for the encoder is found in Figure F.4.

Decode DC DIFF

D = Decode(S0)

Decode V(S0) DIFF =0

DIFF =V

Done

T SO1510-93/d089

Figure F.19 — Arithmetic decoding of DC difference

The context-indices used in the DC decoding procedures are defined in Table F.4 (see F.1.4.4.1.3).

The “Decode” procedure returns thalue “D” of the binary decision. Ithevalue is not zero, the sign and magnitude of
the non-zero DIFF must be decoded by the procedure “Decode_V(S0)".

F.2.4.2 Arithmetic Decoding of AC coefficients
The AC coefficients are decoded in the order that they occur in ZZ(1,...,63). The encoder procedure for the coding process

is found in Figure F.5. Figure F.20 illustrates the decoding sequence.
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Yes
No
K=K+1 K=K+1 —
D = Decode(S0)
Yes
Decode V(SO0)
ZZ(K) =V
No K = Se Yes o
? Lad
y

Done

TISO1520-93/d090

Figure F.20 — Procedure for decoding the AC coefficients

The context-indices used in the AC decoding procedures are defined in Table F.5 (see F.1.4.4.2).
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In Figure F.20, K is the index to ttmy-zag sequence position. Atle sequential scakkmin = 1 and Se= 63. The
decision at the top of tHeop isthe EOB decision. If the EOB occurs €D1), theremaining coefficients ithe block are

set to zero. The inndoop just below the EOB decoding decodess ofzero coefficients. Whenevéhe coefficient is
non-zero, “Decode_V” decodes the samd magnitude of theoefficient. After each non-zero coefficient is decoded, the
EOB decision is again decoded unless Re.

F.2.4.3 Decoding the binary decision sequence for non-zero DC differences and AC coefficients

Both the DC differencand the ACcoefficients are represented as signed twolsiplement 16-bit integer values. The
decoding decision tree for these signed integer values gathe foboth the DC and AC codingodels. Note, however,
that the statistical models are not the same.

F.2.4.3.1 Arithmetic decoding of non-zero values

Denoting either DC differences or AC coefficients asthe non-zero signed integealue of V is decoded by the
sequence shown in Figure F.Zhis sequence first decodes the sign of V. It then decodes the magmatadery of V
(Decode_log2_Sz), and then decodes the low order magnitude bits (Decode_$¥otaitd)at thevalue decodedbr Sz
must be incremented by 1 to get the actual coefficient magnitude.

Decode V(S)

Decode sign of V

Decode 0g2 Sz

Decode Sz bits

V=Sz+1

SIGN =1 Yes

Done

TS01530-93/d091

Figure F.21 — Sequence of procedures in decoding non-zero values of V
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F.2.4.3.1.1 Decoding the sign
The sign is decoded by the procedure shown in Figure F.22.
The context-indices are defined for DC decoding in Table F.4 and AC decoding in Table F.5.

If SIGN = 0, the sign of the coefficient is positive; if SIGNL, the sign of the coefficient is negative.

Decode sign of V

SIGN = Decode(SS)

Yes No

Done

T SO1540-93/d092

Figure F.22 — Decoding the sign of V

F.2.4.3.1.2 Decoding the magnitude category

The context-index $ set in Decode_sign_of_&hd the context-indexalues X1and X2are definedor DC coding in
TableF.4 and for AC coding in Table F.5.

In Figure F.23, M is set to the upper bodadthe magnitude and shiftéeft until the decoded decision zgro. It is then

shifted right by 1 to become the leading bit of the magnitude of Sz.
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Figure F.23 — Decoding procedure to establish the magnitude category

Decode 0g2 Sz

D = Decode(S)

D = Decode(S)

No
M=SLLM 1 M=SRLM1
S=S+1 Sz=M
Done
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F.2.4.3.1.3 Decoding the exact value of the magnitude

After the magnitudeategory isdecoded, the low order magnitude bits are decoded. These bits are decoded in order of
decreasing bit significance. The procedure is shown in Figure F.24.

The context-index S is set in Decode_log2_Sz.

Decode_Sz_hits

S=S+14

M=SRLM1

Yes

No y

D = Decode(S) Done

No

Sz=MOR Sz

T S01560-93/d094

L

Figure F.24 — Decision sequence to decode the magnitude bit pattern

F.2.4.4 Decoder restart

The RST, markerswhich are added to the compressed data between each restart interval have a two byteiokalue
cannot be generated by the coding procedures. Thesbytesequences can be located without decoding, and can
therefore be used to resynchronize the decodernR&Tkers can therefore be used for error recovery.
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Before error recoverprocedures can be invoked, the error condition must first be detected. Errors during decoding can
show up in two places:

a) The decoder fails to find the expected marker at the point where it is expecting resynchronization.

b) Physically impossible data are decoded. For example, decoding a magnitude theymrje ofvalues
allowed by themodel isquite likely when the compressed data are corrupted by errors. For arithmetic
decoders this error condition extremely important taletect, as otherwise the decodeay reach a
condition where it uses the compressed data very slowly.

NOTE — Some errorsvill not cause the decoder to lose synchronization. In additemgvery is not
possible forall errors;for example, errors inhe headers arkkely to be catastrophic. The two error
conditions listecabove, however, almost always catls decoder to lose synchronization iway which
permits recovery.

In regaining synchronization, the decoder ozakeuse of the modulo 8 coding restart interval number in the low order

bits of the RS, marker. By comparinthe expected restart interval number tovhkie inthe next RS§ marker in the
compressed image data, the decoder can usually recover synchronization. It then fills in missing lines in the output data by
replication orsomeother suitable procedure, and continues decoding. Of course, the reconstnagedill usually be

highly corrupted for at least a part of the restart interval where the error occurred.

F.2.5  Sequential DCT decoding process with Huffman coding and 12-bit precision

This process is identical the sequentidDCT process definefbr 8-bit sample precisioand extended téour Huffman
tables, as documented in F.2.3, but with the following changes.

F.2.5.1 Structure of DC Huffman decode table

The general structure of the DC Huffman decode table is extended as described in F.1.5.1.

F.2.5.2 Structure of AC Huffman decode table

The general structure of the AC Huffman decode table is extended as described in F.1.5.2.

F.2.6  Sequential DCT decoding process with arithmetic coding and 12-bit precision

The process is identical the sequentidDCT process for 8-bit precision except for changethnprecision of théDCT
computation.

The structure of the decoding procedure in F.2.4 is already defined for a 12-bit input precision.
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Annex G

Progressive DCT-based mode of operation

(This annex forms an integral part of this Recommendatiteinational Standard)

This annex provides fainctional specification of the following coding processes for the progressive DCT-based mode
of operation:

1) spectral selection only, Huffman coding, 8-bit sample precision;

2) spectral selection only, arithmetic coding, 8-bit sample precision;
3) full progression, Huffman coding, 8-bit sample precision;

4) full progression, arithmetic coding, 8-bit sample precision;

5) spectral selection only, Huffman coding, 12-bit sample precision;
6) spectral selection only, arithmetic coding, 12-bit sample precision;
7) full progression, Huffman coding, 12-bit sample precision;

8) full progression, arithmetic coding, 12-bit sample precision.

For each of these, the encodimgpcess is specified in G.1, and the decodiragess is specified in G.2. The functional
specification is presented by means of specific flow cHartghe various proceduresvhich comprise these coding
processes.

NOTE —There isno requirementin this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the nsg@odied bythe flow charts in this annex. It is necessany that an
encoder or decoder implement tluaction specified inthis annex. Theole criterion for an encoder or decoder to be considered in
compliance withthis Specification is that it satisfthe requirements given idause 6 (for encoders) or clause 7 (for decoders), as
determined by the compliance tests specified in Part 2.

The number of Huffman or arithmetic conditioning tables which may be used within the same scan is four.
Two complementary progressive procedures are defined, spectral selection and successive approximation.

In spectral selection the DCT coefficients of each block are segmiattettequency bands. The bands are coded in
separate scans.

In successive approximatiadhe DCT coefficients are divided by a power of twefore coding. In the decoder the
coefficients are multiplied by that same power of two before computing the IDCT. In the succeeding scans the precision of
the coefficients is increased by one bit in each scan until full precision is reached.

An encoder or decoder implementing a full progression uses spectral selgittion successive approximation. An
allowed subset is spectral selection alone.

Figure G.1 illustrates the spectral selection and successive approximation progressive processes.

G.1 Progressive DCT-based encoding processes
G.1.1 Control procedures and coding models for progressive DCT-based procedures

G.1.1.1 Control procedures for progressive DCT-based encoders

The control procedures fencoding arimageand its constituerparts — thdrame,scan, restart interval and MCU — are
given in Figures E.1 through E.5.

The control structurdor encoding aframe isthe same as fothe sequential procedurddowever, it is convenient to
calculate the FDCT for the entire set of components in a frame before starting the scans. A buffer which is large enough to
store all of the DCT coefficients may be used for this progressive mode of operation.

The number of scans is determined by the progression defined; the number ofisgdresmuch larger than the number

of components in the frame.
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Figure G.1 — Spectral selection and successive approximation progressive processes
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The procedure foencoding a MCU (see Figug.5) repetitively invokesthe procedurdor coding a data unit. For
DCT-based encoders the data unit is an83block of samples.

Only a portion of each 8 8 block is coded in each scdhe portion being determined by the scan hepdemmeters Ss,
Se, Ah, and Al (see B.2.3). The procedures used to code portions of ga&bl8ck are described ithis annex. Note,
however,that where these procedures are identical to those used in the sedd€fitibhsed mode of operation, the
sequential procedures are simply referenced.

G.1.1.1.1  Spectral selection control

In spectral selection thag-zag sequence of DCT coefficients is segmeniga bands. A band is defined in the scan
header by specifyinthe starting and ending indices in thig-zagsequence. One band is coded in a given scan of the
progression. DC coefficients are always coded separfttety AC coefficients, and only scanswhich code DC
coefficientsmayhave interleaved blocksom morethan onecomponent. All other scans shhlive only one component.
With theexception of the first DC scaifer the components, the sequence of bands defined in the scans nésidwot

the zig-zag ordering. For each component, a first DC scan shall precede any AC scans.

G.1.1.1.2 Successive approximation control

If successive approximation issed, theDCT coefficients are reduced in precision thye pointtransform (seeA.4)

defined in the scan header (see B.2.3). ueessive approximation bit position parameter Al spechiesctual point
transform, and the high four bits (Ah) — if there are preceding scans for the band — contain the value of the point transform
used in those preceding scans. If there are no preceding scans for the band, Ah is zero.

Each scan which follows the first scan for a given band progressiveigvesthe precision of theoefficients by one bit,
until full precision is reached.

G.1.1.2 Coding models for progressive DCT-based encoders
If successive approximation issed, theDCT coefficients are reduced in precision thye pointtransform (seéA.4)

defined in the scan header (see B.2I3)ese models also apply the progressive DCT-based encoddrat with the
following changes.

G.1.1.2.1  Progressive encoding model for DC coefficients
If Alis not zero, the point transform for DC coefficients shall be used to reduce the precision of the DC coefficients. If Ah
is zero, the coefficient values (as modified by the point transform) shall be coded, using the procedure described in Annex

F. If Ah is not zero, the least significant bit of the point transformed@#fficients shall be coded, usitite procedures
described in this annex.

G.1.1.2.2  Progressive encoding model for AC coefficients
If Al'is not zero, the point transform for AC coefficients shall be used to reduce the precision of the AC coefficients. If Ah
is zero, thecoefficient values (as modified ltlie pointtransform) shall be coded using modificationghef procedures

described in Annex F. These modifications are describddsrannex. If Ah is not zero, the precision of toefficients
shall be improved using the procedures described in this annex.

G.1.2  Progressive encoding procedures with Huffman coding

G.1.2.1 Progressive encoding of DC coefficients with Huffman coding

The first scan for a given componestitall encode the DCoefficient values usinthe procedures describedfnl.2.1. If

the successive approximation bit position parameter Aloiszero, the coefficient values shall be reduced in precision by
the point transform described in Annex A before coding.

In subsequent scans using successive approxinmtagoleast significant bits are appended todbmpressed bistream
without compression or modification (see G.1.2.3), except for byte stuffing.

G.1.2.2 Progressive encoding of AC coefficients with Huffman coding

In spectral selection and in the first scan of successive approximation for a componentctiefident coding model is
similar to that used by the sequential procedusesvever,the Huffman code tables are extended to include coding of
runs of End-Of-Bands (EOBs). See Table G.1.
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Table G.1 — EOBnN code run length extensions

EOBnN code Run length
EOBO 1
EOB1 2,3
EOB2 4.7
EOB3 8..15
EOB4 16..31
EOB5 32..63
EOB6 64..127
EOB7 128..255
EOBS 256..511
EOB9 512..1 023
EOB10 1024..2 047
EOB11 2048..4 095
EOB12 4096..8 191
EOB13 8192..16 383
EOB14 16384..32 767

The end-of-bandun structurellows efficient coding of blocke/hich have only zero coefficients. ABOB run of length
5 meanghat the currenblock and the nexfour blocks have an end-of-bamdth no intervening non-zerooefficients.
The EOB run length is limited only by the restart interval.

The extension of the code table is illustrated in Figure G.2.

SSSS
0 1 2 13 14
0 EOBO
1 EOB1
RRRR COMPOSITE VALUES
14 |EOB14
15 ZRL

T SO1580-93/d096

Figure G.2 — Two-dimensional value array for Huffman coding

The EOBnN code sequence is defined as follows. Each EOBn code is follgwe éxtension field similar to the
extension field for the coefficient amplitudes (but wittsitive numbers only). The number of bits appendédetd=OBn
code is the minimum number required to specify the run length.

If an EOB run is greater than 32 767, it is coded as a sequence of EOB runs of length 32 767 followed by a final EOB run
sufficient to complete the run.

At the beginning of each restart interval the E@B count, EOBRUN, iset to zero. At thend of each restaimterval
any remaining EOB run is coded.

The Huffman encoding procedurdor AC coefficients in spectral selectioand in thefirst scan of successive
approximation is illustrated in Figures G.3, G.4, G.5, and G.6.
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Encode ZRL
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Encode R ZZ(K)

No

K =Se
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Yes
R=R+1
) A No
?
Yes
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Yes

Done

TISO1590-93/d097

Figure G.3 — Procedure for progressive encoding of AC coefficients with Huffman coding
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In Figure G.3, Ss is the start of spectral selection, Se igerttleof spectral selection, K is the index into the list of
coefficients stored in theig-zag sequencgZ, R isthe run length otero coefficients, and EOBRUN is the run length of
EOBs. EOBRUN is set to zero at the start of each restart interval.

If the scan headgrarameter Al (successive approximation bit position lowmpiszero, thdCT coefficient values ZZ(K)
in Figure G.3 andigures whichfollow in this annex, including those in the arithmetic coding section, shall be replaced
by the point transformed values ZZ'(K), where ZZ'(K) is defined by:

77/(K) = ZZZ(A'\T)X

EOBSIZE is a procedure which returns the size of the EOB extension field given theue@Bgth as inpuCSIZE is a
procedure whichmaps an AC coefficient tthe SSSSralue defined irthe subclauses on sequential encodssgF.1.1
and F.1.3).

Encode EOBRUN

EOBRUN =0

SSSS = EOBSIZE(EOBRUN)
| =SSSS x 16
Append EHUFSI(I)
bits of EHUFCO(l)
Append SSSS ow order
bits of EOBRUN
EOBRUN =0

Done

D |

TS01600-93/d098

Figure G.4 — Progressive encoding of a non-zero AC coefficient

Encode ZRL

Append EHUFSI(X FO)
bits of EHUFCO(X FO)

Done

py)
I
py)
=
o

TISO1610-93/d099

Figure G.5 — Encoding of the run of zero coefficients
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Encode R ZZ(K)

SSSS = CSIZE(ZZ(K))
I=(16 x R) + SSSS
Append EHUFSI(I)

bits of EHUFCO(l)
ZZ(K)<0 Yes
?
No ZZ(K)=zzZ(K) 1

Append SSSS ow order
bits of ZZ(K)
R=0

Done

TISO1620-93/d100

Figure G.6 — Encoding of the zero run and non-zero coefficient

G.1.2.3 Coding model for subsequent scans of successive approximation

The Huffman coding structure of the subsequent scans of successive approximation focangparent is similar to the
coding structure of the first scan of that component.

The structure of the AC code table is identical to the structure described in G.1.2.2. Each non-zéranpfinned
coefficient that has a zero history (i.e. that has a \allieand therefore has not been coded in a previous scan) is defined
by a composite 8-bit run length-magnitude value of the form:

RRRRSSSS

The four most significant bits, RRRR, give the number of zero coefficients that are between thegeffier@ntand the
previously coded coefficient (dhe start of band). Coefficientsith non-zero history (a non-zero value coded in a
previous scan) are skippeser when counting theero coefficients. The four least significant bi&SSS provide the
magnitude category of the non-zero coefficient; for a given component the value of SSSS can only be one.

The run length-magnitude composite value is Huffman coded and each Huffman code is followed by additional bits:

a) One bit codes the sign of the newly non-zero coefficient. A 0-bit codegative sign; a 1-bit codes a
positive sign.

b) For each coefficienvith a non-zero history, one bit is used to code the correction. A idans no

correction and a 1-bit means that one shall be added to the (scaled) decoded magnitude of the coefficient.
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Non-zero coefficients with zero history are coded with a composite code of the form:
HUFFCO(RRRRSSSS) + additional bit (rule a) + correction bits (rule b)

In addition whenevezeroruns are coded witARL or EOBnN codes, correction bifer those coefficientsvith nonzero
history contained within the zero run are appended according to rule b above.

For the Huffmarcoding version of Encode_AC_Coefficients_8# EOB is defined to be the position of the last point
transformed coefficient of magnitude 1the band. If there are rewefficients of magnitude the EOB is defined to be
zero.

NOTE - The definition of EOB is different for Huffman and arithmetic coding procedures.

In Figures G.7 and G.8 BE is the counbaffered correction bits d@he start of coding of the block. BE is initialized to
zero at the start of each restart interval. At the end of each iastaral any remaining buffered bits are appended to the
bit stream following the last EOBn Huffman code and associated appended bits.

In Figures G.7 and G.9, BR is the count of buffered correctiomiish are appended to the biteam according to rule
b. BR is set to zero &he beginning of each Encode_AC_Coefficients_SA. At the end of each iliestaval any
remaining buffered bits are appended to the bit stream following the last Huffman code and associated appended bits.

G.1.3 Progressive encoding procedures with arithmetic coding

G.1.3.1 Progressive encoding of DC coefficients with arithmetic coding

The first scan for a given componesttall encode the D€oefficient values usinthe procedures describedfinl.4.1. If
the successive approximation bit position parameteoiszero, theoefficient values shall be reduced in precision by the
point transform described in Annex A before coding.

In subsequent scans using successive approximatoleast significant bits shall be codedbasary decisions using a
fixed probability estimate of 0.5 (GeX'5A1D’, MPS = 0).

G.1.3.2 Progressive encoding of AC coefficients with arithmetic coding

Except forthe pointtransform scaling ofhe DCT coefficientsand the grouping of theoefficients into bandshe first
scan(s) of successive approximation is identicahto sequential encoding procedure describe#.in4. If Kmin is
equated to Ss, the index of the first AGefficient index inthe band, thélow chart shown in Figur&.5 applies. The
EOB decision in that figureefers tothe “end-of-band” rathethan the‘end-of-block”. Forthe arithmetic codingersion

of Encode_AC_Coefficients_SA (and all other A@efficient coding procedures) the EOB is defined to be the position
following the last non-zero coefficient in the band.

NOTE - The definition of EOB is different for Huffman and arithmetic coding procedures.

The statistical model described in F.1.4 also holds. For this model the default value of Kx is 5. Other valueayobéx
specified using the DA@arker code (AnneB). The following calculatiorior Kx hasproven to give goodesultsfor 8-
bit precision samples:

Kx = Kmin + SRL (8+ Se —Kmin) 4

This expression reduces to the default ofk&when the band is from index 1 to index 63.
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Done

Figure G.7 — Successive approximation coding of AC coefficients using Huffman coding
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Append BE bits

Append BE buffered bits
to bit stream
BE=0

b
y
Done

TISO1640-93/d102

Figure G.8 — Transferring BE buffered bits from buffer to bit stream

Append BR bits

Append BR buffered bits
to bit stream
BR=0

»
y
Done )

TISO1650-93/d103

Figure G.9 — Transferring BR buffered bits from buffer to bit stream
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G.1.3.3 Coding model for subsequent scans of successive approximation

The procedure “Encode_AC_Coefficient_SA” shown in Figure G.10 increases the precision of ¢cheffignt values
in the band by one bit.

As in the first scan afuccessive approximation for a componentE@B decision is coded at the start of the band and
after each non-zero coefficient.

However,since the end-of-band index of theevious successive approximation scan for a given component, EOBX, is
knownfrom the data coded in the prior scan of that comporikist,decision idypassed whenevéne current index, K,

is less than EOBXx. As in the first scan(s), the EOB decisiafstsbypassed wheneube lastcoefficient inthe band is

not zero. The decisiofiZ(K) = 0 decodes runs akro coefficients. Ithe decoder is at this step of the procedure, at least
one non-zero coefficient remainsthre band of the block being codedZE(K) is not zero, the procedure in Figure G.11

is followed to code the value.

The context-indices in Figures G.A0d G.11lare defined in Table G.2 (seel&3.3.1). The signs afoefficientswith
magnitude of one are coded with a fixed probability value of approximately 0.5 (Qe = X’5A1D’=MPS

G.1.3.3.1 Statistical model for subsequent successive approximation scans

As shown in Table G.2, each statistics area for subsequent successive approximation scans of AC coefficients consists of a
contiguous set of 188tatistics bins. The signs of coefficiemtgh magnitude of one are coded witHixed probability
value of approximately 0.5 (@eX’5A1D’, MPS = 0).

G.2 Progressive decoding of the DCT

The description of the computation of tfi¥CT and the dequantization procedure contained in A.3.3 and Appl¢ to
the progressive operation.

Progressive decoding processes must be able to decompress conmipragsetata which requires up to four sets of
Huffman or arithmetic coder conditioning tables within a scan.

In order to avoid repetition, detailed flow diagrams of progressive decoder operatiat areluded. Decoder operation
is defined by reversing the function of each step described in the efioadeharts,andperformingthe steps imeverse
order.
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TISO1660-93/d104

Figure G.10 — Subsequent successive approximation scans for coding
of AC coefficients using arithmetic coding
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Done
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Figure G.11 — Coding non-zero coefficients for subsequent successive approximation scans

Table G.2 — Statistical model for subsequent scans of successive
approximation coding of AC coefficient

Context-index AC coding Coding decision
SE 3% (K-1) K = EOB
SO SE+1 V=0
SS Fixed estimate Sign
sc S0+1 LSB ZZ(K)=1
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Annex H

Lossless mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex provides fainctional specification of the following coding processes for the lossless mode of operation:
1) lossless processes with Huffman coding;

2) lossless processes with arithmetic coding.

For each of these, the encodim@cess is specified in H.1, and the decogiragess is specified in H.2. The functional
specification is presented by means of specific procedures which comprise these coding processes.

NOTE — There isi0 requirement in this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the manner specified in this annex. It is necessary only that an encoder or decoder
implement thdunction specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwith
Specification is that it satisfthe requirementgiiven in clause 6 (for encoders) or clause 7 (for decoders), as determined by the
compliance tests specified in Part 2.

The processes which provide for sequential lossless encoding and decoding are not based on thepbiC€s3ée used
are spatial processes basedtlm® codingmodel developed fothe DC coefficients ofthe DCT.However,the model is
extended by incorporating a set of selectable one- and two-dimensional prediutidos,interleavediata the ordering of
samples for the one-dimensional predictor can be different from that used in the DCT-based processes.

Either Huffman coding or arithmetic coding entropy codintay beemployed forthese lossless encodiagd decoding

processes. The Huffmawde table structure is extended to allow up to 16-bit precisidhe input data. The arithmetic
coder statistical model is extended to a two-dimensional form.

H.1 Lossless encoder processes

H.1.1  Lossless encoder control procedures

Subclause E.1 contains the encoder control procedurapplying these procedurestt® lossless encoder, the datsat
is one sample.

Input data precision may be from 2 to 16 bits/sample. If the input data path has different pirecrsiba input data, the
data shall be aligned with the least significant bits of the input datalppth.data is represented assigned integers
and is not level shifted prior to coding.

When the encoder is reset in the restart interval control proceduite.{ség the prediction is reset to a defaallue. If
arithmetic coding is used, the statistics are also reset.

For the lossless processes the restart interval shall be an integer multiple of the number of MCU in an MCU-row.

H.1.2  Coding model for lossless encoding

The coding model developed fencoding the DQ@oefficients ofthe DCT is extended to allow a selectiom aset of

seven one-dimensionahdtwo-dimensional predictors. The predictor is selected in the scan header (see Annex B). The

same predictor isisedfor all components ofhe scan. Eaclkomponent in the scan is modeled independently, using
predictions derived from neighbouring samples of that component.

H.1.2.1 Prediction
Figure H.1 shows the relationship between the positions (a, b, ¢) of the reconstructed neigavoplegused for
prediction and the position of x, the sample being coded.
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T SO1680-93/d106

Figure H.1 — Relationship between sample and prediction samples

Define Px to b the predictiorand Ra, Rb, and Rc to be the reconstrustedples immediately tthe left, immediately
above,and diagonally to the left of the curresample. The allowed predictors, onewdfich is selected in the scan
header, are listed in Table H.1.

Table H.1 — Predictors for lossless coding

Selection-value Prediction
0 No prediction (See Annex J)
1 Px=Ra
2 Px=Rb
3 Px=Rc
4 Px=Ra+ Rb-Rc
5 Px=Ra+ ((Rb — Rc)/2y
6 Px=Rb+ ((Ra — Rc)/®
7 Px=(Ra+ Rb)/2
a)  Shift right arithmetic operation

Selection-value 0 shall only be used for differential coding in the hierarchical mode of operation. Selections 1, 2 and 3 are
one-dimensional predictors and selections 4, 5, 6, and 7 are two-dimensional predictors.

The one-dimensional horizontal predictor (prediction sample Ra) is used for the first line of samples at the start of the scan
and at the beginning of each restart interVake selected predictor is ustat all other lines. Thesample fromthe line

above (prediction sample Rb) is used at the start of each line, except for the first line. At the beginning of the fidst line a

at the beginning of each restart interval the prediction valuB oft i used, where P is the input precision.

If the point transformatioparameter (seA.4) is non-zero, the predictioralue at the beginning of the first linaad the
beginning of each restart interval 2Pt - 1where Pt is the value of the point transformation parameter.

Each prediction is calculated with full integer arithmetic precision, and withhaunping of either underflow awverflow
beyondthe input precision bounds. Fexample, if Raand Rb are both 16-bit integers, then is a 17-bit integer. After
dividing the sum by 2 (predictor 7), the prediction is a 16-bit integer.
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For simplicity of implementationthe divide by 2 in the prediction selections 5 and 6Table H.1 isdone by an
arithmetic-right-shift of the integer values.

The difference between the predictigalue and the input is calculatemhodulo 26. In the decoder the difference is
decoded and added, moduf$ 2o the prediction.

H.1.2.2 Huffman coding of the modulo difference
The Huffmancoding procedures defined in Annexféf codingthe DC coefficients areused to code the moduld@

differences. The table for DC codimgntained in TableE.1 and F.6 is extended lbye additional entry. No extra bits
are appended after SSS36 is encoded. See Table H.2.

Table H.2 — Difference categories for lossless Huffman coding

SSSS Difference values

0 0

1 -11

2 -3,-2,2,3

3 -7.-4,4..7

4 -15..-8,8..15

5 -31..-16,16..31

6 -63..-32,32..63

7 -127..-64,64..127

8 —255..-128,128..255

9 -511..-256,256..511
10 -1023..-512,512..1 023
11 -2 047..-1024,1 024..2 047
12 —4 095..-2 048,2 048..4 095
13 -8 191..-4 096,4 096..8 191
14 —16 383..-8 192,8 192..16 383
15 —-32 767..-16 384,16 384..32 767
16 32 768

H.1.2.3 Arithmetic coding of the modulo difference

The statistical model definefdr the DC coefficient arithmetic coding model (s€el.4.4.1) is generalized to tavo-
dimensional form in which differences coded for the sample to the left and for the line above are used for conditioning.

H.1.2.3.1 Two-dimensional statistical model

The binary decisions are conditioned tve differences codefibr the neighbouringsamples immediately above and
immediately tothe leftfrom the same component. As the coding of the DC coefficients, the differences are classified

into 5 categories: zero(0), smalbsitive ¢S), small negativg—-S), large positive L), andlarge negative (—L). The two
independent difference categories combine to give 25 different conditioning states. Figure H.2 shows the two-dimensional
array ofconditioning indices. For each of the 25 conditioning stptebability estimates for four binary decisions are

kept.

At the beginning of the scan and each restéerval the conditioning derivefilom the line above isset to zero for the
first line of each component. At the start of each line, the difference to the left is set to zkeopiorposes of calculating
the conditioning.
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Difference above (position b)

0 +S S | +L L

0 0 4 8 12 | 16

. 20 | 24 | 28 | 32 | 36
Difference to eft

(position a)

S| 40 | 44 | 48 | 52 | 56

+L | 60 | 64 | 68 | 72 | 76

L |80 | 84 |8 | 92 | 96

T S01690-93/d107

Figure H.2 — 5 x 5 Conditioning array for two-dimensional statistical model

H.1.2.3.2  Assignment of statistical bins to the DC binarydecision tree

Each statistics ardfar lossless coding consists of a contiguous sett5& statistics bins. The first00 bins consist of
25 sets of four bins selected by a context-in88xThe value of SO is given by L_Context(Da,Dich provides a
value of 0,4,..., 92 or 96depending on the difference classifications ofdpa Db (see H.1.2.3.1). Thalue for SO
provided by L_Context(Da,Db) is from the array in Figure H.2.

The remaining 58 bins consist of two sets of 29 bins, . X1X15, M2, ..., M15, whictare used to code magnitude
category decisions and magnitude bits. The value of X1 is given by X1_Context(Db), which provides a 1/@0ughefn
Db is in the zerosmall positive or small negative categorg®l avalue of 129 when Db is in tHarge positive or large
negative categories.

The assignment of statistical bins to the binary decision tree used for coding the difference is given in Table H.3.

Table H.3 — Statistical model for lossless coding

Context-index Value Coding decision
SO L_Context(Da,Db) V=0
SS SO0+1 Sign
SP SO0+ 2 Sz<1ifVv>0
SN SO0+ 3 Sz<1ifV<O0
X1 X1_Context(Db) Sz<2
X2 X1+1 Sz<4
X3 X1+2 Sz<8
X15 X1+14 Sz <25
M2 X2 +14 Magnitude bits if Sz < 4
M3 X3+14 Magnitude bits if Sz < 8
M15 X15+ 14 Magnitude bits if Sz <
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H.1.2.3.3 Default conditioning bounds

The bounds, land U,for determiningthe conditioningcategory havéhe defaultvalues L= 0 and U= 1. Other bounds
may be set using the DAC (Define-Arithmetic-Conditioning) marker segment, as described in Annex B.

H.1.2.3.4 Initial conditions for statistical model

At the start of a scan and at each restart, all statisticsabénge-initialized to the standard defavdlue described in
Annex D.

H.2 Lossless decoder processes

Lossless decodersay employ eitheHuffmandecoding or arithmetic decodingheyshall be capable afsing up tdour
tables in a scan. Lossless decoders shall be able to decode enwgkedource data widmy input precisiorfrom 2 to
16 bits per sample.

H.2.1  Lossless decoder control procedures

Subclause E.2 contains thecoder control procedures. In applying these procedutbs tossless decoder the datat
is one sample.

When the decoder is reset in the restart interval control procedur&.g&dg the prediction is reset to tkame value
used in the encoder (see H.1.2.1). If arithmetic coding is used, the statistics are also reset.

Restrictions on the restart interval are specified in H.1.1.

H.2.2  Coding model for lossless decoding
The predictor calculations defined in H.1.2 also apply to the lossless decoder processes.

The lossless decoders, decode the differenogsadd them, modulol® to the predictions to create the output. The
lossless decoders shall be able to interpret the pinsform parametegnd if non-zero, multiplythe output of the
lossless decoder by'2

In order to avoid repetition, detailed flow charts of the lossless decoding procedures are omitted.
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Annex J

Hierarchical mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex provides fainctional specification of the coding processes for the hierarchical mode of operation.

In the hierarchical mode of operation each component is encoded or decoded in a non-differenti@ufrhfreanes may
be followed by a sequence of differential frames. A non-differeftiahe shall be encoded or decoded using the
procedures defined in Annexes F, G and H. Differential frame procedures are defined in this annex.

The coding process for a hierarchiecoding containing DCT-based processes is definettheadighest numbered
process listed iTableJ.1 which is used to code any non-differential DCT-based or differential DCT-vasexlin the
compressed imagedataformat. The coding process for a hierarchieatoding containing only lossless processes is
defined to be the process used for the non-differential frames.

Table J.1 — Coding processes for hierarchical mode

Process Non-differential frame specification
1 Extended sequential DCT, Huffman, 8-bit Annex F, process 2
2 Extended sequential DCT, arithmetic, 8-bit Annex F, process 3
3 Extended sequential DCT, Huffman, 12-bit Annex F, process 4
4 Extended sequential DCT, arithmetic, 12-bit Annex F, process 5
5 Spectral selection only, Huffman, 8-bit Annex G, process 1
6 Spectral selection only, arithmetic, 8-bit Annex G, process 2
7 Full progression, Huffman, 8-bit Annex G, process 3
8 Full progression, arithmetic, 8-bit Annex G, process 4
9 Spectral selection only, Huffman, 12-bit Annex G, process 5
10 Spectral selection only, arithmetic, 12-bit Annex G, process 6
11 Full progression, Huffman, 12-bit Annex G, process 7
12 Full progression, arithmetic, 12-bit Annex G, process 8
13 Lossless, Huffman, 2 through 16 bits Annex H, process 1
14 Lossless, arithmetic, 2 through 16 bits Annex H, process 2

Hierarchical mode syntaequires a DHFnarker segmenhatappears beforthe non-differentiaframe or frames. It may
include EXPmarker segmentand differentialframeswhich shallfollow the initial non-differentiaframe. Theframe
structure in hierarchical mode is identical to the frame structure in non-hierarchical mode.

Either all non-differential frames within an imagieall be coded witBCT-based processes, or all non-differerftaines
shall be coded with losslepsocesses. Alframeswithin animage mususe thesame entropgoding procedure, either
Huffman orarithmetic, with the exception that non-differenfi@imescoded with the baselingrocessmay occur in the
same image with frames coded with arithmetic coding processes.

If the non-differential frames use DCT-based processes, all differential frames except thanfiedbr a componershall
use DCT-based processes. The final differential frame for each component may use a differential lossless process.

If the non-differential frames use lossless processes, all differential frames shall use differential lossless processes.

For each of thegrocesses listed ifiable J.1, the encodingrocesses are specified Jil, and decodingrocesses are
specified in J.2.

NOTE - There is no requirement in this Specification thatany encoder or decoder which embodies one of the
abovenamed processes shall implement the procedurgseitiselythe mannerspecified bythe flow charts in this annex. It is
necessary only that an encoder or decoder implethefunction specified inthis annex. The sole criterion for an encoder or decoder
to be considered in compliance with this Specification is that it satisfy the requiregiventénclause 6 (for encoders) or clause 7 (for
decoders), as determined by the compliance tests specified in Part 2.
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In the hierarchicamode of operation each component is encoded or decoded in a non-différamelfollowed by a
sequence of differentidfames. A non-differentiaframe shall use the procedures defined in Annexes F, G, and H.
Differential frame procedures are defined in this annex.

J.1 Hierarchical encoding

J.1.1 Hierarchical control procedure for encoding an image

The control structure for encoding of an image using the hierarchical mode is given in Figure J.1.

Encode image

[Generate down samp ed images]
Append SOI marker

[Append tab es/misce aneous]
Append DHP marker segment

»

No_Ditferentia frame >_Y€S

[Upsamp e reference components and
Encode frame append EXP marker segment]
Generate differentia components
Encode differentia frame
Reconstruct differentia components
Reconstruct components

Reconstruct components
using matching
decoder process

)4\
Yes ~ More frames
S ? /

No

Append EOI marker

Done

TISO1700-93/d108

Figure J.1 — Hierarchical control procedure for encoding an image

In Figure J.1 procedures brackets shall beerformed whenevethe particular hierarchical encoding sequence being
followed requires them.
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In the hierarchicamodethe define-hierarchical-progression (DHRarker segmenshall be placed in the compressed
imagedatabeforethe first start-of-frame. The DHP segmentuied to signal the size of tlimage components of the
completed image. The syntax of the DHP segment is specified in Annex B.

The first frame for each component or group of components in a hierarchical process shall be encoded by a
non-differential frame. Differential framehall then be used to encode the tweaBmplement differences between source
input components (possibly downsampledhd the reference components (possibly upsampled). The reference
components are reconstructed components created by previous fratmesigrarchical process. For either differential or
non-differential frames, reconstructionstbe components shall be generated if needed as reference compimneats
subsequent frame in the hierarchical process.

Resolution changesnay occur between hierarchicdtames in ahierarchical process. These changes occur if
downsampling filters are used to reduce the spatial resolution of some or altofrthenents othe sourcémage.When

the resolution of a referencemponent does not matte resolution of theomponeninput to a differentiaframe, an
upsampling filter shall be used to increase the spatial resolution of the reference component. TierkeKBegment
shall be added to theompressed imag#atabeforethe start-of-frame whenever upsampling of a reference component is
required. No more than one EXP marker segment shall precede a given frame.

Any of the marker segments allowed beforstart-of-frame fothe encoding process selectedy be usedeforeeither
non-differential or differential frames.

For 16-bit input precision (lossless encoder), the differentiaiponentswvhich are input to a differentidrame are
calculated modulo ¥, The reconstructed components calculdtech the reconstructed differentiabmponents are also
calculated moduloZ®.

If a hierarchical encoding process uses a DCT encoding primcebe firstframe,all frames inthe hierarchicaprocess
except for the final frame faach component shall udee DCT encoding processes defined in either Annex F or Annex
G, or the modified DCT encoding processes definetthismmannex. The findramemay use a modified lossless process
defined in this annex.

If a hierarchical encoding process uses a lossless encoding process for the first frame, all frames in the heoasdscal
shall use a lossless encoding process defined in Annex H, or a modified lossless process defined in this annex.

J.1.1.1 Downsampling filter

The downsampled components are generated using a downsamplirtdiltisr not specified in this Specification. This
filter should, however, be consistent with the upsampling filter. An example of a downsampling filter is provided in K.5.

J.1.1.2 Upsampling filter

The upsampling filter increases the spatial resolution Hpctor of two horizontally, vertically, or both. Bi-linear
interpolation is used for the upsampling filter, as illustrated in Figure J.2.

X

b

T S01710-93/d109

Figure J.2 — Diagram of sample positions for upsampling rules
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The rule for calculating the interpolated value is:
P, = (Ra+ Rb)/2

where Ra and Rlare sample valueBom adjacent positions a and b of thewver resolutionimage and Px is the
interpolated value. The division indicates truncation, not rounding. The left-most column of the upsaragéechatches
the left-most column of the lower resolution image. The top line of the upsaimalgd matchethe top line of the lower
resolution image. Theght columnand thebottomline of the lower resolutiormage are replicated to providee values
required for the right column edg@dbottomline interpolations. The upsamplipgocess always doubles the line length
or the number of lines.

If both horizontal andrertical expansions are signalled, they are done in sequence thdiisorizontal expansion and
then the vertical.

J.1.2  Control procedure for encoding a differential frame

The control procedures in Annex E for frames, scans, restart intervals, anéstCapply tahe encoding of differential
frames, and the scans, restart intervals, and M@ which the differentiaframe is constructed. The differentfedmes
differ from the frames of Annexes F, G, and H only at the coding model level.

J.1.3  Encoder coding models for differential frames

The coding models defined in Annexes F, G, and H are modified to allow them to be used for coding of two’s complement
differences.

J.1.3.1 Modifications to encoder DCT encoding models for differential frames

Two modifications are made to the DCT coding models to allow them to be used in differential Fiastethe FDCT of
the differential input is calculated without thevel shift. Second, the DQoefficient ofthe DCT is coded directly —
without prediction.

J.1.3.2 Modifications to lossless encoding models for differential frames

One modification is made tthe lossless coding models. The difference is coded directly — without prediction. The
prediction selection parameter time scan header shall be set to zero. The p@nsformwhich may beapplied to the
differential inputs is defined in Annex A.

J.1.4 Modifications to the entropy encoders for differential frames

The coding of two’s complement differences requires one extra bit of precision for the Huffman coding of AC coefficients.
The extension to Tables F.1 and F.7 is given in Table J.2.

Table J.2 — Modifications to table
of AC coefficient amplitude ranges

SSSS AC coefficients

15 —-32 767..-16 384, 16 384..32 767

The arithmetic coding models are already defined for the precision needed in differential frames.
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J.2 Hierarchical decoding

J.2.1 Hierarchical control procedure for decoding an image

The control structure for decoding an image using the hierarchical mode is given in Figure J.3.

Decode image

SOI marker No
?

Yes

Interpret markers Error

?

Non Hierarchica mode

Differentia frame
?

[Upsamp e reference components]
Decode frame Decode differentia frame
Reconstruct components

¢ T S01720-93/d110

Figure J.3 — Hierarchical control procedure for decoding an image
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The Interpret markers procedwskall decode thenarkerswhich may precede the SOmarker,continuing this decoding
until either a SOF oEOI marker isfound. If theDHP marker isencounteredeforethe first frame, a flag is sethich
selects the hierarchical decoder at the “hierarchical?” decision point. In additionDblhmarker(which shall precede
any SOF) and the EXPnarker(which shall precedany differentialSOF requiring resolution changes in tieference
components), any other markevhich mayprecede a SOF shall be interpreted to the extent redfoiregcoding of the
compressed image data.

If a differential SOFmarker isfound, the differentiaframepath is followed. If the EXP was encountered in Ititerpret
markers procedurghe referenceomponents fothe frameshall be upsampled as required by pagameters ithe EXP
segment. The upsampling procedure described in J.1.1.2 shall be followed.

The Decode_differential_frame procedure generates a set of differential components. These differential components shall
be added, modulol, to the upsampled referencemponents irthe Reconstruct_components procedure. This creates a
new set of reference components which shall be used when required in subsequent frames of the hierarchical process.

J.2.2  Control procedure for decoding a differential frame

The control procedures in Annex E for frames, scans, restart intervals, anéIstCapply tahe decoding of differential
framesand the scans, restart intervals, and M@lth which the differentiaframe isconstructed. The differentiflame
differs from the frames of Annexes F, G, and H only at the decoder coding model level.

J.2.3  Decoder coding models for differential frames

The decoding models described in Annexes Far@l Hare modified to allow them to be ustm decoding of two's
complement differential components.

J.2.3.1 Madifications to the differential frame decoder DCT coding model

Two modifications are made to the decoder DCT coding models to allow them to code differentialRienekelDCT
of the differential output is calculated without the level shift. Second, thede€icient ofthe DCT is decoded directly —
without prediction.

J.2.3.2 Moadifications to the differential frame decoder lossless coding model

One modification is made to the lossless decoder coding model. The difference is decoded directly — without prediction. If
the point transformatioparameter inthe scan header is not zero, the point transform, defined in Annex A, shall be
applied to the differential output.

J.2.4 Modifications to the entropy decoders for differential frames

The decoding of two’s complement differenaesjuires one extra bit of precision in thieffman code table. This is
described in J.1.4. The arithmetic coding models are already defined for the precision needed in differential frames.

142 CCITT Rec. T.81 (1992 E)

Page 303 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

Annex K

Examples and guidelines

(This annex does not form an integral part of this Recommendation | International Standard)

This annex provides examples of various tables, procedures, and other guidelines.

K.1 Quantization tables for luminance and chrominance components

Two examples ofjuantization tables are given in Tables Erid K.2.These are based on psychovisual thresholding and
are derived empiricallyising luminance andhrominanceand 2:1 horizontal subsampling. These tables are provided as
examples onlyandare not necessarily suitalfier any particular application. Thesgiantization values have beased

with good results on 8-bit psample luminancandchrominance images tffie formatillustrated in Figure 13\ote that
these quantization values are appropriate for the DCT normalization defined in A.3.3.

If these quantization values are divided by 2, the resulting reconstructed image is usually nearly indistinguishable from the
source image.

Table K.1 — Luminance quantization table

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Table K.2 — Chrominance quantization table

17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
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K.2 A procedure for generating the lists which specify a Huffman code table

A Huffman table isgeneratedrom a collection of statistics in two steps. The first step is the generation of the list of
lengths andralueswhich are in accord with the ruldsr generatinghe Huffman code tables. The second step is the
generation of the Huffman code table from the list of lengths and values.

The first step, the topic of this section, is needaty for custom Huffman tablgeneration and is dorenly in the
encoder. In this step the statistics are used to create a table associating each value tonlith toeesilze (in bits) of the
corresponding Huffman code. This table is sorted by code size.

A procedure for creating a Huffman table for a set of upbsymbols is shown in Figure K.1. Threectors are defined
for this procedure:

FREQ(V) Frequency of occurrence of symbol V
CODESIZE(V) Code size of symbol V
OTHERS(V) Index to next symbol in chain of all symbols in current branch of code tree

where V goes from 0 to 256.

Before starting the procedure, the values of FREQ are collected5f@ t¢ 255 and the FREQ value for?/256 isset to

1 to reserve one code poiRREQ valuesfor unusedsymbolsare defined to be zero. In addition, the entries in
CODESIZE are all set to &nd the indices IDTHERS are set tel, the valuevhich terminates a chain of indices.
Reserving one code point guarantees that no code word can ever be all “1” bits.

The search fothe entrywith the leaswvalue of FREQ(V) selectthe largesvalue of V with the leastalue of FREQ(V)
greater than zero.

The proceduréFind V1 for least value oFREQ(V1) > 0"always selectshe value with the largeswalue of V1 when
morethan one V1 with theame frequency occurs. The reserved code potheis guaranteed to be in the longestde
word category.
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Code size

47

Find V1 for east vaue of
FREQ(V1) >0

Find V2 for next eastva ue
of FREQ(V2) >0

<

Yes
Done

FREQ(V1) =
FREQ(V1) +
FREQ(V2)

FREQ(V2) =0

»
|

CODESIZE(V1) =

V1= OTHERS(V1) CODESIZE(V1) + 1

Yes

OTHERS(V1) = V2

CODESIZE(V2) =

V2 = OTHERS(V2) CODESIZE(V2) + 1

NO ~OTHERS(V2)= 1 €S
! A

TISO1730-93/d111

Figure K.1 — Procedure to find Huffman code sizes
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Once the code lengther eachsymbol havebeen obtained, the number of codes of each length is obtained using the
procedure in Figure K.2. The couot each size isontained in the lisBITS. Thecounts inBITS are zero athe start of

the procedure. The procedussumeshat the probabilities are large enough that code lengths gtieateB2 bitsever

occur. Note thatntil the finalAdjust_BITS procedure is complet®lTS mayhave morehan the 16 entries required in

the table specification (see Annex C).

Count BITS

BITS(CODESIZE()) =

CODESLZE(') =0 BITS(CODESIZE() + 1

Yes

I=1+1

No

Yes

Adjust BITS

Done

T SO1740-93/d112

Figure K.2 — Procedure to find the number of codes of each size

146 CCITT Rec. T.81 (1992 E)

Page 307 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

Figure K.3 gives the procedure fadjusting theBITS list so that no code is longer than 16 bits. Seyabolsare paired
for the longesHuffman code, thesymbolsare removedrom this lengthcategory two at a time. The prefix ftre pair
(which is one bit shorter) is allocated to one of the pair; then (skippirlTigentry forthat prefix length) a code word
from the next shortest non-zeBITS entry isconverted into grefix for two code words onlit longer. After theBITS
list is reduced to amaximumcode length of 16 bits, the last steovesthe reserved code poititom the code length
count.

Adjust BITS
=32
»
Yes BITS()) > 0 No
?
J=I 1 =1 1

ves
BITS(l) = BITS() 2
BITS( 1)=BITS( 1)+1 7 BITS()=0 ™ Yes
BITS( + 1) =BITS(J + 1) + 2 S ? g —

BITS(U)=BITS(J) 1
No

-

BITS(I) =BITS(l) 1

Done

TISO1750-93/d113

Figure K.3 — Procedure for limiting code lengths to 16 bits
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The input values are sorted according to code size as shown in Figure K.4. HUFFih&Llis containing the input
values associated with each code word, in order of increasing code length.

At this point, the list of code lengti{BITS) and the list ofvalues (HUFFVAL) can beised to generate the code tables.
These procedures are described in Annex C.

Sort input

HUFFVAL(K) =J

CODES’I?ZE(J) = HorEevA

No

J=J+1
No
Yes
I=1+1
No
Yes
Done

T S01760-93/d114
Figure K.4 — Sorting of input values according to code size
K.3 Typical Huffman tables for 8-bit precision luminance and chrominance

Huffman table-specification syntax is specified in B.2.4.2.
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K.3.1 Typical Huffman tables for the DC coefficient differences
Tables K.3and K.4give Huffman tables fothe DCcoefficient differencesvhich have been developdhbm the average
statistics of a large set of video imageéth 8-bit precisionTable K.3 is appropriate for luminance componemgTable

K.4 is appropriate for chrominance componeAtthough there are no default tables, these tami@gprove to beuseful
for many applications.

Table K.3 — Table for luminance DC coefficient differences

Category Code length Code word
0 2 00
1 3 010
2 3 011
3 3 100
4 3 101
5 3 110
6 4 1110
7 5 11110
8 6 111110
9 7 1111110
10 8 11111110
11 9 111111110

Table K.4 — Table for chrominance DC coefficient differences

Category Code length Code word
0 2 00
1 2 01
2 2 10
3 3 110
4 4 1110
5 5 11110
6 6 111110
7 7 1111110
8 8 11111110
9 9 111111110
10 10 1111111110
11 11 11111111110

K.3.2  Typical Huffman tables for the AC coefficients
Tables K.5and K.6give Huffman tables fathe AC coefficientswhich have been developdmbm the averagestatistics of
a large set of images with 8-bit precision. Table K.5 is appropriate for luminance compomErdable K.6 is appropriate

for chrominance componentélthough there are no default tables, these tableg prove to be useful fomany
applications.
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Table K.5 — Table for luminance AC coefficients (sheet 1 of 4)

Run/Size Code length Code word

0/0 (EOB) 4 1010

0/1 2 00

0/2 2 01

0/3 3 100

0/4 4 1011

0/5 5 11010

0/6 7 1111000

or7 8 11111000

0/8 10 1111110110

0/9 16 1111111110000010

O/A 16 1111111110000011

1/1 4 1100

1/2 5 11011

1/3 7 1111001

1/4 9 111110110

1/5 11 11111110110

1/6 16 1111111110000100

1/7 16 1111111110000101

1/8 16 1111111110000110

1/9 16 1111111110000111

1/A 16 1111111110001000

2/1 5 11100

2/2 8 11111001

2/3 10 1111110111

2/4 12 111111110100

2/5 16 1111111110001001

2/6 16 1111111110001010

217 16 1111111110001011

2/8 16 1111111110001100

2/9 16 1111111110001101

2/1A 16 1111111110001110

3/1 6 111010

3/2 9 111110111

3/3 12 111111110101

3/4 16 1111111110001111

3/5 16 1111111110010000

3/6 16 1111111110010001

3/7 16 1111111110010010

3/8 16 1111111110010011

3/9 16 1111111110010100

3/A 16 1111111110010101
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Table K.5 (sheet 2 of 4)

Run/Size Code length Code word
4/1 6 111011
4/2 10 1111111000
4/3 16 1111111110010110
4/4 16 1111111110010111
4/5 16 1111111110011000
4/6 16 1111111110011001
a/7 16 1111111110011010
4/8 16 1111111110011011
4/9 16 11121111110011100
4/A 16 11121111110011101
5/1 7 1111010
5/2 11 11111110111
5/3 16 1111111110011110
5/4 16 1111111110011111
5/5 16 1111111110100000
5/6 16 1111111110100001
5/7 16 1111111110100010
5/8 16 1111111110100011
5/9 16 1111111110100100
5/A 16 1111111110100101
6/1 7 1111011
6/2 12 111111110110
6/3 16 1111111110100110
6/4 16 1111111110100111
6/5 16 1111111110101000
6/6 16 1111111110101001
6/7 16 1111111110101010
6/8 16 1111111110101011
6/9 16 11121111110101100
6/A 16 1111111110101101
7/1 8 11111010
712 12 111111110111
713 16 1111111110101110
714 16 1111111110101111
715 16 1111111110110000
716 16 1111111110110001
717 16 11121111110110010
718 16 1111111110110011
719 16 11121111110110100
7IA 16 11121111110110101
8/1 9 111111000
8/2 15 111111111000000
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Table K.5 (sheet 3 of 4)

Run/Size Code length Code word
8/3 16 11121111110110110
8/4 16 1111111110110111
8/5 16 11121111110111000
8/6 16 11121111110111001
8/7 16 11121111110111010
8/8 16 11121111110111011
8/9 16 111212111110111100
8/A 16 11121111110111101
9/1 9 111111001
9/2 16 111212111110111110
9/3 16 1111111110111111
9/4 16 1111111111000000
9/5 16 1111111111000001
9/6 16 1111111111000010
9/7 16 1111111111000011
9/8 16 1111111111000100
9/9 16 1111111111000101
9/A 16 1111111111000110
A/l 9 111111010
A2 16 11121111111000111
A3 16 1111111111001000
Al4 16 1111111111001001
A5 16 11121111111001010
A6 16 1111111111001011
A7 16 11121111111001100
A/8 16 1111111111001101
A9 16 11121111111001110
AA 16 1111111111001111
B/1 10 1111111001
B/2 16 1111111111010000
B/3 16 1111111111010001
B/4 16 11121111111010010
B/5 16 11121111111010011
B/6 16 1111111111010100
B/7 16 1111111111010101
B/8 16 11121111111010110
B/9 16 1111111111010111
B/A 16 1111111121011000
C/i1 10 1111111010
Cl2 16 11121111111011001
C/3 16 11121111111011010
Cl4 16 1111111111011011
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Table K.5 (sheet 4 of 4)

Run/Size Code length Code word
C/5 16 11121111111011100
Cl6 16 1111111111011101
cr7 16 11121111111011110
C/8 16 1111111111011111
C/9 16 1111111111100000
CIA 16 1111111121100001
D/1 11 11111111000
D/2 16 11121111111100010
D/3 16 11121111111100011
D/4 16 11121111111100100
D/5 16 11121111111100101
D/6 16 11121111111100110
DI7 16 11121111111100111
D/8 16 11121111111101000
D/9 16 11121111111101001
DIA 16 111212111111101010
E/1 16 1111111111101011
E/2 16 1111111121101100
E/3 16 1111111121101101
E/4 16 1111111121101110
E/5 16 1111111111101111
E/6 16 1111111121110000
E/7 16 1111111121110001
E/8 16 1111111121110010
E/9 16 1111111121110011
E/A 16 11121111111110100
F/0 (ZRL) 11 11111111001
F/1 16 111212111111110101
FI2 16 111212111111110110
F/3 16 1111111111110111
Fi4 16 111212111111211000
F/5 16 111212111111211001
F/6 16 1112121111111211010
FI7 16 1112121111111211011
F/8 16 11122111111211100
F/9 16 1112121111111211101
FIA 16 1112121211111121211110
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Table K.6 — Table for chrominance AC coefficients (sheet 1 of 4)

Run/Size Code length Code word

0/0 (EOB) 2 00
0/1 2 01
0/2 3 100
0/3 4 1010
0/4 5 11000
0/5 5 11001
0/6 6 111000
or7 7 1111000
0/8 9 111110100
0/9 10 1111110110
O0/A 12 111111110100
1/1 4 1011
1/2 6 111001
1/3 8 11110110
1/4 9 111110101
1/5 11 11111110110
1/6 12 111111110101
1/7 16 1111111110001000
1/8 16 1111111110001001
1/9 16 1111111110001010
1/A 16 1111111110001011
2/1 5 11010
2/2 8 11110111
2/3 10 1111110111
2/4 12 111111110110
2/5 15 111111111000010
2/6 16 1111111110001100
217 16 1111111110001101
2/8 16 11121111110001110
2/9 16 1111111110001111
2/1A 16 1111111110010000
3/1 5 11011
3/2 8 11111000
3/3 10 1111111000
3/4 12 111111110111
3/5 16 1111111110010001
3/6 16 1111111110010010
3/7 16 1111111110010011
3/8 16 1111111110010100
3/9 16 1111111110010101
3/A 16 1111111110010110
4/1 6 111010
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Table K.6 (sheet 2 of 4)

Run/Size Code length Code word
4/2 9 111110110
4/3 16 1111111110010111
4/4 16 1111111110011000
4/5 16 1111111110011001
4/6 16 11121111110011010
a/7 16 1111111110011011
4/8 16 11121111110011100
4/9 16 1111111110011101
4/A 16 11121111110011110
5/1 6 111011
5/2 10 1111111001
5/3 16 1111111110011111
5/4 16 1111111110100000
5/5 16 1111111110100001
5/6 16 1111111110100010
517 16 11121111110100011
5/8 16 1111111110100100
5/9 16 1111111110100101
5/A 16 1111111110100110
6/1 7 1111001
6/2 11 11111110111
6/3 16 1111111110100111
6/4 16 1111111110101000
6/5 16 1111111110101001
6/6 16 1111111110101010
6/7 16 11121111110101011
6/8 16 1111111110101100
6/9 16 1111111110101101
6/A 16 1111111110101110
711 7 1111010
712 11 11111111000
713 16 1111111110101111
714 16 1111111110110000
715 16 1111111110110001
716 16 11121111110110010
717 16 11121111110110011
718 16 1111111110110100
719 16 1111111110110101
7IA 16 11121111110110110
8/1 8 11111001
8/2 16 1111111110110111
8/3 16 11121111110111000
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Table K.6 (sheet 3 of 4)

Run/Size Code length Code word
8/4 16 11121111110111001
8/5 16 11121111110111010
8/6 16 11121111110111011
8/7 16 11121111110111100
8/8 16 111212111110111101
8/9 16 111212111110111110
8/A 16 1111111110111111
9/1 9 111110111
9/2 16 1111111111000000
9/3 16 1111111111000001
9/4 16 1111111111000010
9/5 16 1111111111000011
9/6 16 1111111111000100
9/7 16 1111111111000101
9/8 16 11121111111000110
9/9 16 1111111111000111
9/A 16 1111111111001000
A/l 9 111111000
A2 16 1111111111001001
A3 16 11121111111001010
Al4 16 1111111111001011
A5 16 1111111111001100
A6 16 11121111111001101
AIT7 16 11121111111001110
A/8 16 1111111111001111
A9 16 1111111111010000
AA 16 1111111111010001
B/1 9 111111001
B/2 16 11121111111010010
B/3 16 11121111111010011
B/4 16 1111111111010100
B/5 16 1111111111010101
B/6 16 11121111111010110
B/7 16 1111111111010111
B/8 16 11121111111011000
B/9 16 11121111111011001
B/A 16 1111111111011010
C/i1 9 111111010
CI2 16 1111111111011011
C/3 16 11121111111011100
Cl4 16 1111111111011101
C/5 16 11121111111011110
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Table K.6 (sheet 4 of 4)

Run/Size Code length Code word
Cl6 16 1111111111011111
cr7 16 1111111111100000
C/8 16 11121111111100001
C/9 16 11121111111100010
CIA 16 1111111121100011
D/1 11 11111111001
D/2 16 11121111111100100
D/3 16 11121111111100101
D/4 16 11121111111100110
D/5 16 11121111111100111
D/6 16 11121111111101000
DI7 16 11121111111101001
D/8 16 11121111111101010
D/9 16 11121111111101011
DIA 16 11121111111101100
E/1 14 11111111100000
E/2 16 1111111121101101
E/3 16 1111111121101110
E/4 16 1111111111101111
E/5 16 1111111121110000
E/6 16 1111111121110001
E/7 16 1111111121110010
E/8 16 1111111121110011
E/9 16 1111111121110100
E/A 16 111212111111110101
F/I0 (ZRL) 10 1111111010
F/1 15 111111111000011
FI2 16 111212111111110110
F/3 16 11121111111110111
Fi4 16 111212111111211000
F/5 16 111212111111111001
F/6 16 11122111111211010
FI7 16 1112121111111211011
F/8 16 111212111111211100
F/9 16 1112121111111211101
FIA 16 11121212111111211110
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K.3.3  Huffman table-specification examples

K.3.3.1 Specification of typical tables for DC difference coding

A set of typical tables for DC component coding is given in K.3.1. The specification of these tables is as follows:

For Table K.3 (for luminance DC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 01 05 01 01 01 O1 01 O1 OO OO OO OO OO OO0 o0

The set of values following this list is

X00 01 02 03 04 05 06 07 08 09 OA OB

For Table K.4 (for chrominance DC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 03 01 01 01 01 O1 01 O1 O1 01 OO OO OO OO0 o0

The set of values following this list is

X00 01 02 03 04 05 06 07 08 09 OA OB

K.3.3.2 Specification of typical tables for AC coefficient coding

A set of typical tables for AC component coding is given in K.3.2. The specification of these tables is as follows:

For Table K.5 (for luminance AC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 02 01 03 03 02 04 03 05 05 04 04 00 OO0 O1 7D

The set of values which follows this list is

X01 02 03 00 04 112 05 12 21 31 41 06 13 51 61 07
22 71 14 32 81 91 Al 08 23 42 B1 C1 15 52 D1 FO
24 33 62 72 82 09 O0OA 16 17 18 19 1A 25 26 27 28
29 2A 34 35 36 37 38 39 3A 43 44 45 46 47 48 49
4A 53 54 55 56 57 58 59 O5A 63 64 65 66 67 68 69
6A 73 74 75 76 77 78 79 T7A 83 84 85 86 87 88 89
8A 92 93 94 95 96 97 98 99 9A A2 A3 A4 A5 A6 A7
A8 A9 AA B2 B3 B4 B5 B6 B7 B8 B9 BA C2 C3 C4 C5
cé6 C7 cC8 C9 CA D2 D3 D4 D5 D6 D7 D8 D9 DA E1 E2
E3 E4 E5 E6 E7 E8 E9 EA F1 F2 F3 F4 F5 F6 F7 F8
F9 FA
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For Table K.6 (for chrominance AC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 02 01 02 04 04 03 04 07 05 04 04 00 O1 02 77

The set of values which follows this list is:

X'00 01 02 03 11 04 05 21 31 06 12 41 51 07 61 71
13 22 32 81 08 14 42 91 Al B1 Ci1 09 23 33 52 FO
15 62 72 D1 OA 16 24 34 El 25 F1 17 18 19 1A 26
27 28 29 2A 35 36 37 38 39 3A 43 44 45 46 47 48
49 4A 53 54 55 56 57 58 59 5A 63 64 65 66 67 68
69 6A 73 74 75 76 77 78 79 7A 82 83 84 85 86 87
88 89 8A 92 93 94 95 96 97 98 99 O9A A2 A3 A4 A5
A6 A7 A8 A9 AA B2 B3 B4 B5 B6 B7 B8 B9 BA C2 C3
C4 Cb C6 C7 C8 C9 CA D2 D3 D4 D5 D6 D7 D8 D9 DA
E2 E3 E4 E5 E6 E7 E8 E9 EA F2 F3 F4 F5 F6 F7 F8

F9 FA

K.4 Additional information on arithmetic coding

K.4.1  Test sequence for a small data set for the arithmetic coder
The following 256-bit test sequence (in hexadecimal form) is structured to test many of the encoder and decoder paths:
X'00020051 000000CO 0352872AAAAAAAAA  82C02000 FCD79EF6 74EAABF7 697EE74C

Tables K.7and K.8provide asymbol-by-symbolist of the arithmetic encoder and decoder operation. In tiadbes the

event count, EC, is listed first, followed by th@lue of Qeused in encoding and decoding teaent. The decision D to

be encoded (and decoded) is listed next. The column labd#t&icontains theense of the MPS, and if itfisllowed by

a CE (in the “CX” column), the conditional MPS/LR&change occurs when encodimgd decoding the decisideee

Figures D.3, D.4 and D.17). The contents of the A and C registers are the values before the event is encoded and decoded.
ST is the number of X’FF’ bytes stackedtive encoder waitinfpr aresolution of thecarry-over. Notehat the A register

is always greater than X'7FFF’. (The starting value has an implied value of X’10000'.)

In the encoder test, the cobigtes(B) are listed if they were completetliring the coding of the preceding event. If
additional bytes follow, they were also complethtting the coding of the preceding event. Ibye islisted in the
Bx column, the preceding byte in column B was modified by a carry-over.

In the decoder the code bytes are listed if they were placed in the code register just prior to the event EC.

For thisfile the coded bit count i240, including theoverhead to flush the final dateom the C register. When the
markerX'FFD9’ is appended, a total @56 bits are output. The actual compressed data seqfientte encoder is (in
hexadecimal form)

X'655B5144 F7969D51 7855BFFF 00FC5184 C7CEF939 00287D46 708ECBCO F6FFD900’

CCITT Rec. T.81 (1992 E) 159
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Table K.7 — Encoder test sequence (sheet 1 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
1 0 0 5A1D 0000 00000000 11 0
2 0 0 CE 5A1D A5BE3 00000000 11 0
3 0 0 2586 B43A 0000978C 10 0
4 0 0 2586 8EB4 0000978C 10 0
5 0 0 1114 D25C 00012F18 9 0
6 0 0 1114 C148 00012F18 9 0
7 0 0 1114 B034 00012F18 9 0
8 0 0 1114 9F20 00012F18 9 0
9 0 0 1114 8EOC 00012F18 9 0
10 0 0 080B FIFO0 00025E30 8 0
11 0 0 080B F1E5 00025E30 8 0
12 0 0 080B E9DA 00025E30 8 0
13 0 0 080B E1CF 00025E30 8 0
14 0 0 080B D9C4 00025E30 8 0
15 1 0 080B D1B9 00025E30 8 0
16 0 0 17B9 80B0 00327DEO 4 0
17 0 0 1182 D1EE 0064BCO 3 0
18 0 0 1182 Co6C 0064FBCO 3 0
19 0 0 1182 AEEA 0064-BCO 3 0
20 0 0 1182 9D68 0064BCO 3 0
21 0 0 1182 8BE6 0064FBCO 3 0
22 0 0 OCEF F4C8 00C9F780 2 0
23 0 0 OCEF E7D9 00C9F780 2 0
24 0 0 OCEF DAEA 00C9F780 2 0
25 0 0 O0CEF CDFB 00C9F780 2 0
26 1 0 OCEF c1oC 00C9F780 2 0
27 0 0 1518 CEFO 000AB9DO 6 0 65
28 1 0 1518 BID8 000AB9DO 6 0
29 0 0 1AA9 A8CO 005AF480 3 0
30 0 0 1AA9 8E17 005AF480 3 0
31 0 0 174E E6DC 00B5E900 2 0
32 1 0 174E CF8E 00B5E900 2 0
33 0 0 1AA9 BA70 00050A00 7 0 5B
34 0 0 1AA9 9FC7 00050A00 7 0
35 0 0 1AA9 851E 00050A00 7 0
36 0 0 174E D4EA 000A1400 6 0
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Table K.7 — Encoder test sequence (sheet 2 of 7)

EC D MPS CX Qe A CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
37 0 0 174E BD9C 000A1400 6 0
38 0 0 174E AB4E 000A1400 6 0
39 0 0 174E 8F00 000A1400 6 0
40 0 0 1424 EF64 00142800 5 0
41 0 0 1424 DB40 00142800 5 0
42 0 0 1424 C71C 00142800 5 0
43 0 0 1424 B2F8 00142800 5 0
44 0 0 1424 9ED4 00142800 5 0
45 0 0 1424 8ABO 00142800 5 0
46 0 0 119C ED18 00285000 4 0
47 0 0 119C DB7C 00285000 4 0
48 0 0 119C C9EO 00285000 4 0
49 0 0 119C B844 00285000 4 0
50 0 0 119C ABA8 00285000 4 0
51 0 0 119C 950C 00285000 4 0
52 0 0 119C 8370 00285000 4 0
53 0 0 0F6B E3A8 0050A000 3 0
54 0 0 0F6B D43D 0050A000 3 0
55 0 0 0F6B C4D2 0050A000 3 0
56 0 0 0F6B B567 0050A000 3 0
57 1 0 OF6B A5FC 0050A000 3 0
58 1 0 1424 F6BO 00036910 7 0 51
59 0 0 1AA9 A120 00225CEO0 4 0
60 0 0 1AA9 8677 00225CEO 4 0
61 0 0 174E D79C 0044B9CO 3 0
62 0 0 174E CO4E 0044B9CO 3 0
63 0 0 174E A900 0044B9CO 3 0
64 0 0 174E 91B2 0044B9CO 3 0
65 0 0 1424 F4C8 00897380 2 0
66 0 0 1424 EO0A4 00897380 2 0
67 0 0 1424 CC80 00897380 2 0
68 0 0 1424 B85C 00897380 2 0
69 0 0 1424 A438 00897380 2 0
70 0 0 1424 9014 00897380 2 0
71 1 0 119C F7EO 0112E700 1 0
72 1 0 1424 8CEO 001E6A20 6 0 44
73 0 0 1AA9 A120 00F716E0 3 0
CCITT Rec. T.81 (1992 E) 161
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Table K.7 — Encoder test sequence (sheet 3 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
74 1 0 1AA9 8677 00F716E0 3 0
75 0 0 2516 D548 00041570 8 0 F7
76 1 0 2516 B032 00041570 8 0
77 0 0 299A 9458 00128230 6 0
78 0 0 2516 D57C 00250460 5 0
79 1 0 2516 B066 00250460 5 0
80 0 0 299A 9458 00963ECO 3 0
81 1 0 2516 D57C 012C7D80 2 0
82 0 0 299A 9458 0004B798 8 0 96
83 0 0 2516 D57C 00096F30 7 0
84 0 0 2516 B066 00096F30 7 0
85 0 0 2516 8B50 00096F30 7 0
86 1 0 1EDF CC74 0012DE60 6 0
87 1 0 2516 F6F8 009C5FA8 3 0
88 1 0 299A 9458 0274C628 1 0
89 0 0 32B4 A668 0004C398 7 0 9D
90 0 0 2E17 E768 00098730 6 0
91 1 0 2E17 B951 00098730 6 0
92 0 0 32B4 B85C 002849A8 4 0
93 1 0 32B4 85A8 002849A8 4 0
94 0 0 3C3D CADO 00A27270 2 0
95 1 0 3C3D 8E93 00A27270 2 0
96 0 0 415E FOF4 00031318 8 0 51
97 1 0 415E AF96 00031318 8 0
98 0 0 CE 4639 82BC 000702A0 7 0
99 1 0 415E 8C72 000E7E46 6 0
100 0 0 CE 4639 82BC 001D92B4 5 0
101 1 0 415E 8C72 003B9EGE 4 0
102 0 0 CE 4639 82BC 0077D304 3 0
103 1 0 415E 8C72 O0OFO01FOE 2 0
104 0 0 CE 4639 82BC 01EO0D444 1 0
105 1 0 415E 8C72 0002218E 8 0 78
106 0 0 CE 4639 82BC 0004D944 7 0
107 1 0 415E 8C72 000A2BS8E 6 0
108 0 0 CE 4639 82BC 0014ED44 5 0
109 1 0 415E 8C72 002A538E 4 0
110 0 0 CE 4639 82BC 00553D44 3 0
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Table K.7 — Encoder test sequence (sheet 4 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
111 1 0 415E 8C72 00AAF38E 2 0
112 0 0 CE 4639 82BC 01567D44 1 0
113 1 0 415E 8C72 0005738E 8 0 55
114 0 0 CE 4639 82BC 000B7D44 7 0
115 1 0 415E 8C72 0017738E 6 0
116 0 0 CE 4639 82BC 002F7D44 5 0
117 1 0 415E 8C72 005F738E 4 0
118 0 0 CE 4639 82BC 00BF7D44 3 0
119 1 0 415E 8C72 017F738E 2 0
120 0 0 CE 4639 82BC 02FF7D44 1 0
121 1 0 415E 8C72 0007738E 8 0 BF
122 0 0 CE 4639 82BC 000F7D44 7 0
123 1 0 415E 8C72 001F738E 6 0
124 0 0 CE 4639 82BC 003F7D44 5 0
125 1 0 415E 8C72 007F738E 4 0
126 0 0 CE 4639 82BC 00FF7D44 3 0
127 1 0 415E 8C72 01FF738E 2 0
128 0 0 CE 4639 82BC 03FF7D44 1 0
129 1 0 415E 8C72 0007738E 8 1
130 0 0 CE 4639 82BC 000F7D44 7 1
131 0 0 415E 8C72 001F738E 6 1
132 0 0 3C3D 9628 003EE71C 5 1
133 0 0 375E B3D6 007DCE38 4 1
134 0 0 32B4 F8FO0 00FB9C70 3 1
135 1 0 32B4 C63C 00FB9C70 3 1
136 0 0 3C3D CADO 03FOBFEO 1 1
137 1 0 3C3D 8E93 03FOBFEO 1 1
138 1 0 415E FOF4 000448D8 7 0 FFOOFC
139 0 0 CE 4639 82BC 0009FODC 6 0
140 0 0 415E 8C72 00145ABE 5 0
141 0 0 3C3D 9628 0028B57C 4 0
142 0 0 375E B3D6 00516AF8 3 0
143 0 0 32B4 F8FO 00A2D5FO0 2 0
144 0 0 32B4 C63C 00A2D5F0 2 0
145 0 0 32B4 9388 00A2D5F0 2 0
146 0 0 2E17 C1A8 0145ABEO 1 0
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Table K.7 — Encoder test sequence (sheet 5 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
147 1 0 2E17 9391 0145ABEO 1 0
148 0 0 32B4 B85C 00084568 7 0 51
149 0 0 32B4 85A8 00084568 7 0
150 0 0 2E17 A5E8 00108ADO 6 0
151 0 0 299A EFA2 002115A0 5 0
152 0 0 299A C608 002115A0 5 0
153 0 0 299A 9C6E 002115A0 5 0
154 0 0 2516 E5A8 00422B40 4 0
155 0 0 2516 C092 00422B40 4 0
156 0 0 2516 9B7C 00422B40 4 0
157 0 0 1EDF ECCC 00845680 3 0
158 0 0 1EDF CDED 00845680 3 0
159 0 0 1EDF AFOE 00845680 3 0
160 0 0 1EDF 902F 00845680 3 0
161 1 0 1AA9 E2A0 0108AD00 2 0
162 1 0 2516 D548 000BA7B8 7 0 84
163 1 0 299A 9458 00315FA8 5 0
164 1 0 32B4 A668 00C72998 3 0
165 1 0 3C3D CADO 031E7530 1 0
166 1 0 415E FOF4 000COF0C 7 0 C7
167 0 0 CE 4639 82BC 00197D44 6 0
168 0 0 415E 8C72 0033738E 5 0
169 1 0 3C3D 9628 0066E71C 4 0
170 1 0 415E FOF4 019D041C 2 0
171 0 0 CE 4639 82BC 033B6764 1 0
172 1 0 415E 8C72 000747CE 8 0 CE
173 0 0 CE 4639 82BC 000F25C4 7 0
174 1 0 415E 8C72 001ECA48E 6 0
175 1 0 CE 4639 82BC 003E1F44 5 0
176 1 0 4B85 F20C 00F87D10 3 0
177 1 0 CE 504F 970A 01F2472E 2 0
178 0 0 CE 5522 8D76 03E48E5C 1 0
179 0 0 504F AA44 00018D60 8 0 F9
180 1 0 4B85 B3EA 00031ACO 7 0
181 1 0 CE 504F 970A 0007064A 6 0
182 1 0 CE 5522 8D76 000E0C94 5 0
183 1 0 59EB E150 00383250 3 0
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Table K.7 — Encoder test sequence (sheet 6 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
184 0 1 59EB B3D6 0071736A 2 0
185 1 0 59EB B3D6 00E39AAA 1 0
186 1 1 59EB B3D6 0007E92A 8 0 38
187 1 1 5522 B3D6 000FD254 7 0
188 1 1 504F BD68 001FA4A8 6 0
189 0 1 4B85 DA32 003F4950 5 0
190 1 1 CE 504F 970A 007FAFFA 4 0
191 1 1 4B85 AO09E OOFFEDGA 3 0
192 0 1 4639 AA32 01FFDAD4 2 0
193 0 1 CE 4B85 8C72 04007D9A 1 0
194 1 1 CE 504F 81DA 0000FB34 8 0 39 00
195 1 1 4B85 A09E 0002597E 7 0
196 1 1 4639 AA32 0004B2FC 6 0
197 0 1 415E C7F2 000965F8 5 0
198 1 1 CE 4639 82BC 0013D918 4 0
199 0 1 415E 8C72 00282B36 3 0
200 0 1 CE 4639 82BC 0050EC94 2 0
201 1 1 4B85 F20C 0003B250 8 0 28
202 1 1 4B85 AB87 0003B250 8 0
203 1 1 4639 B604 000764A0 7 0
204 0 1 415E DF96 000EC940 6 0
205 1 1 CE 4639 82BC 001ECEFO 5 0
206 0 1 415E 8C72 003E16E6 4 0
207 1 1 CE 4639 82BC 007CC3F4 3 0
208 0 1 415E 8C72 OOFAOOEE 2 0
209 1 1 CE 4639 82BC 01F49804 1 0
210 0 1 415E 8C72 0001A90E 8 0 7D
211 1 1 CE 4639 82BC 0003E844 7 0
212 0 1 415E 8C72 0008498E 6 0
213 1 1 CE 4639 82BC 00112944 5 0
214 0 1 415E 8C72 0022CB8E 4 0
215 1 1 CE 4639 82BC 00462D44 3 0
216 1 1 415E 8C72 008CD38E 2 0
217 1 1 3C3D 9628 0119A71C 1 0
218 1 1 375E B3D6 00034E38 8 0 46
219 1 1 32B4 F8FO 00069C70 7 0
220 1 1 32B4 C63C 00069C70 7 0
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Table K.7 — Encoder test sequence (sheet 7 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)

221 0 1 32B4 9388 00069C70 7 0

222 1 1 3C3D CADO 001BF510 5 0

223 1 1 3C3D 8E93 001BF510 5 0

224 1 1 375E A4AC 0037EA20 4 0

225 0 1 32B4 DA9C 006FD440 3 0

226 1 1 3C3D CADO 01C1FOAO 1 0

227 1 1 3C3D 8E93 01C1FOAO 1 0

228 0 1 375E A4AC 0003E140 8 0 70
229 1 1 3C3D DD78 00113A38 6 0

230 0 1 3C3D Al3B 00113A38 6 0

231 0 1 415E FOF4 00467CD8 4 0

232 1 1 CE 4639 82BC 008E58DC 3 0

233 0 1 415E 8C72 011D2ABE 2 0

234 1 1 CE 4639 82BC 023AEBA4 1 0

235 1 1 415E 8C72 0006504E 8 0 8E
236 1 1 3C3D 9628 000CA09C 7 0

237 1 1 375E B3D6 00194138 6 0

238 1 1 32B4 F8FO0 00328270 5 0

239 1 1 32B4 C63C 00328270 5 0

240 0 1 32B4 9388 00328270 5 0

241 1 1 3C3D CADO 00CB8D10 3 0

242 1 1 3C3D 8E93 00CB8D10 3 0

243 1 1 375E A4AC 01971A20 2 0

244 0 1 32B4 DA9C 032E3440 1 0

245 0 1 3C3D CADO 000B70A0 7 0 CB
246 1 1 415E FOF4 002FFCCC 5 0

247 1 1 415E AF96 002FFCCC 5 0

248 1 1 3C3D DC70 005FF998 4 0

249 0 1 3C3D A033 005FF998 4 0

250 1 1 415E FOF4 01817638 2 0

251 0 1 415E AF96 01817638 2 0

252 0 1 CE 4639 82BC 0303C8EO0 1 0

253 1 1 4B85 F20C 000F2380 7 0 co
254 1 1 4B85 AB87 000F2380 7 0

255 0 1 4639 B604 001E4700 6 0

256 0 1 CE 4B85 8C72 003D6D96 5 0
Flush: 81DA 007ADB2C 4 0 F6

FFD9
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Table K.8 — Decoder test sequence (sheet 1 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
1 0 0 5A1D 0000 655B0000 0 65 5B
2 0 0 CE 5A1D A5E3 655B0000 0
3 0 0 2586 B43A 332AA200 7 51
4 0 0 2586 8EB4 332AA200 7
5 0 0 1114 D25C 66554400 6
6 0 0 1114 C148 66554400 6
7 0 0 1114 B034 66554400 6
8 0 0 1114 9F20 66554400 6
9 0 0 1114 8EOC 66554400 6
10 0 0 080B FIOFO CCAAB8800 5
11 0 0 080B F1E5 CCAAB8800 5
12 0 0 080B E9DA CCAA8800 5
13 0 0 080B E1CF CCAA8800 5
14 0 0 080B D9C4 CCAAB8800 5
15 1 0 080B D1B9 CCAAB8800 5
16 0 0 17B9 80B0O 2FC88000 1
17 0 0 1182 D1EE 5F910000 0
18 0 0 1182 co6C 5F910000 0
19 0 0 1182 AEEA 5F910000 0
20 0 0 1182 9D68 5F910000 0
21 0 0 1182 8BE6 5F910000 0
22 0 0 OCEF F4C8 BF228800 7 44
23 0 0 OCEF E7D9 BF228800 7
24 0 0 OCEF DAEA BF228800 7
25 0 0 OCEF CDFB BF228800 7
26 1 0 OCEF c1ocC BF228800 7
27 0 0 1518 CEFO B0588000 3
28 1 0 1518 B9D8 B0588000 3
29 0 0 1AA9 A8CO 5CC40000 0
30 0 0 1AA9 8E17 5CC40000 0
31 0 0 174E E6DC B989EEOQO 7 F7
32 1 0 174E CF8E B989EEOQO 7
33 0 0 1AA9 BA70 0A4F7000 4
34 0 0 1AA9 9FC7 0A4F7000 4
35 0 0 1AA9 851E 0A4F7000 4
36 0 0 174E D4EA 149EEO000 3
37 0 0 174E BDOC 149EE000 3
38 0 0 174E AG4E 149EEO000 3
39 0 0 174E 8F00 149EE000 3
40 0 0 1424 EF64 293DC000 2
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Table K.8 — Decoder test sequence (sheet 2 of 7)

EC D MPS CX Qe A c CT B
(hexadecimal) (hexadecimal) (hexadecimal)
41 0 0 1424 DB40 293DC000 2
42 0 0 1424 C71C 293DC000 2
43 0 0 1424 B2F8 293DC000 2
44 0 0 1424 9ED4 293DC000 2
45 0 0 1424 8ABO 293DC000 2
46 0 0 119C ED18 527B8000 1
47 0 0 119C DB7C 527B8000 1
48 0 0 119C C9EO 527B8000 1
49 0 0 119C B844 527B8000 1
50 0 0 119C ABAS8 527B8000 1
51 0 0 119C 950C 527B8000 1
52 0 0 119C 8370 527B8000 1
53 0 0 OF6B E3A8 A4F70000 0
54 0 0 OF6B D43D A4F70000 0
55 0 0 OF6B C4D2 A4F70000 0
56 0 0 OF6B B567 A4F70000 0
57 1 0 OF6B ASFC A4F70000 0
58 1 0 1424 F6B0 E6696000 4 96
59 0 0 1AA9 A120 1EEB00OO 1
60 0 0 1AA9 8677 1EEB0000 1
61 0 0 174E D79C 3DD60000 0
62 0 0 174E CO4E 3DD60000 0
63 0 0 174E A900 3DD60000 0
64 0 0 174E 91B2 3DD60000 0
65 0 0 1424 F4C8 7BAD3A00 7 9D
66 0 0 1424 EOA4 7BAD3A00 7
67 0 0 1424 CC80 7BAD3A00 7
68 0 0 1424 B85C 7BAD3A00 7
69 0 0 1424 A438 7BAD3A00 7
70 0 0 1424 9014 7BAD3A00 7
71 1 0 119C F7EO F75A7400 6
72 1 0 1424 8CEO 88B3A000 3
73 0 0 1AA9 A120 7FBD0000 0
74 1 0 1AA9 8677 7FBD0000 0
75 0 0 2516 D548 9F7A8800 5 51
76 1 0 2516 B032 9F7A8800 5
77 0 0 299A 9458 517A2000 3
78 0 0 2516 D57C A2F44000 2
79 1 0 2516 B066 A2F44000 2
80 0 0 299A 9458 5E910000 0
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Table K.8 — Decoder test sequence (sheet 3 of 7)

EC D MPS CX Qe A Cc CT B
(hexadecimal) (hexadecimal) (hexadecimal)
81 1 0 2516 D57C BD22F000 7 78
82 0 0 299A 9458 32F3C000 5
83 0 0 2516 D57C 65E78000 4
84 0 0 2516 B066 65E78000 4
85 0 0 2516 8B50 65E78000 4
86 1 0 1EDF CC74 CBCF0000 3
87 1 0 2516 F6F8 F1D00000 0
88 1 0 299A 9458 7FB95400 6 55
89 0 0 32B4 A668 53ED5000 4
90 0 0 2E17 E768 ADAA000 3
91 1 0 2E17 B951 ATDAAQ000 3
92 0 0 32B4 B85C 72828000 1
93 1 0 32B4 85A8 72828000 1
94 0 0 3C3D CADO 7E3B7EOO 7 BF
95 1 0 3C3D 8E93 7E3B7E00 7
96 0 0 415E FOF4 AF95F800 5
97 1 0 415E AF96 AF95F800 5
98 0 0 CE 4639 82BC 82BBF000 4
99 1 0 415E 8C72 8C71E000 3
100 0 0 CE 4639 82BC 82BBC000 2
101 1 0 415E 8C72 8C718000 1
102 0 0 CE 4639 82BC 82BB0000 0
103 1 0 415E 8C72 8C71FEOO 7 FF 0Q
104 0 0 CE 4639 82BC 82BBFC00 6
105 1 0 415E 8C72 8C71F800 5
106 0 0 CE 4639 82BC 82BBF000 4
107 1 0 415E 8C72 8C71E000 3
108 0 0 CE 4639 82BC 82BBC000 2
109 1 0 415E 8C72 8C718000 1
110 0 0 CE 4639 82BC 82BB0000 0
111 1 0 415E 8C72 8C71F800 7 FC
112 0 0 CE 4639 82BC 82BBF000 6
113 1 0 415E 8C72 8C71E000 5
114 0 0 CE 4639 82BC 82BBC000 4
115 1 0 415E 8C72 8C718000 3
116 0 0 CE 4639 82BC 82BB0000 2
117 1 0 415E 8C72 8C700000 1
118 0 0 CE 4639 82BC 82B80000 0
119 1 0 415E 8C72 8C6AA200 7 51
120 0 0 CE 4639 82BC 82AD4400 6
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Table K.8 — Decoder test sequence (sheet 4 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
121 1 0 415E 8C72 8C548800 5
122 0 0 CE 4639 82BC 82811000 4
123 1 0 415E 8C72 8BFC2000 3
124 0 0 CE 4639 82BC 81D04000 2
125 1 0 415E 8C72 8A9A8000 1
126 0 0 CE 4639 82BC 7FODO0000 0
127 1 0 415E 8C72 85150800 7 84
128 0 0 CE 4639 82BC 74021000 6
129 1 0 415E 8C72 6EFE2000 5
130 0 0 CE 4639 82BC 47D44000 4
131 0 0 415E 8C72 16A28000 3
132 0 0 3C3D 9628 2D450000 2
133 0 0 375E B3D6 5A8A0000 1
134 0 0 32B4 F8FO B5140000 0
135 1 0 32B4 C63C B5140000 0
136 0 0 3C3D CADO 86331C00 6 Cc7
137 1 0 3C3D 8E93 86331C00 6
138 1 0 415E FOF4 CF747000 4
139 0 0 CE 4639 82BC 3FBCEO000 3
140 0 0 415E 8C72 0673C000 2
141 0 0 3C3D 9628 0CE78000 1
142 0 0 375E B3D6 19CF0000 0
143 0 0 32B4 F8FO0 339F9C00 7 CE
144 0 0 32B4 C63C 339F9C00 7
145 0 0 32B4 9388 339F9C00 7
146 0 0 2E17 C1A8 673F3800 6
147 1 0 2E17 9391 673F3800 6
148 0 0 32B4 B85C 0714E000 4
149 0 0 32B4 85A8 0714E000 4
150 0 0 2E17 A5E8 0E29C000 3
151 0 0 299A EFA2 1C538000 2
152 0 0 299A C608 1C538000 2
153 0 0 299A 9C6E 1C538000 2
154 0 0 2516 E5A8 38A70000 1
155 0 0 2516 C092 38A70000 1
156 0 0 2516 9B7C 38A70000 1
157 0 0 1EDF ECCC 714E0000 0
158 0 0 1EDF CDED 714E0000 0
159 0 0 1EDF AFOE 714E0000 0
160 0 0 1EDF 902F 714E0000 0
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Table K.8 — Decoder test sequence (sheet 5 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)

161 1 0 1AA9 E2A0 E29DF200 7 F9
162 1 0 2516 D548 D5379000 4

163 1 0 299A 9458 94164000 2

164 1 0 32B4 A668 A5610000 0

165 1 0 3C3D CADO C6B4E400 6 39
166 1 0 415E FOF4 E0879000 4

167 0 0 CE 4639 82BC 61E32000 3

168 0 0 415E 8C72 4AC04000 2

169 1 0 3C3D 9628 95808000 1

170 1 0 415E FOF4 EE560000 7 00
171 0 0 CE 4639 82BC 7D800000 6

172 1 0 415E 8C72 81FA0000 5

173 0 0 CE 4639 82BC 6DCC0000 4

174 1 0 415E 8C72 62920000 3

175 1 0 CE 4639 82BC 2EFC0000 2

176 1 0 4B85 F20C BBF00000 0

177 1 0 CE 504F 970A 2AD25000 7 28
178 0 0 CE 5522 8D76 55A4A000 6

179 0 0 504F AA44 3AA14000 5

180 1 0 4B85 B3EA 75428000 4

181 1 0 CE 504F 970A 19BB0000 3

182 1 0 CE 5522 8D76 33760000 2

183 1 0 59EB E150 CDD80000 0

184 0 1 59EB B3D6 8CEG6FAQ00 7 7D
185 1 0 59EB B3D6 65F7F400 6

186 1 1 59EB B3D6 1819E800 5

187 1 1 5522 B3D6 3033D000 4

188 1 1 504F BD68 6067A000 3

189 0 1 4B85 DA32 COCF4000 2

190 1 1 CE 504F 970A 64448000 1

191 1 1 4B85 A09E 3B130000 0

192 0 1 4639 AA32 76268C00 7 46
193 0 1 CE 4B85 8C72 245B1800 6

194 1 1 CE 504F 81DA 48B63000 5

195 1 1 4B85 A09E 2E566000 4

196 1 1 4639 AA32 5CACCO000 3

197 0 1 415E C7F2 B9598000 2

198 1 1 CE 4639 82BC 658B0000 1

199 0 1 415E 8C72 52100000 0

200 0 1 CE 4639 82BC ODF8E000 7 70
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Table K.8 — Decoder test sequence (sheet 6 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)

201 1 1 4B85 F20C 37E38000 5

202 1 1 4B85 AB87 37E38000 5

203 1 1 4639 B604 6FC70000 4

204 0 1 415E DF96 DF8E0000 3

205 1 1 CE 4639 82BC 82AC0000 2

206 0 1 415E 8C72 8C520000 1

207 1 1 CE 4639 82BC 827C0000 0

208 0 1 415E 8C72 8BF31C00 7 8E
209 1 1 CE 4639 82BC 81BE3800 6

210 0 1 415E 8C72 8A767000 5

211 1 1 CE 4639 82BC 7EC4E000 4

212 0 1 415E 8C72 8483C000 3

213 1 1 CE 4639 82BC 72DF8000 2

214 0 1 415E 8C72 6CB90000 1

215 1 1 CE 4639 82BC 434A0000 0

216 1 1 415E 8C72 0OD8F9600 7 CB
217 1 1 3C3D 9628 1B1F2C00 6

218 1 1 375E B3D6 363E5800 5

219 1 1 32B4 F8FO 6C7CB000 4

220 1 1 32B4 C63C 6C7CB000 4

221 0 1 32B4 9388 6C7CB000 4

222 1 1 3C3D CADO 2EA2C000 2

223 1 1 3C3D 8E93 2EA2C000 2

224 1 1 375E A4AC 5D458000 1

225 0 1 32B4 DA9C BA8B0000 0

226 1 1 3C3D CADO 4A8F0000 6 (e0]
227 1 1 3C3D 8E93 4A8F0000 6

228 0 1 375E A4AC 951E0000 5

229 1 1 3C3D DD78 9F400000 3

230 0 1 3C3D Al13B 9F400000 3

231 0 1 415E FOF4 E9080000 1

232 1 1 CE 4639 82BC 72E40000 0

233 0 1 415E 8C72 6CC3ECO00 7 F6
234 1 1 CE 4639 82BC 435FD800 6

235 1 1 415E 8C72 0DB9B000 5

236 1 1 3C3D 9628 1B736000 4

237 1 1 375E B3D6 36E6C000 3

238 1 1 32B4 F8FO 6DCD8000 2

239 1 1 32B4 C63C 6DCD8000 2

240 0 1 32B4 9388 6DCD8000 2

172 CCITT Rec. T.81 (1992 E)

Page 333 of 448 Unified Patents Exhibit 1005 App'x A-N



ISO/IEC 10918-1 : 1993(E)

Table K.8 — Decoder test sequence (sheet 7 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
241 1 1 3C3D CADO 33E60000 0
242 1 1 3C3D 8E93 33E60000 0
Marker detected: zero byte fed to decoder
243 1 1 375E A4AC 67CC0000 7
244 0 1 32B4 DA9C CF980000 6
245 0 1 3C3D CADO 9EC00000 4
246 1 1 415E FOF4 40B40000 2
247 1 1 415E AF96 40B40000 2
248 1 1 3C3D DC70 81680000 1
249 0 1 3C3D A033 81680000 1
Marker detected: zero byte fed to decoder
250 1 1 415E FOF4 75C80000 7
251 0 1 415E AF96 75C80000 7
252 0 1 CE 4639 82BC 0F200000 6
253 1 1 4B85 F20C 3C800000 4
254 1 1 4B85 AB87 3C800000 4
255 0 1 4639 B604 79000000 3
256 0 1 CE 4B85 8C72 126A0000 2

K.5 Low-pass downsampling filters for hierarchical coding

In this section simple examples are given of downsampling filters whicoamgatiblewith the upsampling filter defined
inJ.1.1.2.

Figure K.5 shows the weighting of neighbouris@mples for simple one-dimensional horizoraatl vertical low-pass
filters. The output of the filter must be normalized by the sum of the neighbourhood weights.

2

1

TISO1770-93/d115

Figure K.5 — Low-pass filter example

The centre samplaniFigure K.5 should be aligned with theft column or top line of théigh resolutionimagewhen
calculating the left column or top line of the low resolutimage. Sample valueghich are situated outside of theage

boundary are replicated from the sample values at the boundary to provide missing edge values.

If the image being downsampled has an odd width or length, the odd dimension is increased by 1 by sample replication on
the right edge or bottom line before downsampling.
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K.6 Domain of applicability of DCT and spatial coding techniques

The DCT coder isntendedfor lossy coding in a rangeom quite visible loss to distortion well belothe threshold for
visibility. However in general, DCT-based processes cannot be used for true lossless coding.

The lossless coder is intendfxt completely losslessoding. The lossless coding process is significantly ééfestive
than the DCT-based processes for distortions near and above the threshold of visibility.

The point transform afhe input to the lossless codaermits avery restrictedform of lossycoding with the “lossless”
coder. (The coder is still lossless aftiee input point transform.) Since tBCT is intendedfor lossycoding, there may
be some confusion about when this alternative lossy technique should be used.

Lossless codingvith a pointtransformed input isntendedfor applicationswhich cannot be addressed by DCT coding
techniques. Among these are

— true lossless coding to a specified precision;
— lossy coding with precisely defined error bounds;

— hierarchical progression to a truly lossless final stage.

If lossless coding with a point transformed input is used in applications which caet leéfectively by DCTcoding, the
results will be significantly less satisfactory. Fexample, distortion ithe form of visiblecontours usually appeanghen
precision of the luminanceomponent is reduced to about six bits. For noimabedata, this occurs at bit rates well
above those for which the DCT gives outputs which are visually indistinguishable from the source.

K.7 Domain of applicability of the progressive coding modes of operation

Two verydifferent progressive coding modes of operation have tefned, progressive coding tife DCT coefficients
and hierarchicaprogression. Progressive codingtbé DCT coefficients has twaomplementary procedures, spectral
selection anduccessive approximation. Becausehi$ diversity of choices, thermay besomeconfusion as to which
method of progression to use for a given application.

K.7.1  Progressive coding of the DCT

In progressive coding dhe DCT coefficients two complementary proceduresdainedfor decomposinghe 8x 8 DCT
coefficient array, spectral selecti@nd successive approximation. Spectral selection partitions zig-zag array of DCT
coefficients into “bands”, one band being coded in each scan. Successive approximatiothecdefficientswith
reduced precision in the first scan; in each subsequent scan the precision is increased by one bit.

A single forward DCT is calculated for these procedures. Whexeitficients are coded to full precisicghe DCT is the
same as irthe sequentiainode. Therefore, likéhe sequentiaDCT coding, progressive coding of DCT coefficients is
intended for applications which need very good compression for a given level of visual distortion.

The simplest progressive coditeghnique is spectral selection; indeed, because dfithidicity, some applications may
choose — despite the limited progression that can be achieved — aolyspectral selection. Note, howevtrat the
absence of higlfrequency bands typically leadsfer a givenbit rate — to a significantly lowemage quality in the
intermediate stagdhan can bachieved with thenore general progressions. Tinet coding efficiency ahe completion
of the final stage is typically comparable to or slightly less than that achieved with the sequential DCT.

A much more flexible progressive systemattained atsomeincrease in complexityhen successive approximation is
added to the spectral selection progression. Fpven bit ratethis system typically provides significantlyetterimage
quality than spectral selection alone. The net codffigency atthe completion ofthe final stage igypically comparable
to or slightly better than that achieved with the sequential DCT.

K.7.2  Hierarchical progression

Hierarchical progression permits a sequence of outputs of increasing spatial resahdialso allows refinement of
image quality at a given spatial resolution. Both DCT and spegfalons ofthe hierarchical progression are allowed, and
progressive coding of DCT coefficients may be used in a frame of the DCT hierarchical progression.

The DCT hierarchical progressionistendedfor applicationswhich needvery good compression for a given level of

visual distortion; the spatial hierarchical progression is intefatedpplicationswhich need aimple progressiowith a
truly lossless final stage. Figure K.6 illustrates examples of these two basic hierarchical progressions.
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DCT path Loss ess path
v v
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DCT (dif) Predicted (dif)
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+
Point transform
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Bounded error on No error on

reconstructed image reconstructed image

TISO1780-93/d116

Figure K.6 — Sketch of the basic operations of the hierarchical mode

K.7.2.1 DCT Hierarchical progression

If a DCT hierarchical progression uses reduced spatial resolution, the early stages of the progression can have better image
quality for a given bit rate than the early stages of non-hierarchical progressive coding of the DCT coefficients. However,
at the point where the distortion between source and output becomes indistinguishable, the coding efficiency achieved
with a DCT hierarchical progression is typically significantly lower than the coding efficiency achieved with a non-
hierarchical progressive coding of the DCT coefficients.

While the hierarchical DCT progression is intended for lossy progressive coding, a final spatial differential coding stage
can be used. When this final stage is used, the output can be almost lossless, limited only by the difference between the
encoder and decoder IDCT implementations. Since IDCT implementations can differ significantly, truly lossless coding
after a DCT hierarchical progression cannot be guaranteed. An important alternative, therefore, is to use the input point
transform of the final lossless differential coding stage to reduce the precision of the differential input. This allows a
bounding of the difference between source and output at a significantly lower cost in coded bits than coding of the full
precision spatial difference would require.

K.7.2.2 Spatial hierarchical progression

If lossless progression is required, a very simple hierarchical progression may be used in which the spatial lossless coder
with point transformed input is used as a first stage. This first stage is followed by one or more spatial differential coding
stages. The first stage should be nearly lossless, such that the low order bits which are truncated by the point transform are
essentially random — otherwise the compression efficiency will be degraded relative to non-progressive lossless coding.
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K.8 Suppression of block-to-block discontinuities in decoded images

A simpletechnique iswvailable for suppressirtfe block-to-blockdiscontinuities which can occur images compressed
by DCT techniques.

The first few (five inthis example) low frequency DCT coefficients are predidtedh the nine DC values dhe block
and the eight nearest-neighbour blocks, and the predicted valuesedreo suppress blocking artifactsimooth areas of
the image.

The prediction equations for the first five AC coefficients in the zig-zag sequence are obtained as follows:
K.8.1  AC prediction

The sample field in a 3 by 3 array of blocks (each blogktaining an 8< 8 array of samples) is modeled by a
two-dimensional second degree polynomial of the form:

P(x,y)= A1(x2y2) + A2(x2y) + A3(xy2) + A4(x2) + A5(xy) + AB(y2) + A7(x) + A8(y) + A9

The ninecoefficients Al through A9 are uniquely determined by imposiiregconstraint that themean of P(x,y) over
each of the nine blocks must yield the correct DC-values.

Applying the DCT to the quadratic field predicting theamples inthe centralblock gives a prediction of the low
frequency AC coefficients depicted in Figure K.7.

TISO1790-93/d117

Figure K.7 — DCT array positions of predicted AC coefficients

The prediction equations derived in this manner are as follows:
For the two dimensional array of DC values shown

DC1 DCo DC3

DCq4 DCs DCs

DC; DCg DCq

The unquantized prediction equations are

ACo1 = 1,13885 (DG — DCs)
AC10=1,13885 (DG — DGg)

AC20=0,27881 (DG + DCg — 2x DCs)
AC11=0,16213 (DG — DGs) — (DC; — DGy))
ACgp=0,27881 (DG + DCg — 2x DCs)

The scaling of the predicted AC coefficients is consistent with the DCT normalization defined in A.3.3.
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K.8.2  Quantized AC prediction

The prediction equations can beapped to a formwhich uses quantizedalues ofthe DC coefficientsand which
computegquantized AC coefficients using integer arithmetic. §hantized DC coefficients need to be scalenyever,
such that the predicted coefficients have fractional bit precision.

First, the prediction equation coefficients are scaled by 32 and rounded to the nearest integer. Thus,
1,13885x 32=36
0,27881x 32= 9
0,16213x 32= 5

The multiplicative factors arthen scaled by the ratio of the DC and AC quantizaaotorsand roundedppropriately.
The normalization definefbr the DCT introduces another factor of 8time unquantized DC value§herefore, in terms
of the quantized DC values, the predicted quantizeccéelficients are given bthe equations below. Note that(fbr
example)the DCvalues are scaled by a factor oftde AC predictions wilhave 2 fractional bits of precision relative to
the quantized DCT coefficients.

QACo1=( (Rd * Qo1) + (36 Qoo * (QDC4 — QDG)))/(256 % Qo1)

QAC10= ( (Rd x Q10) + (36 Qoo % (QDC, — QDG)))/(256 % Q10)

QAC20=( (Rq > Q0) + (9% Qoo x (QDC; + QDCg — 2% QDCs)))/(256 % Q20)
QAC11=( (R4 x Q11) + (5% Qoo * ((RDC — QDG) — (QDC; — QDGy))))/(256 % Q11)
QACo2=( (R4 x Qu2) + (9% Qoo * (QDC4 + QDG — 2x QDCs)))/(256 % Qo2)

where QDG and QAG, are the quantized and scaled DC and AC coefficient values. The constaradrigdsto get a
correct rounding in the division. Rd is 128 for positive numerators, and —128 for negative numerators.

Predicted values should not override coded values. Therefore, predicted values for coeffididntsealready non-zero
should be set to zero. Predictions should be clamped if they exceed avhievould be quantized to a non-zeaue
for the current precision in the successive approximation.

K.9 Modification of dequantization to improve displayed image quality

For a progression where the first stage successive approximation bit, Al, is set to 3, uniform quantizatibCdfgives
the following quantizatiorand dequantizatiotevels for asequence of successive approximation scans, as shown in
Figure K.8:

Quantized DCT coefficient value

Figure K.8 — Illustration of two reconstruction strategies

The column to the left labelled “Algivesthe bit position specified in the scan header. The quan€d coefficient
magnitudes are therefore divided Y during that scan.
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Referring to the final scan (A 0), the pointsnarkedwith “t” are the thresholdalues, while the pointmarkedwith “r’
are the reconstruction values. The unquantized output is obtained by multiplying the horizontal scale in Figure K.8 by the
quantization value.

The quantization intervebr a coefficient value of zero imdicated by the depressed interval of the line. As the bit
position Al is increased, a “fat zero” quantization inted@Velopsaround thezero DCT coefficient value. Ithe limit
where the scaling factor is very large, the zero interval is twice as large as the rest of the quantization intervals.

Two different reconstruction strategies are shown. The points marked “r" are the reconstruction obtained nimglthe
rounding ruledor the DCT for the complete full precisioutput. This ruleseems to give better imageality when high
bandwidth displays are used. The points marked “x” are an alternative reconstruction which tends to give better images on
lower bandwidth displays. “x” and “r’ are the same for slice 0. §ystemdesigner must determine whistrategy is best

for the display system being used.

K.10 Example of point transform
The difference between the arithmetic-shift-right by Pt and dividé’bga? be seen from the following:

After thelevel shiftthe DC has/alues from+127 to —128Consider values near zero (aftbe level shift), and thease
where Pt =1:

Before Before After After
level shift point transform divide by 2 shift-right-arithmetic 1
131 +3 +1 +1
130 +2 +1 +1
129 +1 0 0
128 0 0 0
127 -1 0 -1
126 -2 -1 -1
125 -3 -1 -2
124 -4 -2 -2
123 -5 -2 -3

Thekey difference is in the truncation of precision. The divide truncates the magnitude; the arithmetic shift truncates the
LSB. With a divide by 2 we wouldet non-uniform quantization of the DC values; therefore we use the shift-right-
arithmetic operation.

For positive valueghe divide by 2 and thshift-right-arithmetic by 1 operations are tame. Thereforeghe shift-right-
arithmetic by 1 operation effectively is a divide by 2 when the point transform is done before the level shift.
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Annex L

Patents
(This annex does not form an integral part of this Recommendation | International Standard)

L.1 Introductory remarks

The user’s attention is called to the possibility that — for some of the cpringsses specified in Annexes F, G, H, and J
— compliance with this Specification may require use of an invention covered by patent rights.

By publication of this Specification, no position is taken with respect todlidity of this claim or of any patenights in
connection therewithHowever, for eaclpatent listed in this annex, the patent holder has filed withnfioemation
Technology Task Force (ITTEnd theTelecommunication Standardization Bureau (TSB) a statement of willingness to
grant a license under these rightsreasonableand non-discriminatory term&nd conditions to applicants desiring to
obtain such a license.

The criteria for including patents in this annex are:

a) the patent has been identified fymeone who is familiawith the technical fields relevant to this
Specification, and whbelieves use dhe inventioncovered by the patent igquired for implementation
of one or more of the coding processes specified in Annexes F, G, H, or J;

b) the patent-holder has written a letter to Fh€F and TSB, stating willingness to grant a license to an
unlimited number of applicants throughout the waultder reasonable terms and conditions that are
demonstrably free of any unfair discrimination.

This list of patents shall be updated, if necessary, upon publication of any revidioagecommendation | International
Standard.

L.2 List of patents

The following patents may be required for implementation of any one of the processes specified in Annexesuid G, H,
which uses arithmetic coding:

US 4,633,490, December 30, 1986, IBM, MITCHELL (J.L.) and GOERTZEL &mmetrical Adaptive Data
Compression/Decompression System.

US 4,652,856 February 4,1986, IBM, MOHIUDDIN (K.M.) and RISSANEN (J.J.):A Multiplication-free
Multi-Alphabet Arithmetic Code

US 4,369,463 January18, 1983, IBM,ANASTASSIOU (D.) and MITCHELL (J.L.): Grey Scale Image
Compression with Code Words a Function of Image History

US 4,749,983, June 7, 1988, IBM, LANGDON (GCpmpression of Multilevel Signals

US 4,935,882, June 19, 1990, IBMENNEBAKER (W.B.) andVITCHELL (J.L.): Probability Adaptation
for Arithmetic Coders.

US 4,905,297February27, 1990, IBM,LANGDON (G.G.),Jr., MITCHELL (J.L.), PENNEBAKER (W.B.),
and RISSANEN (J.J.Arithmetic Coding Encoder and Decoder System

US 4,973,961November27, 1990, AT&T,CHAMZAS (C.), DUTTWEILER (D.L.): Method and Apparatus
for Carry-over Control in Arithmetic Entropy Coding

US 5,025,258, June 18, 1991, AT&DUTTWEILER (D.L): Adaptive Probability Estimator for Entropy
Encoding/Decoding

US 5,099,440, MarcB4, 1992, IBM, PENNEBAKER (W.B.) ansllITCHELL (J.L.): Probability Adaptation
for Arithmetic Coders.

Japanese Patent Application 2-46275, February 26, 1990, MEL ON®I(AURA (T.), YOSHIDA (M.), and
KINO (S.): Coding System

The following patenmay be requiredor implementation of any one tiie hierarchicaprocesses specified in Annex H
when used with a lossless final frame:

US 4,665,436,May 12, 1987, EIOSBORNE (J.A.) andSEIFFERT (C.):Narrow Bandwidth Signal
Transmission
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No other patents requirddr implementation of any dhe otherprocesses specified in Annexes F, G, H, badbeen
identified at the time of publication of this Specification.

L.3 Contact addresses for patent information

Director, Telecommunication Standardization Bureau (formerly CCITT)
International Telecommunication Union

Place des Nations

CH-1211 Geneve 20, Switzerland

Tel. +41 (22) 730 5111

Fax: +41 (22) 730 5853

Information Technology Task Force
International Organization for Standardization
1, rue de Varembé

CH-1211 Genéve 20, Switzerland

Tel: +41 (22) 734 0150

Fax: +41 (22) 733 3843

Program Manager, Licensing

Intellectual Property and Licensing Services
IBM Corporation

208 Harbor Drive

P.O. Box 10501

Stamford, Connecticut 08904-2501, USA

Tel: +1 (203) 973 7935

Fax: +1 (203) 973 7981 or +1 (203) 973 7982

Mitsubishi Electric Corp.

Intellectual Property License Department
1-2-3 Morunouchi, Chiyoda-ku

Tokyo 100, Japan

Tel: +81 (3) 3218 3465

Fax: +81 (3) 3215 3842

AT&T Intellectual Property Division Manager
Room 3A21

10 Independence Bivd.

Warren, NJ 07059, USA

Tel: +1 (908) 580 5392

Fax: +1 (908) 580 6355

Senior General Manager

Corporate Intellectual Property and Legal Headquarters
Canon Inc.

30-2 Shimomaruko 3-chome

Ohta-ku Tokyo 146 Japan

Tel: +81 (3) 3758 2111

Fax: +81 (3) 3756 0947

Chief Executive Officer

Electronic Imagery, Inc.

1100 Park Central Boulevard South
Suite 3400

Pompano Beach, FL 33064, USA
Tel: +1 (305) 968 7100

Fax: +1 (305) 968 7319
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(This annex does not form an integral part of this Recommendation | International Standard)
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