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Applications, systems, and networks can be made secure through the use of
security protocols, which provide a wide range of encryption and authen-
tication services. Each protocol is placed within several layers of a com-
puting infrastructure (that is, network, transport, and application layers).
Figure 7-1 shows the various protocols and their locations within the
Transportation Control Protocol/Internet Protocol (TCP/IP) stack. This
chapter and Chapter 8 describe these protocols and explain how they oper-
ate within the TCP/IP stack. This chapter first covers the IPSec protocol,
which provides security at the network layer. Then we take an in-depth look
at the Secure Sockets Layer (SSL), which implements security at the trans-
port layer.

Internet Protocol Security

Internet Protocol Security (IPSec) is a framework of open standards for
ensuring secure private communications over IP networks. Based on stan-
dards developed by the Internet Engineering Task Force (IETF), IPSec
ensures confidentiality, integrity, and authenticity of data communica-
tions across a public IP network. IPSec is a necessary component of a
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standards-based, flexible solution for deploying a network-wide security
policy.

IPSec implements network layer encryption and authentication, pro-
viding an end-to-end security solution in the network architecture. In this
way, end systems and applications can enjoy the advantage of strong secu-
rity without the need to make any changes. Because IPSec encrypted
packets look like ordinary IP packets, they can be easily routed through
any IP network, such as the Internet, without any changes to the inter-
mediate networking equipment. The only devices that know about the
encryption are the endpoints. This feature greatly reduces the cost of
implementation and management.

IP Security Architecture

[PSec combines several security technologies to protect the confidential-
ity, integrity, and authenticity of IP packets. IPSec actually refers to sev-
eral related protocols as defined in RFCs 2401-2411 and 2451. Two of
these standards define IPSec and Internet Key Exchange (IKE). IPSec
defines the information that is added to an IP packet to enable confiden-
tiality, integrity, and authenticity controls; it also defines how to encrypt
the packet data. IKE is used to negotiate the security association between
two entities and to exchange keying material. The use of IKE is optional,
but it relieves users of the difficult and labor-intensive task of manually
configuring security associations. IKE should be used in most real-world
applications to enable large-scale, secure communications.
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IPSec Services

IPSec provides security services at the IP layer by enabling a system for
selecting required security protocols, determining the algorithm(s) to use
for the service(s), and implementing any cryptographic keys required to
provide the following services:

B Access control |
@ Connectionless integrity (a detection method of the IP packet itself)
B Data origin authentication
@ Rejection of replayed packets (a [orm of partial sequence integrity)
B Confidentiality (encryption)
@ Limited traffic-flow confidentiality

IPSec provides these services through the use of two protocols. The first
one, the authentication header (AH) protocol, supports access control, data
origin authentication, connectionless integrity, and the rejection of replay
attacks, in which an attacker copies a packet and sends it out of sequence
to confuse communicating nodes. The second protocol is the encapsulating
security payload (ESP) protocol. ESP alone can support confidentiality,

access control, limited traffic-flow confidentiality, and the rejection of
replay attacks.

NOTE:

ESP and AH can be used in concert to provide all the services.

The Authentication Header Protocol

AH provides data integrity and authentication services for IP packets (see
Figure 7-2). These services protect against attacks commonly mounted
against open networks. AH uses a keyed-hash function rather than digi-
tal signatures because digital signature technology is too slow and would
greatly reduce network throughput. Note, however, that AH does not pro-
vide confidentiality protection, so data can still be viewed as it travels
across a network. ‘
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Figure 7-2 Next Header Payload Length Reserved

The
authentication
header protocol

Security Parameters Index (SPI)

Sequence Number

Authentication Data (variable length)

AH contains the following fields:

s Next Header This field identifies the higher-level protocol
following AH (for example, TCP, UDP, or ESP).

@ Payload Length This field indicates the length of the AH contents.

B Reserved This field is reserved for future use. Currently, this field
must always be set to zero.

® Security Parameters Index This field is a fixed-length, arbitrary
value. When used in combination with the destination IP address, this
value uniquely identifies a security association for this packet (that is,
it indicates a set of security parameters for use in this connection).

® Sequence Number The field provides a monotonically increasing
number for each packet sent with a given SPI. This value lets the
recipient keep track of the order of the packets and ensures that the
same set of parameters is not used for too many packets. The
sequence number provides protection against replay attacks.

# Authentication Data This variable-length field contains the
integrity check value (ICV) (see next section) for this packet. It may
include padding to bring the length of the header to an integral
multiple of 32 bits (in IPv4) or 64 bits (IPv6).

Integrity Check Value Calculation

The ICV, a truncated version of a message authentication code (MAC), is
calculated by a MAC algorithm. IPSec requires that all implementations
support at least HMAC-MD5 and HMAC- SHA1 (thc HMAC symmetric
authentication scheme supported by MD5 or SHA-1 hashes; see Chap-
ter 6. To guarantee minimal interoperability, an IPSec implementation
must support at least these schemes. '
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The ICV is computed using the following fields:

@ The IP header fields that either do not change in transit or whose
values are predictable upon arrival at the endpoint for the AH
security association. Other fields are set to zero for the purpose of
calculation.

B The entire contents of the AH header except for the Authentication
Data field. The Authentication Data field is set to zero for the purpose
of calculation.

& All upper-level protocol data, which is assumed to be immutable in
transit.

NOTE: |
The HMAC value is calculated completely, although it is truncated to
96 bytes (the default size for the Authentication Data field).

Transport and Tunnel Modes

Figure 7-3

IPv4 and IPv6
before AH is
applied

AH services can be employed in two ways: in transport mode or in tunnel
mode. The actual placement of the AH depends on which mode is used and
on whether the AH is being applied to an IPv4 or an IPv6 packet. Fig-
ure 7-3 illustrates IPv4 and IPv6 packets before authentication services
are applied.

In transport mode, the AH applies only to host implementations and
provides protection for upper-layer protocols in addition to selected IP
header fields. In this mode, AH is inserted after the IP header but before

Standard IPv4 packet

Original IP Header

(any options)

Standard IPv6 datagram
" Extension
Original IP Header Headers | TCP

(any options)

(if present)
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Figure 7-4

IPv4 and IPv6
header placement
in transport mode

any upper-layer protocol (such as, TCP, UDP) and before any other IPSec
headers that have already been inserted. In IPv4, this calls for placing AH
after the original IP header but before the upper-layer protocol. In IPv6,
AH is viewed as an end-to-end payload; this means that intermediate
routers should not process it. For this reason, the AH should appear after
the original IP header, hop-by-hop, routing, and fragmentation extension
headers. This mode is provided via the transport security association (SA).
Figure 7-4 illustrates the AH transport mode positioning in typical IPv4
and IPv6 packets.

IPv4 AH in transport mode

Original IP Header

(any options) AH TCP Data-J
oo B
IPv6 AH in transport mode
Hop-by-Hop ‘ L
Original IP Header | Destination, Routing | AH DesUanon TCP Data
E Options :
ragment

In tunnel mode, the AH can be employed in either host or security gate-
ways. When AH is implemented in a security gateway (to protect transit
traffic), tunnel mode must be used. In this mode, the AH is inserted
between the original IP header and the new outer IP header. Whereas the
inner IP header carries the ultimate source and destination addresses,
the new outer IP header may contain distinct IP addresses (such as,
addresses of firewalls or other security gateways). In tunnel mode, AH
protects the entire inner IP packet, including the entire inner IP header.
In tunnel mode, the position of AH relative to the outer IP header is the
same as for AH in transport mode. This mode is provided via the tunnel
SA. Figure 7-5 illustrates AH tunnel mode positioning for typical IPv4
and IPv6 packets.

NOTE:

ESP and AH headers can be combined in a variety of modes. The IPSec
architecture document (RFC2401) describes the combinations of security
associations that must be supported.
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Figure 7-5

IPv4 and IPv6
header placement
in tunnel mode

IPv4 AH in tunnel mode
New IP Header Original IP Header
(any options) AH (any options) TcP Data
IPv6 AH in tunel mode
New IP Extension Headers Extension Headers

(if present)

Data

Header (if present)

The Encapsulating Security Payload Protocol

The encapsulating security payload (ESP) protocol provides confidential-
ity services for IP data while in transit across untrusted networks.
Optionally, ESP also provides authentication services. The format of ESP
varies according to the type and mode of the encryption being used. In all
cases the key associated with the encryption is selected using the SPL

Figure 7-6 illustrates the components of an ESP header.

Figure 7-6

Components of an
ESP header

Security Parameters Index (SPI)

Sequence Number

Payload Data (variable length)

Padding (0-255 bytes)

Pad Length

Next Header

Authentication Data (variable length)
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The ESP header contains the following fields:

B Security Parameters Index This field, as in the AH packet, is
used to help uniquely identify a security association to be used.

# Sequence Number This field, again as in the AH packet, contains
a counter that increases each time a packet is sent to the same
address using the same SPI. It lets the recipient keep track of the
packet order.

B Payload Data This variable-length field contains the actual
encrypted data contents being carried by the IP packet.

® Padding This field provides space for adding bytes, as required by
certain types of encryption algorithms (see Chapter 2). Data padding
confuses sniffers, who try to access information about encrypted data
in transit, in this case by trying to estimate how much data is being
transmitted.

# Pad Length This field identifies how much of the encrypted
payload is padding.

m Next Header This field identifies the type of data carried in the
Payload Data field.

# Authentication Data This variable-length field contains a value
that represents the ICV computed over the ESP packet minus the
Authentication Data field. This field is optional and is included only if
the authentication service is selected within the SA.

NOTE:
All the ESP header components are encrypted except for the Security

Parameters Index and Sequence Number fields. Both of these fields, how-
ever, are authenticated.

Encryption Algorithms

The IPSec ESP standard currently requires that compliant systems have
two cryptographic algorithums. Systems must have the DES algorithm
using cipher block chaining (CBC) mode (see Chapter 2); compliant sys-
tems that require only authentication must have a NULL algorithm.
However, other algorithms are defined for use by ESP services. Following
are some of the defined algorithms:
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® Triple DES
m RC5

m IDEA

m CAST

B BLOWFISH
® 3IDEA

ESP in Transport and Tunnel Modes

Figure 7-7

IPv4 and IPv6
header placement
in transport mode

Like AH, ESP can be employed in two modes: transport mode and tunnel
mode. These modes operate here in a similar way to their operation in AH,
with one exception: with ESP, data, called trailers, are appended to the
end of each packet.

In transport mode, ESP is used only to support host implementations
and to provide protection for upper-layer protocols but not for the IP
header itself. As with AH, in an IPv4 packet the ESP header is inserted
after the original IP header and before any upper-layer protocols (for
example, TCP, UDP) and before any other existing IPSec headers. In IPv6,
ESP is viewed as an end-to-end payload; that is, intermediate routers
should not process it. For this reason, the ESP header should appear after
the original IP header, hop-by-hop header, routing header, and fragmen-

~ tation extension header. In each case, the ESP trailer is also appended to

the packet (encompassing the Padding, Pad Length, and Next Header
fields). Optionally, the ESP authentication data field is appended if it has
been selected. Figure 7-7 illustrates the ESP transport mode positioning

in typical IPv4 and IPv6 packets.

IPv4 ESP in transport mode

Original IP Header | ESP ESP ESP

~ (any options) Header | TP | P22 | prailer | Authentication
IPv6 AH in fransport mode

- Hop-by-Hop .

Original IP Header gt . ESP {Destination ESP ESP

. tination, Rout : . C
{(any options) De;;gzm(;tat(i)snmg Header| Options TCP| Data Trailer | Authentication
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Figure 7-8

IPv4 and IPv6
header placement
in tunnel mode

Tunnel mode ESP can be employed by either hosts or security gate-
ways. When ESP is implemented in a security gateway (to protect sub-
scriber transit traffic), tunnel mode must be used. In this mode, the ESP
header is inserted between the original IP header and the new outer IP
header. Whereas the inner IP header carries the ultimate source and des-
tination addresses, the new outer IP header may contain distinct IP
addresses (such as, addresses of firewalls or other security gateways). In
tunnel mode, ESP protects the entire inner IP packet, including the entire
inner IP header. The position of ESP in tunnel mode, relative to the outer
1P header, is the same as for ESP in irunsport mode. IFigure 7-8 illustrates
ESP tunnel mode positioning for typical IPv4 and IPv6 packets.

1Pv4 AH in tunnel mode 7
New IP Header] ESP ]Original IP Header TP | Dat ESP ESP
(any options) | Header| (any options) #2 | Trailer | Authentication
IPv6 AH in tunnel mode .
. - Original
New JP | New Extension| ESP | Original . ESP ESP
Header l Headers  |[Header| IP Header Eﬁ::zgn TCP| Data | i t1er | Authentication
S
NOTE:

ESP and AH headers can be combined in a variety of modes. The IPSec
architecture document describes the combinations of security associations
that must be supported.

Security Associations

To communicate, each pair of hosts using IPSec must establish a security
asgsociation (SA) between them. The SA groups together all the things that
you need to know ahout how to communicate securely with someone else,
such as the type of protection used, the keys to be used, and the valid dura-
tion of this SA. The SA establishes a one-way relationship between the
sender and the receiver. For peer communications, a second SA is needed.
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You can think of an SA as a secure channel through the public network
to a certain person, group of people, or network resource. It’s like a con-
tract with whoever is at the other end. The SA also has the advantage in
that it lets you construct classes of security channels. If you need to be a
little more careful when talking to one party than another, the rules of
your SA with that party can reflect extra caution—for example, specifying
stronger encryption.

A security association is uniquely identified by three parameters:

B Security Parameters Index This bit string uniquely identifies a
security association relative to a security protocol (for example, AH
or ESP). The SPI is located within AH and ESP headers so that the
receiving system can select the SA under which a received packet
will be processed.

® IP Destination Address This parameter indicates the destination
IP address for this SA. The endpoint may be that of an end user
system or a network system such as a gateway or firewall. Although
in concept this parameter could be any address type (multicast,
broadcast, and so on), currently it can be only a unicast address.

® Security Protocol Identifier This parameter indicates whether
the association is that of an AH or an ESP security association.

Combining SeCurity Associations

Using a single SA, you can deploy either AH or ESP (but not both) to
implement security for IP packets. However, there is no restriction on the
use of multiple SAs, usually referred to as an SA bundle. The order in
which the SAs are bundled is defined by your security policy. IPSec does
define two ways of combining SAs: transport adjacency and iterated tun-
neling.

Transport adjacency refers to the process of applying multiple trans-
port SAs to the same IP packet without using tunneling SAs. This level of
combination lets you apply both AH and ESP IP packets but does not
enable further nesting. The idea is that strong algorithms are used in both
AH and ESP, so further nesting would yield no additional benefits. The IP
packet is processed only once: at its final destination. Figure 7-9 illus-
tratcs the application of transport adjacency.

In iterated tunneling, you apply multiple (layered) security protocols by
using IP tunneling. This approach allows multiple levels of nesting. Each
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tunnel can originate or terminate at a different IPSec site along the path.
Figure 7-10 shows three basic cases of iterated tunneling supported by the
IPSec protocol.

NOTE:

You can also combine transport adjacency and iterated tunneling. For
example, you could construct an SA bundle from one tunnel SA and one
or two transport SAs applied in sequence.

Security Databases

IPSec contains two nominal databases: the Security Policy Database
(SPD) and the Security Association Database (SAD). SPD specifies the
policies that determine the disposition of all IP traffic, inbound or out-
bound. SAD contains parameters that are associated with each currently
active security association.
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Security Policy Database

An SA is nothing more than a management construct that is used to
enforce a security policy. Because SPD is responsible for all IP traffic, it
must be consulted during the processing of all traffic (inbound and out-
bound), including non-IPSec traffic. To support this, SPD requires distinct
entries for inbound and outbound traffic; these entries are defined by a set
of selectors, or IP and upper-layer protocol field values. The following
selectors determine an SPD entry: :

# Destination IP Address This can be a single IP address, a list of
addresses, or a wildcard address. Multiple and wildcard addresses
are used when you have more than one source system sharing the
same SA (for example, behind a gateway).

# Source IP Address This can be a single IP address, a range of
addresses, or a wildcard address. Multiple and wildcard addresses are
used when you have more than one source system sharing the same
SA (for example, behind a gateway). 4

@ Name This can be either an X.500 distinguished name or a user
identifier from the operating system.

m Data Sensitivity Level This is used for systems that provide
information flow security (for example, unclassified or secret).

& Transport Layer Protocol This is obtained from the IPv4 Protocol
field or IPv6 Next Header field. It can be an individual protocol
number, a list of protocol numbers, or a range of protocol numbers.

B Source and Destination Ports These can be individual UDP or
TCP port values, or a wildcard port.

Security Association Database

Each implementation of IPSec contains a nominal SAD, which is used to
define the parameters associated with each SA. The following parameters
are used to define an SA:

# Sequence Number Counter A 32-bit value used to generate the
Sequence Number field in AH or ESP headers.

® Sequence Counter Overflow A flag indicating whether overflow
of the sequence number counter should generate an auditable event
and prevent transmission of additional packets on the SA.
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@ Anti-Replay Window A 32-bit counter that is used to determine
whether an inbound AH or ESP packet is a replay.

@ AH Information Parameters relating to the use of AH (such as
authentication algorithms, keys, and key lifetimes).

# ESP Information Parameters relating to the use of ESP (such as
encryption algorithms, keys, key lifetimes, and initialization values).

B Lifetime of This Security Association A time interval or byte
count that specifies an SA’s duration of use. When the duration is
complete the SA must be replaced with a new SA (and new SPI) or
terminated, and this parameter includes an indication of which of
these actions should occur. |

NOTE:

If a time interval is employed, and if IKE employs X.509 certificates for
SA establishment, the SA lifetime must be constrained by the validity
intervals of the certificates and by the “NextIssueDate” of the CRLs used
in the IKE exchange for the SA. For more about CRLs, see Chapter 6.

@ IPSec Protocol Mode Specifies the mode-tunnel, transport, or
wildcard-of AH or ESP that is applied to traffic on this SA.

2 Path MTU Any observed path maximum transferable unit MTU)
and aging variables. (The MTU is the maximum size of a packet
without fragmentation.)

Key Management

As with any security protocol, when you use IPSec you must provide key
management, such as supplying a means of negotiating with other people
the protocols, encryption algorithms, and keys to be used in data
exchange. In addition, IPSec requires that you keep track of all such
agreements between the entities. IETF’s IPSec working group has speci-
fied that compliant systems must support both manual and automated SA
and cryptographic key management.
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Following are brief descriptions of these techniques:

B Manual Manual key and SA management are the simplest forms
of key management. A person (usually a systems administrator)
manually configures each system, supplying the keying material and
SA management data relevant to secure communication with other
systems. Manual techniques can work effectively in small, static
environments, but this approach is not very practical for larger
networks.

# Automated By using automated key management protocols, you ,
can create keys as needed for your SAs. Automated management also
gives you a great deal of scalability for larger distributed systems
that are still evolving. You can use various protocols for automated
management, but IKE seems to have prevailed as the current ‘
industry standard. ;

Internet Key Exchange

IKE is not a single protocol; rather, it is a hybrid of two protocols. IKE
integrates the Internet Security Association and Key Management Proto-
col (ISAKMP) with the Oakley key exchange protocol.

IKE performs its services in two phases. In the first phase, two IKE
peers establish a secure, authenticated channel for communication by
using a common IKE security association. IKE provides three modes of
exchanging keying information and setting up SAs (see next section); in
this first phase, only main or aggressive mode is employed.

In the second phase, SAs are negotiated on behalf of services such as
IPSec or any other service that needs keying material or parameter nego-
tiation. The second phase is accomplished via a quick mode exchange.

Main Mode

IKE’s main mode provides a three-stage mechanism for establishing the
first-phase IKE SA, which is used to negotiate future communications. In
this mode, the parties agree on enough things (such as authentication and
confidentiality algorithms, hashes, and keys) to be able to communicate
securely long enough to set up an SA for future communication. In this
mode, three two-way messages are exchanged between the SA initiator
and the recipient.

As shown in Figure 7-11, in the first exchange, the two parties agree on
basic algorithms and hashes. In the second, they exchange public keys for
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Figure 7-11
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a Diffie-Hellman exchange and pass each other nonces (random numbers
signed and returned by the other party to prove its identity). In the third
exchange, they verify those identities.

Aggressive Mode

Aggressive mode is similar to main mode in that aggressive mode is used
to establish an initial IKE SA. However, aggressive mode differs in the
way the messages are structured, thereby reducing the number of
exchanges from three to two.

In aggressive mode, the proposing party generates a Diffie-Hellman
pair at the beginning of the exchange and does as much as is practical
with that first packet: proposing an SA, passing the Diffie-Hellman pub-
lic value, sending a nonce for the other party to sign, and sending an ID
packet that the responder can use to check the initiator’s identity with a
third party (see Figure 7-12). The responder then sends back everything
nceded to complete the exchange. All that’s left for the initiator to do is to
confirm the exchange.

The advantage of aggressive mode is its speed, although aggressive
mode does not provide identity protection for the communicating parties.
This means that the parties exchange identification information before
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Figure 7-12
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establishing a secure SA in which to encrypt it. As a result, someone mon-
itoring an aggressive mode exchange can identify the entity that has just
formed a new SA.

Quick Mode

After two communicating entities have established an IKE SA using
either main or aggressive mode, they can use quick mode. Quick mode,
unlike the other two modes, is used solely to negotiate general IPSec secu-
rity services and to generate fresh keying material.

Because the data is already inside a secure tunnel (every packet is
encrypted), you can afford to be a little more flexible in quick mode. Quick
mode packets are always encrypted and always start with a hash payload,
which is composed using the agreed-upon pseudo-random function and
the derived authentication key for the IKE SA. The hash payload is used
to authenticate the rest of the packet. Quick mode defines which parts of
the packet are included in the hash.

As shown in Figure 7-13, the initiator sends a packet with the quick
mode hash; this packet contains proposals and a nonce. The responder

Imitiator Responder

1
[ID/ID]I[Key} Nonce ] SA | Hash | Header }—-> 4

4~%-~ Header | ash | SA | Nonce {[Key] [ID/ID}l

Hash | Header fF—»
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then replies with a similar packet, this time generating its own nonce and
including the initiator’s nonce in the quick mode hash for confirmation.
The initiator then sends back a confirming quick mode hash of both
nonces, completing the exchange. Finally, using the derivation key as the
key for the hash, both parties perform a hash of a concatenation of the fol-
lowing: the nonces, the SPI, and the protocol values from the ISAKMP
header that initiated the exchange. The resulting hash becomes the new
password for that SA.

Secure Sockets Layer

Secure Sockets Layer (SSL), the Internet protocol for session-based
encryption and authentication, provides a secure pipe between two par-
ties (the client and the server). SSL provides server authentication and
optional client authentication to defeat eavesdropping, tampering, and
message forgery in client-server applications. By establishing a shared
secret between the two parties, SSL provides privacy.

SSL works at the transport layer (below the application layer) and is
independent of the application protocol used. Therefore, application pro-
tocols (HTTP, FTP, TELNET, and so on) can transparently layer on top of
SSL, as shown in Figure 7-14.

Figure 7-14 SMTP HTTP NNTP |

SSL in the TCP f

TCP/IP stack SSL '
P

The History of SSL

Netscape originally developed SSL in 1994. Since then, SSL has become
widely accepted and is now deployed and supported in all major Web
browsers and servers as well as various other software and hardware
products (see Figure 7-15). This protocol currently comes in three ver-
sions: SSLv2, SSLv3, and TLSv1 (also known as SSLv3.1). Although all
three can be found in use around the world, SSLv3, released in 1995, is
the predominant version.
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Figure 7-15

The padlock
symbol in this

browser denotes
the use of SSL for
Web security

N Ll

[ [5 [@ Intemet

SSL Secured [128 Bit

SSLv3 solved many of the deficiencies in the SSLv2 release. SSLv3
enables either party (client or server) to request a new handshake (see
next section) at any time to allow the keys and ciphers to be renegotiated.
Other features of SSLv3 include data compression, a generalized mecha-
nism for Diffie-Hellman and Fortezza key exchanges and non-RSA cer-
tificates, and the ability to send certificate chains.

In 1996, Netscape turned the SSL specification over to the IETE. Cur-
rently, the IETF is standardizing SSLv3 in its Transport Layer Security
(TLS) working group. TLSv1 is very similar to SSLv3, with only minor pro-
tocol modifications. The first official version of TLS was released in 1999.

Session and Connection States

Any system of the type discussed in this chapter is composed of two parts:
its state and the associated state transitions. The system’s state describes
the system at a particular point in time. The stafe transitions are the
processes for changing from one state to another. The combination of all
possible states and state transitions for a particular object is called a state
machine. SSL has two state machines: one for the client side of the proto-
col and another for the server side. Each endpoint must implement the
matching side of the protocol. The interaction between the state machines
is called the handshake.

It is the responsibility of the SSL handshake protocol to coordinate the
states of the client and server, thereby enabling each one’s protocol state
machine to operate consistently even though the state is not exactly par-
allel. Logically, the state is represented twice: once as the current operat-
ing state and (during the handshake protocol) a second time as the
pending state. Additionally, separate read and write states are main-

292




Network and Transport Security Protocols 229

tained. An SSL session can include multiple secure connections, and par-
ties can have multiple simultaneous sessions.

The SSL specification defines the elements of a session state as follows:

Session Identifier An arbitrary byte sequence chosen by the
server to identify an active or resumable session state.

Peer Certificate X.509v3 certificate of the peer. This element of the
state can be null.

Compression Method The algorithm used to compress data before
encryption.

Cipher Spec Specifies the bulk data encryption algorithm (null,
DES, and so on) and a MAC algorithm (such as MD5 or SHA-1) used
for message authentication. It also defines cryptographic attributes
such as the hash size.

Master Secret 48-byte secret shared between the client and the
server.

Is Resumable A flag indicating whether the session can be used to
initiate new connections.

Furthermore, the SSL specification defines the following elements of a

connection state:

® Server and Client Random Byte sequences that are

independently chosen by the server and the client for each
connection.

Server Write MAC Secret The secret key that is used in MAC
operations on data written by the server.

Client Write MAC Secret The secret key that is used in MAC
operations on data written by the client.

Server Write Key The symmetric cipher key for data encrypted by
the server and decrypted by the client.

Client Write Key The symmetric cipher key for data encrypted by
the client and decrypted by the server.

Initialization Vectors The initialization vector (IV) required for
each block cipher used in CBC mode. This field is first initialized by
the SSL handshake protocol. Thereafter, the final ciphertext block
from each record is preserved for use with the following rccord.
Sequence Numbers Each party maintains separate sequence
numbers for transmitted and received messages for each connection.
When a party sends or receives a change cipher spec message (see
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later section titled “The Change Cipher Spec Protocol”), the
appropriate sequence number is set to zero. Sequence numbers are
of type uint64 and may not exceed 2%4-1.

The Record Layer Protocol

As data is transmitted to and received from upper application layers, it is
operated on in the SSL rccord layer (see Figure 7-16). It is here that data
is encrypted, decrypted, and authenticated.

Figure 7-16 Application data Application Data

Overview of the
SSL record layer

Fragment

Compress

Add MAC

Encrypt

Add SSL.
record header

The following five steps take place in the record layer:

1. As the record layer receives an uninterrupted stream of data from
the upper application layer, the data is fragmented, or broken into
manageable plaintext blocks (or records). Each record is 16K or
smaller.

2. Optionally, the plaintext records are compressed using the
compression algorithm defined by the current session state.

3. A MAC is computed for each of the plaintext records. For this
purpose, the shared secret key, previously established, is used.
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4. The compressed (or plaintext) data and its associated MAC are
encrypted using the symmetric cipher that has been previously
agreed upon for this session. Encryption may not increase the overall
length of the record beyond 1,024 bytes.

5. A header is added to each record as a prefix consisting of the
following fields:

Content Type This field indicates the protocol used to process
the enclosed record in the next-higher level.

Major Version This field indicates the major version of SSL in
use. For example, TLS has the value 3. ‘

Minor Version This field indicates the minor version of SSL in
use. For example, TLS has the value 1.

Compressed Length This field indicates the total length in
bytes of the plaintext record.

The party receiving this information reverses the process, that is, the
decryption and authentication functions are simply performed in reverse.

NOTE:

Sequence numbers are also included with each transmission so that
missing, altered, or extra messages are detectable.

The Change' Cipher Spec Protocol

The change cipher spec protocol is the simplest of the SSL-specific proto-
cols. It exists to signal a transition in the ciphering strategies. The
protocol consists of a single message, which is encrypted and compressed
by the record layer as specified by the current cipher specification. Before
finishing the handshake protocol, both the client and the server send this
message to notify each other that subsequent records will be protected
under the just-negotiated cipher specification and associated keys. An
unexpected change cipher spec message should generate an unex-
pected_message alert.
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The Alert Protocol

One of the content types supported by the SSL record layer is the alert
type. The alert protocol conveys alert messages and their severity to par-
ties in an SSL session. Just as application data is processed by the record
layer, alert messages are compressed and encrypted as specified by the
current connection state.

When either party detects an error, the detecting party sends a mes-
sage to the other. If the alert message has a fatal result, both parties
immediately close the connection. Both partics are required to forget any
session identifier, keys, and secrets associated with a failed connection.
For all other nonfatal errors, both parties can cache information to resume
the connection.

The following error alerts are always fatal:

# Unexpected_message This message is returned if an inappro-
priate message was received.

# Bad_record_mac This message is returned if a record is received
without a correct message authentication code. '

# Decompression_failure This message is returned if the
decompression function received improper input (for example, the
data could not be decompressed or it decompresses to an excessive
length).

® Handshake_failure The return of this message indicates that the

sender was unable to negotiate an acceptable set of security
parameters given the available options.

@ Illegal parameter A field in the handshake was out of range or
inconsistent with other fields.
The remaining alerts are as follows:

E No_certificate This message can be sent in response to a certifi-
cation request if no appropriate certificate is available.

@ Bad_certificate The return of this message indicates that a certi-
ficate was corrupted (that is, it contained a signature that did not

verify).
B Unsupported_certificate The return of this message indicates
that a certificate was of an unsupported type.

B Certificate_revoked The return of this message indicates that a
certificate was revoked by its signer.
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m Certificate_expired The return of this message indicates that a
certificate has expired.

m Certificate_unknown The return of this message indicates that
some other (unspecified) issue aroge in processing the certificate, and
it was rendered unacceptable.

m Close_notify This message notifies the recipient that the sender
will not send any more messages on this connection. Each party is
required to send this message before closing the write side of a
connection.

The Handshake Protocol

The SSL handshake protocol is responsible for establishing the parame-
ters of the current session state. As shown in Figure 7-17, both parties
agree on a protocol version, select cryptographic algorithms, optionally

Figure 7-17

Overview of the
handshake
protocol

b Server Hello
Certificate®
S Certificate Request*
¢ Server Key Exchange
Certificate*
Client Key Exchange S
Certificate Verify*
Change Cipher Spec .| Change Cipher Spec

Finished v Finished

e S ——

* Indicates optional or situation-dependent message

297



234 Chapter 7

authenticate each other, and use public-key encryption techniques to gen-
erate shared secrets (described later under “Cryptographic Computa-
tions”) through a series of messages exchanged between the client and the
server. The following subsections explain in detail the steps of the hand-
shake protocol.

The Client Hello Message

For communications to begin between a client and a server, the client
must first initiate a client hello message. The contents of this message
provide the server with data (such as version, random value, session ID,
acceptable ciphers, and acceptable compression methods) about variables
that are supported by the client. This message can come as a client
response to a hello request (from the server), or on its own initiative the
client can use it to renegotiate the security parameters in an existing con-
nection.
A client hello message contains the following fields:

[ | Client_version' This field provides the highest SSL version that is
understood by the client.

#@ Random This field contains a client-generated random structure
that will be used for later cryptographic computations in the SSL
protocol. The 32-byte random structure is not entirely random.
Rather, it is made up of a 4-byte date/time stamp, with the remaining
28 bytes of data being randomly generated. The date/time stamp
assists in the prevention of replay attacks.

m Session id This field contains a variable-length session identifier.
This field should be empty if no session identifier is available or if the
client wishes to generate new security parameters. If the session
identifier does, however, contain a value, that value should identify a
previous session between the same client and server whose security
parameters the client wishes to reuse. (The reuse of session
identifiers is discussed later in this chapter under “Resuming
Sessions.”)

m Cipher_suites This field contains a list of combinations for
eryplographic algorithms supported by the client. This list is ordered
according to the client’s preference (that is, first choice first). This list
is used to make the server aware of the cipher suites available to the
client, but it is the server that ultimately decides which cipher will be
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used. If the server cannot find an acceptable choice from the list, it
returns a handshake failure alert and closes the connection.

® Compression_methods Similar to the cipher_suites field, this
field lists all supported compression methods known to the client.
Again, this list is ordered according to the client’s preference.
Although this field is not regularly used in SSLv3, future TLS
versions will require support for it.

NOTE:

After the client hello message is sent, the client waits for a server hello
message. If the server returns any handshake message other than a server
hello, a fatal error results and communications are halted.

The Server Hello Message

After the server processes the client hello message, it can respond with
either a handshake failure alert or a server hello message. The content of
the server hello message is similar to that of the client hello. The differ-
ence is that whereas the client hello is used to list its capabilities, the
server hello is used to make decisions that are then passed back to the
client.

The server hello message contains the following fields:

@ Server_version This field contains the version that was decided
on by the server; this version will be used for further communi-
cations with the client. The server bases its decision on the highest
version supported by both parties. For example; if the client states
that it can support SSLv3 but the server supports up to TLS (or

- SSLv3.1), the server will decide on SSLv3.

@ Random This field, similar in structure to that of the client’s, is
used for future cryptographic operations within SSL. It must,
however, be independent of and different from that generated by the
client.

B Session_id This field provides the identity of the session
corresponding to the current connection. If the session identifier that
was received by the client is nonempty, the server will look in the
session cache for a match. If a match is found, the server can
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establish a new connection, resuming the specified session state. In
that case, the server returns the same value that was provided by the
client, indicating a resumed session. Otherwise, this field contains a
different value, identifying a new session.

m Cipher_suite This field indicates the single cipher suite selected by
the server from the list provided by the client.

m Compression_method Similar to the cipher_suite message, this
field indicates the single compression method selected by the server
from the list provided by the client.

The Server Certificate Message

Immediately after the server hello message, the server can send its cer-
tificate or chain of certificates to be authenticated. Authentication is
required in all cases of agreed-on key exchange (with the exception of
anonymous Diffie-Hellman). The appropriate certificate type (generally
an X.509v3 server certificate) must be used for the key exchange algo-
rithm of the selected cipher suite.

This message also makes the public key available to the client. This
public key is what the client uses to encrypt the actual session key.

NOTE:

A similar message type can be used for client-side authentication support.

The Server Key Exchange Message

The server sends a server key exchange message only when no certificate
is present, when the certificate is used only for signing (as with Digital
Signature Standard [DSS] certificates and signing-only RSA certificates),
or when Fortezza key exchange is used. The message complements the
cipher suite that was previously stated in the server hello message, pro-
viding the algorithm variables that the client needs in order to continue.
These values depend on which algorithm has been selected. For example,
with RSA key exchange (where RSA is used only for signatures), the mes-
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- sage would contain a temporary RSA public key exponent and modulus,
and a signature of those values.

The Certificate Request Message

The optional certificate request message requests a certificate from the
client for authentication purposes. It is made up of two parameters. The
first parameter indicates the acceptable certificate types (RSA—signa-
ture-only, DSS—signaturc-only, and so on). The second parameter indi-
cates the acceptable distinguished names of acceptable certificate
authorities.

NOTE:

This message is to be used only by non-anonymous servers (servers not
using anonymous Diffie-Hellman).

The Server Hello Done Message

As the name implies, the server hello done message is sent by the server
to the client to indicate the end of the server hello and to signal that no
further associated server hello messages are coming. After this message is
sent, the server waits for the client to respond. On receipt of the server
hello done message, the client should verify the certificate and any cer-
tificate chain sent by the server (if required) and should verify that all
server hello parameters received are acceptable.

The Client Certificate Message

The client certificate message is the first message that a client can send
after a server hello done message is received, and it is sent only if the
server requests a certificate. If the client does not have a suitable cer-
tificate (for example, an X.509v3 client certificate) to send, it should
send a no_certificate alert instead. Although this alert is only a warning,
it is a matter of the server’s discretion whether to continue or terminate
communications.
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The Client Key Exchange Message

Like the server key exchange message, the client key exchange message
allows the client to send key information to the server. Unlike the server
key exchange message, however, this key information pertains to a sym-
metric-key algorithm that both parties will use for the session.

NOTE:
Without the information contained in this message, communications can-
not continue.

The content of this message depends on the type of key exchange, as
follows:

@ RSA The client generates a 48-byte pre-master secret, which it
encrypts by using either the public key from the server’s certificate
or a temporary RSA key from a server key exchange message. This
result is then sent to the server to compute the master secret key.
(Computation of the master secret is discussed later in this chapter
under “Cryptographic Computations.”)

# Ephemeral or Anonymous Diffie-Hellman The client provides
its own Diffie-Hellman public parameters to the server.

B Fortezza The client calculates public parameters using the public
key in the server’s certificate along with private parameters in the
client’s token. These parameters are then sent to the server.

The Certificate Verify Message

The certificate verify message is used to provide explicit verification of a
client certificate. When using client authentication, the server authenti-
cates the client using the private key. This message contains the pre-
master secret key signed with the client’s private key. The server validates
the key against the client’s certificate. The server is not required to
authenticate itself to the client. Because the pre-master secret is sent to
the server using the server’s public key, anly the legitimate server can
decrypt it with the corresponding private key.
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The Finished Messagé

Next, the client sends a change cipher spec message, followed immedi-
ately by the finished message. When the server receives the finished mes-
sage, it too sends out a change cipher spec message and then sends its
finished message. At this point the handshake protocol is complete and
the parties can begin to transfer application data securely.

Be aware that the finished message is the first to be protected with the
just-negotiated algorithms, keys, and secrets. As a result, the communi-
cating parties can verify that the key exchange and authentication
processes were successful. No acknowledgment of the finished message is
required; parties can begin sending encrypted data immediately after
sending the finished message. Recipients of finished messages must ver-
ify that the contents are correct.

NOTE:
The change cipher spec message is actually part of the change ctpher spec
protocol and not the handshake protocol.

Ending a Session and Connection

Before the end of communications, the client and the server must share
knowledge that the connection is ending. This arrangement protects the
session from a possible truncation attack, whereby an attacker tries to
compromise security by prematurely ending communications. Either
party can terminate the session by sending a close_notify alert before clos-
ing its own write session. When such an alert is received, the other party
must send its own close_notify alert and close down immediately, dis-
carding any pending writes.

NOTE:
If the SSL session is closed before either party sends a close_notify mes-
sage, the session cannot be resumed. -
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Resuming Sessions

Public-key encryption algorithms are very slow. To improve performance,
the parties can cache and reuse information exchanged during the hand-
shake protocol. This process is called session ID reuse. If it is determined
during the handshake protocol that the client and the server sides of the
protocol share a session ID, the public-key and authentication operations
are skipped, and the previously generated shared secret is reused during
key generation.

Both parties (client and server) must agree to reuse a prcvious session
ID. If cither party suspects that the session may have been compromised
or that certificates may have expired or been revoked, it should force a full
handshake. Because an attacker who obtains a master secret key may be
able to impersonate the compromised party until the corresponding ses-
sion ID expires, the SSL specification suggests that the lifetime of cached
session IDs expire after 24 hours. It also suggests that applications that
run in relatively insecure environments should not write session IDs to
stable storage.

Cryptographic Computations

We have used the term “shared secret” to explain how traffic is encrypted
in SSL. Now let’s look at the generation of the master secret, which is
derived from the pre-master secret. In the case of RSA or Fortezza cryp-
tography, the pre-master secret is a value generated by the client and sent
to the server via the client key exchange message. In Diffie-Hellman cryp-
tography, the pre-master secret is generated by each side (server and
client) using the other party’s Diffie-Hellman public values.

In each of these three cases, after a pre-master secret is generated and
both sides are aware of it, the master secret can be computed. The master
secret, which is used as the shared secret, is made up of several hash cal-
culations of data previously exchanged in messages. Figure 7-18 shows
the format of these calculations.

Encryption and Authentication Algorithms

SSLv3.0 supports a wide range of algorithms that provide various levels of

security. These algorithms (encryption, key exchange, and authentication)

support a total of 31 cipher suites, although some of them provide little or
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Figure 7-18

Generating a
master secret

Summary

Master_secret = MD5(pre_master_secret + SHA(‘A’ + pre_master_secret +
ClientHello.random + ServerHello.random)) +
MD5(pre_master_secret + SHA ‘BB’ + pre_master_secret +
ClientHello.random + ServerHello.random)) +
MD5(pre_master_secret + SHA ‘CCC’ + pre_master_secret +
ClientHello.random + ServerHello.random)) +

*The characters A, BB, and CCC are actual
ASCII values

no security in today’s world. Onc such cipher suite is based on anonymous
Diffie-Hellman, and the specification strongly discourages its use because
it is vulnerable to man-in-the-middle attacks.

Security protocols make use of the various technologies described up to
this point in the book to provide the necessary security. All cryptographic
algorithms, whether they are symmetric, asymmetric, message digests, or
message authentication, codes do very little on their own; instead, they
are the basis for the security provided through set standard protocols
such as IPSec or SSL.

Security protocols can be placed within the various layers of the TCP/IP
networking stack. IPSec, for example, is located at the IP layer, while SSL
is located between the TCP and application layers. The lower in the
TCP/IP stack a protocol is placed, the more flexible and less user-intrusive
the protocol is.

IPSec plays an important role in securing IP networks to provide pri-
vate communications. It enables a wide range of security services, not only
confidentiality but also authentication, access control, and protection
against replay attacks. These services are available through the use of
either or both the authentication header (AH) and encapsulating security
payload (ESP).

SSL provides security at the transport (TCP) layer, which is below the
application layer. The security provided by SSL can be thought of as a
secure pipe placed between a client and server. Data is authenticated con-
fidentially while in the pipe. It should be noted, however, that once either
system (client or server) receives the data, the data is returned to its

unprotected clear state.
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Real-\World Examples

Various products are available that provide security using the IPSec and
SSL protocols. There are several toolkits available for developers who
wish to build IPSec and SSL into their applications. RSA Security, Inc.
provides two such commercial products, BSAFE Crypto-C/J and SSL-C/J,
both of which are available for C programmers as well as Java program-
mers.

Other companies, however, have created end-user software and embed-
ded hardware products using IPSec and SSL. In fact, most virtual private
networks (VPNs) are based on the popular IPSec protocol. For example,
Microsoft Windows 2000 makes use of IPSec to provide a VPN, something
most end users aren’t aware is available. Just as IPSec can be found in a
various software and hardware products, so can SSL. SSL is by far the
most widely distributed security protocol when it comes to e-commerce.
One reason for SSLs widespread use is that it is incorporated in every
copy of Netscape and Internet Explorer available today. SSL is also found
within the operating system of various platforms. Many Linux vendors
have included SSL in their systems; it provides security not only for
HTTP communications, but also for other protocols as well, such as NNTP,
SMTP, and FTP.
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Like Chapter 7, this chapter looks at security protocols that are used in

today’s networks. But unlike the protocols described in Chapter 7, the pro-
tocols discussed in this chapter provide security services for specific appli-
cations (such as Simple Mail Transfer Protocol (SMTP), Hypertext -
Transfer Protocol (HTTP), and so on). Figure 8-1 shows each of these
application protocols along with its location in the Transportation Control
Protocol/Internet Protocol (TCP/IP) stack. This chapter provides a de-
tailed look at two well-known security protocols—S/MIME and SET—
which operate above the application layer.

Secure / Multipurpose Internet Mail Extensions (S/MIME) is a specifica-
tion for securing electronic mail. S/MIME, which is based on the popular
MIME standard, describes a protocol for adding cryptographic security
services through MIME encapsulation of digitally signed and encrypted
objects. These security services are authentication, nonrepudiation, mes-
sage integrity, and message confidentiality.
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Figure 8-1 S/MIME SET
Application-layer SMIP BITP
protocols within TCP
TCP/IP P

Although S/MIME is most widely known and used for securing e-mail,
it can be used with any transport mechanism that transports MIME (such
as HTTP). S/MIME can even be used in automated message transfer
agents, which use cryptographic security services that do not require
human intervention. The S/MIME specification even points out how to use
its services to encrypt fax messages sent over the Internet.

The following section describes S/MIME along with the various MIME
types and their uses. It explains how to create a MIME body that has been
cryptographically enhanced according to Cryptographic Message Syntax
(CMS), a formatting standard derived from PKCS #7. Finally, it defines
and illustrates how cryptographic signature and encryption services are
added to MIME data.

Overview

In the early 1980s, the Internet Engineering Task Force (IETF) developed
Request for Comment (RFC) 822, which became the specification that
defined the standard format of electronic mail messages. Along with RFC
821 (which defined the mail transfer protocol), RFC 822 was the founda-
tion of the SMTP, which was designed to carry textual messages over the
Internet.

MIME, also developed by the IETF, was designed to support nontextual
data (such as graphics or video data) used in Internet messages. The
MIME specification adds structured information to the message body that
allows it to contain nontextual information. However, MIME does not pro-
vide any security services.

In 1995, RSA Data Security, Inc., led a consortium of industry vendors
in the development of S/MIME. After work on the specification was under
way, RSA passed it to the IETF for further development. S/MIMEv3 is the
current version. Through continued development by the IETF S/MIME
working group, the protocol has incorporated a number of enhancements.
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S/MIME Functionality

S/MIMEv3 currently provides the following security enhancements to
MIME content:

# Enveloped data This function supports confidentiality services by
allowing any content type in a MIME message to be symmetrically
encrypted. The symmetric key is then encrypted with one or more
recipients’ public keys. The encrypted data and corresponding
encrypted symmetric key are then attached to the data structure,
along with any necessary recipient identifiers and algorithm
identitiers.

@ Signed data This function provides data integrity services. A
message digest is computed over the selected content (including any
algorithm identifiers and optional public-key certificates), which is
then encrypted using the signer’s private key. The original content
and its corresponding signature are then base-64 encoded (base-64
and other encoding methods are described later in “Transfer
Encoding”). '

B Clear-signed data This function allows S/MIME to provide the
same data integrity services as provided by the signed data function,
while at the same time allowing readers that are not S/MIME-
compliant to view the original data. Following the processes just
described, a digital signature is computed over the selected content,
but only this digital signature (and not the original data) is base-64
encoded.

@ Signed and enveloped data This function supports both
confidentiality and integrity services by allowing either the signing of
encrypted data or the encrypting of signed data.

Cryptographic Algorithms

.S/MIMEv3 implements support for several symmetric content-encryption
algorithms. However, some S/MIME implementations still incorporate
RC2 with a key size of 40 bits, and by today’s standards, a 40-bit key is too
weak. However, in most current S/MIMEv3 implementations, the user can
choose trom various content-encryption algorithms, such as DES, Triple
DES, or RC2 with a key size greater than 40; see Chapter 2.
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The specification does, however, spell out all algorithms to be used for
security services within S/MIMEv3. Some of them are optional, and oth-
ers are required. They are as follows: ‘

B Digest and hashing algorithms These must support MD5 and
SHA-1; however, SHA-1 should be used.

m Digital signature algorithms Both sending and receiving agents
must support DSA and should also support RSA.

B Key encryption algorithms Sending and receiving agents must
support Diffie-Hellman and should also support RSA encryption.

# Data encryption (session key) algorithms Sending agents
should support RC2/40-bit key, RC2/128-bit key, and Triple DES.
Receiving agents should support RC2/128 and Triple DES but must
support RC2/40.

Which algorithm is best? It’s a simple matter of looking at key length; the
bigger the key, the greater the security. However, sending and receiving
agents are not always at the same level. For instance, the sending agent
may be attempting to encrypt something with RC2/128 for added security;
however, the receiving agent may only have the ability to decrypt messages
with RC2/40. For this reason, the S/MIME specification defines a process for
deciding which algorithm is best when you’re sending S/MIME messages.

The following are the specified rules that a sending agent should use in
making its decision: '

1. Known capabilities. If the sending agent has previously received a
list of cryptographic capabilities of the recipient, the sender should
choose the first (most preferred) capability listed to encrypt the
outgoing message.

2. Unknown capabilities but known use of encryption. This rule applies
when the sending agent has no idea of the encryption capabilities of
the recipient but has received at least one previously encrypted
message from that recipient. In this case, the sending agent should
encrypt the outgoing message using that algorithm.

8. Unknown capabilities and unknown version of S/MIME. This rule
applies when a sending agent has had no previous contact with the
recipient and does not know its capabilities. The sending agent should
use Triple DES because of its strength and because it is required by
S/MIMEv3. However, if Triple DES is not used, the sending agent
should use RC2/40.
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S/MIME Messages

S/MIME messages are made up of the MIME bodies and CMS objects. The
latter are derived from PKCS #7 data structures.

Before any cryptographic processing takes place, a MIME entity must
be prepared. A MIME entity may be a subpart of a message or the whole
message, including all its subparts. The latter type of MIME entity is
made up only of the MIME headers and MIME body and does not include
the RFC822 headers (To:, From:, and so on). This MIME entity is then
converted to canonical form, and the appropriate transfer encoding is
applied (both processes are discussed in the following sections).

After the MIME entity has been created and all proper encoding has
taken place, the MIME entity is sent to security services, where the cho-
sen security function is provided (enveloping, signing, or both). This
process yields a CMS (or PKCS #7) object, which in turn is wrapped up in
MIME and placed with the original message, according to the selected
S/MIME content type.

Canonicalization

As stated in the preceding section, each MIME entity must be converted
to a canonical form. This conversion allows the MIME entity to be
uniquely and unambiguously represented in the environments where the
signature is created and where the signature will be verified. This same
process is performed for MIME entities that will be digitally enveloped as
well as signed. Canonicalization provides a standard means by which data
from various platforms can be exchanged.

Transfer Encoding

Whenever data is processed by digital equipment, it can be encoded and
represented in a variety of ways, such as 7-bit, 8-bit, or binary. Transfer
encoding ensures that data is represented properly for transfer across the
Internet and ensures reliable delivery. One common method is base-64
encoding, which enables arbitrary binary data to be encoded so that it
may pass through a variety of systems unchanged. For example, if 8-bit
data is transferred and a 7-bit device (such as a mail gateway) receives it,
there is a good chance that before it is forwarded to its final destination,
it may be stripped of characters.
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NOTE:
As you might expect, if a digitally signed message is altered or stripped of
characters, it will be selected as invalid.

Enveloped-Only Data

The process of generating an encrypted MIME entity is called digital
enveloping and is provided for by the enveloped-data content type. This
content Lype consists of encrypted content of any type and encrypted
content-encryption keys for one or morc rccipients. For cach recipient, a
digital envelope (made up of the encrypted content and associated
encrypted content-encryption key) is created, ensuring confidentiality for
the message while it is in transit. Figure 8-2 illustrates the S/MIME
enveloped-data process.

. Random Recipient
Figure 8-2 , ~encryption key publi?: key
S/MIME o
enveloped-data Applications/ x-
process Pkcs7-mime

Encrypt session key
—»| using recipient
public key

ASN.1

icali %, encode X e
EE5L0 o0 opmmO ok
| : o o encode

Algorithm identifiers and parameters

To construct an enveloped-data content type, follow these steps:
1. For a chosen symmetric algorithm (that is, RC2, DES, and so on),
generate a pseudo-random content-encryption key.

2. For each recipient, encrypt the content-encryption key. Which
encryption to use depends on which key management syslem is used.
The associated key management systems are as follows:

RSA key transport The content-encryption key is encrypted in
the recipient’s public key.
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Diffie-Hellman key agreement The recipient’s public key and
the sender’s private key are used to generate a shared symmetric
key, which is then used to encrypt the content-encryption key.
Known symmetric key The content-encryption key is
encrypted using a previously distributed symmetric key.

3. For each recipient, create a block of data containing the recipient
information. This information includes the encrypted content-
encryption key and other recipient-specific information (such as -
version and algorithm identifiers).

4. Encrypt the message using the content-encryption key.

5. Prepend the recipient information to the encrypted content, and base
64-encode the result to produce the enveloped-data value.

When the digital envelope is received, the process is reversed to retrieve
the original data. First, the enveloped data is stripped of its base-64 encod-
ing. Then the appropriate content-encryption key is decrypted. Finally, the
content-encryption key is used to decrypt the original content.

Signed-Only Data
The S/MIME specification defines two methods for signing messages:

® Application/pkes7-mime with signed-data (usable only by S/MIME-
compliant mailers)

B Multipart/signed, also known as clear signing (usable by all mailers)

S/MIMEv3 doesn’t mandate which method to use, but the specification
mentions that the multipart/signed form is preferred for sent messages
because of its readability by any mailer. The specification states that
receiving agents should be able to handle both kinds.

Signed Data An S/MIME application/pkes7-mime message with signed
data may consist of any MIME content type, in which any number of sign-
ers in parallel can sign any type of content. Figure 8-3 illustrates S/MIME
data signing.

The following steps apply to constructing a signed-data content type:

1. For each signer, select a message digest or hashing algorithm (MDA
or SHA-1).

2. Compute a message digest or hash value over all content to be signed.
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Figure 8-3
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3. For each signer, digitally sign the message digest (that is, encrypt the
digest using the signer’s private key).

4. For each signer, create a signer information block containing the
signature value and other signer-specific information (such as version
and algorithm identifier).

5. Prepend the signed content with signer information (for all signers),
and then base-64-encode it to produce the signed data value.

After it is received, the signed data content type is stripped of its
base-64 encoding. Next, the signer’s public key is used to decrypt and
reveal the original message digest. Finally, the recipient independently
computes the message digest and compares the result with that of the one
that was just decrypted.

Clear-Signed Data It is possible that data you have digitally signed might
be received by a recipient that is not S/MIME-compliant, rendering the
original content unusable. To counter this problem, S/MIME uses an
alternative structure, the multipart/signed MIME type.

The body of the multipart/signed MIME type is made up of two parts.
The first part, which can be of any MIME content type, is left in the clear
and placed in the final message. The contents of the second part are a spe-
cial case of signed data, known as a detached signature, which omits the
copy of the plaintext that may be contained within the signed data. Fig-
ure 8-4 illustrates the S/MIME clear-signed data process.
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Figure 8-4
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Signing and Encrypting

S/MIME also supports both encryption and signing. To provide this ser-
vice, you can nest enveloped-only and signed-only data. In other words,
you either sign a message first or envelope the message first. The decision
of which process to perform first is up to the implementer and the user.

NOTE:
The S/MIMEuv3 specification (RFC2633) describes security risks involved
with each technique (envelope first or signing first).

Registration Request

In addition to security functions, S/MIME defines a format for conveying
a request to have a public-key certificate issued. A MIME content type,
application/x-pkes10, is used to request a certificate from a certification
authority.
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NOTE:

The specification does not mandate the use of any specific technique for
requesting a certificate, whether it is through a certificate authority, a
hardware token, or manual distribution. The specification does, however,
mandate that every sending agent have a certificate.

Certificates-Only Messages

A certificates-only message is an application/pkes7-mime and is prepared
in much the same way as a signed-data message. This message, which is
used to transport certificates to an S/MIME-compliant end entity, may be
needed from time to time after a certification authority receives a certifi-
cate request. The certificates-only message can also be used for the trans-
port of certificate revocation lists (CRLs).

Enhanced Security Services

Currently there are three optional enhanced security services that can be
used to extend the current S/MIMEv3 security and certificate processing
services. '

m Signed receipts A signed receipt is an optional service that allows i
for proof of message delivery. The receipt provides the originator a
means of demonstrating to a third party that the recipient not only
received but also verified the signature of the original message
(hopefully, this means that the recipient also read the message).
Ultimately, the recipient signs the entire message and its corre-
sponding signature for proof of receipt. Note that this service is used
only for signed data.

m Security labels Security labels can be used in a couple of ways.
The first and probably most easily recognizable approach is to
describe the sensitivity of data. A ranked list of labels is used (confi-
dential, secret, restricted, and so on). Another technique is to use the
labels to control authorization and access, describing which kind of
recipient should have access to the data (such as a patient’s doctor,
medical billing agents, and so on).

B Secure mailing lists When S/MIME provides its services, sending
agents must create recipient-specific data structures for each
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recipient. As the number of recipients grows for a given message, this
processing can impair performance for messages sent out. Thus, mail
list agents (MLAs) can take a single message and perform the
recipient-specific encryption for every recipient.

Interoperability

Since the S'/MIME standard first entered the public eye, a number of ven-
dors have made efforts to incorporate it. Ilowever, a lack of inlervperabil-
ity is onc pitfall that end users should take into account. For example,
many vendors are still S/MIMEv2-compliant, whereas others have moved
to S'MIMEv3 without supporting backward compatibility. Other problems
include limits on the certificate processing available in various products.
To help promote product interoperability, the RSA Interoperability Test
Center was established. This S/MIME test center allows vendors to per-
form interoperability testing on their products and to have the results
published. The following Web address provides interoperability informa-
tion as well as products that have been found to be S/MIME-compliant:
http://www.rsasecurity.com/standards/smime/interop_center.html.

Secure Electronic Transaction (SET)

The Internet has made it easier than ever for consumers to shop, money
to be transferred, and bills to be paid over the Internet at the press of a
button. The price we pay for this ease of use, however, is increased oppor-
tunity for fraud. For example, Figure 8-5 illustrates how easy it is for
those with very little character to fraudulently generate credit cards used
for online payment, known in the industry as payment cards.

The Secure Electronic Transaction (SET) specification provides a
framework for protecting payment cards used in Internet e-commerce
transactions against fraud. SET protects payment cards by ensuring the
confidentiality and integrity of the cardholder’s data while at the same
time providing a means of authentication of the card. The current version
of the specification (SETv1) was initiated by MasterCard and Visa in Feb-
ruary 1996 and was completed in May 1997.

SET is defined in three books. The first book, Business Description,
describes the specification in business terms (that is, goals, participants,
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and overall architecture). The second book, Programmer’s Guide, is a
developer’s guide, detailing the architecture, cryptography, and various
messages used in SET. The third book, Formal Protocol Definition, pro-
vides a formal definition of the entire SET process. (All three books were
published by Visa International and MasterCard on May 31, 1997.)

What follows is a high-level overview of the SET specification, outlining
the business requirements, functions, and participants defined in the first
book. We also cover SET certificates used and their management, describ-
ing the addition of SET-specific extensions. Finally, we look at the SET
messages and transactions.

Business Requirements

The specification defines the business requirements of SET as follows:

w To provide confidentiality of payment information and enable
confidentiality of the associated order information

w To ensure the integrity of all transmitted data

u To provide authentication that a cardholder is a legitimate user of a
branded payment card account
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SET Features

@ To provide authentication that a merchant can accept branded
payment card transactions through its relationship with an acquiring
financial institution

@ To ensure the use of the best security practices and system design
techniques to protect all legitimate parties in an electronic commerce
transactions

B To create a protocol that neither depends on transport security
mechanisms nor prevents their use

m To facilitate and encourage interoperability among software and
network providers '

To meet its stated business requirements, SET defines the following nec-
essary features:

m Confidentiality of information Confidentiality provides a secure
channel for all payment and account information, preventing
unauthorized disclosure. SET provides for confidentiality through the
use of the DES algorithm.

# Integrity of data Data integrity ensures that the message content
is not altered during transmission. This feature is provided through
the use of digital signatures using the RSA algorithm.

@ Cardholder account authentication Cardholder authentication
provides merchants a means of verifying the cardholder as legitimate.
Digital signatures and X.509v3 certificates are used to implement
this function.

8 Merchant authentication Merchant authentication gives
cardholders a means of verifying that the merchant not only is
legitimate but also has a relationship with a financial institution.
Again, digital signatures and X.509v3 certificates are used to
implement this service.

® Interoperability Interoperability allows the use of this
specification in hardware and software from various manufacturers,
allowing their use by cardholders or other participants.
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SET Participants

Various participants use and interact with the SET specification. Figure
8-6 illustrates a simplified overview of the participants’ interactions.

Figure 8-6 Cardholder S

Interactions

among SET () Order

participants (6) Confirm
Lo

(2) Authorize |

Payment
Gateway

Acquirer Issuer

Following are these participants and their roles in the transactions
governed by SET:

@ Issuer The issuer is the bank or other financial institution that
provides a branded payment card (such as a MasterCard or Visa
credit card) to an individual. The card is provided after the individual
establishes an account with the issuer. It is the issuer that is
responsible for the repayment of debt, for all authorized transactions
placed on the card. :
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@ Cardholder The cardholder is the individual authorized to use the
payment card. The SET protacol provides confidentiality services for
the cardholder’s transactions with merchants over the Internet.

@ Merchant The merchant is any entity that provides goods and/or
services to a cardholder for payment. Any merchant that accepts
payment cards must have a relationship with an acquirer.

® Acquirer The acquirer is a financial institution that supports
merchants by providing the service of processing payment cards. In
other words, the acquirer pays the merchant, and the issuer repays
the acquirer.

E Payment gateway The payment gateway is the entity that
processes merchant payment messages (for example, payment
instructions from cardholders). The acquirer or a designated third
party can act as a payment gateway; however, the third party must
interface with the acquirer at some point.

Dual Signatures

The SET protocol introduced dual signatures, a new concept in digital sig-
natures. Dual signatures allow two pieces of data to be linked and sent to
two different entities for processing. For example, within SET a card-
holder is required to send an order information (OI) message to the mer-
chant for processing; at the same time, a payment instructions (PI)
message is required by the payment gateway. Figure 8-7 illustrates the
dual signature generation process.
The dual signature process follows these steps:

1. A message digest is generated for both the OI and the PI.

2. The two message digests are concatenated (hashed) to produce a new
block of data.

3. The new block of data is hashed again to provide a final message
digest.

4. The final message digest is encrypted using the signer’s private key,
producing a digital signature.

A recipient of either message can check its authenticity by generating
the message digest on its copy of the message, concatenating it with the
message digest of the other message (as provided by the sender) and com-
puting the message digest of the result. If the newly generated digest
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Figure 8-7
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matches the decrypted dual signature, the recipient can trust the authen-
ticity of the message.

SET Certificates

The SET protocol provides authentication services for participants
through the use of X.509v3, and has revocation provisions through the use
of CRLv2 (both X.509v3 and CRLv2 are described in Chapter 6.). These
certificates are application-specific; that is, SET has defined its own spe-
cific private extensions that are meaningful only to SET-compliant sys-
tems. SET contains the following predefined profiles for each type of
certificate:

w Cardholder certificates function as electronic representations of
payment cards, Because a financial institution digitally signs these
certificates, they cannot be altered by a third party and can be
generated only by the financial institution. A cardholder certificate
does not contain the account number and expiration date. Instead,
the account information and a secret value known only to the
cardholder’s software are encoded using a one-way hashing
algorithm.

m Merchant certificates function as electronic substitutes for the
payment card brand decal that appears in a store window; the decal
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itself is a representation that the merchant has a relationship with a
financial institution allowing it to accept the payment card brand.
Because the merchant’s financial institution digitally signs them,
merchant certificates cannot be altered by a third party and can be
generated only by a financial institution.

& Payment gateway certificates are obtained by acquirers or their
processors for the systems that process authorization and capture
messages. The gateway’s encryption key, which the cardholder gets
from this certificate, is used to protect the cardholder’s account
information. Payment gateway certificates are issued to the acquirer
by the payment card brand organization.

@ Acquirer certificates are required only in order to operate a
certification authority that can accept and process certificate requests
directly from merchants over public and private networks. Those
acquirers that choose to have the payment card brand organization
process certificate requests on their behalf do not require certificates
because they are not processing SET messages. Acquirers receive
their certificates from the payment card brand organization.

@ Issuer certificates are required only in order to operate a
certification authority that can accept and process certificate requests
directly from cardholders over public and private networks. Those
issuers that choose to have the payment card brand organization
process certificate requests on their behalf do not require certificates
because they are not processing SET messages. Issuers receive their
certificates from the payment card brand organization.

Certificate Management

The SET specification states that certificates must be managed through a
strict certificate hierarchy, as shown in Figure 8-8 (certificate hierarchies
 are explained in Chapter 6).

In the case of SET, each certificate is linked to the signature certificate
of the entity that digitally signed it. By following the trust tree to a known
trusted party, a person can be assured that the certificate is valid. For
example, a cardholder certificate is linked to the certificate of the issuer
(or the brand organization on behalf of the issuer). The issuer’s certificate
is linked back to a root key through the brand organization’s certificate.
The public signature key of the root is known to all SET software and can
be used to verify each of the certificates in turn.
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Payment Processing

To provide for secure payment processing over the Internet, the SET spec-
ification defines multiple transaction types, as shown in Table 8-1.

To illustrate how SET provides security of payment processing within
e-commerce transactions, we next discuss each of the following transac-
tion types in depth:

# Purchase request

® Payment authorization

B Payment capture

Purchase Request

The purchase request transaction is made up of four messages that are
exchanged between the cardholder and the merchant:

1. Initiate request. When the cardholder has selected a purchase and
decided which payment card to use, the cardholder is ready to
initiate the request. To send SET messages to a merchant, the
cardholder must have a copy of the merchant’s and payment
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Table 8-1

SET Transaction
Types

Transaction
Cardholder registration
Merchant registration

Purchase request

Payment authorization

Payment capture

Certificate inquiry
and status

Purchase inquiry

Authorization reversal

Capture reversal

Credit

Credit reversal
Payment gateway
certificate request

Batch administration

Error message

Description
Allows the cardholder to register with a CA.
Allows a merchant to register with a CA.

Message from the cardholder containing order
information (OI) and payment information
(PI) and sent tv the merchant and bank.

Message between the merchant and payment
gateway requesting payment authorization
for a transaction.

Message from the merchant to the payment
gateway requesting payment,

A CA may send this message to either
cardholders or merchants to state that more
processing time is needed.

or

A cardholder or merchant may send this
message to a CA to check the current status
of a certificate request, or to receive the
certificate if the request has been approved.

Allows the cardholder to check the status of
authorization, capture, or credit processing of
an order after the purchase response has been
received.

Allows a merchant to reverse an
authorization entirely or in part.

Allows a merchant to correct errors in
previous capture requests, such as those
caused by human error.

Allows a merchant to issue credit to a
cardholder’s account for various reasons (such
as for returned or damaged goods).

Allows a merchant to correct errors in a
previous credit request.

Allows a merchant to request a current copy
of the payment gateway’s certificates.

Message between merchant and payment
gateway regarding merchant batches.

Indicates that a responder rejects a message
because it fails tests of format or content
verification.
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gateway’s key-exchange keys. The SET order process begins when the
cardholder software (software that runs with your browser) requests
a copy of the gateway’s certificate. The message from the cardholder
indicates which payment card brand will be used for the transaction.

2. Initiate response. When the merchant receives an initiate request
message, a unique transaction identifier is assigned to the message.
The merchant then generates an initiate response message
containing its certificates and that of the payment gateway. This
information is then digitally signed with the merchant’s private key
and transmitted to the cardholder.

3. Purchase request. Upon receipt of the initiate response message, the
cardholder software verifies the certificates of both the merchant and
gateway. Next, the cardholder software creates a dual signature using
the OI and PL Finally, the cardholder software generates a purchase
request message containing a dual-signed OI and a dual-signed PI
that is digitally enveloped to the payment gateway. The entire
purchase request is then sent to the merchant.

4. Purchase response. When the merchant software receives the
purchase request message, it verifies the cardholder’s certificate
contained within the message, as well as the dual-signed OI. The
merchant software then begins processing the OI and attempts to
gain authorization from the payment gateway by forwarding the PL
Finally, the merchant generates a purchase response message, which
states that the merchant received the cardholder’s request.

Upon receipt of the purchase response from the merchant, the card-
holder software verifies the merchant certificate as well as the digital sig-
nature of the message contents. At this point, the cardholder software
takes some action based on the message, such as displaying a message to
the cardholder or updating a database with the status of the order.

Payment Authorization

During the processing of an order from a cardholder, the merchant
attempts to authorize the transaction by initiating a two-way message
exchange between the merchant and the payment gateway. First, an
authorization request is sent from the merchant to the payment gateway;
then an authorization response is received from the merchant by the pay-
ment gateway. The request and response are described as follows:
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1. Authorization request. The merchant software generates and digitally
signs an authorization request, which includes the amount to be
authorized, the transaction identifier from the OI, and other
information about the transaction. This information is then digitally
enveloped using the payment gateway’s public key. The authorization
request and the cardholder PI (which is still digitally enveloped to
the payment gateway) are transmitted to the payment gateway.

2. Authorization response. When the authorization request is received,
the payment gateway decrypts and verifies the contents of the
message (that is, certificates and I’I). If everything is valid, the
payment gateway gencrates an authorization response message,
which is then digitally enveloped with the merchant’s public key and
transmitted back to the merchant.

Upon receipt of the authorization response message from the payment
gateway, the merchant decrypts the digital envelope and verifies the data
within. If the purchase is authorized, the merchant then completes pro-
cessing of the cardholder’s order by shipping the goods or performmg the
services indicated in the order.

Payment Capture

When the order-processing portion is completed with the cardholder, the
merchant then requests payment from the payment gateway. Payment
capture is accomplished by the exchange of two messages: the capture
request and the capture response. This process is described as follows:

1. Capture request. The merchant software generates the capture
request, which includes the final amount of the transaction, the
transaction identifier, and other information about the transaction.
This message is then digitally enveloped using the payment
gateway’s public key and transmitted to the payment gateway.

2. Capture response. The capture response is generated after the
capture request is received and its contents verified. The capture
response includes information pertaining to the payment for the

. transaction requested. This response is then digitally enveloped
using the merchant’s public key and is transmitted back to the
merchant.
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Summary

Upon receipt of the capture response from the payment gateway, the
merchant software decrypts the digital envelope, verifying the signature
and message data.

NOTE:
The merchant software stores the capture response and uses it for recon-
ciliation with payment received from the acquirer.

Security protocols located at the application layer work slightly differ-
ently from those that operate on the IP (network) and T'CP (transport)
layers. Whereas IPSec (see Chapter 7) is used to provide security for all
data being transferred across an IP network, SMIME and SET are used
solely to provide security for certain applications.

In 1995, a consortium of application and security vendors, led by RSA
Data Security, Inc., designed the S/MIME protocol. Since then, the IETF
S/MIME working group has taken control of S/MIME to continue its
growth. SMIME provides security not only for e-mail but also for any
data that is transferred via the MIME protocol. Since its creation,
S/MIME has continued to grow and improve its security services, adding
support for mailing lists, signing receipts, and security labels.

SET is an open specification that provides a framework for protecting
payment cards that are used in e-commerce transactions. Initiated by
Visa and MasterCard in 1996, SET was completed in 1997, with the help
of various other application developers and security vendors. The specifi-
cation is described in three books totaling more than 900 pages.

Note that this chapter and Chapter 7 discuss only four selected proto-
cols. Numerous others are available today, each of them supporting a spe-
cific security task.
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Real-\X/orld Examples

Both S/MIME and SET have been incorporated in various applications.
For secure e-mail, many companies and individuals have chosen to use
S/MIME instead of a proprietary system such as PGP. In fact, many users
have S/MIME-enabled mailers that they have not taken advantage of.
S/MIME is incorporated in Microsoft’s Outlook and Outlook Express e-
mail applications as well as Netscape’s Messenger software.

SET has also gained widespread use. Many of the vendors that visitors
shop with daily across the Internet are SET-enabled. Currently, the mer-
chants worldwide who use SET number in the hundreds. SET products
are available not only for consumers but also for merchants, payment
gateways, and SET certificate authorities. For a list of current SET-
enabled products as well as the merchants that use them, visit
http://www.setco.org/.

For both of these protocols, many security vendors also provide crypto-
graphic APIs (application programming interfaces, or toolkits), which
developers can use to produce secured applications. RSA Security, Inc., is
one such company.
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The performance of cryptosystems varies, and some of them come with a
significant computational expense to computer systems. One way to ad-
dress this problem is to apply cryptographic hardware. Cryptographic
accelerators, for example, offer performance enhancements (as well as pos-
sible pitfalls). Cryptographic hardware, including various kinds of tokens,
also plays a role in authentication, as does the old technology of biometrics,
now being applied in new ways. ‘

Cryptographic Accelerators

Cryptographic accelerators provide a means of performing the computa-
tionally expensive workload that usually accompanies various algorithms
and protocols. Cryptographic accelerators work like math coprocessors:
They implement in hardware a set of functions usually handled by soft-
ware. Encoding these functions in silicon allows hardware to perform
these tasks much faster.

Cryptographic accelerators provide usefulness on two fronts. First and
most noticeable is increased speed, which is particularly important to
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Figure 9-1

A typical SSL
accelerator card

e-commerce companies that interact with a considerable number of cus-
tomers daily. The second benefit is a spin-off of the first one: By reducing
the workload on the system’s CPU, accelerators allow the system to be
used more efficiently for other tasks. Figure 9-1 shows a typical Secure
Socket Layer (SSL) accelerator card.

Another reason for the popularity of cryptographic accelerators is the
certifications associated with them. NIST, for example, has certified many
of them. The certification of each device depends on the safeguards that
were implemented in it during manufacture.
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NOTE:

Cryptographic accelerators often serve to slow down cryptographic opera-
tions because accelerators are I/ O-bound. For example, a Web server that
has farmed out private-key operations to a cryptographic accelerator
often performs slower in SSL handshakes when the load is high. The rea-
son for this is simple. I/ O-bound operations are an order of magnitude
slower than CPU-bound operations because getting the data to the hard-
ware bus consumes an enormous amount of operating system and con-
text-switching resources. An operating system with poor multitasking
capabilities will likely be brought to its knees if it has to deal with a high
number of SSL handshakes farmed out to an accelerator. Each thread
must block and wait, and the CPU must manage all the blocked threads.
This leads to a great deal of thread thrashing and, simply put, kills per-
formance. For this reason, installing a cryptographic accelerator does not
necessarily give you an across-the-board increase in speed. Where and
how the accelerator is applied are of prime importance.

Authentication Tokens

In the realm of computer security, another important set of hardware
devices is authentication tokens. Authentication tokens provide a means
of authenticating and identifying an end user. Instead of memorizing
passwords, end users protect their identity using a physical object that is
unique to each user. An everyday analogy is the use of a driver’s license to
prove a person’s identity.

Many tokens are designed for use with automated authentication sys-
tems. To verify the identity of the token’s owner, the host system performs
its authentication protocol using information encoded on the token.
Because the uniqueness of the information is responsible for proving the
identity of its bearer, the information must be protected against duplica-
tion or theft. Advanced tokens usually contain a microprocessor and semi-
conductor memory, and they support sophisticated authentication
protocols that provide a high level of security.
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In theory, authentication tokens enable the use of single sign-on (SSO)
systems. As the name implies, SSO systems allow users to use an authen-
tication token to sign on once to all applications they require access to. At
the moment, true SSO is more or less a theoretical concept. In reality,
even systems that use authentication tokens may have reduced sign-on
capabilities.

Token Form Factors

Authentication tokens come in a variety of physical forms. The size, shape,
and materials from which a token is manufactured are referred to collec-
tively as the token’s form factor. These parameters affect the durability,
portability, security, and convenience of a given type of token. For exam-
ple, some tokens have electrical contacts mounted on the outer surface of
the token’s casing. The electrical contacts are connected to an integrated
circuit embedded in the token. When an electrostatic discharge of suffi-
cient potential is applied to the contacts, the integrated circuit may be
damaged. Because the human body can accumulate a significant static
charge in dry weather, care must be taken in the design of such tokens to
minimize the risk of damage from static discharges. To compensate for
this, some types of tokens have contacts that are recessed in a conductive
plastic casing. This type of token is less susceptible to damage from stray
static discharges because the casing absorbs the charge before it reaches
the contacts.

A token’s form factor involves trade-offs that must be evaluated for a
specific application. Tokens that have recessed contacts usually require a
thicker casing than those that have surface-mounted contacts, and that
can make it harder to carry the token in a pocket. Customers can some-
times select from a number of different form factors with the same func-
tionality, making it possible to choose the form factor that is best suited to
a particular application. Figure 9-2 shows three form factors.

Noncontact Tokens

Noncontact tokens, as their name implies, require no electrical or physical
contact with a token reader device. Instead, noncontact tokens usually
operate by transmitting data to and receiving data from a terminal, or
they require that the user enter data that is then generated by the token.
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Figure 9-2
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Noncontact tokens include proximity cards, one-time password genera-
tors, and handheld challenge/response calculators.

Proximity Cards

Proximity cards are noncontact tokens that use radio frequency signals to
authenticate users. Proximity cards contain micro-miniature electronic
tuned circuits, a switching mechanism, and a power source. These cards
transmit a coded signal either when they come within a certain range of
a proximity reader or when someone activates them manually. Some prox-
imity devices are also designed to transmit continually. A user merely
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holds a uniquely coded proximity token or card within a given distance of
a proximity reader, and the system reads the data within it. Figure 9-3
shows the XyLoc proximity card and reader from Ensure Technologies.

Figure 9-3

XyLoc proximity ﬁ
card and reader ©)

NOTE:

Theoretically, authentication date (a coded signal in this case) is suscep-
tible to replay attacks. That is, an outsider could conceivably record the
signal being transmitted and replay it at a later time to gain access.

One-Time Password Generators

One-time password generators have proven to be one of the most success-
ful types of authentication tokens to date. RSA Security, Inc., has proven
this fact through its sales of the ACE/Server and SecurID products. The
system has proven to be portable and to provide a very high level of secu-
rity. Figure 9-4 shows a SecurlD token in one of its (a) original form fac-
tors and (b) running on the Palm OS.

RSA’s solution is made up of two components, which work in concert
with each other. The ACE/Server is a back-end server application that
houses a user’s seed record. In turn, this seed is used by the ACE/Server
application to produce a random six-digit numeric code on a configurable
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Figure 9-4

(a) SecurID
token;

(b) SecurID on
Palm OS

Figure 9-5

Authentication
via a one-time
password
generator

time scale (for example, every 60 seconds a new six-digit numeric code is
produced). The second component, the SecurID token, is also aware of the
user’s seed record. Like the ACE/Server, the SecurID produces a random
numeric code. Figure 9-5 illustrates the user interaction with one-time
passwords for authentication.

When users log in, they enter a four-digit PIN (known only to them) as
well as the six-digit random code displayed by their token at that
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Figure 9-6

User intervention
in challenge/
response
calculators

moment. In this way, the system can authenticate the user’s entry against
the entry in the back-end server.

Challenge/Response Calculators

Challenge/response calculators work on a premise similar to that of one-
time password generators. Through the use of a back-end server compo-
nent and a handheld device, an initial seed record is synchronized. In the
case of challenge/response calculators, however, there is slightly more
user intervention.

As users log in, they are prompted with a random challenge from the
host system. The users must then enter the displayed challenge into their
calculator, which performs a cryptographic operation on the challenge
password and displays the result. In turn, users enter this result (the
response) into the host system to gain access. Figure 9-6 illustrates the
common component setup and user intervention involved with chal-
lenge/response calculators.

Client

s oo
y

User login:
Server prompts user

with a challenge

User enters challenge
into C/R calculator and
returns the response

v

— Server verifies user’s

response and access is
Loggedin... granted
C>

NOTE:
Challenge/response calculators tend to be protected by a PIN that the

user must enter before the challenge/ response sequence.
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Contact Tokens

To transfer data, most tokens must make physical contact with the reader
device. For example, magnetic stripe tokens (the kind used in automated
teller machines) are inserted into a reader so that the magnetic stripe
makes contact with an electromagnetic sensing device. Most integrated
circuit tokens require an interface in which electrical contacts located on
the token physically touch matching contacts on the reader to supply such
functions as power, ground, and data signals. The physical arrangement
and functional definition of these contacts have an impact on the interop-
erability of tokens and reader devices because these devices cannot com-
municate unless the contacts are defined in the same way.

Smart Cards

Figure 9-7

(a) Datakey
smart card; (b)
RSA smart card

A smart card, an intelligent token, is a credit card-sized plastic card that
contains an embedded integrated circuit chip. It provides not only mem-
ory capacity but also computational capability. The self-containment of
smart cards makes them resistant to attack because they do not depend
on potentially vulnerable external resources. Because of this characteris-
tic, smart cards are often used in applications that require strong security
protection and authentication.

For example, a smart card can act as an identification card to prove the
identity of the cardholder. It also can be used as a medical card that stores
the cardholder’s medical history. Furthermore, a smart card can be used as
a credit or debit bankcard and used for offline transactions. In all these
applications, the card stores sensitive data, such as biometrics information
of the card owner, personal medical history, and cryptographic keys for
authentication. Figure 9-7 shows a Datakey smart card and RSA smart card.

(a)

) lohn Doe A
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ME-‘EJEL 330
P Cwrd

339




276 Chapter 9

Smart Card Standards

Smart card standards govern the physical properties and communication
characteristics of the embedded chip. ISO 7816 is the international stan-
dard for smart cards. The standard itself is made up of six parts, each
describing everything from electrical properties to card dimensions. The
following is a description of each part of the ISO 7816 standard:

B ISO 7816-1 Defines the physical dimensions of contact smart cards
and the placement of chips, magnetic stripes, and any embossing on
the cards. It also describes the required resistance to static
electricity. _

B ISO 7816-2 Defines the location, purpose, and electrical
characteristics of the smart card’s contacts.

e ISO 7816-3 Describes electronic signals and transmission protocols,
defining the voltage and current requirements for the electrical
contacts defined in ISO 7816-2.

& ISO 7816-4 Across all industries, defines a set of commands to
provide access, security, and transmission of card data (that is, the
card reads and writes to its memory).

m ISO 7816-5 Defines Application Identifiers (AIDs), which are used
to identify a specific application.

@ ISO 7816-6 Describes encoding rules for data needed in many
applications.

Currently Europay International, MasterCard International, and Visa
International (EMV) are cooperatively developing specifications to facili-
tate the use of smart cards for payments worldwide. These specifications
build upon the ISO 7816 standards that have been developed for smart
cards that use electrical contacts.

Yet another standard, which has helped to ensure interoperability, is
public-key cryptography standard PKCS #11. PKCS #11 provides func-
tional specification for personal cryptographic tokens.

Types of Smart Cards

A variety of smart cards are available, each defined according to the type
of chip it uses. These chips range in their processing power, flexibility,
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memory, and cost. The two primary categories of smart cards—memory
cards and microprocessor cards—are described in the following sections.

Memory Cards

Memory cards have no sophisticated processing power and cannot man-
age files dynamically. All memory cards communicate with readers
through synchronous protocols. There are three primary types of memory
cards:

# Standard memory cards These cards are used sulely to store
data and have no data processing capabilities. These cards are the
least expensive per bit of user memory. They should be regarded as
floppy disks of varying sizes without the lock mechanism. Memory
cards cannot identify themselves to the reader, so the host system
must recognize the type of card that is being inserted into a reader.

B Protected/segmented memory cards These cards have built-in
logic to control access to memory. Sometimes referred to as intelligent
memory cards, these devices can be set to write-protect some or all of
the memory array. Some of these cards can be configured to restrict
access to both reading and writing, usually through a password or
system key. Segmented memory cards can be divided into logical
sections for planned multifunctionality.

B Stored value memory cards These cards are designed to store
values or tokens and are either disposable or rechargeable. Most
cards of this type incorporate permanent security measures at the
point of manufacture. These measures can include password keys and
logic that are hard-coded into the chip. The memory arrays on these
devices are set up as decrements, or counters, and little or no memory
is left for any other function. When all the memory units are used, the
card becomes useless and is thrown away or recharged.

CPU/MPU Microprocessor Multifunction Cards

These cards have on-card dynamic data processing capabilities. Multi-
function smart cards allocate card memory into independent sections
assigned to specific functions or applications. Embedded in the card is a
microprocessor or microcontroller chip that manages this memory alloca-
Livn and file access. This type of chip is similar to those found inside per-
sonal computers; when implanted in a smart card, the chip manages data
in organized file structures via a card operating system (COS). Unlike
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other operating systems, this software controls access to the on-card user
memory. As a result, various functions and applications can reside on the
card. This means that businesses can use these cards to distribute and
maintain a range of products.

These cards have sufficient space to house digital credentials (that is,
public and private key-pairs). Further, through the use of the use of the
on-card microprocessor chip, many of the needed cryptographic func-
tions can be provided. Some cards can even house multlple digital cre-
dential pairs.

Readers and Terminals

Smart cards can be plugged in to a wide variety of hardware devices. The
industry defines the term reader as a unit that interfaces with a PC for
the majority of its processing requirements. In contrast, a terminal is a
self-contained processing device. S

Terminals as well as readers can read and write to smart cards. Read-
ers come in many form factors and offer a wide variety of capabilities. The
easiest way to describe a reader is according to the method of its interface
to a PC. Smart card readers are available that interface to RS232 serial
ports, Universal Serial Bus (USB) ports, PCMCIA slots, floppy disk slots,
parallel ports, IRDA (infrared data) ports and keyboards, and keyboard
wedge readers. Another way to distinguish reader types is according to
onboard intelligence and capabilities. Extensive price and performance
differences exist between an industrial-strength intelligent reader that
supports a wide variety of card protocols and a home-style Windows
based-card reader that works only with microprocessor cards and per-
forms all the data processing in the PC.

The options available in terminals are equally numerous. Most units
have their own operating systems and development tools. They typically
support other functions such as magnetic stripe reading, modem func-
tions, and transaction printing.

The Pros and Cons of Smart Cards

There is sufficient evidence in the computer industry that smart cards
greatly improve the convenience and security of any transaction. They
provide tamperproof storage of user and account identity. They protect
against a full range of security threats, from careless storage of user pass-
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JavaCards

words to sophisticated system hacks. But smart cards, like other authen-
tication systems, are vulnerable to various attacks.

Moreover, a major drawback of smart card technology is price. The cost
is considerably higher than that of software-based access control (such as
passwords), creating a barrier to widespread distribution of smart card
technology. As more units are sold, however, we should begin to see prices
fall, making smart cards and their associated hardware more affordable.

A JavaCard is a typical smart card: It conforms to all smart card stan-
dards and thus requires no change to existing smart card-aware applica-
tions. However, a JavaCard has a twist that makes it unique: A Java
Virtual Machine (JVM) is implemented in its read-only memory (ROM)
mask. The JVM controls access to all the smart card resources, such as
memory and I/0, and thus essentially serves as the smart card’s operating
system. The JVM executes a Java bytecode subset on the smart card, ulti-
mately allowing the functions normally performed off-card to be per-
formed on-card in the form of trusted loyalty applications. For example,
instead of using the card to simply store a private key, you can now use
that private key to perform a digital signature.

The advantages of this approach are obvious. Instead of programming
the card’s code in hardware-specific assembly language code, you can
develop new applications in portable Java. Moreover, applications can be
securely loaded to the card post-issuance—after it’s been issued to the
customer. In this way, vendors can enhance JavaCards with new functions
over time. For example, bankcards that initially give customers secure
Internet access to their bank accounts might be upgraded to include
e-cash, frequent flier miles, and e-mail certificates.

History and Standards

Schlumberger, a leading smart card manufacturer, provided one of the
first working prototypes of a Java-based card in 1996, The original imple-
mentation was made up of a smart card that housed a lightweight Java
bytecode interpreter. As work continued in this field, SUN Microsystems
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issued the first JavaCard specification in October 1996. This specification
was based on Schlumberger’s experience.

It was not until February 1997 that the concept of a JavaCard finally
took off, at which time Schlumberger and other smart card manufacturers
formed the JavaCard Forum. By the end of 1997, the JavaCard Forum had
released a new specification, JavaCard 2.0. This specification answered
many of the shortcomings of the original Spe(:lﬁcatlon and included many
new concepts.

Another standard, which is of importance to JavaCards as well as to
smart cards, is the OpenCard Framework (OCF). OCF, which was created
by the OpenCard Consortium, is made up of many of the leading smart
card and JavaCard manufacturers, as well as many application develop-
ers, such as Dallas Semiconductors, Gemplus, IBM Corp., Visa Interna-
tional, SUN Microsystems, and others.

OCF, similar to the JavaCard Forum, has been the driving force for the
development Java-based systems. Unlike the JavaCard Forum, which pro-
vides development specifications for applications to be run on-card, OCF
provides the development specifications for applications to be run in com-
puters and terminals.

NOTE:

The application specifications provided by OCF are for use by systems
that will communicate not only with JavaCards, but also with any smart
card that follows the PKCS #11 standard.

JavaCard Operations

A JavaCard operates like a typical smart card. When the smart card
reader sends a command, the JavaCard processes it and returns an
answer. To maintain compatibility with existing applications for smart
cards, a single JavaCard can process only one command at a time. Fig-
ure 9-8 illustrates the JavaCard components.
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Figure 9-8
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Another great advancement that has taken off because of JavaCard tech-
nology is the advent of other kinds of Java tokens, including Java rings.
Java rings offer the most personal of tokens: jewelry. The ring is a steel
casing that houses an 8-bit microprocessor called Crypto iButton. This
microprocessor is similar to one you might find on smart card. It has its
own real-time clock and a high-speed math accelerator to perform
1,024-bit public-key operations. Conceivably, it can hold additional infor-
mation (such as a passport, driver’s license, or medical data). The Crypto
iButton microprocessor is not specific to Java rings and can be found in a
number of other form factors, as shown in Figure 9-9.

(a)
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Biometrics

Biometrics is the science of measuring a characteristic of the human body;
in its commercial application, such measurements are used to verify the
claimed identity of an individual. Physical characteristics such as finger-
prints, retinas and irises, palm prints, facial structure, and voice are some
of the many methods being researched. Because these characteristics are
relatively unique to each individual, biometrics provides an excellent
means of authentication. As explained in the following sections, this tech-
nology is particularly useful for authentication when applied to commerce
over Lhe Inlernet.

Biometric systems are believed to provide a higher level of security
than other forms of authentication, such as the use of passwords or PINs.
One reason is that a biometric trait cannot be lost, stolen, or duplicated,
at least not as easily as a password or PIN. Second, the use of biometrics
provides nontransferable authentication. Simply stated, all other types of
authentication, such as a key, are transferable. You can give someone your
private key, but not your eyeball or finger (we hope).

Biometric Systems Overview

The various biometric recognition mechanisms typically operate in two
modes: enrollment and verification. In the enrollment process, the user’s
biological feature (physical characteristic or personal trait) is acquired
and stored for later use. This stored characteristic, commonly known as a
template, is usually placed in a back-end database for later retrieval. The
verification process is as you might expect. The user’s characteristic is
measured and compared against the stored template. The following sec-
tions describe these processes in greater detail.

Enroliment

For initial use of the biometric, each user must be enrolled by a system
administrator, who verifies that each individual being enrolled is an
authorized user. The biological feature is acquired by a hardware device,
known as a sensor, which typically resides at the front end of the biomet-
ric authentication mechanism. When a physical feature is presented to
the sensor, the sensor produces a signal that is modulated in response to
variations in the physical quantity being measured. If, for example, the
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Figure 9-10

Enrollment
process

sensor is a microphone used to capture a voice pattern, the microphone
produces a signal whose amplitude (voltage or current) varies with time
in response to the varying frequencies in a spoken phrase.

Because the signals produced by most biometric sensors are analog,
they must be converted into digital form so that they can be processed by
computer. An analog-to-digital converter is therefore the next stage in
most systems. Analog-to-digital converters take an analog input signal
and produce a digital output stream, a numeric representation of the orig-
inal analog signal. Rather than use raw data from the sensor, biometric
systems often process the data to extract only the information relevant to
authentication. Further processing may be used to enhance differences
and compress data. When the digital representation has been processed to
the desired point, it is stored. Most biometric devices take multiple sam-
ples during enrollment to account for degrees of variance in the measure-
ment. Figure 9-10 illustrates a typical enrollment process.

User registers with i
Once approved, server

server C v
requests a biometric

A4

scan
Biometric scan is taken,
and a digital
representation is created | Server stores the Template
and sent to server "] biometric template database
oo
Verification

After users are enrolled, their biometrics are used to verify their identity.
To authenticate someone, his or her biological feature is acquired from the
sensor and converted to a digital representation, called a live scarn. Then
the live scan is compared to the stored biometric template. Typically, the
live scan does not exactly match the user’s stored template. Because bio-
metric measurements almost always contain variations, these systems
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cannot require an exact match between the enrollment template and a
current pattern. Instead, the current pattern is considered valid if it falls
within a certain statistical range of values. A comparison algorithm is
used to determine whether the user being verified is the same user that
was enrolled.

The comparison algorithm yields a result that indicates how close the
live scan is to the stored template. If the result falls into an “acceptable”
range, an affirmative response is given; if the result falls into an “unac-
ceptable” range, a negative response is given. The definition of “accept-
able” differs for each biometric. For some hiometrics, the system
administrator may set the level of the acceptable range, If this level is set
too low, however, the biometric fails to be a valid authentication mecha-
nism, Similarly, if it is set too high, the authorized users may have trou-
ble being authenticated. Pattern matching is fundamental to the
operation of any biometric system and therefore should be considered a
primary factor when you’re evaluating a biometric product. Figure 9-11
illustrates a typical verification process.

Figure 9-11 Client . .
Verification ' l.
process
Template
User’s biometric is .| Server verifies login database
scanned and the template " | template against stored
is generated, which is template. If match is
sent to the server... confirmed, user may
continue...
Logged in... L_____
C>
Templates

In general, most available biometric authentication mechanisms function
as explained in the preceding sections. One key feature of biometrics is
the template. The accumulated templates of all users are referred to as
the template database. These databases require the same protections as
password databases. The size of the templates vary from system to sys-
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tem. When you're testing these systems for accuracy, you should examine
the templates to determine whether unique biometric features are ade-
quately represented.

Another aspect of templates that affects biometric authentication is the
approach taken by the comparison algorithm in using the template. Most
devices use the template for verification, but some use it for identification.
In the latter, the device takes a live scan and then compares it against the
entire template database to determine whether any of the stored repre-
sentations falls within the acceptable comparison algorithm range. In con-
trast, a biometric verification compares the live scan only against the
single template of the person whom the user claims to be. For example, a
user types a user name and then submits to a live scan for verification.
The comparison algorithm compares the scan only to the template associ-
ated with that user name. Typically, verification biometrics are faster
because they do not have to compare the live scan against the entire tem-
plate database.

Recognition Methods

Just as every human body has countless unique characteristics, countless
recognition methods can be used in biometrics. Let’s look at some of the
common biometric recognition methods in use.

Fingerprint Recognition

Fingerprint recognition is probably the most common form of biometrics
available. This form of data encryption has evolved from the use of finger-
prints for identification over the past several decades. By having an individ-
ual scan a fingerprint electronically to decode information, the transmitter
of the data can be certain that the intended recipient is the receiver of the
data. When scanned electronically, fingerprints provide a higher level of
detail and accuracy than can be achieved with manual systems.

Another strength of fingerprint biometrics is that giving fingerprints is
more widely accepted, convenient, and reliable than other forms of physi-
cal identification, especially when technology is used. In fact, studies have
shown that fingerprint identification is currently thought to be the least
intrusive of all biometric techniques. One concern of fingerprint biomet-
rics is that latent prints left on a scanning medium will register a prior
user; however, units exist that do not operate unless a “live” finger is on

349



286 Chapter 9

the medium, and they register only the later imprint. The error rate expe-
rienced with this form of encryption is approximately 1 in 100,000 scans.

One of the most important features of fingerprint biometrics is its low
cost. Scanners are fairly inexpensive, and as the technology becomes more
common the cost should only decrease. In fact, in anticipation of wide-
spread use of this technology in the future, some mouse manufacturers
are developing products with built-in fingerprint scanner technology.

Optical Recognition

There are two common types of optical biometrics: retinal and iris. These
devices are more accurate than fingerprint and hand devices because both
the retina and the iris have more characteristics to identify and match
than those found on the hand. Retinal and iris scanning devices have
come a long way in recent years and now allow individuals to be scanned
even through eyeglasses or contact lenses. The error rate for a typical
retina or iris scanner is about 1 in 2,000,000 attempts, something that
further demonstrates the reliability of this technology. Two drawbacks to
these devices, however, are that they have difficulty reading images of
those people who are blind or have cataracts and that they currently are
cumbersome to use.

The cost of these systems averages $6,500, making them somewhat
unattractive for network users. But as this technology becomes more stan-
dardized and accepted, the cost should fall and become less of a factor in
decision making.

Facial Recognition

In this form of biometrics, an image is examined for overall facial struc-
ture. This approach is often less reliable than more common forms such as
fingerprints and iris scans. Moreover, the interpretative functions per-
formed by the computer are much more subjective using this technology.
Although one benefit of facial biometrics is that it can be applied at either
at close range or over greater distances, it loses accuracy progressively as
the distance increases between the individual and the scanner. Changes
in lighting can also increase the error rate.

An attractive feature of facial recognition products is their low cost.
Units can typically be purchased for as little as $150. At this price, this
technology might lend itself to electronic commerce, but the units can be
cumbersome to use and still are not as reliable as other forms of biomet-
rics for encryption purposes.
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Voice Recognition

Voice recognition offers several advantages for use in encryption. Not only
is voice biometrics perfect for telecommunications applications, but also
most modern personal computers already have the necessary hardware to
use the applications. Even if they don’t, sound cards can be purchased for
as little as $50, and condenser microphones start at about $10. This
means that for less than $100, individuals can possess the technology
needed to have fairly reliable biometric encryption technology for use over
the Internet.

This type of biometric is not as accurate, however, as some other forms.
The error rate for voice recognition runges between two percent and five
percent. However, it lends itself well to use in the public telephone system
and is more secure than PINs.

Some drawbacks to this technology are that voiceprints can vary over
the course of the day, and if a user has a health condition such as a cold or
laryngitis, it can affect verification.

Signature Recognition

Most adults are familiar with the signing of documents. In our personal
lives we sign everything from personal checks to birthday cards. In the
business world we sign things such as expense accounts and other official
documents. This widespread practice lends itself well to the use of signa-
ture recognition as a means of biometric verification in electronic com-
merce. This type of signature identification, however, is different from the
normal two-dimensional signature that you find on a form or document.
Biometric signature recognition operates in a three-dimensional environ-
ment that uses measurements not only of the height and width but also
the amount of pressure applied in a pen stroke; the latter measurement
gauges the depth of the stroke as if it were made in the air. This extra

-dimension helps to reduce the risk of forgery that can occur in two-dimen-

sional signatures.

One drawback to signature recognition is that people do not always
sign documents in exactly the same manner. The angle at which they sign
may be different because of their seating position or their hand placement
on the writing surface. Therefore, even though the three-dimensional
approach adds to its ability to discern impostors, this method is not as
accurate as other forms of biometric verification.

Signature recognition systems are not as expensive as some of the
higher-end systems such as iris scanners; they are priced more in the
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range of voice and fingerprint scanners, and that makes them affordable
for network use.

Keystroke Recognition

This technology is not as mundane as it sounds. The concept is based on a
password or PIN system but adds the extra dimension of keystroke
dynamics. With this technology, not only must intruders know the correct
password, but they must also be able to replicate the user’s rate of typing
and intervals between letters. Even if an unauthorized person is able to
guess the correct password, it’s unlikely that he will be able to type it with
the proper rhythm unless he has the ability to hear and memorize the cor-
rect user’s keystrokes. '

Keystroke recognition is most likely one of the least secure of the new
biometric technologies that have evolved in recent years, but it is also
probably one of the least expensive and easiest to implement. It probably
won’t gain much attention for use in electronic commerce because simi-
larly priced systems offer far more reliability.

Biometric Accuracy

When you’re choosing a biometric authentication system, an important
consideration is its accuracy. The accuracy of biometric authentication
systems can be categorized by two measures: the false acceptance rate
(FAR) and the false rejection rate (FRR). A system’s FAR reflects the situ-
ation in which a biometric system wrongly verifies an identity by match-
ing biometric features from individuals who are not identical. In the most
common context, false acceptance represents a security hazard. Similarly,
a system’s FRR reflects the situation in which a biometric system is not
able to verify the legitimate claimed identity of an enrolled person. In the
most common context, the user of a biometric system will experience false
rejection as inconvenience.

Suppliers of biometric systems often use FAR together with FRR to
describe the capabilities of the system. Obviously, FRR and FAR are
dependent on the threshold level. Increasing the threshold will reduce the
probability of false acceptance and therefore enhance security. However,
system availability will be reduced due to an increased FRR.

How these rates are determined is fundamental to the operation ot any
biometric system and therefore should be considered a primary factor
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when a biometric system is evaluated. You should be aware that manu-
facturers’ FAR and FRR numbers are extrapolated from small user sets,
and the assumptions for the extrapolations are sometimes erroneous.

You should assess these performance factors with an eye toward the
type of users who will use the system. For a proper live scan to be taken,
users must become familiar with the device. You can expect it to take two
weeks before the false rejection rate drops off. Another user consideration
is that not all users may be able to use the biometric—for example,
because of an impairment that prevents them from taking an acceptable
scan. In that case, you may need to provide an altcrnative method to grant
those users access, or you may have to select a biometric based on the
needs of each set of users. When selecting a biometric, also consider user
acceptance. Some biometrics have met with resistance from users
because the technology is too invasive.

Combining Authentication Methods

Passwords, authentication tokens, and biometrics are subject to a variety
of attacks. Passwords can be guessed, tokens can be stolen, and even bio-
metrics have certain vulnerabilities; these threats can be reduced by
applying sound design principles and system management techniques
during the development and operation of your authentication system. One
method that can substantially increase the system’s security is to use a
combination of authentication techniques. |

For example, an authentication system might require users to present
an authentication token and also enter a password. By stealing a user’s
token, an attacker would still not be able to gain access to the host system
because the system would require the user’s password in addition to the
token. Although it might be possible to guess the user’s password, the host
system can make this extremely difficult by locking the user out after a
specified number of invalid passwords have been presented in succession.
After a user’s account has been locked in this manner, only the appropri-
ate system administrator or security officer should be able to unlock the
account.

Tokens can also be used to store biometric templates for user authenti-
cation. After enrollment, the user’s unique template could be stored on a
token rather than in a file on the host system. When the user requests
access to the system, a current template is generated and compared to the
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Figure 9-12

BioMouse Plus
from American
Biometric
Company

enrollment template stored on the user’s token. It would be preferable for
this comparison to be carried out internally by the token because in that
way the enrollment template would never need to leave the token. How-
ever, often this method is not possible because of the complexity of the
algorithms used for the comparison. The microprocessors typically used
in smart tokens cannot execute these algorithms in a reasonable time. If
the template comparison is done by the host system, the host must pro-
vide adequate assurance that users’ templates cannot be compromised.
In addition, the token and host system should implement an authentica-
tion protocol that ensures two things: that the host system is obtaining
the template from a valid token and that the token is submitting the tem-
plate to a valid host. The ideal situation is to have both the biometric sen-
sors and the comparison algorithm implemented on the token. In that
case, the token can perform the entire biometric authentication process.
Figure 9-12 shows one of the newer products available on the market,
which combines authentication methods.
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Summary

Vendors

A wide variety of cryptographic hardware is available on the market. Var-
ious tokens can be used for authentication, as can various microprocessor
cards, biometrics, and accelerators. Each of these approaches has its place,
for the right price.

A great many vendors manufacture and sell cryptographic accelerators,
tokens, smart cards, and biometric devices. Table 9-1 lists some of the
manufacturers and the products they sell.
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Thanks to the Internet, e-commerce has dramatically changed our ways of
conducting business. As each day passes, paper-based transactions—
including agreements that have legal force—are becoming obsolete as the
use of electronic agreements transmitted over the Internet increases in pop-
ularity. The main motivation for this change is convenience. Distance, for
example, is no longer a barrier to getting an agreement signed. Within sec-
onds, an electronic agreement can travel across the world, receive an elec-
tronic (or digital) signature, and be returned completed. But this new
world of e-commerce requires close attention to legal and technical issues.
Users’ experiences with digital signatures (see Chapter 5) have shown
that this technology can save e-commerce parties time and money. Com-
pared with paper signatures, digital signatures offer a number of benefits:

m Message integrity A digital signature is superior to a handwritten
signature in that it attests to the contents of a message as well as to
the identity of the signer. As long as a secure hash function is used,
there is no way to take someone’s signature from one document and
attach it to another, or to alter the signed message in any way. The
slightest change in a signed document will cause the digital
signature verification process to fail. Thus, authentication allows
people to check the integrity of signed documents. Of course, if
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signature verification fails, it may be unclear whether there was an
attempted forgery or simply a transmission error.

® Savings The use of open systems (such as the Internet) as
transport media can provide considerable savings of time and money.
Furthermore, adding automation means that data can be digitally
signed and sent in a timely manner.

@ Storage Business data (contracts and similar documents) can be
stored much more easily in electronic form than in paper form.
Furthermore, in theory an electronic document that has been
digitally signed can be validated indefinitely. If all parties to the
contract keep a copy of the time-stamped document, each of them can
prove that the contract was signed with valid keys. In fact, the time
stamp can prove the validity of a contract even if one signer’s key
becomes compromised at some point after the contract was signed.

B Risk mitigation If properly implemented, digital signatures
reduce the risk of fraud and attempts by a party to repudiate
(disavow) the contract.

Before companies and individuals adopt these new techniques, how-
ever, they must first address a few legal and technical concerns. In U.S.
federal law, under the Statutes of Frauds, a party that claims that a con-
tract was made must provide proof. The traditional method of proof is the
document with a handwritten signature. The question is whether an elec-
tronic document containing a digital signature is secure and therefore
reliable as proof. The Federal Rules of Evidence allow computer data to be
admitted as business records if a foundation is established for their relia-
bility. As this book is being written, new federal legislation has taken
effect. This legislation provides that an electronic signature has the same
legal status as a handwritten signature. It should be noted, however, that
these new laws are still untested.

This chapter provides insight into the many aspects of digital and elec-
tronic signatures as they apply to e-commerce. We discuss concepts and
requirements, legal and technical, that users must completely understand
if they hope to apply these signatures. We also look at the various relevant
laws, including the newly enacted federal Electronic Signatures in Global
and National Commerce (E-SIGN) Act. Finally, we discuss the differences
belween electronic and digital signatures and how each falls short if the
proper concepts and requirements aren’t used.
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Legislative Approaches

As we've discussed, digital signatures offer a range of benefits for busi-
nesses and consumers alike. For digital signatures to make their way into
mainstream, however, two barriers must be overcome:

B How to give documents that exist only in electronic form the same
legal status as paper documents

m How to provide a secure, reliable, and legally sanctioned method for -
“signing” electronic documents that will eliminate the need to
generate and sign paper dociiments, therehy encouraging and
facilitating electronic commerce

Both problems require legislative solutions.

Legal Guidelines from the American
Bar Association

The American Bar Association (ABA), the organization that represents
the legal profession in the United States, has done considerable work on
the legal aspects of digital signatures. In 1996, the ABA’s Information
Security Committee, Section of Science and Technology, published a docu-
ment titled “Digital Signature Guidelines.” These guidelines were origi-
nally drafted to provide “general, abstract statements of principle,
intended to serve as long-term, unifying foundations for digital signature
law across varying legal settings.” Many states have chosen to model their
own digital signature legislation after these guidelines.

Many legal professionals, with the exception of the ABA special inter-
est legal groups, are playing catch-up in the fast evolving and sometimes
complicated digital world. As the number of e-commerce sites using digi-
tal signatures increases, so will the need for lawyers who can render
sound legal advice. Clients will begin to look to attorneys and others for
guidance about the appropriate level of security for a given line of elec-
tronic business and other transactions.

It will be of the utmost importance for attorneys to cooperate closely
with business and technical specialists in the procurement and deploy-
ment of computer security systems generally, and specifically those sys-
tems that require electronic signatures. The legal consequences that flow
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from the presence or absence of particular elements of data security will
constitute risks, liabilities, and other potential costs that should be taken
into account from the beginning.

Legal Concepts Related to Digital Signatures

Because electronic documents can be easily copied and modified without
detection, they cannot automatically be assumed to be authentic. More-
over, unlike hand-written characters, digitally encoded characters are not
unique. The signature on an electronic document is not physically con-
nected to the document’s content.

To withstand both legal and technical tests, the recipient of an elec-
tronic document containing a digital signature must be able to prove to an
impartial third party (a court, a judge, or a referee before whom the par-
ties have agreed to submit for resolution any issue or dispute) that the
contents of the document are genuine and that it originated with the
sender. In addition, the signature must be such that the sender cannot
later disavow the contents of the document.

Before we go any further, let’s review the concepts of nonrepudiation
and authentication, which have been described earlier (see Chapters 5
and 6). These concepts play a key role in the legalities of digital signa-
tures, and it is important to understand how they differ in the digital
world compared with the paper world.

Nonrepudiation

Nonrepudiation, at its most basic, is the ability to prove to an impartial
third party—after the fact—that a specific communication originated
with and was submitted by a certain person or was delivered by a certain
person. Nonrepudiation, then, defines the means that are used to prevent
illegitimate breaches of contract on the same grounds. This means that
evidence exists thst ties the identity of a party to the substance of a mes-
sage or transaction at a certain point in time and that the evidence is suf-
ficiently strong to prevent or rebut that party’s subsequent. denial of it.
The 1988 TSO Open Systems Interconnection Security Architecture
standard provides a limited definition of nonrepudiation as a security ser-
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vice that counters repudiation, where repudiation is defined as “denial by
one of the entities involved in a communication of having participated in
all or part of the communication.” Signatures, seals, recording offices, cer-
tified mail, letters of credit, notaries, auditors, and collateralized bills of
lading are examples of nonrepudiable business practices traditionally
employed to support legally binding business transactions.

These elements of nonrepudiation must now be incorporated into the
electronic environment—in real time, with full assurance, and without a
paper trail.

In the absence of this kind of rigor, how can businesses operating at
Internet speed avoid or resolve disputes? It is only with a full set of digi-
tal nonrepudiation elements that irrefutable evidence can be shown in a
court of law. Otherwise, businesses aren’t protected against breach of con-
tract, fraud, currency fluctuations, insolvency, credit risks, incomplete
funds delivery, and operational failure.

Nonrepudiation services provide trusted evidence that a specific action
occurred. The concept of nonrepudiation, as it pertains to information
security and digital signatures, can be broken into three types: nonrepu-
diation of origin, nonrepudiation of submission, and nonrepudiation of
delivery.

B Nonrepudiation of origin This concept protects the recipient of a
communication by guaranteeing the identity of the originator of a
communication. It further confirms the time the message was sent
and ensures that the message was not tampered with during
transmission.

B Nonrepudiation of delivery This concept protects the sender of a
communication by guaranteeing essentially the same elements as
does nonrepudiation of origin. As with nonrepudiation of origin, it can
be used to provide the time a message was sent and to indicate
whether the data was tampered with during transmission.

® Nonrepudiation of submission This concept is similar to
nonrepudiation of origin and delivery except that it is used to protect
the sender against any claim by the recipient that the data wasn’t
sent or wasn’t sent at a specific time.
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Authentication

For the purposes of this chapter, and in relation to digital signatures, two
types of authentication must be understood: signer authentication and
data authentication.

For a document to have any legal force, the signer of the document
must be authenticated; this concept is called signer authentication. If
someone signs a loan certificate, for example, the bank can store the bor-
rower’s signature for use later in legal ways because the signature is
believed to authenticate the borrower with a high probability. A signature
should indicate who signed a document, message, or record, and it should
be difficult for another person to produce the signature without autho-
rization. If a public/private key pair is associated with an identified
signer, the digital signature attributes the message to the signer. The dig-
ital signature cannot be forged unless the signer loses control of the pri-
vate key (a “compromise” of the private key), such as by divulging it or
losing the medium or device in which it is contained.

Data authentication is comparable to stamping a document in a way
that disallows all future modifications to it. Data authentication is usu-
ally accompanied by data origin authentication, which binds a concrete
person to a specific document (for example, by limiting the number of per-
sons who use the stamp). A signature should identify what is signed, mak-
ing it impracticable to falsify or alter either the signed matter or the
signature without detection. The digital signature also identifies the
signed message, typically with far greater certainty and precision than
paper signatures. Verification reveals any tampering because the com-
parison of the hash results (one made at signing and the other made at
verifying) shows whether the message is the same as when signed.

Signer authentication and data authentication are used to exclude
impersonators and forgers, and they are essential ingredients in what is
often called a nonrepudiation service. A nonrepudiation service provides
assurance of the origin or delivery of data in order to protect the sender
against false denial by the recipient that the data has been received, or to
protect the recipient against false denial by the sender that the data has
been sent. Thus, a nonrepudiation service provides evidence to prevent a
person from unilaterally modifying or terminating legal obligations aris-
ing from a transaction effected by computer-based means.
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\Written Versus Digital Signatures

Although digital and written signatures can serve the same purposes,
there are obvious physical differences. Let’s look at the differences
between the signatures applied to written and digital documents.

Written Documents

Traditionally, someone’s signature on a literal document authenticates
the origin of the data contained in it. Because people sign various docu-
ments during their lifetimes, their signatures become a part of their iden-
tity over time. By using a unique combination of pencil strokes that is
very difficult for anyone else to forge, they can sign anything, almost with-
out thinking. Additionally, loan certificates (and other documents that
may have legal force) have been designed to guard against forging of a
signed document. Examples include documents that use watermarks,
embossing, and special ink treatment, all of which provide protection
against photocopies and other forgeries.

Digital Documents

Electronic documents can easily be copied and modified without detection.
To generalize this consideration, digital information is usually defined
(loosely) as the kind of information not bounded to any concrete carrier,
such as the ink on a piece of paper. Additionally, the digital information
lacks personality (a file saved by someone can be easily updated by some-
one else having the appropriate permissions).

Clearly, the traditional methods of signing by appending the signature
to an existing document do not work for electronic documents. Anyone can
simply modify the document and append the same signature to it.

Requirements for the Use of Digital Signatures

For current digital signature legislation to withstand the test of litigation,
a number of important issues must be resolved. The American Bar Asso-
ciation’s “Guidelines for Digital Signatures” is an excellent foundation,
but corporations and individuals might wish to focus on concerns not
addressed in the guidelines. The following sections describe those require-
ments, which are essential if digital signatures are to stand up.

363



300 Chapter 10

Public Key Infrastructures

To effectively incorporate digital signatures within an e-commerce frame-
work, an organization should create and maintain a public-key infra-
structure (PKI), as described in Chapter 6. To a point, having a PKI
ensures that only valid keys are used in signing and verifying electronic
documents.

The PKI must enforce policies whereby properly administered certifi-
cation authorities (CAs) and registration authorities (RAs) are used,
requiring end users to show reliable proof that authenticates them. Fur-
thermore, public-key certificates can be housed in a central location that
can be accessed by any relying party. Finally, a PKI serves to revoke or
suspend certificates as needed.

Control of Key Revocation

Another important issue related to the use of digital signatures is the man-
agement of private signature keys. If an unauthorized person gains access
to a private key, the thief will be able to forge the owner’s signature on elec-
tronic documents. To prevent this, a user should be able to revoke a com-
promised signature key in the public directory. Here are some guidelines:

® All users should be able to revoke their public keys from the
directory at any time. For this policy to work, CAs should save (in
the public directory) information about all revoked keys.

# An authority should be able to revoke the signatures issued for its
employees. A separate CA could certify digital signatures for
employees of a given company.

m Online Certificate Status Protocol (OCSP), which was explained in

Chapter 6, should be used to ensure that verifiers receive the most
current revocation status.

Time-Stamping
Another issue is time-stamping. Digital signatures provided through the

use of public-key technology can be called into question for a simple rea-
son: If the signer of a particularly important document (for example, a
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Figure 10-1

Time-stamping
components

loan agreement) later wishes to repudiate her signature, she can dishon-
estly report the compromise of her private key and ask it to be revoked. A
later verifier will not be able to certify whether the signing happened
before or after the revocation.

Time-stamping is a set of techniques that enable you to ascertain
whether an electronic document was created or signed at (or before) a cer-
tain time. In practice, most time-stamping systems use a trusted third
party called a time-stamping authority (TSA). A time stamp is the TSA’s
digital attestation that an identified electronic document was presented to
the TSA at a certain time.

A time-stamping service (T'SS) is a collection of methods and techniques
providing long-term authentication of digital documents. The object of a
TSS is to authenticate not only the document but also the moment in time
at which the document is submitted for authentication. Figure 10-1 illus-
trates the interaction between end-users and a trusted time-stamping
server available from Datum,

@
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The importance of time-stamping becomes clear when there is a need
for a legal use of electronic documents with a long lifetime, Without time-
stamping, you cannot trust signed documents after the cryptographic
primitives used for signing have become unreliable, nor can you resolve
cases in which the signer repudiates the signing, claiming to have acci-
dentally lost the signature key.

During recent years, especially in the context of legal regulation of the
use of digital signatures, the organizational and legal aspects of time-
stamping have become the subject of worldwide attention. Time-stamping
helps to significantly lower the level of trust currently required of a PKI
by making it possible to prove that a document was signed before the cor-
responding signature key was revoked. For that reason, organizations
often depend on time-stamping to resolve the status of documents.
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Current and Pending Legislation

Digital signature legislation has been an ongoing issue for some time.
Worldwide, especially in Europe, digital signature laws have been in effect
for about a decade. The United Nations Commission on International Trade
Law (UNCITRAL), a model law on electronic commerce, took effect in 1996
and has had a major influence on signature laws worldwide. The UNCI-
TRAL model law takes a high-level, enabling approach to electronic signa-
tures and records, with no mention of digital signatures or cryptography.

Only during the past five years has the United States gained momen-
tum in this legal arena. The first state law, enacted in Utah in 1995 and
amended in March 1996, is widely recognized as an important and posi-
tive first step toward legal recognition of digital signature technology. The
Utah act provides for the licensure of certification authorities by the Utah
Department of Commerce. Utah’s law also details the rights and liabilities
of parties to a transaction using public-key cryptography and a licensed
certification authority. In 1996, Washington state adopted legislation
closely resembling the Utah law. Other states, most notably Georgia,
began considering bills modeled after the Utah law, and, for a time, it
seemed that a consensus was developing among the states.

Now, however, various policy issues have increasingly moved states
toward approaches that are less regulatory, less technology-specific, and

‘more incremental. For example, California and Arizona enacted legisla-
tion permitting the use of digital signatures for transactions involving
state entities. This legislation authorized the two states’ secretaries of
state to promulgate regulations to achieve the purpose of the act. Still
other states have passed laws permitting the use of electronic signatures
for particular purposes, such as for medical records (Connecticut) or for
budget and accounting purposes, such as electronic check signing by the
treasurer (Delaware). Georgia, along with a number of states that had leg-
islation resembling the Utah act, have allowed the bills to die and opted
for further study.

The effort in Massachusetts exemplifies an attempt to craft laws that
directly address the legal issues raised by electronic commerce but do not
exclusively codify public-key cryptography in statute. This approach seeks
generally to remove legal obstacles to electronic communications and
transactions by giving legal effect to electronic signatures and electronic
records. The law would also specifically provide for the admissibility of
electronic signatures and records.
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The problem with the state laws, however, is that no two sets of laws are
the same. Building on the work in Massachusetts, the federal government
is trying to provide a solution by working on new federal legislation. The
U.S. House and Senate, after long negotiations, compromised on a new
electronic signature bill, the Electronic Signatures in Global and National
Commerce (E-SIGN) Act, on June 9, 2000. The E-SIGN Act makes elec-
tronic, or online, signatures as legally binding as ink-and-paper signatures
and states that they can be used as evidence in legal proceedings.

The E-SIGN Act

President Bill Clinton signed the E-SIGN Act on June 30, 2000. E-SIGN
gives legal recognition and effect to electronic signatures, contracts, and
records, and it empowers the use of online contracts and provision of
notices. The law became effective October 1, 2000, except for certain pro-
visions affecting the use of electronic records to satisfy records retention
requirements, which became effective March 1, 2001. E-SIGN requires a
consumer to agree to electronically signed contracts and consent to receiv-
ing records over the Internet. Companies must verify that customers have
an operating e-mail address and other technical means of receiving infor-
mation. Some notices, such as evictions, health insurance lapses, or elec-
tricity lapses, must still come in paper form.

Under E-SIGN, federal agencies are given authority allowing them to
unconditionally exempt specified types of records from the consumer
consent provisions. Most notably, the legislation directs the Securities
and Exchange Commission (SEC) to use this authority to issue a regula-
tion that effectively allows mutual funds to provide prospective investors
with an electronic fund prospectus at or before the time they access elec-
tronic sales literature, without first obtaining investor consent to the
electronic format of the prospectus. In this way, funds can continue the
practice, permitted under the SEC’s interpretive releases, of using
hyperlinks on their Web sites to give prospective investors simultaneous
access to both sales literature and the fund’s prospectus.

E-SIGN was originally designed to boost Internet e-commerce transac-
tions, for both business-to-business (B2B) and business-to-consumer (B2C)
marketls, by eliminating paperwork arising from contracts. The effect of
the E-SIGN Act is uniform nationwide legislation enabling the use of elec-
tronic records and signatures for interstate and international commerce.
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Electronic Versus Digital Signatures:
\What's the Difference?

Simply put, an electronic signature is any symbol or method, accom-
plished by electronic means, that is executed or adopted by a party
with present intention to be bound by or to authenticate a record. An
electronic signature can be created by any electronic means. For
example, the output of a sophisticated biometric device, such as a
fingerprint computer recognition system, could qualify as an elec-
tronic signature, and so would the simple entry of a typed name at
the end of an e-mail message. The principle is that the symbol or
method was executed or adopted by the signer with a present intent
to sign the record. This definition focuses on the traditional legal
purposes of a signature and not on the particular medium or manner
chosen to effect the signature.

In contrast, a digital signature refers to a particular implemen-
tation of public-key cryptography (such as the implementation
described in Chapter 5). More formally, a digital signature can be
defined as the transformation of a record using an asymmetric cryp-
tosystem and a hash function such that a person having the initial
record and the signer’s public key can accurately determine (a)
whether the transformation was created using the private key that
corresponds to the signer’s public key and (b) whether the initial
record has been altered since the transformation was made.

In other words, a digital signature is created by use of a public-
key system, whereas an electronic signature is produced by any com-
puter method, including public-key systems. Digital signatures are
technology-specific. Electronic signatures are technology-neutral.

The use of low-security electronic signatures, such as simply typ-
ing one’s name on an e-mail, raises serious questions of proof regard-
ing the authenticity of such a signature. However, there are times
when little or no security is warranted. A given transaction or mes-
sage may be informal, of little or no value, or otherwise not reason-
ably likely to form the basis of subsequent dispute. For example, it’s
common practice to conclude purely social e-mail messages with the
typing of the sender’s name. In this case, the name is a symbol
intended to authenticate the document but not necessarily mani-
festing intent to be bound by the content—assuming there exists
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any particular content at all. In this context, the word “authenticate”
means merely the intention to represent that the signer was the
sender. In common practice, e-mail among friends and close col-
leagues is often concluded with the initials of the sender alone.

For more formal, but low-risk, electronic transactions, a more
robust signature system may be desirable. This does not necessarily
mean that a full-fledged public-key solution is required. For exam-
ple, some business and professional online services require entry of
a user name and password to access their systems. After users are
on the system, they may be entitled to additional information or ser-
vices, such as online dialog with an expert or authorization to view
value-added proprietary documents. Here, the electronic signature
is created by use of a user name and password, probably relying on
access control technology far less expensive and simpler to use than
public-key cryptosystems. Depending on the understanding of the
parties as evidenced by contracts, disclaimers, or other conditions of
use, the use of this system may authenticate the user and also by
implication, or perhaps expressly, express intent to be bound by
billing rates or other terms.

Following is a description of various E-SIGN provisions:

Technology "E-SIGN requires that parties to a contract decide on the
form of electronic signature technology. From a scanned handwritten
signature to biometric-protected smart cards, E-SIGN allows the use of
various forms of technology as long as both parties agree.

Notification The E-SIGN Act provides the following with regard to
notification:

1. The consumer decides whether to use an e-signature or
handwritten signature; the consumer must give consent before
receiving bills and other documents only in electronic form.
Cancellation and foreclosure notices must be sent on paper.
The vendor must conduct test e-mailings before sending
subsequent e-mail notifications.
4. The law does not allow e-signatures on adoptions, wills, and
product safety recalls.

il o
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# Rights Consumers must be made aware of any right or option to
receive a disclosure in paper form and what they must do to obtain
paper copies. Furthermore, consumers must be made aware of the
right to withdraw consent to have records provided electronically,
including any conditions, consequences, or fees associated with doing
s0. The organization must describe the procedures for withdrawing
consent and for updating information needed to contact the consumer
electronically.

# Consent Consumers must be presented with and must confirm the
hardware and software requirements for access and relention of
electronic records and must confirm consent to the contract. Both
confirmations must be visibly and conspicuously separate from all
other terms and agreements.

® Consumer obligations The consumer is obligated to inform
electronic records providers of any change in e-mail address or other
location to which the electronic records may be provided.
Furthermore, the consumer is obligated to notify the electronic
records provider before withdrawal of consent.

# Enforcement The E-SIGN Act provides for its enforcement by
giving authority to government agencies as needed to protect the
public interest.

Dealing with Legal Uncertainties

Because the E-SIGN Act does not prescribe the technology that must be
used to sign and verify an electronic document, an electronic signature
could simply be a person’s typed name on e-mail. All that is required is for
both parties to agree to the technology. To the best of our knowledge, such
a signature in no way fosters nonrepudiation and authentication, which
have always been the foundation for commerce as we know it.

Ultimately, we believe that a more solid foundation will be needed. The
concepts of authentication and nonrepudiation are crucial to the opera-
tion of business transactions. To separate authorized users of information
from unauthorized users, there must be a reliable way to ascertain the
identity of the user. The Internet was not designed with adequate technit
cal means to achieve this identification. In fact, without the existence of
the requirements listed in “Requirements for the Use of Digital Signa-
tures,” it is easy impersonate someone else.
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Summary

Finally, because the validity of documents with these new electronic
signatures has never been challenged in court, their legal status is truly
not yet defined. It’s likely that through such challenges, we will see the
courts issue rulings that will better define which methods, key sizes, and
security precautions are acceptable for electronic signatures to be legally
binding.

Digital signatures have the potential to possess greater legal authority
than handwritten signatures. Why? Digital signatures may provide a
higher degree of nonrepudiation and authenticity than their handwritten
counterparts. For example, if a ten-page document is signed by hand on
the tenth page, one cannot be sure that the first nine pages have not been
altered. However, if an electronic document is signed with a digital signa-
ture, a third party can verify that not one byte of the contract has been
altered. For this and other reasons, digital signatures also save the parties
time and money.

However, if digital signatures are to replace handwritten signatures,
serious issues—some of which revolve around current legislation—must
be answered. For example, is the current E-SIGN Act enough? Do elec-
tronic signatures provide the same level of nonrepudiation and authen-
ticity provided by handwritten signatures?

E-SIGN is a great leap forward for both interstate and international
Internet commerce. However, E-SIGN should be seen more as a founda-
tion on which to build with current and emerging technologies, such as
the use of public-key technology, PKIs, and digital notaries.

Real-World Examples

A number of relevant products can be purchased or downloaded free from
the Internet. They range from enabling software to hardware that allows
uscrs to authenticate themselves to their private signing key. Following
are only a couple of the available solutions.
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@ RSA Security, Inc., as well as a number of other security software
vendors, offers developer software development kits (SDKs) and
products. BSAFE Cert-C and Cert-J, for example, allow developers to
use public-key certificates for a number of security services such as
digital signatures.

® Datum carries an excellent time-stamp device to be used in
conjunction with digital notaries or time-stamp authorities or to
provide in-house time-stamp services.

In addition to security vendors that sell products designed for users
and developers, we will likely see the advent of more businesses that will
offer services to support digital signatures. Such services include certifi-
cation authorities and time-stamp and digital notary services. Here are
some examples:

@ Digisign is one company that has already begun selling time-stamp
and digital notary services.

m VeriSign is a certification authority that issues public-key certificates
to end users. ‘

Finally, we should not forget legal professionals. A great many legal
professionals have taken the time to become technically savvy, and we
expect to see this number increase as more related legal cases are seen in
the future.

-

372




Over the past two decades, the computer industry has really taken off,
and the number of security incidents has increased significantly. Corpo-
rations as well as individuals have learned the hard way that data can
easily be accessed, disclosed, modified, or even deleted if proper security
is not provided.

Over the years, companies have fallen short in their efforts to imple-
ment cryptographic solutions both in their own products and services and
in attempts to protect their internal enterprise from intruders. This chap-
ter summarizes the various types of losses that occur when a system is not
properly secured. We also outline the kinds of threats and intruders that
have come to be widely reported. Finally, we look at a number of case stud-
ies in which security was either overlooked or failed because of improper
implementation. (We describe successful case studies in Chapter 12.)

Measuring Losses

The kinds of losses that organizations can experience because of lapses in
computer security can be counted in a number of ways. Many people think
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first of the direct forms of loss, such as the loss of data. However, when you
look closely at what is at stake, loss of data is only the beginning. Follow-
ing is a short list of the types of losses that occur:

m Loss of data or secrets When people hear the word “hacker,” this
is perhaps one of the first types of loss that they think of. This cate-
gory includes the loss of user credit card numbers, compromise of
financial reports, and unauthorized access to medical information.

NOTE:

The data itself need not have been stolen for a serious loss to result.
Instead, an attacker may manipulate the data in such a way that it is
rendered inaccurate or unusable.

m Loss of reputation After a successful breach of security, end users
may abandon a service or product because they’re afraid to use it. Yet
another aspect of this type of loss is the effect it has on assessments
of a corporation by financial analysts. Sometimes an analyst’s
negative evaluation can have as great an impact as the break-in
itself. This may be one of the main reasons that corporations seldom
report break-ins and theft of data.

® Financial losses In addition to direct financial thefts, loss of data
and loss of reputation will result in financial losses. Financial losses
can be one of the most difficult to quantify. One reason is that no one
knows exactly how many current customers will not return following
a break-in or, worse yet, how many potential new customers will
never make the attempt. )

Types of Security Threats

To implement security effectively, corporations as well as individuals need
to be aware of a variety of potential threats. Let’s take a look at each these
threats.
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NOTE:

Each of the following threats does not necessarily require direct human
interaction. Through the use of computer viruses or Trojan Horse applica-
tions, data can easily be destroyed, manipulated, or sent to an intruder
for viewing.

Unauthorized Disclosure of Data

Unauthorized disclosure of data results from an individual accessing or
reading information and revealing it either accidentally or intentionally.
Corporations and individuals are making greater use of networks, includ-
ing private networks such as local area networks (LANs) and wide area
networks (WANSs) and public networks such as the Internet. As a result,
some of the data stored or processed on the network may require some
level of protection to ensure confidentiality. Network data or software may
be compromised when it is accessed, read, and possibly released to an
unauthorized individual.

A common cause of unauthorized access is the failure to encrypt sensi-
tive information. Data can be compromised by exploiting the following
types of vulnerabilities:

B Storing data in the clear (i.e., unencrypted) when it is considered
sensitive enough to warrant encryption

m Failing to implement, monitor, and enforce appropriate authorization
and access-control mechanisms where sensitive data is stored

Unauthorized Modification of Data

Information in digital form is often shared between many users and
stored on numerous shared devices. The unauthorized modification of
data includes the modification, deletion, or destruction of data or software
in an unauthorized or accidental manner.

A particularly insidious event is data modification that goes unde-
tected. When such modifications are present for long periods of time, the
modified data may be spread throughout the network, possibly corrupting
databases, spreadsheet calculations, and other forms of application data.
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This kind of damage can compromise the integrity of application infor-
mation. When undetected software changes are made, all system software
can become suspect, warranting a thorough review (and perhaps rein-
stallation) of all related software and applications.

These kinds of unauthorized changes can be made in simple command
programs (for example, in PC batch files), in utility programs used on
multiuser systems, in major application programs, or in any other type of
software. They can be made by unauthorized outsiders as well as those
who are authorized to make software changes (although not, of course, the
damaging changes we are speaking of here). These changes can divert
information (or copies of the information) to other destinations, corrupt
the data as it is processed, and impair the availability of system or net-
work services.

The unauthorized modification of data and software can easily take
place when data integrity services are not provided.

Unauthorized Access

Unauthorized access occurs when someone who is not authorized to use
a system or network gains access, usually by posing as a legitimate user
of the network. Three common methods are used to gain unauthorized
access: password sharing, general password guessing, and password
capture.

Password sharing allows an unauthorized user to assume the netwegrk
access and privileges of a legitimate user with the latter’s knowledge and
acceptance. General password guessing is not a new means of unautho-
rized access. In password capture, a legitimate user is tricked into
unknowingly revealing his or her login ID and password. Methods of pass-
word capture include the use of a Trojan Horse program. To a user, this
program looks like a legitimate login program; however, it’s designed
solely to capture passwords.

Another method used to ultimately gain network access is to capture a
login ID and password as they are transmitted across the network unen-
crypted. A number of methods for capturing cleartext network traffic,
including passwords, are readily available.

Intruders can gain unauthorized network access by exploiting the fol-
lowing types of vulnerabilities:
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Lack of, or insufficient, identification and authentication schemes
Password sharing

The use of poor password management or easy-to-guess passwords

]

]

]

@ Failure to patch known system holes and vulnerabilities

B The storage of network access passwords in batch files on PCs
2

Lack of a time-out for login and log-off attempts

Disclosure of Network Traffic

Many users realize the importance of protecting confidential information
when it is stored on their workstations or servers; however, it’s also
important to maintain confidentiality as the information travels across
the network. The disclosure of network traffic occurs when someone who
is unauthorized reads, or otherwise obtains, information as it traverses
the network. Intruders can easily compromise network traffic by listen-
ing to and capturing traffic transmitted over the network transport
media. Examples of attack methods include tapping into a network cable
with the use of a hardware device that analyzes network traffic as it is
transmitted.

Traffic analyzing software, or sniffers, allow intruders to access the net-
work the traffic is traversing. One such application is Sun Microsystems’
“snoop” utility, which was originally created to allow administrators to
verify traffic flow across the network. But it also allows intruders running
the Solaris operating system to watch the flow of network traffic.

Information that can be compromised in this way includes system and
user names, passwords, electronic mail messages, application data, health
records, and so on. For example, even if patient records are stored on a
system in an encrypted form, they can be captured in plaintext as they are
sent from a workstation or PC to a file server. Electronic mail message
files, which usually have strict access rights when stored on a system, are
often sent in plaintext across a wire, making them an easy target for cap-
turing.

Disclosure of network traffic is usually the result of data sent in the
clear, across both public and private networks.
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Spoofing of Network Traffic

It’s a basic principle of network security that data that is transmitted over
a network should not be altered in an unauthorized manner—either by
the network itself or by an intruder—as a result of that transmission.
Network users should have a reasonable expectation that any messages
they send will be received unmodified. A modification occurs when an
intentional or unintentional change is made to any part of the message,
including the contents and addressing information.

Spoofing of network traffic involves (1) the ability to receive a message
by masquerading as the legitimate receiving destination or (2) mas-
querading as the sending machine and sending an unauthorized message
to a destination. For an attacker to masquerade as a receiving machine,
the network must be persuaded that the destination address is the legit-
imate address of the machine. (Network traffic can also be intercepted by
listening to messages as they are broadcast to all nodes.) To masquerade
as the sending machine and deceive a receiver into believing the message
was legitimately sent, attackers can masquerade the address or mount
a playback attack. A playback involves capturing a session between a
sender and a receiver and then retransmitting the message (with either
a new header, new message contents, or both).

Intruders can spoof or modify network traffic by exploiting the follow-
ing types of vulnerabilities:

B Transmitting network traffic in plaintext
# Lack of a date/time stamp (showing sending time and receiving time)
® Failure to use message authentication codes or digital signatures

@ Lack of a real-time verification mechanism (to use against playback)

Identifying Intruders

Every day, undesirable intruders make unauthorized entry into computer
systems and networks. Who exactly are the intruders? These individuals
range from recreational hackers to foreign intelligence agencies. Each of
these groups has its own agenda and motivations. The following sections
paraphrase the descriptions of various intruders that were noted in a
recent Federal Bureau of Investigation Congressional statement titled
“Cybercrime.”
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Insiders

Hackers

Terrorists

Most corporations want to believe that their employees are the cream of
the crop and would never violate corporate security. In reality, however,
some employees are not what they seem. People who commit security
crimes against their employers are motivated by a number of reasons; the
disgruntled insider (a current or former employee) is a principal source of
computer crimes for many companies. Insiders’ knowledge of the target
company’s network often allows them to gain unrestricted access and
damage the system or steal proprietary data. The 2000 survey by the
Computer Security Institute and FBI reports that 71 percent of respon-
dents detected unauthorized access to systems by insiders.

o~

Virtually every day we see news reports about recreational hackers, or
“crackers,” who crack into networks for the thrill of the challenge or to
gain bragging rights in the hacker community. Remote cracking once
required a fair amount of skill and computer knowledge, but recre-
ational hackers can now download attack scripts and protocols from the
World Wide Web and launch them against victim sites. Thus, even
though attack tools have become more sophisticated, they have also
become easier to use.

Increasingly, terrorist groups are using new information technology and
the Internet to formulate plans, raise funds, spread propaganda, and com-
municate securely. Moreover, some terrorist groups, such as the Internet
Black Tigers (who reportedly are affiliated with the Tamil Tigers), have
been known to engage in attacks on foreign government Web sites and
e-mail servers. “Cyber terrorism”—by which we mean the use of cyber
tools to shut down critical national infrastructures (such as energy, trans-
portation, or government operations) for the purpose of coercing or intim-
idating a government or civilian population—is thus a very real, although
still largely potential, threat.
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Foreign Intelligence Services

Hactivists

Not surprisingly, foreign intelligence services have adapted to using cyber
tools as part of their espionage tradecraft. As far back as 1986, before the
worldwide surge in Internet use, the KGB employed West German hack-
ers to access U.S. Department of Defense systems in the well-known
“Cuckoo’s Egg” case. Foreign intelligence services increasingly view com-
puter intrusions as a useful tool for acquiring sensitive U.S. government
and private sector information.

o

Recently there has been a rise in what has been dubbed “hactivism”—
politically motivated attacks on publicly accessible Web pages or e-mail
servers. These groups and individuals overload e-mail servers and hack
into Web sites to send a political message. Although these attacks gener-
ally have not altered operating systems or networks, they damage ser-
vices and deny the public access to Web sites containing valuable
information; and they infringe on others’ right to communicate.

One such group, the Electronic Disturbance Theater, promotes civil dis-
obedience online in support of its political agenda regarding the Zapatista
movement in Mexico and other issues. In the spring of 2000, the group
called for worldwide electronic civil disobedience, and it has taken what it
terms “protest actions” against White House and Department of Defense
servers. Supporters of Kevin Mitnick, recently convicted of numerous
computer security offenses, hacked into the Senate Web page and defaced
it in May and June 2000.

The Internet has enabled new forms of political gathering and infor-
mation sharing for those who want to advance social causes; that is good
for the promotion of democracy worldwide. But illegal activities that dis-
rupt e-mail servers, deface Web sites, and prevent the public from access-
ing information on U.S. government and private sector Web sites should
be regarded as criminal acts that deny others their human rights to com-
municate rather than as an acceptable form of protest.
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Intruder Knowledge

How have intruders gained the knowledge that allows them to commit
such serious break-ins? For the most part, few of the intruder types we've
discussed have extensive knowledge of the inner workings of today’s com-
puter systems. Many of these intruders do nothing more than use the
information and tools built by other intruders in the past. Many Web sites
provide them with all the information and tools needed to break in or
damage computer systems and networks.

This docsn’t mecan that the information and tools downloaded by
intruders were created for the purpose of aiding such attacks. On the con-
trary, much of this knowledge is designed to help administrators and secu-
rity officers recognize potential security holes within their systems and
networks—such was the case with Sun Microsystems’ snoop utility,
described earlier in this chapter. It’s through the use of these tools, how-
ever, that intruders are able to exploit the weaknesses inherent in many
systems.

Case Studies

The following case studies illustrate various ways in which security can
be improperly implemented. Each example is based on an actual account
of a real corporation, although the names have not been used. In general,
these real-word examples demonstrate that security breaches often focus
on four areas: data at rest, data in transit, authentication, and improper
implementation. It is staggering how often these four elements are
involved in security lapses. By examining these cases in depth, we hope to
prevent these types of incidents from reoccurring.

Data in Transit

Many Web sites are still providing communications in the clear (i.e., not
encrypted). As a result, they make themselves vulnerable to attackers
using sniffers, who monitor and intercept clear traffic for their own pur-
poses. Worst yet, officials in many corporate enterprises feel that their
data is safe as long as it remains within their firewalls. The problem is
that with many employees within the same local area network, it is easy
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Data at Rest

for an employee with sinister intentions to view, destroy, or simply manip-
ulate all the data traveling up and down the lines.

For example, one software vendor that recently joined the ranks of the
“dot-com” world allowed for the unsecured transfer of data between its
internal servers. This meant that account numbers and cardholder infor-
mation flowed across their internal network completely visible to any
employee. This corporation, like many other corporations, felt that as long
as security was provided for information flowing across the Internet, there
was no need to enable internal security (behind their corporate firewall).

This particular corporation found out the hard way that there was need
for internal security. It turned out an employee had been saving customer
credit card numbers as they zoomed across their internal network.

When asked why, the employee simply stated that he could. What if the
employee had posted the credit card numbers on the Internet (for the
world to see)? If the press had gotten hold of that story, the corporation
would have most likely lost many customers. What if the employee had
used the credit card numbers to make purchases for himself? The credit
card corporations involved might have lost faith in the merchant and can-
celled their contracts. Fortunately, the corporation discovered the
employee’s file of saved credit card numbers before any real harm had
been done.

The corporation could have avoided this predicament by enabling SSL
(described in Chapter 7) and making use of secure e-mail through a pro-
tocol such as S/MIME (described in Chapter 8).

The need for security in such situations is so obvious that we honestly
don’t know why it is sometimes difficult for others to grasp. No corpora-
tion would have unlocked doors. We'd be willing to bet that the CEO keeps
his or her possessions under lock and key, as do the company’s employees.
The reason is obvious: People snoop, steal, or inadvertently look at things
they shouldn’t.

A number of corporations that provide goods and services to Internet cus-
tomers actually do a great job protecting customer data in transit by mak-
ing use of the SSL protocol. However, they fail to realize (or maybe they
choose to forget) that data requires further protection once it’s at rest.
SSL does not protect data after it leaves the security of the protocol. After
data is received by either the client or the server, that data is decrypted.
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Nevertheless, some companies fail to adequately protect such data. One
corporation, an online music vendor, recently had the misfortune of hav-
ing an unauthorized “guest” break in to its systems. The attack placed
more than three million credit card numbers from the company’s back-end
databases at risk of disclosure on the Internet. Fortunately, in this inci-
dent, it has been reported that the credit card numbers were never
obtained. Still, the potential for widespread credit card fraud was there.

In news reports, the corporation’s upper management stated that they
didn’t quite understand how the attack occurred. The company had pro-
vided for security through the use of SSL to secure connections. However,

“this corporation could have and should have done more in the way of secu-

rity. For example, it could have encrypted the credit card numbers before
placing them in the database.

Authentication

Authentication is by far one of the easiest of the security services to imple-
ment, but many corporations limit their system and network security to
user ID/password schemes. Many applications, whether they reside
within an enterprise or at consumer sites, incorporate nothing more than
a simple password or, worse yet, a four-digit PIN.

It’s easy to experience firsthand the best example of the risk incurred
by companies that use inadequate authentication safeguards. All you

" have to do is to sit down at someone’s computer who uses a certain travel-

services Web site. One of the authors of this book did just that. It was a
simple matter to go to the site and select the button Lost/Forgotten Pass-
word. Within one minute, the password was e-mailed directly to the user’s
account (which the author could easily open as well). Within all of five
minutes, he could have purchased two round-trip tickets to the Caribbean.
Even if an individual had to guess a password or a PIN to access the site
as another person, it would take a day at most.

In the digital age, with all the information provided in this book and
others like it, no new technology is needed to greatly improve authentica-
tion security. The cost of an authentication token is nothing in comparison
with the money that would be lost by a fraudulent purchase at such a site.

Another example occurred recently at a medical center, where the sys-
tem was hacked by an intruder who entered by using a common tool used
by network administrators known as VNC (virtual network computing).
Through the use of VNC, the intruder was able to enter the file system
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and gain access to various medical records. In all, the hacker accessed
more than 4,000 cardiology patient records, 700 physical rehabilitation
records, and every admission, discharge, and transfer record of the med-
ical center within a five-month period.

Without regard to internal security and the sensitivity of medical
records, all this data was stored in the clear. But let’s focus on the more
important issue: how the network was accessed in the first place. VNC in
its current incarnation has very limited authentication mechanisms (i.e.,
user ID and password). This means that intruders need only try a number
of passwords before they gain access.

In a case concerning medical records, you can easily see the losses add
up. What if this sensitive data was released publicly across the Internet?
There is the obvious loss of patient confidence, as well as the very real pos-
sibility of lawsuits. Furthermore, what if the medical records were modi-
fied? While it sounds like something from a movie, this could easily
happen.

With that said, proper authentication could have been observed in this
case. True user ID/password schemes do provide authentication to a point,
but as the sensitivity of the data increases so should the degree of authen-
tication required. At the medical center, authentication would have been
best provided for by requiring the use of client-side certificates or a one-
time password token.

Implementation

Improper implementation can be seen in many examples of security
breaches. The fact is that it isn’t easy to implement security services using
cryptography. Considerable time and effort must be taken to ensure that
the newly implemented system is secure.

One well-known bug, which was recently discovered, belongs to one
widely used security application, which provides encryption and digital
signatures to its users. In attempting to create a new key-escrow scheme
(explained further in Chapter 6) that would be less intrusive to users, the
application developers made a simple error.

This simple error allowed for the possible disclosure of all data that had
been enerypted using its new functionality. Furthermore, the integrity of
any information, which was digitally signed by the software, could be
destroyed. In this case, the actual dollar losses may never be calculated,
simply because we do not know exactly when this bug was first discovered
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(we would like to believe that it was announced as soon as it was found).
The corporation who originally developed the software must now spend
even more money fixing the problem that they created.

The entire incident could have been prevented by following existing
security protocols (in this case, sticking with none key-escrow schemes).
While we can appreciate the fact that the company went to the trouble of
implementing a new less-intrusive concept, we feel developers should first
have their work verified by an objective third party. There are a number
of security consultants and agencies that test and even certify the security
of products.

Information Security: Law Enforcement

Just as legal professionals are beginning to look at the legal ramifications
of information security (see Chapter 10), various law enforcement agen-
cies are studying related enforcement issues. Within the past year alone,
the FBI has begun increasing the number of field agents in its National
Infrastructure Protection Center (NIPC). Over the next two years, the
number of field offices nationwide is to be increased to 56. ‘

Within the past year, the U.S. Department of Justice has also initiated
a new section devoted to investigating computer crime. The Computer
Crime and Intellectual Property Section (CCIPS) has a staff of attorneys
who advise federal prosecutors and law enforcement agents about various
issues raised by computer and intellectual property crime. Furthermore,
the staff provides ongoing work in the areas of e-commerce security, elec-
tronic privacy laws, and hacker investigation.

Various other agencies provide a broad range of security services. One
such agency is the Computer Emergency Response Team/Coordination
Center (CERT/CC). CERT/CC was originally created in 1988 by DARPA
(the Defense Advanced Research Projects Agency, part of the U.S. Depart-
-~ ment of Defense) after the Morris Worm incident, which crippled 10 per-
cent of all computers on the Internet. CERT/CC works on a number of
initiatives, such as research into security vulnerabilities, improvement
of system security, and coordination of teams to respond to large-scale
incidents.
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Summary

Efforts made to improve the security of computer networks provide bene-
fits beyond the reduction of risks for corporations. They also play an inte-
gral role in keeping fear at bay for the benefit of everyone who uses such
systems. To really see the B2B and B2C e-commerce markets take off, we
are going to have to see improvements in information security.

Various risks and vulnerabilities plague all the players in the new dig-
ital world. The number of intruders, ranging from internal employees to
teenage hackers who threaten computer systems, continues to grow. These
intruders are becoming more knowledgeable and finding better tools that
enable them to attack unsuspecting systems. Still, as the case studies
from this chapter have shown, corporations and developers alike often
refuse to do everything in their power to provide for proper security.
Although law enforcement agencies are quickly coming up to speed with
today’s technology, they are simply “fighting fires” when it comes to deal-
ing with digital attacks at this point. However, by incorporating proper
security from the onset, corporations, developers, and users can prevent
cybercrime before it happens.
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A growing number of techniques are available to help organizations ensure
that they’ve i