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2D image arrangement

Field of the invention

This invention generally relates to a computer—implemented method of

visualizing and modeling a set of teeth for a patient. More particularly, the

invention relates to providing a 3D virtual model of the patient’s set of teeth.

Background of the invention

Visualization and modeling or design of teeth are known in the field of dental

restorations.

When a patient requires a dental restoration, such as crowns, bridges,

abutments, or implants, the dentist will prepare the teeth e.g. a damaged

tooth is grinded down to make a preparation where a crown is glued onto. An

alternative treatment is to insert implants, such as titanium screws, into the

jaw of the patient and mount crowns or bridges on the implants. After

preparing the teeth or inserting an implant the dentist can make an

impression of the upper jaw, the lower jaw and a bite registration or a single

impression in a double-sided tray, also known as triple trays. The

impressions are sent to the dental technicians who manufacture the

restorations 9.9. the bridge. The first step to manufacture the restoration is

traditionally to cast the upper and lower dental models from impressions of

the upper and the lower jaw, respectively. The models are usually made of

gypsum and often aligned in a dental articulator using the bite registration to

simulate the real bite and chewing motion. The dental technician builds up

the dental restoration inside the articulator to ensure a nice visual

appearance and bite functionality.
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CAD technology for manufacturing dental restoration is rapidly expanding

improving quality, reducing cost and facilitating the possibility to manufacture

in attractive materials otherwise not available. The first step in the CAD

manufacturing process is to create a 3—dimensional model of the patient's

teeth. This is traditionally done by 3D scanning one or both of the dental

gypsum models. The 3—dimensional replicas of the teeth are imported into a

CAD program, where the entire dental restoration, such as a bridge

substructure, is designed. The final restoration 3D design is then

manufactured e.g. using a milling machine, 3D printer, rapid prototyping

manufacturing or other manufacturing equipment. Accuracy requirements for

the dental restorations are very high otherwise the dental restoration will not

be visual appealing, fit onto the teeth, could cause pain or cause infections.

WO1OOS1404A relates to tools in a system for the design of customized

three—dimensional models of dental restorations for subsequent

manufacturing, where the dental restorations are such as implant abutments,

copings, crowns, wax—ups, and bridge frameworks. Moreover, the invention

relates to a computer-readable medium for implementing such a system on a

computer.

Visualizing and modeling teeth for a patient based are also known from the

field of orthodontics.

U82006127836A discloses orthodontic systems and methods for determining

movement of a tooth model from a first position to a second position by

identifying one or more common features on the tooth model; detecting the

position of the common features on the tooth model at the first position;

detecting the position of the common features on the tooth model at the

second position; and determining a difference between the position of each

common feature at the first and second positions.
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Thus orthodontics relates to movement of teeth, so the desired position of a

tooth or teeth is determined, and based on the present position of that tooth

or teeth, the movement from the present position to the desired position is

determined. Thus within orthodontics the desired or resulting position of a

tooth or teeth is/are is known before planning the steps of the movement.

It remains a problem to provide an improved method and system for

providing esthetically beautiful and/or physiologically suitable results of

modeling teeth, both within the field of restorations, implants, orthodontics

etc.

My

Disclosed is a computer-implemented method of visualizing, designing and

modeling a set of teeth for a patient, wherein the method comprises the steps

of:

— providing one or more 2D digital images;

- providing a 3D virtual model of at least part of the patient’s oral cavity;

- arranging at least one of the one or more 2D digital images relative to the

3D virtual model in a 3D space such that the at least one 2D digital image

and the 3D virtual model are aligned when viewed from a viewpoint, whereby

the 3D virtual model and the at least one 2D digital image are both visualized

in the 3D space; and

- modeling the 3D virtual model based on at least one of the one or more 2D

digital images.

Consequently, it is an advantage that the 3D CAD modeling of the 3D virtual

model is based on a 2D digital image, since the 2D image determines or

indicates what kind of modeling is suitable, where the expression suitable

may comprise physiologically suitable or esthetically suitable or appealing.

Thus the 2D image is used to perform a correct modeling of the 3D model,
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since the 2D image functions as a benchmark or rule for what kind of

modeling is possible or how the modeling can be with the limits provided by

the 2D image. Thus the modeling of the 3D virtual model is decided and

performed based on the one or more 2D image, i.e. such as that the

modeling of the 3D virtual model is based on the visualization of the 2D

image.

The patient’s oral cavity may comprise at least the patient’s present set of

teeth, such as prepared teeth or unprepared teeth, if the patient is not

toothless, and maybe part of the gums. If the patient is toothless, then the

oral cavity may comprise the gums of the patient.

It is an advantage that the 2D digital image and the 3D virtual model are

aligned when viewed from one viewpoint, since hereby the user or operator

of the system performing the method, can view the 2D image and the 3D

model from a viewpoint where they are aligned, since this enables and

facilitates that modeling of the 3D model is based on the 2D image. That the

2D image and 3D model are aligned when seen from a viewpoint means that

at least some structures of the 2D image and the 3D model are coinciding

when seen from a viewpoint. Thus the 2D image and 3D model may not be

aligned when seen from any viewpoint, thus there may be only one viewpoint

from which the 2D image and the 3D model are aligned.

Furthermore, it is an advantage that the 2D image and the 3D model are

arranged and remain as separate data representations which are not merged

or fused together into one representation. By keeping the data

representations as separate representations, time is saved and data

processing time and capacity is reduced. Thus the 2D image is not

superimposed or overlaid onto the 3D virtual model for creating one

representation with all data included. Prior art documents describe that the

data from e.g. a color image is added to the 3D model, such that the color
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content from the image is transferred to the 3D model, whereby the result is

one representation, i.e. the 3D model including color. Creating such models

requires more time and exhaustive data processing.

Thus, it is an advantage that the present method may be performed faster

than prior art methods.

The method is for use when modeling teeth, but can of course also with

advantage be used by students within the dental field when learning how to

model teeth and what to take into consideration when modeling teeth.

Modeling of teeth is defined as comprising modeling of one or more dental

restorations, modeling of one or more implants, modeling orthodontic

movement of one or more teeth, modeling one or more teeth in a denture,

e.g. a fixed or removable denture, to provide a visually pleasing appearance

of the set of teeth etc.

Thus the modeling may comprise modeling of restorations, orthodontic

planning and/or treatment, modeling of implants, modeling of dentures etc.

When the CAD modeling comprises for example restorations, the virtually

modeled restorations, such as crowns and bridges, can be manufactured by

means of CAM, and the manufactured restorations can then eventually be

inserted onto the patient’s teeth by a dentist.

Arranging, placing, or positioning the 2D digital image on the 3D virtual model

is performed digitally on a computer and shown on a user interface such as a

screen, such that the user or operator obtains a visual representation of the

2D image and the 3D model together in the same field of view, whereby the

operator can perform the modeling based on the simultaneous view of the 2D

image and the 3D model instead of based on either one combined

representation or separate views of the 2D image and/or the 3D model.
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For facilitating the arrangement of the 2D image and the 3D model relative to

each other, edge detection may be performed, whereby the contour of the

teeth on the 2D image and/or on the 3D model is automatically derived. Edge

detection can be performed by means of a software algorithm. Edges are

points where there is a boundary or edge between to image regions, and

edges can thus be defined as sets of points in the image which have a strong

gradient magnitude. The contour of the teeth may thus be detected by

detecting the edge between image portions showing the teeth and the

gingival.

One or more 2D images may be provided in the method, and the 2D images

may e.g. show the patient’s face from different directions, show different

parts of the patient’s face, such as the lips and the eyes or nose for example

for determining facial lines, show different examples of new teeth which the

teeth of the 3D model can be modeled to look like, show the patient’s teeth

before preparing the teeth for restorations and after preparing the teeth, etc.

When aligning the 2D image and the 3D model, the 2D image may be of the

patient’s unprepared teeth, since it may be easier to align the 2D image and

the 3D model, when the teeth on the 2D image are unprepared. When

modeling the teeth of the 3D model, the 2D image may then be of the

patient’s prepared teeth, since e.g. restorations normally are modeled after

having prepared the teeth by cutting part of the teeth such that crowns etc.

can be attached to the prepared part of the teeth.

In some embodiments the 3D virtual model is generated by scanning a

physical model of the patient’s teeth, by scanning an impression of the

patient’s teeth, and/or by performing a direct scanning of the patient’s teeth. If

the patient is toothless, then the gums, a model or an impression of the gums

may be scanned for creating a 3D model of the oral cavity.
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In 3D scanning the object is analyzed to collect data on its shape. The

collected data can then be used to construct digital, three dimensional

models. In 3D scanning usually a point cloud of geometric samples on the

surface of the subject is created. These points can then be used to

extrapolate the shape of the subject.

In some embodiments the one or more 2D digital image comprises a patient—

specific image of at least part of the patient’s face.

An advantage of this embodiment is that the modeling can be based on an

image of the patient, such that the modeling is performed with respect to the

look or appearance of the patient, or with respect to some, a few or a single,

specific visual features of the patient, such as the lips.

In some embodiments the one or more 2D digital image comprises a generic

image of at least part of a human face.

An advantage of this embodiment is that the modeling can be based on a

generic image, whereby it is not patient-specific features which determine the

modeling, but instead it is a general image, e.g. of some visually pleasing

teeth from another person, or a drawing of some ideal teeth.

In some embodiments the one or more 2D digital image is retrieved from a

library comprising a number of images of teeth.

An advantage of this embodiment is that the 2D image, such as a generic

image, can be selected from a library which contains for example several

images of teeth, so that the patient e.g. can choose his/her desired new set

of teeth from the library. The library may be a so called smile guide library

comprising images of teeth and/or mouths which are shown while smiling,

since visually pleasing teeth may be most important when smiling, since this

may be when most teeth are shown to the surroundings.

The images of teeth in the library may be photos of teeth, may be drawings of

teeth, etc.
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In some embodiments the one or more 2D digital image is a template for

supporting designing and/or modeling the patient’s teeth.

An advantage of this embodiment is that when the 2D image is a template,

then the operator can arrange and model teeth using this template for

obtaining a visually pleasing result of the modeling.

In some embodiments the template comprises the midline of a face.

In some embodiments the template comprises a horizontal line passing along

the anterior teeth.

In some embodiments the template comprises the occlusal plane of a face.

An advantage of the embodiments where the template comprises some

feature, such as the midline of the face, a horizontal line, an occlusal plane

etc, is that these features may assist in arranging the 2D image and the 3D

model relative to each other and in modeling of the 3D model.

In some embodiments the template comprises boxes adapted to fit the

centrals, the laterals and the cuspids.

An advantage of this embodiment is that it enables the operator to easily

model the different anterior teeth to be visually pleasing. For example the

laterals can with advantage be 2/3 of the width of the centrals, and the

cuspids or canines can with advantage be slightly narrower than the centrals.

In some embodiments the template comprises one or more long axes of

anterior teeth.

An advantage of this embodiment is that the long axes can be used for

indicating the long axis alignment of teeth and/or the vertical direction of teeth

for support in modeling.
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In some embodiments the long axes of at least the upper anterior teeth

converge toward the incisal edge or biting edge.

An advantage of this embodiment is that it is visually pleasing when the long

axes of at least the upper anterior teeth converge toward the incisal.

In some embodiments the template comprises a contour of teeth.

In some embodiments the contour comprises a shape of one or more teeth

seen from the front.

An advantage of the embodiments relating to the contour of teeth is that

using the visually pleasing contour of some suitable teeth may be a simple

and easy way to model the teeth of the 3D model.

In some embodiments the template comprises a curve.

An advantage of this embodiment is that by means of a curve, distances and

angles can be measured or viewed. For example a distance can be

measured from the centre of the curve, and in one example the operator may

measure x mm from a certain point on the curve, and at this distance

something specific may be arranged, such as a distal point on a lateral.

Furthermore the curve may a symmetry curve for ensuring that the modeled

teeth will be symmetric.

In some embodiments the curve comprises an arch following the upper

and/or lower anterior teeth seen from the front or from above.

In some embodiments the curve comprises a smile line adapted to follow the

lower lip in a natural smile and the incisal edges of the upper teeth.
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In some embodiments the template comprises one or more curves for

indicating the position of the gingival tissue.

An advantage of these embodiments relating to curves of the teeth and/or of

the mouth and lips is that using some kind of curve(s) may be a simple and

easy way to model the teeth of the 3D model.

In some embodiments the one or more 2D digital image shows at least a

number of front teeth.

In some embodiments the one or more 2D digital image is a photograph

showing at least the patient’s lips and teeth seen from the front.

An advantage of this embodiment is that when the 2D image shows the

patient’s lips and existing teeth, then the modeling of the teeth can be

performed such that they suits the patient’s lips and unchanged teeth

providing a visually pleasing result of the modeling.

In some embodiments the method further comprises virtually cutting at least

a part of the teeth out of the one or more 2D digital image, if the 2D image

comprises teeth, such that at least the lips remains to be visible in the 2D

digital image.

An advantage of this embodiment is that when the lips and no or only some

teeth are visible in the 2D image then it is easy to visualize the modeled teeth

with the patient’s lips and determined whether it is a good result of modeling.

The cutting of teeth out of the 2D image may be performed virtually or

digitally such that the information in the 2D image relating to the teeth is

removed, deleted, made invisible etc..

In some embodiments the 3D virtual model is visible behind the lips.
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An advantage of this embodiment is that when the 3D model can be seen

behind the lips, then the modeling of the teeth can be performed while

viewing the lips for determining if the modeling is satisfactory.

In some embodiments the one or more 2D digital image shows the face of

the patient such that facial lines, such as the midline and the bi—pupillar line,

are detectable.

An advantage of this embodiment is that facial lines determines the geometry

of the patient’s face, and for obtaining a visually pleasing result of modeling,

the teeth should fit with this overall geometry.

In some embodiments the one or more 2D digital image is an X—ray image of

the patient’s teeth.

An advantage of this embodiment is that when using or applying an X-ray

image of the patient’s teeth, the entire teeth with roots under the gingival can

be seen, and thus broken or weak teeth or roots can be detected. Hereby for

example implants exerting force on the teeth and roots can be planned to be

arranged to exert force on non-broken or strong teeth and teeth roots instead

of on the broken and weak teeth and roots.

In some embodiments the method further comprises providing a 3D

computed tomography scan of the patient’s face for facilitating aligning the

one or more 2D image and the 3D model and/or for modeling the 3D virtual

model.

In some embodiments the one or more 2D digital image is a still image from

a video recording.

In some embodiments the one or more 2D digital image is derived from a 3D

face scan.

0431



0432

10

15

2O

25

30

12

In some embodiments the method further comprises providing a 3D face

scan of the patient for facilitating aligning the one or more 2D image and the

3D model and/or for modeling the 3D virtual model.

In some embodiments a face scan of the patient provides a measure of the

distance that the upper and/or lower lip moves when the patient smiles, and

the distance is adapted to be used for measuring the ideal length of at least

some of the teeth.

An advantage of this embodiment is that at least the length of the front teeth

is important for the visual appearance of the teeth.

In some embodiments the method further comprises providing at least part of

the one or more 2D digital image to be at least partly transparent, such that

the 3D virtual model is visual through the 2D digital image.

In some embodiments the one or more 2D digital image is adapted to be

smoothly faded in and out of the view.

An advantage of this embodiment is that when smoothly fading the 2D image

in and out of view this provides that the visualization of the 2D digital image

changes from being entirely visible to be partly visible and then maybe

invisible and vice versa. Hereby the 2D image can be viewed as the user

wishes.

In some embodiments the 3D virtual model comprises the patient’s set of

teeth.

In some embodiments the method further comprises scaling the one or more

2D digital image and the 3D virtual model to show at least part of the teeth in

the same size.

An advantage of this embodiment is that the 2D image and the 3D model

should be shown in the same scale in order for optimally performing the
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modeling. The scaling may be an automatic modification of the size of e.g.

the 3D virtual model to the size of the 2D digital image or vice versa.

Alternatively, the scaling may be of both the 2D image and the 3D model to

resize them to a predetermined scale.

In some embodiments the method further comprises aligning the one or more

2D digital image and the 3D virtual model.

An advantage of this embodiment is that when the 2D image and the 3D

model are aligned then modeling may be performed easier and with a better

result. Alignment may be defined as the adjustment of an object in relation

with another object, such that structures of the objects are coinciding. Thus

common or alike structures of the 2D image and the 3D model are aligned.

In some embodiments the silhouette of the biting edge of at least the upper

anterior teeth on the one or more 2D image and on the 3D virtual model is

used to perform the alignment of the 2D image and the 3D virtual model.

An advantage of this embodiment is that in many cases the biting edge of the

upper anterior teeth are seen on both the 2D image and on the 3D model,

and therefore this biting edge may be an advantageous physical point of

alignment.

In some embodiments the method further comprises projecting the plane of

the one or more 2D digital image to the 3D virtual model.

An advantage of this embodiment is that when projecting the plane of 2D

image to the 3D model or to a plane of the 3D model, the 3D model and the

2D image can be viewed in the same plane which may be an advantage

when modeling the teeth. The viewing of the 3D model and the 2D image in

the same plane may otherwise be complex.
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In some embodiments the method further comprises changing the

perspective view of the one or more 2D digital image and/or of the 3D virtual

model to obtain the same perspective view.

An advantage of this embodiment is that modeling may be facilitated when

the 2D image and the 3D model can be seen in the same perspective view.

In some embodiments the method further comprises de—warping the

perspective view of the one or more 2D image for visually aligning the 2D

image and the 3D virtual model.

An advantage of this embodiment is that when de-warping or correcting the

perspective view of the 2D image, then the view is digitally manipulated, and

hereby points on the perspective view of the 2D image can be mapped to

points on the 3D model or its plane. After de-warping or correcting the

perspective of the 2D image, the 3D model can be re-aligned, such that the

2D image and the 3D model are aligned again.

In some embodiments scaling, aligning, projecting to a plane, de—warping

perspective and changing perspective are defined as virtual actions for

arrangement.

In some embodiments one or more of the virtual actions for arrangement

comprises rotations and translations left/right and back/forth of the one or

more 2D digital image and/or of the 3D virtual model.

An advantage of this embodiment is that by providing rotations, translations

etc. then different movements of the 2D image and/or of the 3D model may

be performed for facilitating the scaling, aligning, perspective changing and

ultimately for facilitating the modeling of the teeth.

In some embodiments the method further comprises the steps of:
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- detecting anatomical points on the teeth, where the anatomical points are

present and detectable both on the one or more 2D digital image and the 3D

virtual model, and

— performing the virtual actions for arrangement based on these

corresponding anatomical points.

An advantage of this embodiment is that using common or mutual anatomical

points on the 2D image and the 3D model may be an easy way to perform

alignment of the 2D image and the 3D model, where after modeling of the

teeth can be performed.

In some embodiments at least one corresponding anatomical point is

selected to perform the virtual actions for arrangement.

An advantage of this embodiment is that one common or mutual point on the

2D image and the 3D model may be sufficient for arranging the 2D image

and the 3D model relative to each other. However in other cases the 2D

image and the 3D model should be aligned using more points, such as two,

three or four points. In general three points may be suitable. Four points can

be used for performing an even better arrangement or for use in more difficult

cases.

In some embodiments the method further comprises the steps of:

- providing a virtual measurement bar, and

— performing the virtual actions for arrangement of the one or more 2D digital

image and/or of the 3D virtual model by means of adjustment to the virtual

measurement bar.

An advantage of this embodiment is that it may be easy and fast to use a

virtual measurement bar to perform the virtual actions for arrangement such

as scaling, where the sizes of the 2D image and the 3D model are adjusted

to correspond to each other.
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In some embodiments the method further comprises that a user performs the

virtual actions for arrangement of the one or more 2D digital image and/or of

the 3D virtual model by means of eye measure.

An advantage of this embodiment is that just by using simple eye measure,

the operator can very quickly and reliably perform the arrangement of the 2D

image and the 3D model relative to each other or perform a rough starting

point for a more detailed adjustment.

In some embodiments the anatomical points are upper and/or lower distal

and/or mesial points on a number of specific anterior teeth.

An advantage of this embodiment is that anatomical point on the upper

and/or lower distal and/or mesial parts of the anterior teeth are normally easy

to detect both on the 2D image and on the 3D model.

In some embodiments the modeling of the 3D model is performed

automatically based on the one or more 2D digital image.

An advantage of this embodiment is that the user does not need to perform

any manual modeling of the 3D model on the screen, when the modeling can

be performed fully automatic. However, typically if an automatic modeling

takes place, then the user may check that the modeling is satisfying, and

maybe perform small corrections to the modeling.

In some embodiments the method further comprises automatically selecting

one or more 2D digital image which provides an optimal fit to the 3D virtual

model.

An advantage of this embodiment is that a 2D image with an optimal, good or

the best fit to the 3D model can automatically be selected, and hereby a good

result of modeling can be obtained, and furthermore the time used for

performing the modeling can be reduced, since no person needs to spend

time on looking through a larger number of 2D images. The 2D image may

be selected from a library of 2D digital images, or from any source
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comprising a number of images of teeth and smiles. The library may

comprises templates, photos, drawings etc.

In some embodiments the optimal fit is determined based on specific

parameters for providing an esthetically, visually pleasing appearance.

An advantage of this embodiment is that the optimal, best or just a good fit

can be determined based on different parameters, such as the present size

of the patient’s teeth, on the curves of the patient’s present teeth set, etc.

New teeth which are very big may not suit a person who used to have very

small teeth or a person who has thin lips. Likewise a new teeth set with a

strong composition may not suit a person who used to have a teeth set with a

soft composition or a person who has full lips etc. 80 based on the present

structures, features, shapes etc. of the patient’s teeth, new teeth which will

look natural and suit the patient can be determined from e.g. a template

library of photos, drawings etc.

In some embodiments the alignment of the at least one 2D image and the 3D

model is performed automatically.

In some embodiments the method further comprises providing at least part of

the 3D virtual model to be at least partly transparent, such that at least one of

the one or more 2D digital images is visual through the 3D virtual model.

In some embodiments the method comprises fading the 3D model smoothly

in and out of the view.

In some embodiments the 3D model and two or more of the 2D images are

aligned relative to each other, when there are more than one 2D image.

In some embodiments the 3D model and each of the 2D images are aligned

relative to each other.
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It is an advantage that the 3D model is aligned specifically to each of the 2D

images, such that if shifting between the different 2D images, the correct

alignment of the 3D model relative to the selected 2D image may

automatically be presented on the user interface.

In some embodiments the different alignments of the 3D model relative to the

two or more 2D images are stored in a data storage.

In some embodiments the alignment of the 3D model and a specific 2D

image is retrieved from the data storage, when the specific 2D image is

selected for view.

In some embodiments two or more of the 2D images are 2D images of at

least part of the patient’s face seen from different directions.

In some embodiments the method further comprises sectioning at least two

or more of the teeth in the 3D model and/or in the one or more 2D images.

In some embodiments the method further comprises modeling a restoration,

such as a virtual crown, a virtual preparation, and/or an area of virtual

gingival on the 3D model.

In some embodiments the 2D image and the 3D model are adapted to be

arranged and/or viewed from one or more perspective views.

The perspective views may be from the front, from behind, from the side,

from above, from below, and any combination of these view. A visual or non—

visual point e.g. a center point, a line e.g. a centerline or a region e.g. a

center region in the 3D model and/or in the 2D image may determine the

point of reference for the perspective views.
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In some embodiments the method comprises determining an angle of one or

more of the perspective views.

The angle may be the angle relative to a center point of the 2D image and/or

the 3D model. The angle may be an angle relative to a horizontal plane,

and/or a vertical plane etc which virtually intersects the teeth in the 2D image

and/or in the 3D model.

In some embodiments the method comprises predefining an angle of one or

more of the perspective views.

In some embodiments at least one of the one or more 2D image is from a

video stream of 2D images.

In some embodiments the 2D images from the video stream are from

different perspective views.

In some embodiments the 3D model is configured to be aligned relative to

one or more 2D images in the video stream.

In some embodiments the alignment of the 3D model and one or more 2D

images for one or more perspective view is performed by means of

interpolation and/or extrapolation of other perspective views.

It is an advantage that already determined perspective views can be used for

alignment of other perspective views. The perspective views may be present

or arranged on a virtual trajectory or curve and/or on a virtual view point

sphere. Thus if two perspective views are already determined, a third

perspective view located between the two perspective views can be

determined by extrapolation or interpolation and the 3D model and the 2D

image can be aligned relative to this or based on this. The perspective views

or angles may be provided by a shift in angles, view directions etc, and the

shifts may be smooth and continuous or in discrete steps.
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In some embodiments the method comprises zooming at least one of the one

or more 2D images and the 3D model in/out of view.

In some embodiments the 2D image and the 3D virtual model are adapted to

be zoomed in/out simultaneously.

It is an advantage that the 2D image and the 3D model can be zoomed in/out

simultaneously, and/or jointly, and/or together, and/or concurrently, and/or

synchronously. Thus the increase or decrease in the size of the 2D image

and the 3D model may be similar when zooming, the 2D image and the 3D

model may follow each other when zooming, and the center point or center

region of the zoom may be coinciding in the 2D image and the 3D model.

In some embodiments the zooming in/out is configured to be performed from

one or more perspective views.

In some embodiments the zooming in/out is configured to be performed from

one or more predefined angles.

In some embodiments the predefined angles determine the perspective

views.

In some embodiments the method comprises providing the predefined angles

in discrete steps.

In some embodiments the method comprises providing the predefined angles

in a continuous sequence.

In some embodiments the 2D image and the 3D model are snapped together

in their correct alignment.
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It is an advantage that if for example the 2D image is seen from a side

perspective, then the 2D image is automatically snapped to the correct angle

relative to the 3D model.

In some embodiments the snapping together of the 2D image and the 3D

model is performed automatically.

In some embodiments each of the one or more 2D images is configured to be

snapped together with the 3D model in their correct alignment.

In some embodiments the 2D image and the 3D model are aligned based on

one or more unprepared teeth, if unprepared teeth are present in the 3D

model.

In some embodiments the 2D image and the 3D model are aligned based on

the teeth in the upper jaw.

It is an advantage to align based on the upper teeth because these are

typically the most visible teeth on a 2D image, in particular the front teeth in

the upper jaw are normally most visible and the alignment may therefore be

improved if these teeth are used for the alignment.

Alternatively and/or additionally the teeth in the lower jaw of the 3D model

can also be moved e.g. downwards to obtain a suitable alignment.

In some embodiments the angle which the 3D model and the 2D image are

seen from as default is determined by the perspective view of the 2D image.

The angel can also be denoted view, view point, perspective view etc.

In some embodiments the angle of the 3D model and the 2D image is

configured to adapt relative to the perspective view of the 2D image.

The angel can also be denoted view, view point, perspective view etc.
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In some embodiments the view of the 3D model is configured to adapt to the

perspective view of a second 2D image, if this second 2D image is replacing

a first 2D image.

It is an advantage that the view may change automatically when a second 2D

image is selected for view, alignment etc.

In some embodiments the method further comprises generating a 3D image

by combining at least three of the 2D images.

In some embodiments the method further comprises rendering the 3D model.

It is an advantage to perform rendering of the teeth in the 3D model, such as

photo-realistic rendering, since hereby the 3D model is made to look more

realistic and nicer. The 3D model may be for example yellow or gray by

default, so by rendering the teeth in the 3D model to be for example more

white, the 3D model teeth looks better and realistic.

The rendering can be performed by means of well—known methods performed

using well-known computer programs.

In some embodiments the method further comprises providing textural

features on the 3D model.

It is an advantage to provide textural features on the 3D model for making the

teeth of the 3D model look more realistic and real. The textural features of

the teeth may be obtained from a 2D image of the patient’s existing teeth, the

textural features may be from a standard template, may be generated

specifically to the specific 3D model based on size, shape etc of the teeth.

Furthermore, other parameters such as shadow, geometry, viewpoint,

lighting, and shading information can be provided to the 3D model for making

the teeth of the 3D model look more realistic and possibly look more esthetic.

In some embodiments the rendering is a photo—realistic rendering.
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In general it is an advantage of the method and the embodiments that it/they

enable(s) dental laboratories (labs) to superimpose a patient’s actual face

and smile images in the design process and utilize both directly to produce

optimally esthetic and personalized restorations. Labs can show the dentist’s

patients exactly how a new restoration will transform their smiles and get

feedback. The smile visualization is highly realizable because it may be

solidly backed by the manufacturable 3D model and not just 2D image

manipulations.

Personalized designs with patient specific 2D-image overlays can be

obtained by importing 2D images of the patient’s lips, teeth and smile to

design restorations that exactly suit the patient’s personal look. Image

manipulation tools may be applied to mask away the teeth, and alignment

tools may be used to bring lips and new teeth design together as a perfect

personalized design guide.

High esthetics with generic 2D-image overlays can be obtained by using 2D-

image libraries that help in achieving high esthetics, even without pictures of

the actual patient’s smile. By means of the method it is possible to select

from a variety of smile-guides and design-templates to recreate complete

smile compositions to apply with the restoration design.

Before-and-after visualization can be obtained for example by continuously

interchanging between situation views through gradual fading in—and—out,

whereby technicians, dentists and patients are easily able to detect even the

smallest alterations and smile details for optimal comparisons.

The present invention relates to different aspects including the method

described above and in the following, and corresponding methods, devices,

systems, uses and/or product means, each yielding one or more of the
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benefits and advantages described in connection with the first mentioned

aspect, and each having one or more embodiments corresponding to the

embodiments described in connection with the first mentioned aspect and/or

disclosed in the appended claims.

In particular, disclosed herein is a system for visualizing, designing and

modeling a set of teeth for a patient, wherein the system comprises:

- means for providing one or more 2D digital images;

— means for providing a 3D virtual model of at least part of the patient’s oral

cavity;

- means for arranging at least one of the one or more 2D digital images

relative to the 3D virtual model in a 3D space such that the at least one 2D

digital image and the 3D virtual model are aligned when viewed from a

viewpoint, whereby the 3D virtual model and the at least one 2D digital image

are both visualized in the 3D space; and

- means for modeling the 3D virtual model based on at least one of the one

or more 2D digital images.

Furthermore the present invention relates to a computer program product

comprising program code means for causing a data processing system to

perform the above method, when said program code means are executed on

the data processing system, and a computer program product according to

the previous claim, comprising a computer—readable medium having stored

there on the program code means.

Brief description of the drawings

The above and/or additional objects, features and advantages of the present

invention, will be further elucidated by the following illustrative and non-
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limiting detailed description of embodiments of the present invention, with

reference to the appended drawings, wherein:

Fig. 1 shows an example of a flowchart of a computer—implemented method

of visualizing and modeling a set of teeth for a patient.

Fig. 2 shows examples of visualizing a 2D image and a 3D model together.

Fig. 3 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 4 shows examples of arranging the 3D model and the 2D image relative

to each other.

Fig. 5 shows examples of 2D images as templates.

Fig. 6 shows examples of how to perform virtual actions for arrangement of

the 2D image and the 3D model.

Fig. 7 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 8 shows an example of how a 3D model can be arranged in a 2D image,

or how a 2D image can be laid over a 3D model.

Fig. 9 shows an example of a before—and—after visualization.

Fig. 10 shows an example of rendering of a 3D model of teeth arranged

relative to a 2D image.
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Detailed description

In the following description, reference is made to the accompanying figures,

which show by way of illustration how the invention may be practiced.

Fig. 1 shows an example of a flowchart of a computer—implemented method

of visualizing and modeling a set of teeth for a patient.

In step 101 a 2D digital image is provided. The 2D image may be photograph

of at least part of the patients face, a template of teeth, a drawing of teeth, a

photo or image of an esthetic set of teeth etc. The 2D digital image may be

shown on a user interface, such as a computer screen.

In step 102 a 3D virtual model of the patient’s oral cavity comprising the

patient’s set of teeth, if there are any teeth, is provided. The 3D model of the

patient’s set of teeth may be generated by scanning a physical model of the

patient’s teeth, by scanning an impression of the patient’s teeth, and/or by

performing a direct scanning of the patient’s teeth. If the patient is toothless,

then the gums, a model or an impression of the gums may be scanned for

creating a 3D model of the oral cavity. The 3D virtual model may be shown

on a user interface, such as a computer screen.

In step 103 the 2D digital image is arranged or positioned relative to the 3D

virtual model for visualizing the 3D virtual model relative to the 2D digital

image. The arrangement or positioning is a digital, virtual arrangement,

performed by means of software, such that the 2D image and the 3D model

can be viewed together.

In step 104 the 3D virtual model of the patient’s set of teeth is digitally or

virtually modeled based on the visualization of the arrangement of the 2D

image. Thus the 3D model of the patient’s existing teeth is modeled using

CAD, and the modeling may comprise restorations, orthodontic planning

and/or treatment, prosthetics, removable dentures etc. When the CAD

modeling comprises restorations, the virtually modeled restorations, such as

crowns and bridges, can be manufactured by means of CAM, and the
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manufactured restorations can then be inserted onto the patient's teeth by a

dentist.

Fig. 2 shows examples of visualizing a 2D image and a 3D model together.

Fig. 2a) shows a screen shot on which both a 2D image 201 and a 3D model

202 are seen simultaneously. The 2D image 201 is a photograph of a part a

person’s face showing the mouth with lips 203 and teeth 204 behind the lips

203. The photograph may be of the patient himself or of another person.

Using a photograph of the patient may be advantageous if the patient’s teeth

have been broken and the patient then wishes to have his teeth restored to

look like they did before the damage. Using a photograph of another person

may be an option if the patient wishes to have his teeth restored, exchanged

by a new teeth set or treated by orthodontics in order for them to look

different than they do at present.

The 3D model 202 of the patient’s teeth comprises gingival 208 and teeth

207.

Fig. 2b) shows an example where the 2D image 201 is an X—ray image of the

patient’s teeth. The X-ray image shows the teeth 204 of the patient. Since the

X-ray image shows the teeth approximately on lines, i.e. not on curves as in

real—life, the plane of the X—ray image may be bended to be arranged relative

to the 3D model 202 with teeth 207.

Fig. 3 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 3a) shows a screen shot on which both a 2D image 301 and a 3D model

302 of teeth are seen simultaneously. The 2D image 301 is a photograph or

drawing of a pair of lips 303 and an outline of teeth 304 behind the lips. A

vertical line 305 and a horizontal line 306 are drawn through the 2D image

301, and they may be used as guiding lines for modeling.

Fig. 3b) shows a screen shot on with the 2D image 301 is arranged and

aligned relative to the 3D model 302. The teeth 307 of the 3D model 302 can
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be seen through and between the lips 303 and the outline of teeth 304 of the

2D image 301. When arranging and aligning the 2D image relative to the 3D

model, modeling of the 3D model is facilitated. The vertical line 305 and the

horizontal line 306 are also seen in fig. 3b).

Fig. Sc) shows a sketch of a 2D image 301 and a 3D model 302 seen in a

perspective side view illustrating alignment from a viewpoint.

The 2D image 301 and the 3D model are in this figure attempted to be drawn

in a perspective side view to show that if the 2D image and the 3D model are

viewed from this viewpoint then they are not aligned. In the other figures, e.g.

fig. 3b) the 2D image and the 3D model are viewed from a front viewpoint in

which they are aligned. As seen there is a distance between the 2D image

and the 3D model to indicate that the 2D image and the 3D model are

separate representations and not one representation containing data from

two representations. The distance can be any distance, such as shorter or

longer than illustrated in the proportion here.

The arrow denoted X illustrates the front view in which the 2D image and the

3D model are aligned, as seen in e.g. fig. 3b).

The arrow denoted Y illustrates a bottom view where the 2D image and the

3D model are viewed from below, and as can be derived from the figure, the

2D image and the 3D model are not aligned when viewed from the Y

viewpoint.

The end of an arrow, circle with cross, denoted Z illustrates a side view, and

as explained above with respect to the perspective side view, the 2D image

and the 3D model are not aligned when viewed from this viewpoint.

Fig. 4 shows examples of arranging the 3D model and the 2D image relative

to each other.

Fig. 4a), b) and 0) show examples of different arrangements of the 3D model

402 relative to the 2D image 401. The teeth 407 of the 3D model 402 is seen

to be moved relative to the lips 403 of the 2D image 401 in the fig. 4a), b) and
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c). When the arrangement of the 3D model 402 has become suitable relative

to the 2D image 401, the actual modeling of the teeth 407 of the 3D model

402 may be performed.

Fig. 5 shows examples of 2D images as templates.

Fig. 5a) shows an example of a 2D digital image 501, which is a reference

frame for arranging and/or modelling the patient’s teeth. The reference frame

comprises a template 509 for the upper anterior or front teeth. The template

509 comprises the midline of a face 505 and a horizontal line 506 passing

along the incisal edge of the anterior teeth.

The template 509 comprises boxes adapted to fit the centrals 510, the

laterals 511 and the cuspids 512, also known as canines. The laterals 511

may ideally be 2/3 of the width of the centrals 510, and the cuspids 512 may

ideally be slightly narrower than the centrals 510.

Fig. 5b) shows an example where the 2D image 501 is a template 509

comprising the long axes 513 of the centrals 510, the laterals 511, and the

cuspids 512. The long axes 513 converge toward the incisal edge indicated

by the horizontal line 506.

Fig. 50) shows an example where the 2D image 501 is a template 509

showing a contour 514 of anterior or front teeth seen from the front.

Fig. 5d) shows an example where the 2D image 501 comprises a template

509 comprising a curve 515 of a smile line adapted to follow the lower lip in a

natural smile and the incisal edges of the upper anterior teeth 510, 511, 512,

as seen from the front.

Fig. 5e) shows an example where the 2D image 501 comprises a template

comprising three curves 516 for indicating the position of the gingival tissue.
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Fig. 5f) shows an example where the 2D image 501 comprises or is a

template 509 comprising a curve in the form of an arch 517 which follows the

upper teeth as seen from above.

Fig. 59) shows an example where the 2D image 501 comprises or is a

template 509 comprising a curve 518 which follows the upper anterior teeth

as seen from above.

Fig. 6 shows examples of how to perform virtual actions for arrangement of

the 2D image and the 3D model relative to each other.

Virtual actions for arrangement can comprise the following:

— scaling the 2D digital image and the 3D virtual model to show at least part

of the teeth in the same size on both of them;

- aligning the 2D digital image and the 3D virtual model;

— projecting the 3D virtual model to a/the plane of the 2D digital image;

- changing the perspective view of the 2D digital image and/or of the 3D

virtual model to obtain the same perspective view for both of them when

visualizing the positioning;

- de-warping the perspective view of the 3D virtual model for visually aligning

the 2D image and the 3D virtual model.

The virtual actions for arrangement can be performed by means of rotations

and translations to the left and right and back and forth of the 2D digital

image and/or of the 3D virtual model.

In one example (not shown) the silhouette of the biting edge of at least the

upper anterior teeth on the 2D image and on the 3D virtual model is used to

perform the aligning of the 2D image and the 3D virtual model.

Fig. 6a) shows an example where a virtual action for arrangement such as

alignment is performed using detected corresponding anatomical points 619

on the teeth on the 2D digital image 601 and on teeth on the 3D virtual model

602. The anatomical points 619 shown in fig. 6a) are at the upper anterior
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teeth. One anatomical point is on the incisal edge at the distal side of the left

lateral tooth, where left is left as seen in the figure, but right for the patient.

Another anatomical point is on the incisal edge between the left and the right

central teeth. The third anatomical point is at the gingival between the right

lateral tooth and right cuspid tooth, where right is right as seen in the figure,

but left for the patient.

When the corresponding anatomical points 619 are detected and e.g. marked

as in the figure on both the 2D image 601 and the 3D model 602, the 2D

image 601 and the 3D model 602 can be arranged relative to each other and

aligned to each other by providing that the corresponding anatomical points

619 on the 2D image 610 and on the 3D model 602 cover, overlap, match or

fit together. When corresponding anatomical points 619 are selected on the

screen, the software may automatically arrange the 2D image 601 and the

3D model 602 such that the points 619 are overlapping.

Fig. 6b) shows an example where a virtual action for arrangement such as

scaling is performed using a virtual measurement bar 620. The virtual

measurement bar 620 is seen on both the 2D image 601 and the 3D model

602. On the 2D image 601, the measurement bar 620 has a length

corresponding to the length across the upper two centrals 610 and the two

laterals 611. However, on the 3D model, the measurement bar 620 has a

length corresponding to both the upper two centrals 610, the two laterals 611

and the two cuspids 612. Thus in order to have matching sizes of the 2D

image 601 and the 3D model 602, the 3D model should be scaled up or

enlarged to fit the size of the 2D image.

Alternatively and/or additionally, the user can perform virtual actions of

arrangement of the 2D digital image and/or of the 3D virtual model by means

of eye measure.
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Fig. 7 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 7 shows a screen shot from a user interface in which both a 2D image

701 and a 3D model 702 of teeth are seen simultaneously. The 2D image

701 is a photograph of a part of a patients face comprising the patient’s lips

703 and the patient’s existing upper teeth 704 behind the lips. In the place of

the lower teeth the 3D model comprising the lower teeth 707 is arranged.

The 3D model 702 is arranged and aligned relative to the 2D image 701.

Fig. 8 shows an example of how a 3D model can be arranged in a 2D image,

or how a 2D image can be laid over a 3D model.

Fig. 8 shows a screen shot from a user interface in which a 2D image 801 is

seen. The 2D image 801 is a photograph of a part of a patients face

comprising the patient’s lips 803 and the patient’s existing upper teeth 804

behind the lips.

If a 3D model of teeth should be arranged in the place of the lower teeth, the

area of the lower teeth in the 3D image can be marked and hidden or deleted

by means of a non-transparent area 830. The marked area 830 can be

marked by drawing a line 831 along the edge of the upper teeth and the

lower lips. The marking of the line 831 can be performed automatically by

means of automatic contour and/or color detection of the 2D image.

Alternatively and/or additionally, the operator can draw the line 831 or

otherwise mark the area 830.

The same may apply if more or less, e.g. all the teeth in the 2D image should

be replaced with the teeth of a 3D model.

Fig. 9 shows an example of a before-and-after visualization.

A before—and—after visualization can be obtained by continuously

interchanging between situation views through gradual fading in-and-out,

whereby technicians, dentists and patients are easily able to detect even the

smallest alterations and smile details for optimal comparisons.
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Fig. 9 shows an example in which both a part of a 2D image 901 and part of

a 3D model 902 of teeth are seen simultaneously. The 2D image 901 is a

photograph of a part of a patients face comprising the patient’s lips 903 and

the patient's existing teeth 904 behind the lips. In the place of the lower and

upper teeth in the left side of the patient’s mouth (right side for the patient)

the 3D model comprising teeth 907 is seen.

The 3D model 902 is arranged and aligned relative to the 2D image 901.

The existing teeth 904 in the 2D image 901 correspond to the situation before

restoring one or more of the teeth. The 3D model 902 with teeth 907

corresponds to a possible situation after restoration. Since the view can be

interchanged between before and after visualization, e.g. by gradual fading

in—and—out, the suggested changes can very clearly be seen and evaluated.

Fig. 10 shows an example of rendering of a 3D model of teeth arranged

relative to a 2D image.

Fig. 10 shows an example in which both a 2D image 1001 and a 3D model

1002 of teeth are seen simultaneously. The 2D image 1001 is a photograph

of a part of a patients face comprising the patient’s lips 1003. In the place of

the teeth in the 2D image, a 3D model comprising modeled and rendered

teeth 1007 is arranged. The teeth 1007 in the 3D model have been rendered,

such as a photo-realistic rendering.

Although some embodiments have been described and shown in detail, the

invention is not restricted to them, but may also be embodied in other ways

within the scope of the subject matter defined in the following claims. In

particular, it is to be understood that other embodiments may be utilised and

structural and functional modifications may be made without departing from

the scope of the present invention.
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In device claims enumerating several means, several of these means can be

embodied by one and the same item of hardware. The mere fact that certain

measures are recited in mutually different dependent claims or described in

different embodiments does not indicate that a combination of these

measures cannot be used to advantage.

It should be emphasized that the term "comprises/comprising" when used in

this specification is taken to specify the presence of stated features, integers,

steps or components but does not preclude the presence or addition of one

or more other features, integers, steps, components or groups thereof.

When a claim refers to any of the preceding claims, this is understood to

mean any one or more of the preceding claims.

The features of the method described above and in the following may be

implemented in software and carried out on a data processing system or

other processing means caused by the execution of computer-executable

instructions. The instructions may be program code means loaded in a

memory, such as a RAM, from a storage medium or from another computer

via a computer network. Alternatively, the described features may be

implemented by hardwired circuitry instead of software or in combination with

software.
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2D image arrangement

Abstract

Disclosed is a computer—implemented method of visualizing, designing and

modeling a set of teeth for a patient, wherein the method comprises the steps

of:

— providing one or more 2D digital images;

- providing a 3D virtual model of at least part of the patient’s oral cavity;

- arranging at least one of the one or more 2D digital images relative to the

3D virtual model in a 3D space such that the at least one 2D digital image

and the 3D virtual model are aligned when viewed from a viewpoint, whereby

the 3D virtual model and the at least one 2D digital image are both visualized

in the 3D space; and

- modeling the 3D virtual model based on at least one of the one or more 2D

digital images.

(fig. 3b) should be published)
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Claims:

1. A computer—implemented method of visualizing, designing and modeling a

set of teeth for a patient, wherein the method comprises the steps of:

- providing one or more 2D digital images;

— providing a 3D virtual model of at least part of the patient’s oral cavity;

— arranging at least one of the one or more 2D digital images relative to the

3D virtual model in a 3D space such that the at least one 2D digital image

and the 3D virtual model are aligned when viewed from a viewpoint, whereby

the 3D virtual model and the at least one 2D digital image are both visualized

in the 3D space; and

— modeling the 3D virtual model based on at least one of the one or more 2D

digital images.

2. The computer—implemented method according to the preceding claim,

wherein the one or more 2D digital image comprises a patient-specific image

of at least part of the patient’s face.

3. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image comprises a generic image

of at least part of a human face.

4. The computer—implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is retrieved from a library

comprising a number of images of teeth.

5. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is a template for supporting

designing and/or modeling the patient’s teeth.
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6. The computer—implemented method according to the preceding claim,

wherein the template comprises the midline of a face.

7. The computer—implemented method according to claims 5 or 6, wherein

the template comprises a horizontal line passing along the anterior teeth.

8. The computer—implemented method according to any of claims 5—7,

wherein the template comprises the occlusal plane of a face.

9. The computer-implemented method according to any claims 5-8, wherein

the template comprises boxes adapted to fit the centrals, the laterals and the

cuspids.

10. The computer-implemented method according to any claims 5-9, wherein

the template comprises one or more long axes of anterior teeth.

11. The computer—implemented method according to the preceding claim,

wherein the long axes of at least the upper anterior teeth converge toward

the incisal edge.

12. The computer-implemented method according to any claims 5-11,

wherein the template comprises a contour of teeth.

13. The computer-implemented method according to the preceding claim,

wherein the contour comprises a shape of one or more teeth seen from the

front.

14. The computer—implemented method according to any of claims 5—13,

wherein the template comprises a curve.
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15. The computer—implemented method according to the preceding claim,

wherein the curve comprises an arch following the upper and/or lower

anterior teeth seen from the front or from above.

16. The computer-implemented method according to claims 14 or 15,

wherein the curve comprises a smile line adapted to follow the lower lip in a

natural smile and the incisal edges of the upper teeth.

17. The computer—implemented method according to any of claims 5—16,

wherein the template comprises one or more curves for indicating the

position of the gingival tissue.

18. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image shows at least a number of

front teeth.

19. The computer—implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is a photograph showing at

least the patient’s lips and teeth seen from the front.

20. The computer-implemented method according to the preceding claim,

wherein the method further comprises virtually cutting at least a part of the

teeth out of the one or more 2D digital image, such that at least the lips

remains to be visible in the 2D digital image.

21. The computer—implemented method according to the preceding claim,

wherein the 3D virtual model is visible behind the lips.

22. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image shows the face of the
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patient such that facial lines, such as the midline and the bi—pupillar line, are

detectable.

23. The computer—implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is an X-ray image of the

patient’s teeth.

24. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises providing a 3D computed

tomography scan of the patient’s face.

25. The computer—implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is a still image from a video

recording.

26. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is derived from a 3D face

scan.

27. The computer—implemented method according to any of the preceding

claims, wherein the method further comprises providing a 3D face scan of the

patient.

28. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises providing at least part of the

one or more 2D digital image to be at least partly transparent, such that the

3D virtual model is visual through the 2D digital image.

29. The computer-implemented method according to any of the preceding

claims, wherein the one or more 2D digital image is adapted to be smoothly

faded in and out of the view.
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30. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises aligning the one or more 2D

digital image and the 3D virtual model.

31. The computer—implemented method according to any of the preceding

claims, wherein the silhouette of the biting edge of at least the upper anterior

teeth on the one or more 2D image and on the 3D virtual model is used to

perform the alignment of the one or more 2D image and the 3D virtual model.

32. The computer-implemented method according to any of the preceding

claims, wherein the 3D virtual model comprises the patient’s set of teeth.

33. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises scaling the one or more 2D

digital image and the 3D virtual model to show at least part of the teeth in the

same size.

34. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises projecting the plane of the one

or more 2D digital image to the 3D virtual model.

35. The computer—implemented method according to any of the preceding

claims, wherein the method further comprises changing the perspective view

of the one or more 2D digital image and/or of the 3D virtual model to obtain

the same perspective view.

36. The computer—implemented method according to any of the preceding

claims, wherein the method further comprises de-warping the perspective

view of the one or more 2D image for visually aligning the one or more 2D

image and the 3D virtual model.
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37. The computer-implemented method according to any of the preceding

claims, wherein scaling, aligning, projecting to a plane, and changing

perspective are defined as virtual actions for arrangement.

38. The computer—implemented method according to the preceding claim,

wherein one or more of the virtual actions for arrangement comprises

rotations and translations left/right and back/forth of the one or more 2D

digital image and/or of the 3D virtual model.

39. The computer-implemented method according to claims 37 or 38,

wherein the method further comprises the steps of:

- detecting anatomical points on the teeth, where the anatomical points are

present and detectable both on the one or more 2D digital image and the 3D

virtual model, and

- performing the virtual actions for arrangement based on these

corresponding anatomical points.

40. The computer-implemented method according to the preceding claim,

wherein at least one corresponding anatomical point is selected to perform

the virtual actions for arrangement.

41. The computer—implemented method according to any of claims 37—40,

wherein the method further comprises the steps of:

— providing a virtual measurement bar, and

— performing the virtual actions for arrangement of the one or more 2D digital

image and/or of the 3D virtual model by means of adjustment to the virtual

measurement bar.

42. The computer-implemented method according to any claims 37-41,

wherein the method further comprises that a user performs virtual actions for
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arrangement of the one or more 2D digital image and/or of the 3D virtual

model by means of eye measure.

43. The computer—implemented method according to claims 39 or 40,

wherein the anatomical points are upper and/or lower distal and/or mesial

points on a number of specific anterior teeth.

44. The computer-implemented method according to any of the preceding

claims, wherein the modeling of the 3D model is performed automatically

based on the one or more 2D digital image.

45. The computer—implemented method according to any of the preceding

claims, wherein the method further comprises automatically selecting one or

more 2D digital image which provides an optimal fit to the 3D virtual model.

46. The computer-implemented method according to the previous claim,

wherein the optimal fit is determined based on specific parameters for

providing an esthetically, visually pleasing appearance.

47. The computer—implemented method according to any of the preceding

claims, wherein the 3D virtual model is generated by scanning a physical

model of the patient’s teeth, by scanning an impression of the patient’s teeth,

and/or by performing a direct scanning of the patient’s teeth.

48. The computer—implemented method according to any of the preceding

claims, wherein the alignment of the at least one 2D image and the 3D model

is performed automatically.

49. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises providing at least part of the
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3D virtual model to be at least partly transparent, such that at least one of the

one or more 2D digital images is visual through the 3D virtual model.

50. The computer—implemented method according to any of the preceding

claims, wherein the method comprises fading the 3D model smoothly in and

out of the view.

51. The computer-implemented method according to any of the preceding

claims, wherein the 3D model and two or more of the 2D images are aligned

relative to each other, when there are more than one 2D image.

52. The computer—implemented method according to any of the preceding

claims, wherein the 3D model and each of the 2D images are aligned relative

to each other.

53. The computer-implemented method according to any of the preceding

claims, wherein the different alignments of the 3D model relative to the two or

more 2D images are stored in a data storage.

54. The computer—implemented method according to any of the preceding

claims, wherein the alignment of the 3D model and a specific 2D image is

retrieved from the data storage, when the specific 2D image is selected for

view.

55. The computer—implemented method according to any of the preceding

claims, wherein two or more of the 2D images are 2D images of at least part

of the patient’s face seen from different directions.

56. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises sectioning at least two or more

of the teeth in the 3D model and/or in the one or more 2D images.
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57. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises modeling a restoration, such

as a virtual crown, a virtual preparation, and/or an area of virtual gingival on

the 3D model.

58. The computer—implemented method according to any of the preceding

claims, wherein the 2D image and the 3D model are adapted to be arranged

and/or viewed from one or more perspective views.

59. The computer-implemented method according to any of the preceding

claims, wherein the method comprises determining an angle of one or more

of the perspective views.

60. The computer—implemented method according to any of the preceding

claims, wherein the method comprises predefining an angle of one or more of

the perspective views.

61. The computer-implemented method according to any of the preceding

claims, wherein at least one of the one or more 2D image is from a video

stream of 2D images.

62. The computer—implemented method according to any of the preceding

claims, wherein the 2D images from the video stream are from different

perspective views.

63. The computer-implemented method according to any of the preceding

claims, wherein the 3D model is configured to be aligned relative to one or

more 2D images in the video stream.
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64. The computer—implemented method according to any of the preceding

claims, wherein the alignment of the 3D model and one or more 2D images

for one or more perspective views is performed by means of interpolation

and/or extrapolation of other perspective views.

65. The computer—implemented method according to any of the preceding

claims, wherein the method comprises zooming at least one of the one or

more 2D images and the 3D model in/out of view.

66. The computer-implemented method according to any of the preceding

claims, wherein the 2D image and the 3D virtual model are adapted to be

zoomed in/out simultaneously.

67. The computer-implemented method according to any of the preceding

claims, wherein the zooming in/out is configured to be performed from one or

more perspective views.

68. The computer-implemented method according to any of the preceding

claims, wherein the zooming in/out is configured to be performed from one or

more predefined angles.

69. The computer-implemented method according to any of the preceding

claims, wherein the predefined angles determine the perspective views.

70. The computer—implemented method according to any of the preceding

claims, wherein the method comprises providing the predefined angles in

discrete steps.

71. The computer-implemented method according to any of the preceding

claims, wherein the method comprises providing the predefined angles in a

continuous sequence.
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72. The computer-implemented method according to any of the preceding

claims, wherein the 2D image and the 3D model are snapped together in

their correct alignment.

73. The computer—implemented method according to any of the preceding

claims, wherein the snapping together of the 2D image and the 3D model is

performed automatically.

74. The computer-implemented method according to any of the preceding

claims, wherein each of the one or more 2D images is configured to be

snapped together with the 3D model in their correct alignment.

75. The computer-implemented method according to any of the preceding

claims, wherein the 2D image and the 3D model are aligned based on one or

more unprepared teeth, if unprepared teeth are present in the 3D model.

76. The computer-implemented method according to any of the preceding

claims, wherein the 2D image and the 3D model are aligned based on the

teeth in the upper jaw.

77. The computer-implemented method according to any of the preceding

claims, wherein the angle which the 3D model and the 2D image are seen

from as default is determined by the perspective view of the 2D image.

78. The computer—implemented method according to any of the preceding

claims, wherein the angle of the 3D model and the 2D image is configured to

adapt relative to the perspective view of the 2D image.

79. The computer-implemented method according to any of the preceding

claims, wherein the view of the 3D model is configured to adapt to the
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perspective view of a second 2D image, if this second 2D image is replacing

a first 2D image.

80. The computer—implemented method according to any of the preceding

claims, wherein the method further comprises generating a 3D image by

combining at least three of the 2D images.

81. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises rendering the 3D model.

82. The computer-implemented method according to any of the preceding

claims, wherein the method further comprises providing textural features on

the 3D model.

83. The computer—implemented method according to any of the preceding

claims, wherein the rendering is a photo-realistic rendering.

84. A computer program product comprising program code means for

causing a data processing system to perform the method of any one of the

preceding claims, when said program code means are executed on the data

processing system.

85. A computer program product according to the previous claim, comprising

a computer-readable medium having stored there on the program code

means.

86. A system for visualizing, designing and modeling a set of teeth for a

patient, wherein the system comprises:

- means for providing one or more 2D digital images;

- means for providing a 3D virtual model of at least part of the patient’s oral

cavity;
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- means for arranging at least one of the one or more 2D digital images

relative to the 3D virtual model in a 3D space such that the at least one 2D

digital image and the 3D virtual model are aligned when viewed from a

viewpoint, whereby the 3D virtual model and the at least one 2D digital image

are both visualized in the 3D space; and

— means for modeling the 3D virtual model based on at least one of the one

or more 2D digital images.
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2D image arrangement

Field of the invention

This invention generally relates to a method of visualizing and modeling a set

of teeth for a patient. More particularly, the invention relates to providing a 3D

virtual model of the patient’s set of teeth. The method is at least partly

computer-implemented.

Background of the invention

Visualization and modeling or design of teeth are known in the field of dental

restorations.

When a patient requires a dental restoration, such as crowns, bridges,

abutments, or implants, the dentist will prepare the teeth e.g. a damaged

tooth is grinded down to make a preparation where a crown is glued onto. An

alternative treatment is to insert implants, such as titanium screws, into the

jaw of the patient and mount crowns or bridges on the implants. After

preparing the teeth or inserting an implant the dentist can make an

impression of the upper jaw, the lower jaw and a bite registration or a single

impression in a double—sided tray, also known as triple trays. The

impressions are sent to the dental technicians who manufacture the

restorations e.g. the bridge. The first step to manufacture the restoration is

traditionally to cast the upper and lower dental models from impressions of

the upper and the lower jaw, respectively. The models are usually made of

gypsum and often aligned in a dental articulator using the bite registration to

simulate the real bite and chewing motion. The dental technician builds up

the dental restoration inside the articulator to ensure a nice visual

appearance and bite functionality.
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CAD technology for manufacturing dental restoration is rapidly expanding

improving quality, reducing cost and facilitating the possibility to manufacture

in attractive materials otherwise not available. The first step in the CAD

manufacturing process is to create a 3-dimensional model of the patient's

teeth. This is traditionally done by 3D scanning one or both of the dental

gypsum models. The 3-dimensional replicas of the teeth are imported into a

CAD program, where the entire dental restoration, such as a bridge

substructure, is designed. The final restoration 3D design is then

manufactured e.g. using a milling machine, 3D printer, rapid prototyping

manufacturing or other manufacturing equipment. Accuracy requirements for

the dental restorations are very high otherwise the dental restoration will not

be visual appealing, fit onto the teeth, could cause pain or cause infections.

W010031404A relates to tools in a system for the design of customized

three-dimensional models of dental restorations for subsequent

manufacturing, where the dental restorations are such as implant abutments,

copings, crowns, wax-ups, and bridge frameworks. Moreover, the invention

relates to a computer-readable medium for implementing such a system on a

computer.

Visualizing and modeling teeth for a patient based are also known from the

field of orthodontics.

U82006127836A discloses orthodontic systems and methods for determining

movement of a tooth model from a first position to a second position by

identifying one or more common features on the tooth model; detecting the

position of the common features on the tooth model at the first position;

detecting the position of the common features on the tooth model at the

second position; and determining a difference between the position of each

common feature at the first and second positions.
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Thus orthodontics relates to movement of teeth, so the desired position of a

tooth or teeth is determined, and based on the present position of that tooth

or teeth, the movement from the present position to the desired position is

determined. Thus within orthodontics the desired or resulting position of a

tooth or teeth is/are is known before planning the steps of the movement.

It remains a problem to provide an improved method and system for

providing esthetically beautiful and/or physiologically suitable results of

modeling teeth, both within the field of restorations, implants, orthodontics

etc.

Summary

Disclosed is a method of designing a dental restoration for a patient, wherein

the method comprises:

- providing one or more 2D images, where at least one 2D image comprises

at least one facial feature;

- providing a 3D virtual model of at least part of the patient’s oral cavity;

— arranging at least one of the one or more 2D images relative to the 3D

virtual model in a virtual 3D space such that the 2D image and the 3D virtual

model are aligned when viewed from a viewpoint, whereby the 3D virtual

model and the 2D image are both visualized in the 3D space; and

- modeling a restoration on the 3D virtual model, where the restoration is

designed to fit the facial feature of the at least one 2D image.

The terms designing and modeling are used interchangeably in this

document to describe what is done to the restoration to make it fit to the

patient. The user, e.g. a dental technician, may be digitally designing or

modeling a restoration on the 3D virtual model.
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It is an advantage that the 3D CAD modeling of the 3D virtual model is based

on a 2D digital image, since the 2D image determines or indicates what kind

of modeling is suitable, where the expression suitable may comprise

physiologically suitable or esthetically suitable or appealing. Thus the 2D

image is used to perform a correct modeling of the 3D model, since the 2D

image functions as a benchmark or rule for what kind of modeling is possible

or how the modeling can be with the limits provided by the 2D image. Thus

the modeling of the 3D virtual model is decided and performed based on the

one or more 2D image, i.e. such as that the modeling of the 3D virtual model

is based on the visualization of the 2D image.

The patient’s oral cavity may comprise at least the patient’s present set of

teeth, such as prepared teeth or unprepared teeth, if the patient is not

toothless, and maybe part of the gums. If the patient is toothless, then the

oral cavity may comprise the gums of the patient.

The 2D image(s) may typically be a digital image, and the term 2D digital

image may be used interchangeably with the term 2D image in the

specification.

It is an advantage that there may be one or more 2D images. If there are

more 2D images, one 2D image may be used for alignment relative to the 3D

virtual mode, and another 2D image may be used for designing the

restoration. However, even if there are more 2D images, the same 2D image

may be used both for alignment and for designing the restoration. The other

2D images may then just be used for visualization and presentation etc. If

there is only one 2D image, that 2D image is used both for alignment with the

3D virtual model and for designing the restoration.

Thus the 2D image comprising the facial features may be denoted the first

2D image, and the 2D image which is used for alignment relative to the 3D

virtual model may be denoted the second 2D image. If there is only one 2D
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image, then the first 2D image and the second 2D image is the same 2D

image. If there are more 2D images, then the first 2D image and the second

2d image may be the same 2D image, but they may also be two different 2D

images.

The restoration is configured to be manufactured, such as by rapid

manufacturing, such as by milling, printing etc. The restoration may be

veneered, such as by adding porcelain to the surface of it after machine

manufacturing. When the restoration is finished, it may be inserted in the

patient’s mouth.

It is an advantage that the 2D digital image and the 3D virtual model are

aligned when viewed from one viewpoint, since hereby the user or operator

of the system performing the method, can view the 2D image and the 3D

model from a viewpoint where they are aligned, since this enables and

facilitates that modeling of the 3D model is based on the 2D image. That the

2D image and 3D model are aligned when seen from a viewpoint means that

at least some structures of the 2D image and the 3D model are coinciding

when seen from a viewpoint. Thus the 2D image and 3D model may not be

aligned when seen from any viewpoint, thus there may be only one viewpoint

from which the 2D image and the 3D model are aligned.

Furthermore, it is an advantage that the 2D image and the 3D model are

arranged and remain as separate data representations which are not merged

or fused together into one representation. By keeping the data

representations as separate representations, time is saved and data

processing time and capacity is reduced. Thus the 2D image is not

superimposed or overlaid onto the 3D virtual model for creating one

representation with all data included. Prior art documents describe that the

data from e.g. a color image is added to the 3D model, such that the color

content from the image is transferred to the 3D model, whereby the result is
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one representation, i.e. the 3D model including color. Creating such models

requires more time and exhaustive data processing.

Thus, it is an advantage that the present method may be performed faster

than prior art methods.

The method is for use when modeling teeth, but can of course also with

advantage be used by students within the dental field when learning how to

model teeth and what to take into consideration when modeling teeth.

Modeling of teeth is defined as comprising modeling of one or more dental

restorations, modeling of one or more implants, modeling orthodontic

movement of one or more teeth, modeling one or more teeth in a denture,

e.g. a fixed or removable denture, to provide a visually pleasing appearance

of the set of teeth etc.

Thus the modeling may comprise modeling of restorations, orthodontic

planning and/or treatment, modeling of implants, modeling of dentures etc.

When the CAD modeling comprises for example restorations, the virtually

modeled restorations, such as crowns and bridges, can be manufactured by

means of CAM, and the manufactured restorations can then eventually be

inserted onto the patient's teeth by a dentist.

Arranging, placing, or positioning the 2D digital image on the 3D virtual model

is performed digitally on a computer and shown on a user interface such as a

screen, such that the user or operator obtains a visual representation of the

2D image and the 3D model together in the same field of view, whereby the

operator can perform the modeling based on the simultaneous view of the 2D

image and the 3D model instead of based on either one combined

representation or separate views of the 2D image and/or the 3D model.

For facilitating the arrangement of the 2D image and the 3D model relative to

each other, edge detection may be performed, whereby the contour of the
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teeth on the 2D image and/or on the 3D model is automatically derived. Edge

detection can be performed by means of a software algorithm. Edges are

points where there is a boundary or edge between to image regions, and

edges can thus be defined as sets of points in the image which have a strong

gradient magnitude. The contour of the teeth may thus be detected by

detecting the edge between image portions showing the teeth and the

gingival.

One or more 2D images may be provided in the method, and the 2D images

may e.g. show the patient’s face from different directions, show different

parts of the patient’s face, such as facial features in the form of the lips and

the eyes or nose for example for determining facial lines, show different

examples of new teeth which the teeth of the 3D model can be modeled to

look like, show the patient’s teeth before preparing the teeth for restorations

and after preparing the teeth, etc.

In some embodiments the restoration is designed on at least one prepared

tooth in the 3D virtual model.

In some embodiments the 2D image and the 3D model are aligned based on

one or more unprepared teeth.

In some embodiments the prepared tooth in the 3D virtual model is a physical

preparation of the patient’s teeth.

In some embodiments the prepared tooth in the 3D virtual model is a virtual

preparation modeled on the 3D virtual model.

In some embodiments the 3D virtual model comprises at least one prepared

tooth.
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In some embodiments the 3D virtual model comprises no prepared teeth, and

where the 3D virtual model is of the patient’s oral cavity before at least one

tooth is prepared.

In some embodiments the method comprises providing two 3D virtual

models, where the first 3D virtual model comprises at least one prepared

tooth and the second 3D virtual model comprises no prepared teeth, and

where the first and the second 3D virtual models are aligned.

In some embodiments the 2D image and the second 3D virtual model

comprising no prepared teeth are aligned.

In some embodiments the 2D image and the first 3D virtual model comprising

at least one prepared tooth are aligned based on the alignment between the

first and the second 3D virtual model and based on the alignment between

the 2D image and the second 3D model.

When aligning the 2D image and the 3D model, the 2D image may be of the

patient’s unprepared teeth, since it may be easier to align the 2D image and

the 3D model, when the teeth on the 2D image are unprepared. When

modeling the restoration e.g. new teeth of the 3D model, the 2D image may

then be of the patient’s prepared teeth, since e.g. restorations normally are

modeled after having prepared the teeth by cutting part of the teeth such that

crowns etc. can be attached to the prepared part of the teeth.

The 2D image of the prepared teeth may be aligned to the 2D image of the

unprepared teeth before the restoration on the 3D model is

designed/modeled based on the 2D image with the prepared teeth, since it

may be easier to align the 2D images of the prepared and unprepared teeth,

e.g. using the lips and other features of the face or teeth, than to align the 2D
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image of the prepared teeth with the 3D model, since here it may be difficult

to find corresponding features on these.

However, the method may also be used before the dentist prepares any tooth

or teeth, e.g. for presenting and showing the patient how his set of teeth may

look if a restoration is made on one or more of the teeth.

The method may be used for designing a diagnostic wax—up used to visualize

the results of a restoration prior to the treatment being executed.

When designing a diagnostic wax—up, a virtual margin line and a virtual

preparation may be made for designing the diagnostic wax-up, even though

no real preparation is made.

The method may be used for designing a temporary, which the patient can

wear after the dentist has prepared a tooth and before the final restoration is

manufactured and placed on the prepared tooth.

The restoration may be designed, e.g. automatically, by selecting a tooth in

the 2D image, e.g. the tooth in the position where the restoration should be

placed or a different aesthetic tooth. In the 2D image the selected tooth is

only seen from one viewpoint, so only the front side, the width and the height

of the tooth may be seen in the 2D image. Thus the backside of the tooth

cannot be seen. A standard model tooth may be selected from a library, and

this model tooth may be shaped as the selected tooth in the 2D image. The

model tooth or restoration can only be shaped as the selected tooth in the

surfaces which are seen in the 2D image. The rest of the model tooth or

restoration may be shaped according to some standard for a tooth in that

respective location in a mouth. E.g. the backside or the distal surface of a

central tooth may typically be flat, whereas the distal surface of a canine may

typically be triangularly shaped, and the distal surface of a molar may

typically resemble the mesial surface of the tooth. Or the distal surface of the
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neighbor teeth or the corresponding tooth on the other side of the midline in

the mouth may be used to shape the surfaces of the restoration which cannot

be derived from the 2D image. The restoration can be designed on the 3D

virtual model, and the part of the restoration which is in contact with e.g. the

preparation may be automatically designed to resemble the shape of the

restoration.

The restoration can be a crown, a bridge, an abutment, an implant, a

denture, such as a fixed or removable denture, a full denture or partial

denture, a diagnostic wax—up, a temporary etc.

Designing a restoration may comprise designing at least part of a

preparation, designing at least a part of the gingival surrounding the

restoration in the patient’s mouth etc..

It is an advantage that the restoration is designed to fit or match the facial

feature of the at least one 2D image, since this will provide a restoration

which looks natural relative to the patient’s face and/or this will provide a

restoration which is aesthetic, such as symmetrical. The dental technical

rules for designing teeth, mathematical or algorithmic rules and/or rules for

aesthetics may be programmed into the software or used in the software or

method for designing the restoration to fit the facial features, and based on

these rules the restoration may be designed, e.g. partly automatically. The

dental technician or the dentist may use his/her experience and knowledge

about dental aesthetics and rules to design and determine when the

restoration fits the facial feature in the patient’s image or in a template or

standard image of a face.

Designing the restoration to fit the facial features of the 2D image may be

based on purely objective rules for restoration design. However designing the

restoration to fit the facial features of the 2D image may alternatively and/or

additionally be based on more subjective opinions and choices of the dental

technician or dentist.

0483



0484

WO 2012/000511 PCT/DK2011/050246

1O

15

20

25

30

11

In some embodiments facial features are present in an image of the patient

and/or in a generic image of a person.

In some embodiments the facial feature is one or two lips, one or more teeth,

and/or the shape and/or size of the face.

In some embodiments the facial features comprise one or more imaginary

lines of a face adapted to be detected in the 2D image, such as the midline,

the horizontal line, and/or the bi—pupillar line.

If the 2D image is an image of at least part of the patient’s face, then the

facial features used for designing the restoration may be the lips of the

patient, the smile line of the patient’s mouth, the symmetry lines in the

patient’s face, the midline of the patient’s face, the horizontal line of the

patient’s face, the patient’s anterior teeth etc. Thus the restoration may be

designed by fitting the restoration to the lips of the patient, by fitting the

restoration to the smile line of the patient’s mouth, by fitting the restoration to

the patient’s anterior teeth etc.

If the 2D image is an image, such as a drawing, of a generic template face,

then the facial features used for designing the restoration may be symmetry

lines of the template face, shapes and sizes of the teeth on the template face

etc.

When designing the restoration to fit the facial features, the restoration may

be designed such that there is a certain distance from the edge of the upper

lip to the incisal edge of the anterior teeth, eg. the centrals, when the patient

smiles a natural smile; and/or such that a certain percentage or amount of

the centrals are visible when the patient smiles.
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Furthermore, when designing the restoration to fit the facial features, the

restoration may be designed by considering the shape of the patient’s face,

the gender of the patient, the phenotypic characteristics of the patient, i.e.

whether the patient is Asian, African, Caucasoid etc.. For example Asians

typically has smaller teeth, men typically have bigger teeth than women, oval

teeth typically suit an oval face shape etc.

Furthermore, if the patient has a small dental arch or jaw, then the distance

between the canines will typically be smaller, and the anterior teeth should

then typically be more narrow, than the teeth in a patient with a large arch

and a larger distance between the canines.

In some embodiments the restoration is a crown, a bridge, an abutment, an

implant, a denture, a diagnostic wax-up, and/or a temporary.

In some embodiments the designing of the restoration is performed to

automatically fit the facial features of the at least one 2D digital image.

In some embodiments the restoration is designed by selecting a tooth in the

2D image, and modeling the restoration to have the same shape as the

selected tooth.

In some embodiments the 3D virtual model is generated by scanning a

physical model of the patient’s teeth, by scanning an impression of the

patient’s teeth, and/or by performing a direct scanning of the patient’s teeth. If

the patient is toothless, then the gums, a model or an impression of the gums

may be scanned for creating a 3D model of the oral cavity.

In 3D scanning the object is analyzed to collect data on its shape. The

collected data can then be used to construct digital, three dimensional

models. In 3D scanning usually a point cloud of geometric samples on the
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surface of the subject is created. These points can then be used to

extrapolate the shape of the subject.

In some embodiments the one or more 2D digital image comprises a patient-

specific image of at least part of the patient’s face.

An advantage of this embodiment is that the modeling can be based on an

image of the patient, such that the modeling is performed with respect to the

facial features forming the look or appearance of the patient, or with respect

to some, a few or a single, specific visual facial features of the patient, such

as the lips.

In some embodiments the one or more 2D digital image comprises a generic

image of at least part of a human face.

An advantage of this embodiment is that the modeling can be based on a

generic image, whereby it is not patient-specific facial features which

determine the modeling, but instead it is a general image, e.g. the facial

features may be some visually pleasing teeth from another person, or the

facial feature may be a drawing of some ideal teeth etc..

In some embodiments the one or more 2D digital image is retrieved from a

library comprising a number of images of teeth.

An advantage of this embodiment is that the 2D image, such as a generic

image, can be selected from a library which contains for example several

images of teeth, so that the patient e.g. can choose his/her desired new set

of teeth from the library. The library may be a so called smile guide library

comprising images of teeth and/or mouths which are shown while smiling,

since visually pleasing teeth may be most important when smiling, since this

may be when most teeth are shown to the surroundings.

The images of teeth in the library may be photos of teeth, may be drawings of

teeth, etc. and thus the facial features are then teeth.
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In some embodiments the 2D image comprises a cross for providing a visual

symmetry which is adapted to be used for designing the restoration.

In some embodiments the one or more 2D digital image is a template for

supporting designing the patient’s teeth.

An advantage of this embodiment is that when the 2D image is a template,

then the operator can arrange and model teeth using this template for

obtaining a visually pleasing result of the modeling. Thus the template may

comprise facial features in the form of guiding lines, rough blocks for

arranging the teeth etc.

Thus facial feature, such as imaginary lines, in a patient’s face, such as the

midline, the horizontal line, the bi-pupillar line etc. may be used to determine

how the restored teeth should look, i.e. the features, such as lines, may be

used for designing the restoration(s).

In some embodiments the template comprises a facial feature in the form of

the midline of a face.

In some embodiments the template comprises a a facial feature in the form of

horizontal line passing along the anterior teeth.

In some embodiments the template comprises a facial feature in the form of

the occlusal plane of a face.

An advantage of the embodiments where the template comprises some facial

feature, such as the midline of the face, a horizontal line, an occlusal plane

etc, is that these features may assist in both arranging the 2D image and the

3D model relative to each other and in modeling of the restoration of the 3D

model.
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In some embodiments the template comprises a facial feature in the form of

boxes adapted to fit the centrals. the laterals and the cuspids.

An advantage of this embodiment is that it enables the operator to easily

model a restoration of the different anterior teeth to be visually pleasing. For

example the laterals can with advantage be 2/3 of the width of the centrals,

and the cuspids or canines can with advantage be slightly narrower than the

centrals.

In some embodiments the template comprises a facial feature in the form of

one or more long axes of anterior teeth.

An advantage of this embodiment is that the long axes can be used for

indicating the long axis alignment of teeth and/or the vertical direction of teeth

for support in modeling the restoration.

In some embodiments the facial feature in the form of the long axes of at

least the upper anterior teeth converge toward the incisal edge or biting

edge.

An advantage of this embodiment is that it is visually pleasing when the long

axes of at least the upper anterior teeth converge toward the incisal.

In some embodiments the template comprises a facial feature in the form of a

contour of teeth.

In some embodiments the contour comprises a shape of one or more teeth

seen from the front.

An advantage of the embodiments relating to the contour of teeth is that

using the visually pleasing contour of some suitable teeth may be a simple

and easy way to model the restoration teeth of the 3D model.
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In some embodiments the template comprises a facial feature in the form of a

curve.

An advantage of this embodiment is that by means of a curve, distances and

angles can be measured or viewed. For example a distance can be

measured from the centre of the curve, and in one example the operator may

measure x mm from a certain point on the curve, and at this distance

something specific may be arranged, such as a distal point on a lateral.

Furthermore the curve may be a symmetry curve for ensuring that the

modeled restoration teeth will be symmetric.

In some embodiments the facial feature in the form of the curve comprises an

arch following the upper and/or lower anterior teeth seen from the front or

from above.

In some embodiments the facial feature in the form of the curve comprises a

smile line adapted to follow the lower lip in a natural smile and the incisal

edges of the upper teeth.

In some embodiments the template comprises a facial feature in the form of

one or more curves for indicating the position of the gingival tissue.

An advantage of these embodiments relating to curves of the teeth and/or of

the mouth and lips is that using some kind of curve(s) may be a simple and

easy way to model the restoration teeth of the 3D model.

In some embodiments the one or more 2D digital image shows at least a

number of front teeth.

It is an advantage to have a facial feature in the form of front teeth, since

front teeth may be good starting points for designing other restoration teeth.
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In some embodiments the one or more 2D digital image is a photograph

showing at least a facial feature in the form of the patient’s lips and teeth

seen from the front.

An advantage of this embodiment is that when the 2D image shows the

patient’s lips and existing teeth, then the modeling of the restoration teeth

can be performed such that they suit the patient’s lips and unchanged teeth

providing a visually pleasing result of the modeling.

In some embodiments the method further comprises virtually cutting at least

a part of the teeth out of the one or more 2D digital image, if the 2D image

comprises teeth, such that at least the lips remains to be visible in the 2D

digital image.

An advantage of this embodiment is that when the lips and no or only some

teeth are visible in the 2D image then it is easy to visualize the modeled

restoration teeth of the 3D virtual model with the patient’s lips and determine

whether the restoration it is a good result of modeling. The cutting of teeth

out of the 2D image may be performed virtually or digitally such that the

information in the 2D image relating to the teeth is removed, deleted, made

invisible etc..

If there is free space between the teeth, such as between the upper and

lower teeth in the 2D image, then this free space may also be removed from

the 2D image, such that everything inside the edge of the lips is removed so

that the 3D model can be seen within the edge of the lips. The lips

themselves should preferably not be cut out, since the lips should preferably

be seen while designing the restoration of the teeth, such that the restoration

is designed to fit the patient’s lips or the standard, template, model lips from a

template 2D image.

Virtually cutting the teeth out of the 2D image may be performed by

segmenting the lips and the teeth in the 2D image. Segmentation may be

performed by that the dental technician manually draws with a digital drawing
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tool along the edge or lines of the lips and/or teeth, and thereby performs the

segmentation. The segmentation may also be performed automatically by

means of well-known image processing algorithms. The segmentation may

also be performed by means of analyzing the color difference in the 2D

image, and using the criteria that teeth are normally white/yellow or grey

colored, and that lips are normally red/pink/flesh colored. The segmentation

may also be performed by defining one or more lip models or teeth models

and then digitally searching the 2D image for features which match the lip

models and/or teeth models.

The edge of the lips can be marked by means of image processing tools,

digital drawing tools, such as manual tools, semi-automatic tools, full-

automatic tools, standard image processing tools, a combination of different

drawings tools etc.

One of the 2D images may be a 2D image of the patient where the teeth can

be seen behind the lips, e.g. where as much as possible of the teeth is seen,

e.g. in an image where the patient smiles, such as his/her natural smile.

It may be an advantage that the patient’s present teeth can be seen in the 2D

image, since this may be used when designing the restoration. In particular,

how the patient’s present teeth and lips look or appear relative to each other

when the patient smiles, may be used when designing the restoration.

Another one of the 2D images may be a 2D image of the patient where the

teeth cannot be seen, e.g. where the lips are closed together.

In some embodiments the 3D virtual model is visible behind the lips.

An advantage of this embodiment is that when the 3D model can be seen

behind the lips, then the modeling of the restoration teeth can be performed

while viewing the lips for determining if the modeling is satisfactory.
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In some embodiments the method comprises cutting out the part of the 2D

image which is inside the edge of the lips.

In some embodiments the edge of the lips is marked on the 2D image.

In some embodiments the edge of the lips is marked manually by means of

digital drawing tools.

In some embodiments the edge of lips is marked by means of a digital spline

CUI’VG.

In some embodiments the edge of the lips is marked by means of semi-

automatic drawings tools.

When a part from the 2D image and a part from the 3D virtual model should

be viewed/seen/be presented at the same time, then for example the pixels

relating to the lips in the 2D image may be selected for view and the pixels

relating to the teeth in the 3D virtual model may be selected for view, and the

2D image and the 3D virtual model may be combined in view this way.

As an alternative to cutting out the teeth of the 2D image, the teeth in the 2D

image can be made transparent such that the teeth in the 3D model can be

seen in the place of the 2D image teeth. Providing the teeth in the 2D image

to be transparent can be performed similar to the cutting, e.g. by selecting

some pixels to be viewed and selecting other pixels not to be viewed.

In some embodiments the one or more 2D digital image shows the face of

the patient such that facial features in the form of facial lines, such as the

midline and the bi-pupillar line, are detectable.
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An advantage of this embodiment is that facial lines determines the geometry

of the patient’s face, and for obtaining a visually pleasing result of modeling,

the teeth should fit with this overall geometry.

In some embodiments the one or more 2D digital image is an X-ray image of

the patient’s teeth.

An advantage of this embodiment is that when using or applying an X-ray

image of the patient’s teeth, the entire teeth with roots under the gingival can

be seen, and thus broken or weak teeth or roots can be detected. Hereby for

example implants exerting force on the teeth and roots can be planned to be

arranged to exert force on non-broken or strong teeth and teeth roots instead

of on the broken and weak teeth and roots.

In some embodiments the method further comprises providing a 3D

computed tomography scan of the patient’s face for facilitating aligning the

one or more 2D image and the 3D model and/or for modeling the 3D virtual

model.

In some embodiments the one or more 2D digital image is a still image from

a video recording.

In some embodiments the one or more 2D digital image is derived from a 3D

face scan.

When the 3D face scan is seen on the screen it may be seen from a certain

perspective thereby yielding a certain 2D projection of the 3D scan. Thus a

2D image may be derived from the 2D projection of the 3D face scan.

In some embodiments the method further comprises providing a 3D face

scan of the patient for facilitating aligning the one or more 2D image and the

3D model and/or for modeling the 3D virtual model.
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The 3D face scan may be provided by means of aligning and/or combining

multiple sub-scans of the face, such as sub-scans from different angles.

Furthermore, at least some of the sub-scans may be at least partly

overlapping.

The face scan may also comprise texture, and at least a part of the sub-

textures of at least part of the sub-scans may be color adjusted ad/or color

interpolated, such as by texture weaving, to provide the texture of the 3D

face scan or 3D model.

When performing a face scan of the patient, at least part of the patient’s hair

may be powdered with a reflective powder.

Furthermore, silhouettes from multiple sub-scans may be extruded and

subsequently intersected to provide a visual hull approximation.

Texture, such as color, from the 2D image or a face scan may be mapped

onto the 3D virtual model and/or mapped onto the restoration.

If the restoration resembles the original tooth which is being restored, then it

may be an advantage to use the texture, e.g. color, from the 2D image. But if

the restoration does not resemble the original tooth or if there is no original

tooth, then the texture, e.g. color, from the 2D image may not be mapped to

the restoration.

Mapping the texture, e.g. color, from the 2D image onto the 3D virtual model

and/or the restoration may be an advantage for designing the restoration,

since it may e.g. help in determining the color of the restoration and/or other

textural features of the restoration.

The teeth and tissue, such as gingival, in the 3D model may be at least

partially segmented. The segmentation may be provided by means of a

computer implemented algorithm, such as a shortest path algorithm applied

on a 3D matrix representing curvature of the tooth surface.

Segmentation may alternatively/additionally be at least partly based on color

information in the 3D model.
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In some embodiments a face scan of the patient provides a measure of the

distance that the upper and/or lower lip moves when the patient smiles, and

the distance is adapted to be used for measuring the ideal length of at least

some of the teeth.

An advantage of this embodiment is that at least the length of the front teeth

is important for the visual appearance of the teeth.

In some embodiments the method further comprises providing at least part of

the one or more 2D digital image to be at least partly transparent, such that

the 3D virtual model is visual through the 2D digital image.

Transparency may mean full transparency, e.g. meaning something is

completely invisible, partial transparency or translucency, e.g. meaning that

the graphics is partially transparent, e.g. like a colored glass. Partial

transparency may be simulated at some level by mixing colors.

When the entire or a part from the 2D image and/or the entire or a part from

the 3D virtual model should be transparent, then for example some of, such

as every second, pixels in the 2D image may be selected for view and some

of, such as every other second, pixels in the 3D virtual model may be

selected for view, and the 2D image and the 3D virtual model may be

combined in view this way, such that one of them or both become

transparent, e.g. interchangeably transparent.

Fading may be obtained similar to transparency, e.g. by selecting certain

pixels for view and other pixels not for view.

In some embodiments the one or more 2D digital image is adapted to be

smoothly faded in and out of the view.

An advantage of this embodiment is that when smoothly fading the 2D image

in and out of view this provides that the visualization of the 2D digital image
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changes from being entirely visible to be partly visible and then maybe

invisible and vice versa. Hereby the 2D image can be viewed as the user

wishes. The fading in-and-out may be gradual.

In some embodiments the method further comprises providing at least part of

the 3D virtual model to be at least partly transparent, such that at least one of

the one or more 2D digital images is visual through the 3D virtual model.

In some embodiments the method comprises fading the 3D model smoothly

in and out of the view.

In some embodiments the 2D image and the 3D model are adapted to be

alternately faded in and out of view.

In some embodiments the 2D image is adapted to be faded into view, when

the 3D virtual model is faded out of view, and vice versa.

In some embodiments the 2D image and the 3D virtual model are adapted to

faded in and out of view independently of each other.

In some embodiments the 3D virtual model comprises the patient’s set of

teeth.

In some embodiments the 2D image and the 3D virtual model are aligned by

means of scaling, translating and/or rotating the 2D image and/or the 3D

model relative to each other.

In some embodiments the view of the 2D image is fixed, and the 3D virtual

model is scaled and/or translated and/or rotated relative to the 2D image.
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In some embodiments the method comprises selecting a viewpoint of the 3D

virtual model which provides an optimal fit to the 2D digital image.

In some embodiments the dental articulation of the upper and lower teeth in

the 3D virtual model is adapted to be adjusted to resemble the articulation of

the upper and lower teeth in the 2D image.

In some embodiments the method further comprises scaling the one or more

2D digital image and the 3D virtual model to show at least part of the teeth in

the same size.

An advantage of this embodiment is that the 2D image and the 3D model

should be shown in the same scale in order for optimally performing the

modeling. The scaling may be an automatic modification of the size of eg.

the 3D virtual model to the size of the 2D digital image or vice versa.

Alternatively, the scaling may be of both the 2D image and the 3D model to

resize them to a predetermined scale.

In some embodiments the method further comprises aligning the one or more

2D digital image and the 3D virtual model.

An advantage of this embodiment is that when the 2D image and the 3D

model are aligned then modeling of the restoration may be performed easier

and with a better result. Alignment may be defined as the adjustment of an

object in relation with another object, such that structures of the objects are

coinciding. Thus common or alike structures of the 2D image and the 3D

model may be aligned.

In some embodiments the silhouette of the biting edge of at least the upper

anterior teeth on the one or more 2D image and on the 3D virtual model is

used to perform the alignment of the 2D image and the 3D virtual model.

An advantage of this embodiment is that in many cases the biting edge of the

upper anterior teeth are seen on both the 2D image and on the 3D model,
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and therefore this biting edge may be an advantageous physical point of

alignment.

In some embodiments the method further comprises projecting the plane of

the one or more 2D digital image to the 3D virtual model.

An advantage of this embodiment is that when projecting the plane of 2D

image to the 3D model or to a plane of the 3D model, the 3D model and the

2D image can be viewed in the same plane which may be an advantage

when modeling the restoration teeth. The viewing of the 3D model and the

2D image in the same plane may otherwise be complex.

In some embodiments the method further comprises changing the

perspective view of the one or more 2D digital image and/or of the 3D virtual

model to obtain the same perspective view.

An advantage of this embodiment is that modeling of the restoration may be

facilitated when the 2D image and the 3D model can be seen in the same

perspective view.

For aligning the 2D image and the 3D model, a 2D projection of the 3D model

may be performed. The projection may be a perspective projection, a parallel

projection such as an orthographic projection, etc. Corresponding points may

be selected on the 2D image and the 3D model, a projection of the 3D model

onto 2D space may be made, and the distance between the corresponding

points on the 2D projected 3D model and the 2D image may be minimized

until the location of the corresponding points are coincident or almost

coincident. The location may be minimized by means of iteration, like in the

iterative closest point (ICP) method for aligning 3D models.

In some embodiments the method further comprises de-warping the

perspective view of the one or more 2D image for visually aligning the 2D

image and the 3D virtual model.
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De-warping may be used, if the 2D image of the patient’s mouth is for

example taken in an angle from above, below and/or from a side, but it is

desired that the 2D image of the patient’s mouth is seen from the front, since

a front image may be easier to use when designing a restoration for the

patient’s teeth.

Warping or de-warping may be used for correcting image distortion. Warping

or de-warping may comprise mapping points to points. This can be based

mathematically on any function from (part of) the plane to the plane.

Thus an advantage of this embodiment is that when de—warping or correcting

the perspective view of the 2D image, then the view is digitally manipulated,

and hereby points on the perspective view of the 2D image can be mapped

to points on the 3D model or its plane. After de-warping or correcting the

perspective of the 2D image, the 3D model can be re-aligned, such that the

2D image and the 3D model are aligned again.

Thus de-warping may be performed by projecting the 2D image or the teeth

from the 2D image onto the 3D virtual model. Since the 3D model may only

comprises the teeth of the patient, a face model, such as the patient’s own

face or a generic face model, may be used to align the 2D image and the 3D

virtual model. A new perspective view of the 3D virtual model may now be

selected and a new 2D image can be derived from this. This new 2D image

may be a corrected, undistorted version or view of the original distorted 2D

image.

In some embodiments scaling, aligning, projecting to a plane, de-warping

perspective and changing perspective are defined as virtual actions for

arrangement or alignment.

In some embodiments one or more of the virtual actions for arrangement

comprises rotations and translations left/right and back/forth of the one or

more 2D digital image and/or of the 3D virtual model.
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An advantage of this embodiment is that by providing rotations, translations

etc. then different movements of the 2D image and/or of the 3D model may

be performed for facilitating the scaling, aligning, perspective changing and

ultimately for facilitating the modeling of the teeth.

In some embodiments the method further comprises the steps of:

- detecting anatomical points on the teeth, where the anatomical points are

present and detectable both on the one or more 2D digital image and the 3D

virtual model, and

— performing the virtual actions for arrangement based on these

corresponding anatomical points.

An advantage of this embodiment is that using corresponding, common or

mutual anatomical points on the 2D image and the 3D model may be an easy

way to perform alignment of the 2D image and the 3D model, where after

modeling of the restoration teeth can be performed.

For correctly aligning the 2D image and the 3D virtual model, the number of

corresponding points on the 2D image and the 3D model may be similar to

the number of degrees (DOF) of freedom for moving the 2D image and the

3D model relative to each other. The number of degrees of freedom may for

example be seven; thus seven corresponding points may be required for

performing a correct alignment of the 2D image and the 3D virtual model.

For calculating the number of degrees of freedom, a camera model may be

estimated. The camera model may comprise a number of internal parameters

and a number of external parameters. The internal parameters may be

magnification, also known as enlargement or scaling, and perspective

projection or distortion. The external parameters may be the placement and

orientation of the camera relative to the object, eg. the set of teeth.

The degrees of freedom may be translations in the three directions in space

and rotations about the three axes in space.
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For reducing the number of degrees of freedom, and thus e.g. for reducing

the required number of corresponding points on the 2D image and the 3D

model, it can be assumed that all the teeth lie in the same plane. Then the

internal parameters should not comprise the perspective projection or

distortion, but only the magnification. Thus a parallel projection may be

assumed, and for example it can alternatively and/or additionally be assumed

that the 2D image of a patient’s face is captured exactly from the front.

If a patient’s teeth are photographed from a distance of about 1 meter, which

may typically be the case when photographing teeth for this method, then the

assumption about parallel projection may be acceptable.

For some cases it may be a reasonable assumption that all teeth lie in the

same plane, however in other cases this assumption may not be correct, and

it may be difficult or even impossible to align the 2D image and the 3D virtual

model using this assumption.

In practice, alignment may be performed by fixing the 2D image in position

and then moving the 3D virtual model relative to the fixed 2D image by using

e.g. a 3D motion controller, a 3D navigation device, a 6DOF device (six

degrees of freedom) or a 3D mouse, such as a spaceball.

If the 3D virtual model can be reduced to a 2D model, then the 2D image and

the 2D model may be aligned using three points, since the alignment may

then comprise magnification or scaling, translation in one direction and

rotation about one axis.

The difficult part of aligning a 2D image and a 3D virtual model may be

performing the rotation, since translation and scaling or magnification may be

more easy to perform.

Perspective projection can be activated in the software program where the

restoration is designed, and when perspective projection is activated the 2D

image and/or the 3D virtual model may comprise more depth.
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Perspective may be a parameter which can be adjusted, activated, fixed etc.

in the software program for performing the method.

In some embodiments at least one corresponding anatomical point is

selected to perform the virtual actions for arrangement.

An advantage of this embodiment is that one common or mutual point on the

2D image and the 3D model may be sufficient for arranging the 2D image

and the 3D model relative to each other. However in other cases the 2D

image and the 3D model should be aligned using more points, such as two,

three or four points. In general three points may be suitable. Four points can

be used for performing an even better arrangement or for use in more difficult

cases.

In some embodiments the method further comprises the steps of:

- providing a virtual measurement bar, and

- performing the virtual actions for arrangement of the one or more 2D digital

image and/or of the 3D virtual model by means of adjustment to the virtual

measurement bar.

An advantage of this embodiment is that it may be easy and fast to use a

virtual measurement bar to perform the virtual actions for arrangement such

as scaling, where the sizes of the 2D image and the 3D model are adjusted

to correspond to each other.

In some embodiments the method further comprises that a user performs the

virtual actions for arrangement of the one or more 2D digital image and/or of

the 3D virtual model by means of eye measure.

An advantage of this embodiment is that just by using simple eye measure,

the operator can very quickly and reliably perform the arrangement of the 2D

image and the 3D model relative to each other or perform a rough starting

point for a more detailed adjustment.
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In some embodiments the anatomical points are upper and/or lower distal

and/or mesial points on a number of specific anterior teeth.

An advantage of this embodiment is that anatomical point on the upper

and/or lower distal and/or mesial parts of the anterior teeth are normally easy

to detect both on the 2D image and on the 3D model.

In some embodiments the modeling of the 3D model is performed

automatically based on the one or more 2D digital image.

An advantage of this embodiment is that the user does not need to perform

any manual modeling of the 3D model on the screen, when the modeling can

be performed fully automatic. However, typically if an automatic modeling

takes place, then the user may check that the modeling is satisfying, and

maybe perform small corrections to the modeling.

In some embodiments the method further comprises automatically selecting

one or more 2D digital image which provides an optimal fit to or match with

the 3D virtual model.

An advantage of this embodiment is that a 2D image with an optimal, good or

the best match or fit to the 3D model can automatically be selected, and

hereby a good result of modeling of the restoration can be obtained, and

furthermore the time used for performing the modeling of the restoration can

be reduced, since no person needs to spend time on looking through a larger

number of 2D images. The 2D image may be selected from a library of 2D

digital images, or from any source comprising a number of images of teeth

and smiles. The library may comprise templates, photos, drawings etc with

facial features.

In some embodiments the optimal fit or match is determined based on

specific parameters for providing an esthetically, visually pleasing

appearance.
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An advantage of this embodiment is that the optimal, best or just a good

match or fit can be determined based on different parameters, such as the

present size of the patient’s teeth, on the curves of the patient’s present teeth

set, etc. New teeth which are very big may not suit a person who used to

have very small teeth or a person who has thin lips. Likewise a new teeth set

with a strong composition may not suit a person who used to have a teeth set

with a soft composition or a person who has full lips etc. So based on the

present facial features such as structures, features, shapes etc. of the

patient’s teeth, new teeth which will look natural and suit the patient can be

determined from e.g. a template library of photos, drawings etc.

In some embodiments the alignment of the at least one 2D image and the 3D

model is performed automatically.

In some embodiments the 3D model and two or more of the 2D images are

aligned relative to each other, when there are more than one 2D image.

In some embodiments the 3D model and each of the 2D images are aligned

relative to each other.

It is an advantage that the 3D model is aligned specifically to each of the 2D

images, such that if shifting between the different 2D images, the correct

alignment of the 3D model relative to the selected 2D image may

automatically be presented on the user interface.

In some embodiments the different alignments of the 3D model relative to the

two or more 2D images are stored in a data storage.

In some embodiments the alignment of the 3D model and a specific 2D

image is retrieved from the data storage, when the specific 2D image is

selected for view.
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In some embodiments two or more of the 2D images are 2D images of at

least part of the patient’s face seen from different directions.

In some embodiments the method further comprises sectioning at least two

or more of the teeth in the 3D model and/or in the one or more 2D images.

In some embodiments the 2D image and the 3D model are adapted to be

arranged and/or viewed from one or more perspective views.

The perspective views may be from the front, from behind, from the side,

from above, from below, and any combination of these view. A visual or non—

visual point e.g. a center point, a line e.g. a centerline or a region e.g. a

center region in the 3D model and/or in the 2D image may determine the

point of reference for the perspective views.

In some embodiments the method comprises determining an angle of one or

more of the perspective views.

The angle may be the angle relative to a center point of the 2D image and/or

the 3D model. The angle may be an angle relative to a horizontal plane,

and/or a vertical plane etc which virtually intersects the teeth in the 2D image

and/or in the 3D model.

In some embodiments the method comprises predefining an angle of one or

more of the perspective views.

In some embodiments at least one of the one or more 2D image is from a

video stream of 2D images.

In some embodiments the 2D images from the video stream are from

different perspective views.
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In some embodiments the 3D model is configured to be aligned relative to

one or more 2D images in the video stream.

In some embodiments the alignment of the 3D model and one or more 2D

images for one or more perspective view is performed by means of

interpolation and/or extrapolation of other perspective views.

It is an advantage that already determined perspective views can be used for

alignment of other perspective views. The perspective views may be present

or arranged on a virtual trajectory or curve and/or on a virtual view point

sphere. Thus if two perspective views are already determined, a third

perspective view located between the two perspective views can be

determined by extrapolation or interpolation and the 3D model and the 2D

image can be aligned relative to this or based on this. The perspective views

or angles may be provided by a shift in angles, view directions etc, and the

shifts may be smooth and continuous or in discrete steps.

In some embodiments the method comprises zooming at least one of the one

or more 2D images and the 3D model in/out of view.

In some embodiments the 2D image and the 3D virtual model are adapted to

be zoomed in/out simultaneously.

It is an advantage that the 2D image and the 3D model can be zoomed in/out

simultaneously, and/or jointly, and/or together, and/or concurrently, and/or

synchronously. Thus the increase or decrease in the size of the 2D image

and the 3D model may be similar when zooming, the 2D image and the 3D

model may follow each other when zooming, and the center point or center

region of the zoom may be coinciding in the 2D image and the 3D model.

In some embodiments the zooming in/out is configured to be performed from

one or more perspective views.
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In some embodiments the zooming in/out is configured to be performed from

one or more predefined angles.

In some embodiments the predefined angles determine the perspective

views.

In some embodiments the method comprises providing the predefined angles

in discrete steps.

In some embodiments the method comprises providing the predefined angles

in a continuous sequence.

In some embodiments the 2D image and the 3D model are snapped or

locked together in their correct alignment.

It is an advantage that if for example the 2D image is seen from a side

perspective, then the 2D image is automatically snapped or locked to the

correct angle relative to the 3D model.

When the alignment of the 2D image and the 3D virtual model has been

found, this alignment can be saved, and if the 2D image and the 3D model

are then moved again relative to each other, the saved alignment can be

used to snap or lock the 2D image and the 3D virtual together again the

correct alignment.

In some embodiments the snapping together of the 2D image and the 3D

model is performed automatically.

In some embodiments each of the one or more 2D images is configured to be

snapped together with the 3D model in their correct alignment.
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In some embodiments the 2D image and the 3D model are aligned based on

one or more unprepared teeth, if unprepared teeth are present in the 3D

model.

In some embodiments the 2D image and the 3D model are aligned based on

the teeth in the upper jaw.

It is an advantage to align based on the upper teeth because these are

typically the most visible teeth on a 2D image, in particular the front teeth in

the upper jaw are normally most visible and the alignment may therefore be

improved if these teeth are used for the alignment.

Alternatively and/or additionally the teeth in the lower jaw of the 3D model

can also be moved e.g. downwards to obtain a suitable alignment.

In some embodiments the angle which the 3D model and the 2D image are

seen from as default is determined by the perspective view of the 2D image.

The angle can also be denoted view, view point, perspective view etc.

In some embodiments the angle of the 3D model and the 2D image is

configured to adapt relative to the perspective view of the 2D image.

The angle can also be denoted view, view point, perspective view etc.

In some embodiments the view of the 3D model is configured to adapt to the

perspective view of a second 2D image, if this second 2D image is replacing

a first 2D image.

It is an advantage that the view may change automatically when a second 2D

image is selected for view, alignment etc.

In some embodiments the method further comprises generating a 3D image

by combining at least three of the 2D images.

In some embodiments the method further comprises rendering the 3D model.
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It is an advantage to perform rendering of the teeth in the 3D model, such as

photo-realistic rendering, since hereby the 3D model is made to look more

realistic and nicer. The 3D model may be for example yellow or gray by

default, so by rendering the teeth in the 3D model to be for example more

white, the 3D model teeth looks better and realistic.

The rendering can be performed by means of well-known methods performed

using well-known computer programs.

In some embodiments the method further comprises providing textural

features on the 3D model.

It is an advantage to provide textural features on the 3D model for making the

teeth of the 3D model look more realistic and real. The textural features of

the teeth may be obtained from a 2D image of the patient’s existing teeth, the

textural features may be from a standard template, may be generated

specifically to the specific 3D model based on size, shape etc of the teeth.

Furthermore, other parameters such as shadow, geometry, viewpoint,

lighting, and shading information can be provided to the 3D model for making

the teeth of the 3D model look more realistic and possibly look more esthetic.

In some embodiments texture from the 2D image is mapped onto the 3D

virtual model and/or the restoration.

In some embodiments the rendering is a photo-realistic rendering.

In general it is an advantage of the method and the embodiments that it/they

enable(s) dental laboratories (labs) to superimpose a patient’s actual face

and smile images in the design process and utilize that directly to produce

optimally esthetic and personalized restorations. Labs can show the dentist’s

patients exactly how a new restoration will transform their smiles and get

feedback. The smile visualization is highly realizable because it may be
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solidly backed by the manufacturable 3D model and not just 2D image

manipulations.

Personalized designs with patient specific 2D-image overlays can be

obtained by importing 2D images of the patient’s lips, teeth and smile to

design restorations that exactly suit the patient’s personal look. Image

manipulation tools may be applied to mask away the teeth, and alignment

tools may be used to bring lips and new teeth design together as a perfect

personalized design guide.

High esthetics with generic 2D-image overlays can be obtained by using 2D-

image libraries that help in achieving high esthetics, even without pictures of

the actual patient’s smile. By means of the method it is possible to select

from a variety of smile-guides and design-templates to recreate complete

smile compositions to apply with the restoration design.

Before-and-after visualization can be obtained for example by continuously

interchanging between situation views through gradual fading in-and-out,

whereby technicians, dentists and patients are easily able to detect even the

smallest alterations and smile details for optimal comparisons.

The present invention relates to different aspects including the method

described above and in the following, and corresponding methods, devices,

systems, uses and/or product means, each yielding one or more of the

benefits and advantages described in connection with the first mentioned

aspect, and each having one or more embodiments corresponding to the

embodiments described in connection with the first mentioned aspect and/or

disclosed in the appended claims.

In particular, disclosed herein is a system for designing a dental restoration

for a patient, wherein the system comprises:
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- means for providing one or more 2D images, where at least one 2D image

comprises at least one facial feature;

- means for providing a 3D virtual model of at least part of the patient’s oral

cavity;

- means for arranging at least one of the one or more 2D images relative to

the 3D virtual model in a virtual 3D space such that the 2D image and the 3D

virtual model are aligned when viewed from a viewpoint, whereby the 3D

virtual model and the 2D image are both visualized in the 3D space; and

— means for modeling a restoration on the 3D virtual model, where the

restoration is designed to fit the facial feature of the at least one 2D image.

Furthermore the present invention relates to a computer program product

comprising program code means for causing a data processing system to

perform the above method, when said program code means are executed on

the data processing system, and a computer program product according to

the previous claim, comprising a computer-readable medium having stored

there on the program code means.

According to another aspect, disclosed is a computer—implemented method of

visualizing, designing and modeling a set of teeth for a patient, wherein the

method comprises the steps of:

- providing one or more 2D digital images;

- providing a 3D virtual model of at least part of the patient’s oral cavity;

- arranging at least one of the one or more 2D digital images relative to the

3D virtual model in a 3D space such that the at least one 2D digital image

and the 3D virtual model are aligned when viewed from a viewpoint, whereby

the 3D virtual model and the at least one 2D digital image are both visualized

in the 3D space; and

- modeling the 3D virtual model based on at least one of the one or more 2D

digital images.
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Brief description of the drawings

The above and/or additional objects, features and advantages of the present

invention, will be further elucidated by the following illustrative and non-

limiting detailed description of embodiments of the present invention, with

reference to the appended drawings, wherein:

Fig. 1 shows an example of a flowchart of a method of visualizing and

modeling a set of teeth for a patient.

Fig. 2 shows examples of visualizing a 2D image and a 3D model together.

Fig. 3 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 4 shows examples of arranging the 3D model and the 2D image relative

to each other.

Fig. 5 shows examples of 2D images as templates.

Fig. 6 shows examples of how to perform virtual actions for arrangement of

the 2D image and the 3D model.

Fig. 7 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 8 shows an example of how a 3D model can be arranged in a 2D image,

or how a 2D image can be laid over a 3D model.

Fig. 9 shows an example of a before—and—after visualization.
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Fig. 10 shows an example of rendering of a 3D model of teeth arranged

relative to a 2D image.

Fig. 11 shows an example of aligning a 2D image and a 3D virtual model

relative to each other, cutting out the mouth and teeth of the 2D image to see

the 3D virtual model in place of the teeth, and designing a restoration on the

3D virtual model based on the 2D image.

Detailed description

In the following description, reference is made to the accompanying figures,

which show by way of illustration how the invention may be practiced.

Fig. 1 shows an example of a flowchart of a method of designing a dental

restoration for a patient.

In step 101 one or more 2D digital images is provided, where at least one 2D

image comprises at least one facial feature. The 2D image may be

photograph of at least part of the patients face, a template of teeth, a drawing

of teeth, a photo or image of an esthetic set of teeth etc. The 2D digital image

may be shown on a user interface, such as a computer screen.

In step 102 a 3D virtual model of the patient’s oral cavity comprising the

patient’s set of teeth, if there are any teeth, is provided. The 3D model of the

patient’s set of teeth may be generated by scanning a physical model of the

patient’s teeth, by scanning an impression of the patient’s teeth, and/or by

performing a direct scanning of the patient’s teeth. If the patient is toothless,

then the gums, a model or an impression of the gums may be scanned for

creating a 3D model of the oral cavity. The 3D virtual model may be shown

on a user interface, such as a computer screen.

In step 103 a 2D digital image is arranged or positioned relative to the 3D

virtual model for visualizing the 3D virtual model relative to the 2D digital

0513



0514

WO 2012/000511 PCT/DK2011/050246

10

15

20

25

30

41

image. The arrangement or positioning is a digital, virtual arrangement,

performed by means of software, such that the 2D image and the 3D model

can be viewed together. The 2D digital image and the 3D virtual model are

aligned when viewed from a viewpoint, whereby the 3D virtual model and the

2D digital image are both visualized in the 3D space. The user of the

software program may use digital tools to manually align the 2D image and

the 3D virtual model, or the 2D image and the 3D virtual model may

automatically be aligned by means of digital processing means, or the

alignment of the 2D image and the 3D virtual model may be a combination of

manually alignment performed by the user and automatic alignment. The 2D

image used for alignment with the 3D virtual may the same 2D image

comprising facial features or it may be a different 2D image.

In step 104 a restoration of the 3D virtual model is modeled, where the

restoration is designed to fit the facial feature of the at least one 2D image.

Thus the part of the 3D virtual model of the patient’s set of teeth comprising

the restoration is digitally or virtually modeled or designed based on the

visualization of the arrangement of the 2D image comprising the facial

feature. Thus the 3D model of the patient’s existing teeth is modeled using

CAD, and the modeling may comprise restorations, orthodontic planning

and/or treatment, prosthetics, removable dentures etc. The virtually modeled

restorations, such as crowns and bridges, can be manufactured by means of

CAM, and the manufactured restorations can then be inserted onto the

patient’s teeth by a dentist.

Fig. 2 shows examples of visualizing a 2D image and a 3D model together.

Fig. 2a) shows a screen shot on which both a 2D image 201 and a 3D model

202 are seen simultaneously. The 2D image 201 is a photograph of a part of

a person’s face showing facial features in the form of the mouth with lips 203

and teeth 204 behind the lips 203. The photograph may be of the patient

himself or of another person. Using a photograph of the patient may be

advantageous if the patient’s teeth have been broken and the patient then
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wishes to have his teeth restored to look like they did before the damage.

Using a photograph of another person may be an option if the patient wishes

to have his teeth restored, exchanged by a new teeth set and/or treated by

orthodontics in order for them to look and/or be arranged differently than they

do at present.

The 3D model 202 of the patient’s teeth comprises gingival 208 and teeth

207.

Fig. 2b) shows an example where the 2D image 201 is an X—ray image of the

patient’s teeth. The X—ray image shows facial features in form of the teeth

204 of the patient. Since the X—ray image shows the teeth approximately on

lines, i.e. not on curves as in real-life, at least part of the plane of the X-ray

image may be changed with regard to the perspective, warped, projected

and/or bended to be arranged relative to the 3D model 202 with teeth 207.

Fig. 3 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 3a) shows a screen shot on which both a 2D image 301 and a 3D model

302 of teeth are seen simultaneously. The 2D image 301 is a photograph or

drawing showing facial features in form of a pair of lips 303 and an outline of

teeth 304 behind the lips. A vertical line 305 and a horizontal line 306 are

drawn through the 2D image 301, and they may also be used as guiding lines

for modeling a restoration.

Fig. 3b) shows a screen shot on with the 2D image 301 is arranged and

aligned relative to the 3D model 302. The teeth 307 of the 3D model 302 can

be seen through and between the lips 303 and the outline of teeth 304 of the

2D image 301. When arranging and aligning the 2D image relative to the 3D

model, modeling of a restoration on the 3D model is facilitated. The vertical

line 305 and the horizontal line 306 are also seen in fig. 3b).

Fig. 3c) shows a sketch of a 2D image 301 and a 3D model 302 seen in a

perspective side view illustrating alignment from a viewpoint.
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The 2D image 301 and the 3D model are in this figure attempted to be drawn

in a perspective side view to show that if the 2D image and the 3D model are

viewed from this viewpoint then they are not aligned. In the other figures, e.g.

fig. 3b) the 2D image and the 3D model are viewed from a front viewpoint in

which they are aligned. As seen there is a distance between the 2D image

and the 3D model to indicate that the 2D image and the 3D model are

separate representations and not one representation containing data from

two representations. The distance can be any distance, such as shorter or

longer than illustrated in the proportion here.

The arrow denoted X illustrates the front view in which the 2D image and the

3D model are aligned, as seen in e.g. fig. 3b).

The arrow denoted Y illustrates a bottom view where the 2D image and the

3D model are viewed from below, and as can be derived from the figure, the

2D image and the 3D model are not aligned when viewed from the Y

viewpoint.

The end of an arrow, circle with cross, denoted Z illustrates a side view, and

as explained above with respect to the perspective side view, the 2D image

and the 3D model are not aligned when viewed from this viewpoint.

Fig. 4 shows examples of arranging the 3D model and the 2D image relative

to each other.

Fig. 4a), b) and c) show examples of different arrangements of the 3D model

402 relative to the 2D image 401. The teeth 407 of the 3D model 402 is seen

to be moved relative to the lips 403 of the 2D image 401 in the fig. 4a), b) and

c). When the arrangement of the 3D model 402 has become suitable relative

to the 2D image 401, the actual modeling of the teeth 407 of the 3D model

402 may be performed.

Fig. 5 shows examples of 2D images as templates comprising facial features.

Fig. 5a) shows an example of a 2D digital image 501, which is a reference

frame for arranging the patient’s teeth and/or modeling a restoration. The
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reference frame comprises a template 509 for the upper anterior or front

teeth. The template 509 comprises facial features in the form of the midline of

a face 505 and a horizontal line 506 passing along the incisal edge of the

anterior teeth.

The template 509 comprises facial features in the form of boxes adapted to fit

the centrals 510, the laterals 511 and the cuspids 512, also known as

canines. The laterals 511 may ideally be 2/3 of the width of the centrals 510,

and the cuspids 512 may ideally be slightly narrower than the centrals 510.

Fig. 5b) shows an example where the 2D image 501 is a template 509

comprising facial features in the form of the long axes 513 of the centrals

510, the laterals 511, and the cuspids 512. The long axes 513 converge

toward the incisal edge indicated by the horizontal line 506.

Fig. 5c) shows an example where the 2D image 501 is a template 509

showing facial features in the form of a contour 514 of anterior or front teeth

seen from the front.

Fig. 5d) shows an example where the 2D image 501 comprises a template

509 comprising facial features in the form of a curve 515 of a smile line

adapted to follow the lower lip in a natural smile and the incisal edges of the

upper anterior teeth 510, 511, 512, as seen from the front.

Fig. 5e) shows an example where the 2D image 501 comprises a template

comprising facial features in the form of three curves 516 for indicating the

position of the gingival tissue.

Fig. 5f) shows an example where the 2D image 501 comprises or is a

template 509 comprising a curve in the form of an arch 517 which follows the

upper teeth as seen from above.
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Fig. 5g) shows an example where the 2D image 501 comprises or is a

template 509 comprising a curve 518 which follows the upper anterior teeth

as seen from above.

The arch 517 and the curve 518 may also be denoted facial features.

Fig. 6 shows examples of how to perform alignment or virtual actions for

arrangement of the 2D image and the 3D model relative to each other.

Virtual actions for arrangement can comprise the following:

— scaling the 2D digital image and the 3D virtual model to show at least part

of the teeth in the same size on both of them;

- aligning the 2D digital image and the 3D virtual model;

- projecting the 3D virtual model to a/the plane of the 2D digital image;

- changing the perspective view of the 2D digital image and/or of the 3D

virtual model to obtain the same perspective view for both of them when

visualizing the positioning;

- de-warping the perspective view of the 3D virtual model for visually aligning

the 2D image and the 3D virtual model.

The virtual actions for arrangement can be performed by means of rotations

and translations to the left and right and back and forth of the 2D digital

image and/or of the 3D virtual model.

In one example (not shown) the silhouette of the biting edge of at least the

upper anterior teeth on the 2D image and on the 3D virtual model is used to

perform the aligning of the 2D image and the 3D virtual model.

Fig. 6a) shows an example where the alignment or a virtual action for

arrangement such as alignment is performed using detected corresponding

anatomical points 619 on the teeth on the 2D digital image 601 and on teeth

on the 3D virtual model 602. The anatomical points 619 shown in fig. 6a) are

at the upper anterior teeth. One anatomical point is on the incisal edge at the

distal side of the left lateral tooth, where left is left as seen in the figure, but

right for the patient. Another anatomical point is on the incisal edge between
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the left and the right central teeth. The third anatomical point is at the gingival

between the right lateral tooth and right cuspid tooth, where right is right as

seen in the figure, but left for the patient.

When the corresponding anatomical points 619 are detected and e.g. marked

as in the figure on both the 2D image 601 and the 3D model 602, the 2D

image 601 and the 3D model 602 can be arranged relative to each other and

aligned to each other by providing that the corresponding anatomical points

619 on the 2D image 610 and on the 3D model 602 cover, overlap, match or

fit together. When corresponding anatomical points 619 are selected on the

screen, the software may automatically arrange the 2D image 601 and the

3D model 602 such that the points 619 are overlapping.

Fig. 6b) shows an example where a virtual action for arrangement such as

scaling is performed using a virtual measurement bar 620. The virtual

measurement bar 620 is seen on both the 2D image 601 and the 3D model

602. On the 2D image 601, the measurement bar 620 has a length

corresponding to the length across the upper two centrals 610 and the two

laterals 611. However, on the 3D model, the measurement bar 620 has a

length corresponding to both the upper two centrals 610, the two laterals 611

and the two cuspids 612. Thus in order to have matching sizes of the 2D

image 601 and the 3D model 602, the 3D model should be scaled up or

enlarged to fit the size of the 2D image.

Alternatively and/or additionally, the user can perform virtual actions of

arrangement of the 2D digital image and/or of the 3D virtual model by means

of eye measure.

Fig. 7 shows an example of visualizing and arranging a 2D image and a 3D

model.

Fig. 7 shows a screen shot from a user interface in which both a 2D image

701 and a 3D model 702 of teeth are seen simultaneously. The 2D image
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701 is a photograph of a part of a patients face comprising facial features in

the form of the patient’s lips 703 and the patient’s existing upper teeth 704

behind the lips. In the place of the lower teeth on the 2D image the 3D model

comprising the lower teeth 707 is arranged.

The 3D model 702 is arranged and aligned relative to the 2D image 701.

A restoration on the 3D model can be modeled to fit the facial features in the

2D image such as the patient’s lips, the upper anterior teeth etc.

Fig. 8 shows an example of how a 3D model can be arranged in a 2D image,

or how a 2D image can be laid over a 3D model.

Fig. 8 shows a screen shot from a user interface in which a 2D image 801 is

seen. The 2D image 801 is a photograph of a part of a patients face

comprising the patient’s lips 803 and the patient’s existing upper teeth 804

behind the lips.

If a 3D model of teeth should be arranged in the place of the lower teeth, the

area of the lower teeth in the 3D image can be marked and hidden or deleted

by means of a non-transparent area 830. The marked area 830 can be

marked by drawing a line 831 along the edge of the upper teeth and the

lower lips. The marking of the line 831 can be performed automatically by

means of automatic contour and/or color detection of the 2D image.

Alternatively and/or additionally, the operator can draw the line 831 or

otherwise mark the area 830.

The same may apply if more or less, e.g. all the teeth in the 2D image should

be replaced with the teeth of a 3D model.

Fig. 9 shows an example of a before-and-after visualization.

A before-and-after visualization can be obtained by continuously

interchanging between situation views through gradual fading in-and-out,

whereby technicians, dentists and patients are easily able to detect even the

smallest alterations and smile details for optimal comparisons.
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Fig. 9 shows an example in which both a part of a 2D image 901 and part of

a 3D model 902 of teeth are seen simultaneously. The 2D image 901 is a

photograph of a part of a patients face comprising facial features in the form

of the patient’s lips 903 and the patient’s existing teeth 904 behind the lips. In

the place of the lower and upper teeth in the left side of the patient’s mouth

(right side for the patient) the 3D model comprising teeth 907 is seen.

The 3D model 902 is arranged and aligned relative to the 2D image 901.

The existing teeth 904 in the 2D image 901 correspond to the situation before

restoring one or more of the teeth. The 3D model 902 with restored teeth 907

corresponds to a possible situation after restoration of the teeth. Since the

view can be interchanged between before and after visualization, e.g. by

gradual fading in-and-out, the suggested changes can very clearly be seen

and evaluated.

Fig. 10 shows an example of rendering of a 3D model of teeth arranged

relative to a 2D image.

Fig. 10 shows an example in which both a 2D image 1001 and a 3D model

1002 of teeth are seen simultaneously. The 2D image 1001 is a photograph

of a part of a patients face comprising the patient’s lips 1003. In the place of

the teeth in the 2D image, a 3D model comprising modeled and rendered

restored teeth 1007 is arranged. The restored teeth 1007 in the 3D model

have been rendered, such as a photo-realistic rendering.

Fig. 11 shows an example of aligning a 2D image and a 3D virtual model

relative to each other, cutting out the mouth and teeth of the 2D image to see

the 3D virtual model in place of the teeth, and designing a restoration on the

3D virtual model based on the 2D image.

Fig. 11 shows a number of steps which may be performed for designing a

restoration, but it should not be understood that all these steps should be

performed for designing a restoration. In some cases aligning the 2D image

and the 3D virtual model can be performed differently than shown in the

0521



0522

WO 2012/000511 PCT/DK2011/050246

1O

15

20

25

30

49

figures 11, and in some cases the mouth and teeth is not cut out of the 2D

imageasshowninthefigwes11.

Fig. 11a) shows a 3D virtual model 1102 of a patient’s set of teeth. A first

design of the restoration 1140 in the form of a bridge comprising three teeth

is designed. The restoration is white whereas the original teeth in the 3D

model are brown/grey in the figure.

Fig. 11b) shows the 3D model 1102 with the restoration 1140. In the lower

right corner a menu 1141 is shown which allows the user to select a 2D

imagetoovenayontheSE)model1102

Fig. 11c) shows a 2D image 1101 of the patient’s lower face showing the

inouflwinchxflng Hps 1103 and eflsflngteefli11043'Theinenu 1102is aBo

seen in the lower right corner.

Fig. 11d) shows both the 2D image 1101 with lips 1103 and teeth 105, and

the 3D virtual model 1102 with the restoration 1140. The 2D image 1101 has

beeninade pankmy Uanspanmn suchthatbofltthe 2D Hnage andthe 3D

virtual model can be seen. A scale on the menu 1141 in the lower right

corner can be changed to adjust the transparency of the 2D image and/or the

3DinodeL

Fig. He) shows the 2D image 1101 and the 3D virtual model, where the 2D

image has been made partially transparent, such that both the 2D image and

the 3D virtual model can be seen. The 2D image and the 3D virtual model

have been aHgned mfiflch can be seen Htthatthe Huflsaledge ofthe flwee

anterior teeth 1142, 1143 and 1144 matches on the 2D image and the 3D

wnualmodeL

Furthermore, it can be seen that the first design of the restoration 1140 has

been designed such that the new teeth in the restoration 1140 are a little bit

shorter than the original teeth on the 2D image.

The patient may have required the restoration 1140 because the original

teeth was broken, damaged, dead, caused problems with the occlusion,

problems with the gingival etc.
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Fig. 11f) shows the 2D image 1101 and the 3D virtual model 1102, where the

transparency of the 2D image is a little bit different compared to the

transparency in fig. 11e). In fig. 11f) the 2D image is less transparent than in

fig. He). The transparency can be adjusted by means of the scale on the

menu 1141.

Figs 11g), 11h) and Hi) show an example of virtually cutting out teeth of the

2Dimage

Fig. 119) shows the 2D image 1101 of the patient’s lower face where the lips

1103 and the teeth 1104 can be seen. The line 1131 along the lips 1103 is

marked and thereby the whole area 1130 within the lips can be marked.

Fig. 11h) shows the 2D image 1101 where the area 1130 within the line 1131

along the lips 1103 has been emptied, i.e. replaced with an empty space, a

blank area etc. Thus the teeth 1104 in the area 1130 is removed from view,

deleted, disregarded etc. The area 1130 has been made transparent such

that the 3D virtual model arranged behind the 2D image can be seen in the

mea1130.

Fig. 11i) shows the area 1130 which is the part of the 2D image 1101 within

the line 1131 along the lips. Thus the teeth 1104 are seen in this cut-out part

of the 2D image.

Fig. 11]) shows the 2D image 1101 with the cut—out area 1130 along the line

1131 of the lips 1103, and the 3D virtual model 1102 is now visible in the cut-

our area 1130 of the 2D image. The restoration 1140 of the 3D model 1102 is

seen, and H can be seen thatthe resKNaflon 1140 has not been finaHy

designed yet, as there is a rather large gap between the upper central teeth,

where the left central tooth (as seen for the viewer, but the right central tooth)

is part of the restoration 1140.

Fig. 11k) shows that the restoration 1140 has now been finally designed,

since the restoration 1140 has been designed such that there is no big gap

between the two central upper teeth. Thus the restoration 1140 has been

designed based on and designed to match and fit facial features seen on the

2Dimage,suchasthehps1103
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In this case where the restoration is three of the upper anterior teeth, the

restoration is partly designed also to be symmetrical with the corresponding

teeth in the other side of the upper jaw. But in cases where e.g. the

restoration is a full denture or the restoration is all the anterior teeth in e.g.

the upper jaw, then the new teeth in the restoration can be designed to match

and fit the facial features of the patient’s face as seen on the 2D image, and

the restoration may not be designed to be symmetrical with any existing teeth

in the patient’s mouth.

Although some embodiments have been described and shown in detail, the

invention is not restricted to them, but may also be embodied in other ways

within the scope of the subject matter defined in the following claims. In

particular, it is to be understood that other embodiments may be utilised and

structural and functional modifications may be made without departing from

the scope of the present invention.

In device claims enumerating several means, several of these means can be

embodied by one and the same item of hardware. The mere fact that certain

measures are recited in mutually different dependent claims or described in

different embodiments does not indicate that a combination of these

measures cannot be used to advantage.

It should be emphasized that the term "comprises/comprising" when used in

this specification is taken to specify the presence of stated features, integers,

steps or components but does not preclude the presence or addition of one

or more other features, integers, steps, components or groups thereof.

When a claim refers to any of the preceding claims, this is understood to

mean any one or more of the preceding claims.
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The features of the method described above and in the following may be

implemented in software and carried out on a data processing system or

other processing means caused by the execution of computer-executable

inschflons. The inschfions rnay be progran1 code rneans loaded in a

memory, such as a RAM, from a storage medium or from another computer

via a computer network. Alternatively, the described features may be

implemented by hardwired circuitry instead of software or in combination with

software.
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Claims:

1. A method of designing a dental restoration for a patient, wherein the

method comprises:

- providing one or more 2D images, where at least one 2D image comprises

at least one facial feature;

- providing a 3D virtual model of at least part of the patient’s oral cavity;

— arranging at least one of the one or more 2D images relative to the 3D

virtual model in a virtual 3D space such that the 2D image and the 3D virtual

model are aligned when viewed from a viewpoint, whereby the 3D virtual

model and the 2D image are both visualized in the 3D space; and

- modeling a restoration on the 3D virtual model, where the restoration is

designed to fit the facial feature of the at least one 2D image.

2. The method according to any of the preceding claims, wherein facial

features are present in an image of the patient and/or in a generic image of a

person.

3. The method according to any of the preceding claims, wherein the facial

feature is one or two lips, one or more teeth, and/or the shape and/or size of

the face.

4. The method according to any of the preceding claims, wherein the facial

features comprises one or more imaginary lines of a face adapted to be

detected in the 2D image, such as the midline, the horizontal line, and/or the

bi-pupillar line.

5. The method according to any of the preceding claims, wherein the

restoration is a crown, a bridge, an abutment, an implant, a denture, a

diagnostic wax—up, and/or a temporary.
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6. The method according to any of the preceding claims, wherein the

designing of the restoration is performed to automatically fit the facial

features of the at least one 2D digital image.

7. The method according to any of the preceding claims, wherein the

restoration is designed by selecting a tooth in the 2D image, and modeling

the restoration to have the same shape as the selected tooth.

8. The method according to any of the preceding claims, wherein the

restoration is designed on at least one prepared tooth in the 3D virtual model.

9. The method according to any of the preceding claims, wherein the 2D

image and the 3D model are aligned based on one or more unprepared

teeth.

10. The method according to any of the preceding claims, wherein the

prepared tooth in the 3D virtual model is a physical preparation of the

patient’s teeth.

11. The method according to any of the preceding claims, wherein the

prepared tooth in the 3D virtual model is a virtual preparation modeled on the

3D virtual model.

12. The method according to any of the preceding claims, wherein the 3D

virtual model comprises at least one prepared tooth.

13. The method according to any of the preceding claims, wherein the 3D

virtual model comprises no prepared teeth, and where the 3D virtual model is

of the patient’s oral cavity before at least one tooth is prepared.
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14. The method according to any of the preceding claims, wherein the

method comprises providing two 3D virtual models, where the first 3D virtual

model comprises at least one prepared tooth and the second 3D virtual

model comprises no prepared teeth, and where the first and the second 3D

virtual models are aligned.

15. The method according to any of the preceding claims, wherein the 2D

image and the second 3D virtual model comprising no prepared teeth are

aligned.

16. The method according to any of the preceding claims, wherein the 2D

image and the first 3D virtual model comprising at least one prepared tooth

are aligned based on the alignment between the first and the second 3D

virtual model and based on the alignment between the 2D image and the

second 3D model.

17. The method according to any of the preceding claim, wherein the method

comprises virtually cutting at least a part of the teeth out of the at least one

2D image, such that at least the lips remains to be visible in the 2D image.

18. The method according to any of the preceding claim, wherein the 3D

virtual model is visible behind the lips of the at least one 2D image.

19. The method according to any of the preceding claims, wherein the

method comprises cutting out the part of the 2D image which is inside the

edge of the lips.

20. The method according to any of the preceding claims, wherein the edge

of the lips is marked on the 2D image.
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21. The method according to any of the preceding claims, wherein the edge

of the lips is marked manually by means of digital drawing tools.

22. The method according to any of the preceding claims, wherein the edge

of lips is marked by means of a digital spline curve.

23. The method according to any of the preceding claims, wherein the edge

of the lips is marked by means of semi—automatic drawings tools.

24. The method according to any of the preceding claims, wherein the 2D

image and the 3D virtual model are aligned by means of scaling, translating

and/or rotating the 2D image and/or the 3D model relative to each other.

25. The method according to any of the preceding claims, wherein the view

of the 2D image is fixed, and the 3D virtual model is scaled and/or translated

and/or rotated relative to the 2D image.

26. The method according to any of the preceding claims, wherein the

method comprises automatically selecting one or more 2D digital image

which provides an optimal fit to the 3D virtual model.

27. The method according to any of the preceding claims, wherein the

method comprises selecting a viewpoint of the 3D virtual model which

provides an optimal fit to the 2D digital image.

28. The method according to the previous claim, wherein the optimal fit is

determined based on specific parameters for providing an esthetically,

visually pleasing appearance.

29. The method according to any of the preceding claims, wherein the

silhouette of the biting edge of at least the upper anterior teeth on the one or
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more 2D image and on the 3D virtual model is used to perform the alignment

of the one or more 2D image and the 3D virtual model.

30. The method according to any of the preceding claims, wherein the

method further comprises scaling the one or more 2D digital image and the

3D virtual model to show at least part of the teeth in the same size.

31. The method according to any of the preceding claims, wherein the 3D

model and two or more of the 2D images are aligned relative to each other,

when there are more than one 2D image.

32. The method according to any of the preceding claims, wherein the 3D

model and each of the 2D images are aligned relative to each other.

33. The method according to any of the preceding claims, wherein the

different alignments of the 3D model relative to the two or more 2D images

are stored in a data storage.

34. The method according to any of the preceding claims, wherein the

alignment of the 3D model and a specific 2D image is retrieved from the data

storage, when the specific 2D image is selected for view.

35. The method according to any of the preceding claims, wherein two or

more of the 2D images are 2D images of at least part of the patient’s face

seen from different directions.

36. The method according to any of the preceding claims, wherein the

method further comprises sectioning at least two or more of the teeth in the

3D model and/or in the one or more 2D images.
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37. The method according to any of the preceding claims, wherein the

alignment of the 3D model and one or more 2D images for one or more

perspective views is performed by means of interpolation and/or

extrapolation of other perspective views.

38. The method according to any of the preceding claims, wherein the 2D

image and the 3D model are aligned based on the teeth in the upper jaw.

39. The method according to any of the preceding claims, wherein the dental

articulation of the upper and lower teeth in the 3D virtual model is adapted to

be adjusted to resemble the articulation of the upper and lower teeth in the

2D image.

40. The method according to any of the preceding claims, wherein scaling,

aligning, projecting to a plane, and changing perspective are defined as

virtual actions for arrangement.

41. The method according to any of the preceding claims, wherein one or

more of the virtual actions for arrangement comprises rotations and

translations left/right and back/forth of the one or more 2D digital image

and/or of the 3D virtual model.

42. The method according to any of the preceding claims, wherein the 2D

image and the 3D model are snapped or locked together in their correct

alignment.

43. The method according to any of the preceding claims, wherein the

snapping or looking together of the 2D image and the 3D model is performed

automatically.
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44. The method according to any of the preceding claims, wherein each of

the one or more 2D images is configured to be snapped together with the 3D

model in their correct alignment.

45. The method according to any of the preceding claims, wherein the

method further comprises rendering the 3D model.

46. The method according to any of the preceding claims, wherein the

method further comprises providing texture or textural features on the 3D

model.

47. The method according to any of the preceding claims, wherein the

rendering is a photo-realistic rendering.

48. The method according to any of the preceding claims, wherein texture

from the 2D image is mapped onto the 3D virtual model and/or the

restoration.

49. The method according to any of the preceding claims, wherein the

method further comprises projecting the plane of the one or more 2D image

to the 3D virtual model.

50. The method according to any of the preceding claims, wherein the

method further comprises changing the perspective view of the one or more

2D digital image and/or of the 3D virtual model to obtain the same

perspective view.

51. The method according to any of the preceding claims, wherein the 2D

image and the 3D model are adapted to be arranged and/or viewed from one

or more perspective views.
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52. The method according to any of the preceding claims, wherein the

method comprises determining an angle of one or more of the perspective

views.

53. The method according to any of the preceding claims, wherein the

method comprises predefining an angle of one or more of the perspective

views.

54. The method according to any of the preceding claims, wherein the

predefined angles determine the perspective views.

55. The method according to any of the preceding claims, wherein the

method comprises providing the predefined angles in discrete steps.

56. The method according to any of the preceding claims, wherein the

method comprises providing the predefined angles in a continuous

sequence.

57. The method according to any of the preceding claims, wherein the angle

which the 3D model and the 2D image are seen from as default is

determined by the perspective view of the 2D image.

58. The method according to any of the preceding claims, wherein the angle

of the 3D model and the 2D image is configured to adapt relative to the

perspective view of the 2D image.

59. The method according to any of the preceding claims, wherein the view

of the 3D model is configured to adapt to the perspective view of a second

2D image, if this second 2D image is replacing a first 2D image.
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60. The method according to any of the preceding claims, wherein the

method further comprises de-warping the perspective view of the one or

more 2D image for visually aligning the one or more 2D image and the 3D

virtual model.

61. The method according to the preceding claim, wherein the one or more

2D digital image comprises a patient-specific image of at least part of the

patient’s face.

62. The method according to any of the preceding claims, wherein the one or

more 2D digital image comprises a generic image of at least part of a human

face.

63. The method according to any of the preceding claims, wherein the one or

more 2D digital image is retrieved from a library comprising a number of

images of teeth.

64. The method according to any of the preceding claims, wherein the 2D

image comprises a cross for providing a visual symmetry which is adapted to

be used for designing the restoration.

65. The method according to any of the preceding claims, wherein the one or

more 2D digital image is a template for supporting designing the patient’s

teeth.

66. The method according to any of the preceding claim, wherein the

template comprises a facial feature in the form of the midline of a face.

67. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of a horizontal line passing

along the anterior teeth.
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68. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of the occlusal plane of a

face.

69. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of boxes adapted to fit the

centrals, the laterals and the cuspids.

70. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of one or more long axes of

anterior teeth.

71. The method according to any of the preceding claims, wherein the long

axes of at least the upper anterior teeth converge toward the incisal edge.

72. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of a contour of teeth.

73. The method according to any of the preceding claims, wherein the

contour comprises a facial feature in the form of a shape of one or more teeth

seen from the front.

74. The method according to any of of the preceding claims, wherein the

template comprises a facial feature in the form of a curve.

75. The method according to any of the preceding claims, wherein the curve

comprises an arch following the upper and/or lower anterior teeth seen from

the front or from above.
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76. The method according to any of the preceding claims, wherein the curve

comprises a facial feature in the form of a smile line adapted to follow the

lower lip in a natural smile and the incisal edges of the upper teeth.

77. The method according to any of the preceding claims, wherein the

template comprises a facial feature in the form of one or more curves for

indicating the position of the gingival tissue.

78. The method according to any of the preceding claims, wherein the one or

more 2D digital image shows a facial feature in the form of at least a number

of front teeth.

79. The method according to any of the preceding claims, wherein the one or

more 2D digital image is a photograph showing at least a facial feature in the

form of the patient’s lips and teeth seen from the front.

80. The method according to any of the preceding claims, wherein the one or

more 2D digital image shows the face of the patient such that a facial feature

in the form of facial lines, such as the midline and the bi—pupillar line, are

detectable.

81. The method according to any of the preceding claims, wherein the

method further comprises generating a 3D image by combining at least three

of the 2D images.

82. The method according to any of the preceding claims, wherein the one or

more 2D digital image is an X-ray image of the patient’s teeth.

83. The method according to any of the preceding claims, wherein the

method further comprises providing a 3D computed tomography scan of the

patient’s face.
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84. The method according to any of the preceding claims, wherein the one or

more 2D digital image is a still image from a video recording.

85. The method according to any of the preceding claims, wherein the one or

more 2D digital image is derived from a 3D face scan.

86. The method according to any of the preceding claims, wherein the

method further comprises providing a 3D face scan of the patient.

87. The method according to any of the preceding claims, wherein at least

one of the one or more 2D image is from a video stream of 2D images.

88. The method according to any of the preceding claims, wherein the 2D

images from the video stream are from different perspective views.

89. The method according to any of the preceding claims, wherein the 3D

model is configured to be aligned relative to one or more 2D images in the

video stream.

90. The method according to any of the preceding claims, wherein the

method further comprises the steps of:

- detecting anatomical points on the teeth, where the anatomical points are

present and detectable both on the one or more 2D digital image and the 3D

virtual model, and

- performing the virtual actions for arrangement based on these

corresponding anatomical points.

91. The method according to any of the preceding claims, wherein at least

one corresponding anatomical point is selected to perform the virtual actions

for arrangement.
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92. The method according to any of the preceding of claims, wherein the

method further comprises the steps of:

- providing a virtual measurement bar, and

- performing the virtual actions for arrangement of the one or more 2D digital

image and/or of the 3D virtual model by means of adjustment to the virtual

measurement bar.

93. The method according to any of the preceding claims, wherein the

method further comprises that a user performs virtual actions for

arrangement of the one or more 2D digital image and/or of the 3D virtual

model by means of eye measure.

94. The method according to any of the preceding claims, wherein the

anatomical points are upper and/or lower distal and/or mesial points on a

number of specific anterior teeth.

95. The method according to any of the preceding claims, wherein the 3D

virtual model is generated by scanning a physical model of the patient’s

teeth, by scanning an impression of the patient’s teeth, and/or by performing

a direct scanning of the patient’s teeth.

96. The method according to any of the preceding claims, wherein the

method further comprises providing at least part of the one or more 2D digital

image to be at least partly transparent, such that the 3D virtual model is

visual through the 2D digital image.

97. The method according to any of the preceding claims, wherein the one or

more 2D digital image is adapted to be smoothly faded in and out of the view.
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98. The method according to any of the preceding claims, wherein the

method further comprises providing at least part of the 3D virtual model to be

at least partly transparent, such that at least one of the one or more 2D digital

images is visual through the 3D virtual model.

99. The method according to any of the preceding claims, wherein the

method comprises fading the 3D virtual model smoothly in and out of the

view.

100. The method according to any of the preceding claims, wherein the 2D

image and the 3D model are adapted to be alternately faded in and out of

view.

101. The method according to any of the preceding claims, wherein the 2D

image is adapted to be faded into view, when the 3D virtual model is faded

out of view, and vice versa.

102. The method according to any of the preceding claims, wherein the 2D

image and the 3D virtual model are adapted to faded in and out of view

independently of each other.

103. The method according to any of the preceding claims, wherein the

method comprises zooming at least one of the one or more 2D images and

the 3D model in/out of view.

104. The method according to any of the preceding claims, wherein the 2D

image and the 3D virtual model are adapted to be zoomed in/out

simultaneously.

0539



0540

WO 2012/000511 PCT/DK2011/050246

1O

15

20

25

30

67

105. The method according to any of the preceding claims, wherein the

zooming in/out is configured to be performed from one or more perspective

views.

106. The method according to any of the preceding claims, wherein the

zooming in/out is configured to be performed from one or more predefined

angles.

107. A computer program product comprising program code means for

causing a data processing system to perform the method of any one of the

preceding claims, when said program code means are executed on the data

processing system.

108. A computer program product according to the previous claim,

comprising a computer-readable medium having stored there on the program

code means.

109. A system for designing a dental restoration for a patient, wherein the

system comprises:

— means for providing one or more 2D images, where at least one 2D image

comprises at least one facial feature;

- means for providing a 3D virtual model of at least part of the patient’s oral

cavity;

- means for arranging at least one of the one or more 2D images relative to

the 3D virtual model in a virtual 3D space such that the 2D image and the 3D

virtual model are aligned when viewed from a viewpoint, whereby the 3D

virtual model and the 2D image are both visualized in the 3D space; and

- means for modeling a restoration on the 3D virtual model, where the

restoration is designed to fit the facial feature of the at least one 2D image.
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APPLICATION AS FILED - PART I OTHER THAN

Column 1 (Column 2) SMALL ENTITY SMALL ENTITY

BASIC FEE)(37 CFR1.16(a

SEARCH FEEb)
(37 CFR1.16(k) (i)o

EXAMINATION) REE:(37 CFR1. 16(0

If the specification and drawings exceed 100
APPLICATION SIZE sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional
(37 CFR1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41 (a)(1)(G) and 37 CFR1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j))

* lfthe difference in column 1 is less than zero, enter ”0” in column 2.

APPLICATION AS AMENDED - PART II

OTHER THAN

(Column 2) (Column 3) SMALL ENTITY SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 OFR1.16(I))

Independent(37 OFR1. 16(h))

Application Size Fee (37 CFR1.16(S))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE

(Column 2) (Column 3)
OLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 OFR1. 160))
Independent

(37 OFR1. 16(h))

Application Size Fee (37 CFR1.16(S))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE ADD'L FEE

* lfthe entry in column 1 is less than the entry in column 2, write ”0” in column 3.
** lfthe ”Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter ”20”.

*** If the ”Highest Number Previously Paid For” IN THIS SPACE is less than 3, enter ”3”.
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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Attorney Docket No. 0079124-000062
Page 1 of 3

COMBINED DECLARATION AND POWER OF ATTORNEY

FOR UTILITY OR DESIGN PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post office address and citizenship are as stated below next to my name;

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first
and joint inventor (if plural names are listed below) of the subject matter which Is claimed and for
which a patent Is sought on the invention entitled:

2D IMAGE ARRANGEMENT

the application of which (check only one item below):

[:1 is attached hereto,

El was filed as United States Patent application Number on
and was amended on

(if applicable)
 

IX] was filed as PCT international application Number
PCT/DK2011/050246 on 29 June 2011 and was amended on

(if applicable).

I hereby state that I have reviewed and understand the contents of the above~identifled application,
including the claims, and drawings (if any), as amended by any amendment referred to above.

1 acknowledge the duty to disclose to the Office all information known to me to be material to
patentability as defined in Title 37, Code of Federat Regulations, § 1.56.

I hereby claim foreign priority benefits under Title 35, United States Code, §§ 119 (a)—(d), 172 or
365(3) of any foreign application(s) for patent or inventor's certificate or of any international (PCT)
application(s) designating at least one country other than the United States of America listed below
and have also identified below any foreign application(s) for patent or inventor's certificate or any PCT
international (PCT) application(s) designating at least one country other than the United States of
America filed by me on the same subject matter having a filing date before that of the application(s) of
which priority is claimed:
 

PRIOR FOREIGN/PCT APPLICATION 8 AND ANY PRIORITY CLAIMS UNDER 35 U.S.C. §§119(e)—(d). 172 or 365 a):
PRIORITY CLAIMED

COUNTRY DATE OF FELING UNDER 35 USE.

(if PCT, indicate “PCT") APPLICATION NUMBER (MM/DD/YYYY) ~ ~119, 172 OR 365(a)

  

  

DK PA 2010 00568 06/29/2010

DK PA 2011 00191 03/18/2011
  

  
  

Buchanan Ingcrsoll A Bouncy [‘0 (7/06)Attorneys at bovommunt Relations Protcssiomk
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Combined Declaration and Power of Attorney
For Utility or Design Patent Application

Application No. Unassigned
Attorney Docket No. 0079124-000062

Page 2 of 3

I hereby appoint the attorneys and agents associated with the following PTO Customer Number of
Buchanan Ingersoii & Rooney PC to prosecute said application and to transact all business in the
Patent and Trademark Office connected therewith and to file, prosecute and transact all business in
connection with International applications directed to said invention:

Customer Number 2 1 8 3 9

l hereby declare that all statements made herein of my own knowledge are true and that all
statements made on information and belief are believed to be true; and further that these statements

were made with the knowledge that willful false statements and the like so made are punishable by
fine or imprisonment, or both. under Section 1001 of Title 18 of the United States Code and that such
willful false statements may jeopardize the validity of the application or any patent issued thereon.

FULL NAME OF SOLE OR FIRST INVENTOR

Signature

 

 
 

 

 

 

 

 
 

  
 

 

Date

Residence (City, State, Country) M

Citizenship

Malllno Address

, State, ZlP, Countr

 
 

  

 DenVDQEKW
  

 
 

Jarnolofs Vég 1O

‘ SE—21851 Klashamn, Sweden

 

 
 

 

Citizenshi-

Mallin- Address

Ci , State, ZIP, Countr

FULL NAME THIRD INVENTOR IF ANY

Sionature -15 ,~~
<3/ f,“ /7 r}:

Date A')// “/K/L)
, State, Count

 

  
 

 

 

 

  
 a ML. {33/  
 

 
 
 

 

  

  l Virum, Denmark 
Citizenship l Denmark

Address l Kaplevej 87
 

  
 
 

Mallin

City, State. ZlP, Country I DK-2830 Virum. Denmark  
 

Buchanan Ingcrsoll, AS Rooney PCAttorneys & Government helm-ans Proloutonalc
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Combined Declaration and Power of Attorney
For Utility or Design Patent Application

Application No. Unassigneg
Attorney Docket No. 0079124-000062

Page 3 of 3

 

  
  
 

 
 

FULL NAME FOURTH INVENTOR IF ANY Henrik OJELUND

I

Residence (City, State, County)

Citizenship

Maiilno Address

, State. ZIP, Country

 

Lmbx. Denmark
 

 

 
  

 
 

Sweden  

  
 

 Kulsviemarken 55

DK-2800 Lyngby, Denmark

  

  

Buchanan Ingcrsoll AK Rooney m:Attorney; x ummnmum Itvzialinm Pmlmuonnlu
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Electronic Patent Application Fee Transmittal

Title of Invention: 2D IMAGE ARRANGEMENT

_—

U.S. National Stage under 35 USC 371 Filing Fees

Sub-Total in

USD($)
Description Fee Code Quantity

Basic Filing:

Miscellaneous-Filing:

Patent-Appeals-and-lnterference:

Post-Al|owance-and-Post-lssuance:

Extension-of—Time:
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Miscellaneous:

Total in USD (5)
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Electronic Acknowledgement Receipt

15092879

13807443

1045

Application Number:

International Application Number:

Confirmation Number:

Title of Invention:

First Named Inventor/Applicant Name:

Customer Number:

Filer Authorized By:

Attorney Docket Number:

Receipt Date:

Filing Date:

Time Stamp:

Application Type:

Payment information:

Submitted with Payment

Payment Type

Payment was successfully received in RAM

RAM confirmation Number

Deposit Account

Authorized User

File Listing:

Document . . F'l File Size(Bytes)/ Multi Pages

2D IMAGE ARRANGEMENT

—
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. . . 193559
MISSIng_ReqUIrements_Transm

ittal_Letter.pdf
Transmittal Letter

5f7890ac35d3ef0bced42c4871b83ddf2587
6279

Information:

157761

Oath or Declaration filed Declaration.pdf 3c70e1ab7aa74dca90f2a77baeea5256b3d
099be

Information:

Fee Worksheet (SBO6) fee-info.pdf d88433b8594a68c1a8de0299adel 78e67a
a9778

Information:

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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ATTORNEY'S DOCKET NO.

0079124-000062

U.S. APPLICATION No. (if known)

13/807,443

  TRANSMITTAL LETTER TO THE UNITED STATES

DESIGNATED/ELECTED OFFICE (DO/EOIUS)
CONCERNING A SUBMISSION UNDER 35 U.S.C. 371

    

  
  

 

  
INTERNATIONAL APPLICATION NO. INTERNATIONAL FILING DATE PRIORITY DATE CLAIMED

PCT/DK2011/050246 29 June 2011 29.06.2011 29 June 2010 29.06.2010

 
  

TITLE OF INVENTION

2D IMAGE ARRANGEMENT

APPLICANT(S) FOR DO/EO/US

DEICHMANN. Nikoiaj; CLAUSEN, Tais; FISKER, Rune; and OJELUND, Henrik

 

  

Applicant herewith submits to the United States Designated/Elected Office (DO/EO/US) the following items and other information.

1. This is an express request to begin national examination procedures (35 U.S.C. 371(f)). NOTE: The express request under 35 U.S.C.
371(f) will not be effective unless the requirements under 35 U.S.C. 371(c)(1), (2), and (4) for payment of the basic national fee. copy
of the International Application and English translation thereof (if required), and the oath or declaration of the inventor(s) have beenreceived.

2. I: A copy of the International Application (35 U.S.C. 371(c)(2)) is attached hereto (not required if the International Application was
previously communicated by the International Bureau or was filed in the United States Receiving Office (RO/US)).

3. An English language translation of the international Application (35 U.S.C. 371(c)(2))

a. CI is attached hereto.

b. [:I has been previously submitted under35 U.S.C. 154(d)(4).

4. An oath or declaration of the inventor(s) (35 U.S.C. 371(c)(4))

a. 12] is attached.

b. D was previously filed in the international phase under PCT Rule 4.17(iv).

Items 5 to 8 below concern amendments made in the international phase.

PCT Article 19 and 34 amendments

5. El Amendments to the claims under PCT Article 19 are attached (not required if communicated by the International Bureau) (35 U.S.C.
371(c)(3)).

6. CI English translation of the PCT Article 19 amendment is attached (35 U.S.C. 371(c)(3)).

7. [I English translation of annexes (Article 19 and/or 34 amendments only) of the International Preliminary Examination Report is
attached (35 U.S.C. 371(c)(5)).

Cancellation of amendments made in the international phase

89. CI Do not enterthe amendment made in the international phase under PCT Article 19.

8b. I:I Do not enter the amendment made in the international phase under PCT Article 34.

NOTE: A proper amendment made in English under Article 19 or 34 will be entered in the US. national phase application absent a clear
instruction from applicant not to enter the amendment(s).

The following items 9 to 17 concern a document(s) or information included.

9. [I An Information Disclosure Statement under 37 CFR 1.97 and 1.98.

10. I: A preliminary amendment

11. [:I An Application Data Sheet under 37 CFR 1.76.

12. E] A substitute specification. NOTE: A substitute specification cannot include claims. See 37 CFR 1.125(b).

13. E] A power of attorney and/or change of address letter.

14. E] A computer—readable form of the sequence listing in accordance with PCT Rule 13ter.3 and 37 CFR 1.821-1.825.

15. El Assignment papers (cover sheet and document(s)). Name of Assignee : ashape AIS.

16. [:I 37 CFR 3.73(c) Statement (when there is an Assignee).
  

Attorneys & Government Relations ProfessionalsBuchanan Ingersoll At Rooney PC ”19605078
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I
U.S. APPLICATION NO. (If known) INTERNATIONAL APPLICATION NO. ATTORNEY'S DOCKET NO.

13/807,443 PCT/DK2011/050246 0079124-000062
 

17. D Other items or information:

The following fees have been submitted. CALCULATIONS PTO USE ONLY

18. [3 Basic national fee (37 CFR 1.492(a)) .............................................................. $390 $ 0.00

19. El Examination fee (37 CFR 1.492(c)) $ 0.00
If the written opinion prepared by ISA/US or the International preliminary
examination report prepared by lPEA/US indicates all claims satisfy provisions of
PCT Article 33(1)-(4) ........................................................................................... $0
All other situations ............................................................................................... $250

  
 

Search fee (37 CFR 1.492(b)) $ 0.00
If the written opinion prepared by ISA/US or the International preliminary
examination report prepared by lPEA/US indicates all claims satisfy provisions of
PCT Article 33(1)—(4) ........................................................................................... $0
Search fee (37 CFR 1.445(a)(2)) has been paid on the international application to
the USPTO as an International Searching Authority............................................ $120
International Search Report prepared by an ISA other than the US and provided to
the Office or previously communicated to the US by the IB................................. $500
All other situations................................................................................................ $630

TOTAL OF 18, 19 and 20 = ,

El Additional fee for specification and drawings filed in paper over 100 sheets
(excluding sequence listing in compliance with 37 CFR 1.821(c) or (e) in an
electronic medium or computer program listing in an electronic medium) (37 CFR
1.4920».
Fee for each additional 50 sheets of paper or fraction thereof ........................... $320

Total Sheets Extra sheets Number of each additional 50 or fraction RATE
thereof (round up to a whole number)

Surcharge of $130.00 for furnishing any of the search fee, examination fee, or the oath or declaration $ 130 00after the date of commencement of the national stage (37 CFR 1.492(h)). '
CLAIMS NUMBER FILED NUMBER EXTRA RATE

Total claims «TEXT» - 20 = <<TEXT>> x $62

Independent Claims <<TEXT>> - 3= <<TEXT>>

MULTIPLE DEPENDENT CLAIM S if an nlicable + $460

TOTAL OF ABOVE CALCULATIONS = $ 130.00

E Applicant claims small entity status. See 37 CFR 1.27. Fees above are reduced by 1/2.
SUBTOTAL = $ 65.00

Processing fee of $130.00 for furnishing the English translation later than 30 months from the earliest $ 0.00

 
 

 

 
claimed priority date (37 CFR 1.492(0). +

TOTAL NATIONAL FEE = $ 65.00

Fee for recording the enclosed assignment (37 CFR 1.21(h)). The assignment must be accompanied $ 0.00
by an appropriate cover sheet (37 CFR 3.28, 3.31). $40.00 per property +

TOTAL FEES ENCLOSED = $ 65.00
Amount to be
refunded:

Amount to be

charged:

 
  

P3905379
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 [I A check in the amount of $ to cover the above fees is enclosed. 
  b. E] Please charge my Deposit Account No. 02-4800 in the amount of $ to cover the above fees.

  c. The Director is hereby authorized to charge additional fees which may be required. or credit any overpayment, to Deposit
Account No. 02-4800 as follows:

  

 i. IE any required fee  
 ii. [I any required fee except for excess claims fees required under 37 CFR 1.492(d) and (e) and multiple dependent claim fee

required under 37 CFR 1.492(f). 
 Fees are to be charged to a credit card. WARNING: Information on this form may become public. Credit card information should

not be included on this form. Provide credit card information and authorization on PTO-2038. The PTO-2038 should only be
mailed or faxed to the USPTO. However, when paying the basic national fee, the PTO-2038 may NOT be faxed to the USPTO.

ADVISORY: If filing by EFS-Web. do NOT attach the PTO-2038 form as a PDF along with your EFS-Web submission. Please
be advised that this is not recommended and by doing so your credit card information may be displayed via PAIR. To
protect your information, it is recommended to pay fees online by using the electronic payment method.

 

  

  
 

 NOTE: Where an appropriate time limit under 37 CFR 1.495 has not been met, a petition to revive (37 CFR 1.137(a) or (b)) must be
filed and granted to restore the International Application to pending status.

 
  

 
 

 
 

   

 

 
 

Correspondence Address

{Z The address associated with Customer Number 21839 OR I: Correspondence address below

Buchanan Ingersoil & Rooney PC

P.0. Box 1404

-—

_-m
Name . ., Registration No.
(Print/Type) Willldm C. Rowland (Attorney/Agent) 30888
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addl'fiss. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, ViJgLnia 22313-1450wwwuspto .gov

APPLICATION FILING or GRP ART
NUMBER 371(0) DATE UNIT F FEE REC'D ATTY.DOCKET.NO TOT CLAHVIS IND CLAIMS

29 213/807,443 03/01/2013 914 0079124-000062

 
 
   

CONFIRMATION NO. 1045

21839 FILING RECEIPT

BUCHANAN, INGERSOLL & ROONEY PC

POST OFFICE BOX 1404 lllllllllllllllllIllllIIILIIIIIIIIllllllllllllllllllllllllljlllllllllllllllllllllllllllllll00000006 062 80
ALEXANDRIA, VA 22313-1404

Date Mailed: 05/13/2013

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination

in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the US. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the

changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit

any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply

to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

lnventor(s)

Nikolaj Deichmann, Copenhagen 0, DENMARK;

Tais Clausen, Klagshamn, SWEDEN;
Rune Fisker, Virum, DENMARK;

Henrik Ojelund, Lyngby, DENMARK;
Applicant(s)

Nikolaj Deichmann, Copenhagen 0, DENMARK;

Tais Clausen, Klagshamn, SWEDEN;
Rune Fisker, Virum, DENMARK;

Henrik Ojelund, Lyngby, DENMARK;
Assignment For Published Patent Application

3Shape A/S, Copenhagen k, DENMARK

Power of Attorney: The patent practitioners associated with Customer Number 21839

Domestic Priority data as claimed by applicant

This application is a 371 of PCT/DK2011/050246 06/29/2011
which claims benefit of 61/359,454 06/29/2010

and claims benefit of 61/454,200 03/18/2011

Foreign Applications (You may be eligible to benefit from the Patent Prosecution Highway program at the

USPTO. Please see http://www.uspto.gov for more information.)
DENMARK PA201100191 03/18/2011 No Access Code Provided

DENMARK PA201000568 06/29/2010 No Access Code Provided

page 1 of 4
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Request to Retrieve - This application either claims priority to one or more applications filed in an intellectual

property Office that participates in the Priority Document Exchange (PDX) program or contains a proper Request to

Retrieve Electronic Priority Application(s) (PTO/SB/38 or its equivalent). Consequently, the USPTO will attempt

to electronically retrieve these priority documents.

If Required, Foreign Filing License Granted: 05/07/2013

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 13/807,443

Projected Publication Date: 08/22/2013

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

2D IMAGE ARRANGEMENT

Preliminary Class

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications:

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
page 2 of 4
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countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the US. Government hotline at 1-866-999-HALT (1-866-999-4158).

LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for

business investment, innovation, and commercialization of new technologies. The US. offers tremendous resources

and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to

promote and facilitate business investment. SelectUSA provides information assistance to the international investor

community; serves as an ombudsman for existing and potential investors; advocates on behalf of US. cities, states,

and regions competing for global investment; and counsels US. economic development organizations on investment

attraction best practices. To learn more about why the United States is the best country in the world to develop

page 3 of 4
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technology, manufacture products, deliver services, and grow your business, visit http://www.SeIectUSA.gov or call
+1 -202-482—6800.

page 4 of 4
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
AddIESS. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Viigmia 22313-1450wwwusptogov
 

 
  

 13/807,443 Nikolaj Deichmann 0079124-000062

21839

BUCHANAN, INGERSOLL & ROONEY PC PCTmK2011/050246
POST OFFICE BOX 1404

ALEXANDRIA, VA 22313-1404

CONFIRMATION NO. 1045

371 ACCEPTANCE LETTER

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIUIIII

NOTICE OF ACCEPTANCE OF APPLICATION UNDER 35 U.S.C 371 AND 37 CFR 1.495

The applicant is hereby advised that the United States Patent and Trademark Office in its capacity as a

Designated / Elected Office (37 CFR 1.495), has determined that the above identified international application has

met the requirements of 35 U.S.C. 371, and is ACCEPTED for national patentability examination in the United
States Patent and Trademark Office.

The United States Application Number assigned to the application is shown above and the relevant dates are:

03/01/2013 03/01/2013

DATE OF RECEIPT OF 35 U.S.C. 371(c)(1), DATE OF COMPLETION OF ALL

(c)(2) and (c)(4) REQUIREMENTS 35 U.S.C. 371 REQUIREMENTS
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ages according to the data representative of said
basic landmarks.

[0012] In accordance with one embodiment of the in-
vention, the imaging method and system is used to obtain
orthodontic-relevant information, namely information to
be used by an orthodont within the framework of an or-
thodontic treatment orforthe design of such a treatment.
This embodiment involves a registration of at least two
images, one being a three-dimensional virtual image of
a teeth model and the otherbeing a two-dimensional im-
age, e.g. acephalometric image. Occasionally, other im-
ages may also be brought into registration consisting, for
example of one or more of a lateral videographlc image,
a frontal videographlc image and a frontal cephalometrio
image.
[0013] In accordance with another embodiment ofthe
invention, the method and system are used for proper
design of a dental implant orof acrown. For properplace-
ment of an implant, the bone has to be carefully studied
beforehand and examined whether it can receive the

dental implant. in addition, the exact position and orien-
tation of the dental implant has to be properly pre-de—
signed. Typically, for a proper design of an implant, a
three-dimensional virtual image of a teeth model is
brought into registration with both a lateral cephalometrio
image and at times also with a frontal cephalometrio im-
age. This will allow to properly predict the manner of re-
ceipt of the implant within the bones of the law.
[0014] In the following, the invention will be described
with particular reference to imaging for the purpose of
design of the orthodontic treatment. it will however be
appreciated, that the invention applies, mufafls mufand/s
also to its application forthe purpose of proper design of
tooth implants.
[0015] The first image is preferably an x-ray image,
typically a cephalometrio image obtained by radiographic
cephalometrio technique. The x-ray image is preferably
a lateral image although at times the image may be from
another orientation, e.g. a frontal image. in a cephalom-
etrio image, some facial profile aspects may at times be
seen. However, typically, before an orthodontic treat-
mentaiso a third, side elevational view of the face is taken
from the same direction in which the radiographic cepha-
lometrio image was obtained. in accordance with an em-
bodiment of the invention, such athird image, comprising

at least a profile of facial aspects, is also obtained and
used in the imaging technique ofthe invention. The side
eievational image may be obtained, forexampie, by video
cephalometry.
[0016] The term "Virtual three-dimensional teeth im-
age" refers to an image, represented within the computer
environment which consists primarily of the teeth of one
or both jaws. For example, a virtual three-dimensional
teeth image may be represented in a manner resembling
an image of a plaster model. A virtual three-dimensional
image may be obtained by a variety of techniques, e.g.
those described in the references mentioned above. Par-
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ticuiarly, the three-dimensional virtual image may be ob—
tained by the method described in WO 97/03622, which
is an example of the manner of obtaining a three-dimen-
sional virtual image for use in the method and system of
the invention. itshould be understood that the invention

is not limited to a specific type of image obtained by one
imaging technique or another. For example, the two-di-
mensional image may be obtained by avariety of different
imaging techniques including magnetic resonance imag—
ing (MRI), computerized tomography (CT) various radio~
Imagingtechnlques, etc. Similarly, thethree-dlmensionai
teeth image may be obtained by any one of a number of
imaging techniques available including those disclosed
in the aforementioned references as well as others such

as those making use of a scanning probe, various pho-
tographic techniques, techniques in which teeth are
scanned by a probing light beam, etc.
[0017] The term "image" as used herein should not be
understood only as referring to the image as acquired in
the imaging technique but rather may be also a result of
initial image processing, e.g. an image processing in-
tended to define boundaries of various objects in the im-
age. Thus, the term “image“ encompasses also a repre-
sentation, prepared on the basis of an acquired image,
of boundaries of objects, e.g. teeth, bones, a profile of
facial aspects, etc.
[0018] Often, the imaging technique and analysis in
accordance with the Invention will make use of a third

Image, which may be the eievational image mentioned
above, or any other image useful in improving the ortho-
dontic analysis. Thus, by way of example, where said
first image is a lateral two- dimensional image, said third
image may be one or both of the afore- mentioned lateral
elevationai image or a frontal x-ray or videographlc im-
age.

[0019] The basic landmarks which are used for regis-
tering the two sets of images, are typically defined points
at either the base or the apex of certain selected teeth
e.g. the incisors and the first molars. Such basic land-
marks may be seiected by the user or may be automat-
ically selected by the system’s processor, e.g. based on
established norms. After selecting the basic landmarks
and marking them in one of the images, then the land-
marks may be marked In the other images to allow to
register both images. The term "registering" should not
necessarily be understood as meaning a physical regis-
tration of the two images but rather as meaning the map-
ping of each feature in one image to a corresponding
feature in another. The outcome of such registration is
that any manipulation made on one image will yield a
corresponding manipulation in the other image. For ex-
ample, if one image is manipulated by displacing one
tooth, this should result in a corresponding displacement
of the same tooth in the other image.
[0020] At times it may be desired to view both Images
on a screen superimposed one on the other. As two or
more images have to be superimposed may be present-
ed initiaiiy at a different scale, an initial step which is
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Description

FIELD OF THE INVENTION

[0001] The present invention is generally in the field of
dentistry and provides an image processing method and
system useful as a tool by the dentist or orthodont.

BACKGROUND OF THE INVENTION

[0002] There are a wide variety of imaging techniques
used routinely in orthodontics. One Important imaging
technique is the socalled radiographlc cephalometric
technique. A radiographlc cephalometric image is then
used for a cephalometric analysis. Such an analysis is
essentially a measurementsystem designed to describe
relationships between the various parts of the skeletal,
dental and soft tissue elements of the craniofacial com-

plex. The two cephalometric Images typically used are a
lateral cephalometric Image, which Is of prime use in or-
thodontic and a front cephalometric image which is of
somewhat less importance.
[0003] Cephalometric methods enable to define cer-
tain norms of a skeletal, dental and soft tissue of the

craniofacial complex. A cephalometric measurement of
individuals can then be compared with norms for age,
sex and population group. A cephalogram is in effect a
two-dimensional representation of a three—dimensional
cranlofacial structure. It is thus difficult In an analysis per-
formed on such an Image to distinguish between bi~lat~
eral structures to trace them Independently. Additionally,
facial aspects are not entirely symmetrical, this may add
a further Inaccuracy to an analysis of this kind. Other
sources of errors in a cephalometric image include dif-
ferent magnification of different aspects depending on
the distance from the film and Imperfect positioning of
the patient In the cephalostat. These all add up to con—
siderable errors In cephalometry.
[0004] An orthodont, priorto beginning the orthodontic
treatment typically takes a teeth impression on the basis
of which a plaster model may be prepared. There are
also known a number of imaging techniques which allow
to obtain, within a computer environment, a virtual three-
dlmenslonai Image of the teeth. Such techniques are de-
scribed for example In WO 97/03622 and DEC-414311.
A three-dimensional teeth Image provides a different In-
formation than that obtained by a cephalometric analysis.
Particularly, a virtual teeth image allows better appreci-
ation of the three-dimensional structure of the teeth and

the relative position of different teeth.
[0005] EP-A-0 488 987 discloses a procedure for dis-
playing movable bodies. Here, images of the body are
acquired with a camera precisely located with respect to
a magnetic field source (coils). To locate the body with

respect to the camera, a magnetic response assembly
is attached to the body, and a magnetic stylus is used to
mark three measurement points on the body. This ena-
bles to display points on the body that cannot be Imaged
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by the camera.
[0006] EP—A-0 741 994 discloses atechnique for plan-
ning a surgical Intervention In the area of the patient‘s
jaw by means of a model. The technique utilizes a posi-
tion-determining device inserted in a patients oral cavity.
This positioning device is formed with marking points to
be located in at least one image of the oral cavity.

[0007] US-A-5 151 856 discloses a method of display-
ing cardiac function which forms a 3-D model of a heart
on which Is superimposed an arterial diagram obtained
from a patient angiogram.
[0008] Forthe purpose of proper design of orthodontic
treatment it would have been high advantageous to have
a method and system whereby information which can be
acquired from one type of image can be transferred or
superpositioned to information available from another
type of image.

GENERAL DESCRIPTION OF THE INVENTION

[0009] In accordance with the invention a novel meth-
0d and system is provided in which information and data
available from one type of teeth imaging technique is
transferred and used in an image obtained by another
kind of teeth imaging technique. This transfer of Informa-
tion provides the dentist orthe orthodont with a powerful
tool for designing of orthodontic treatment
[0010] In accordance with the invention there Is pro-
vided an Image processing method comprising:

(a) applying at least a first Imaging technique and a
second imagining technique to acquire a first, two-
dimensional image of at least a first portion of teeth
and a second, three- dimensional virtual image of at

least a second portion of the teeth, respectively,
there being at least a partial overlap between said
first and second portions; and
(b) defining a set of basic landmarks in either one of
the two images, locating said set in the other of the
two images and registering said set in the two imag-
es.

[0011] By another of its aspects the present invention
provides an Image processing system, comprising:

(I) a first utility for receipt of first data representative
of a first two—dimensional image of at least a first
teeth portion;
(ii) a second utility for receipt of second data repre-
sentative of a second three-dimensional virtual im-

age of teeth of at least a second teeth portion;
(iii) a module for defining basic landmarks In both
images and forgenerating data representative there-
of; and

(Iv) a processor associated with said first and said
second utility and with said module, for receiving said
first and said second data and for mapping elements
in one of the two Images to the other of the two im-

0594



0595

5 EP1 124 487 B1 6

necessary to be taken by the system is to either enlarge
or reduce the scale of one Image until there is an essential
complete overlap of the basic landmarks In the two im-
ages. lt should hOWever be noted that registering of dif—
ferent images may not necessarily imply superposition-
lng, but rather at times the two registered images may
be represented separately, e.g. side-by-side. The impor-
tant result of the act of registering is that manipulation
made on one of the images will effect the other as well.
[0021] in the following, the invention will be described
with particular reference to an embodiment in which the
first image is a cephalometric image and the second im-
age is a virtual three-dimensional image. This specific
reference should not however be construed as meaning
that the invention is limited thereto. On the contrary, by

applying the general teaching of the invention, informa-
tion may be transferred between images obtained by oth-
er imaging techniques.
[0022] in accordance with one embodiment of the in-
vention, after landmarks have been defined in the three-
dimensional virtual images and in the cephalometric im-
age, the correct orientation of the virtual three-dimen-
sional teeth model has to be determined so as to allow

it to be brought into conformity with the cephalometric
image. This may at times require extensive computation-
al time. it has however been found that the process of
registration of the two images can be considerably ac-
celerated by defining the cephalometric image to overlap
the mid palatal plane of the virtual three-dimensional
teeth image. in other words, the cephalometric Image is
defined to lie on the mid palatal plane and the cephalo-
graphic image is then adjusted until the basic landmarks
overlap with the projection of the corresponding basic
landmarks of the virtual three-dimensional image onto
the mid palatal plane.
[0023] The invention permits also an analysis of the
effect of teeth displacement on various aspects of the
cranofacial complex. For example, teeth may be dis-
placed on the virtual three-dimensional image of teeth
model in a mannerthey are expected to be shifted during
the course of the orthodontic treatment. Thus, for exam—

ple, by marking various landmarks on a displaced teeth
and marking and then displacing the same landmarks in
the cephalometric model, it may be possible to check on
both images whether the orthodontic treatment achieves
a resultwhich matches a certain acceptable norm or how
changes should be made to achieve such a norm. if, for
example, a desired result as viewed in an amended ce-
phalometric image (namely a cephalometric image after
a tooth has been displaced) does not match the desired
results, it is possible to go back to the virtual three- di-
mensional teeth model and proceed with a simulation
and then map the results onto the cephalometric image,
and so forth.

[0024] By way of example, in orderto achieve the same
degree of displacement in one image, the shifting of a
certain landmark which is associated with a displaced

object is then compared to some basic landmarks and
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the same relation of displacements is then related to the
other image.

[0025] One particular example of analysis which can
be made by such simulation is to determine the effect of
such displacement on soft facial tissue, particularly outer
facial tissue. This will allow an estimation of the effect of

the orthodontic treatment on the esthetic appearance of
the individual.

[0026] A simulation of the treatment and then transla-
tion of the results to a cephalometric image allows also
to determine whether shifts in various elements such as

the jaw, are within permitted physiological or aesthetical
limits. An uncontrolled shifting of a tooth or a jaw in an
orthodontic treatment may give rise to various physiolog-
ical and functional problems.
[0027] The invention will now be illustrated below with
reference to some specific, non-limiting embodiments,
with occasional reference to the accompanying draw-
lngs.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028]

Fig. 1A shows an example of a radiographic cepha-
lometric image.
Fig. 1B shows a virtual three-dimensional image of
teeth, presented in the manner resembling a plaster
teeth model.

Fig. 2 shows asuper—position of athree-dimensional
teeth model and a cephalometric image.
Figs. 3A and 3B show two examples of super-posi-
tion of a three-dimensional model and a video ce-

phalometric image.
Fig. 4A shows a cephalometric image with some
basic landmarks marked thereon.

Fig. 4B shows a three-dimensional virtual image of
the same teeth as those shown in the cephalometric
image of Fig. 4A, with the same basic landmarks
marked thereon.

Fig. 5 shows a super-position of the two images.
Fig. 6 is a block diagram representation of a system
in accordance with the invention.

Figs. 7A and 7B are fiowcharts showing the manner
of mapping elements from a three-dimensional vir-
tual teeth model to a cephalometric image. Fig. 7A
shows the user‘s interaction modules whereas Fig.
7B shows the software functionality underlying the

manner of performing of displacement and mapping
the displacement from the three-dimensional virtual
teeth model to the cephalometric image.
Figs. 8A and 88 are flowcharts showing the manner
of mapping elements from a cepthalometric image
to a three-dimensional virtual teeth model. Fig. 8A
shows the user’s interaction modules whereas Figs.

83 shows the software functionality underlying the
manner of performing of displacement and mapping
the displacement from the cephalometric image to
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the virtual three-dimensional teeth model.

DETAILED DESCRIPTION OF SPECIFIC EMBODI-
MENTS

[0029] In accordance with the present invention imag-
es are acquired including at least one two-dimensional
teeth image and at least one three-dimensional teeth im-
age and both are combined for the purpose of improving
the orthodont’s ability to predict the effect of orthodontic
treatment on various parameters. This combination al-
lows the orthodont to considerably increase the depth of
his understanding on the outcome of the orthodontic
treatment. Hitherto, analysis which was made on a ce-

phalometric images could not have been readily trans-
lated to the other tools available to him - this being the

three-dimensional teeth model, typically a plaster model.
In the reverse, information gained by him from studying
a three-dimensional teeth model, could not have been

readily translated to a cephalometric image. As is well
known to the artisan, each one of the images allows a
limited range of analysis which can be made and a true
analysis can only be gained from thorough analysis
based on the two types of images.
[0030] It is only with the present invention that a proper
analysis becomes feasible.
[0031] An image, once acquired and converted to a
representation within a computer environment can be
manipulated, e.g. by displacing certain elements, such
as one ormore teeth or even an entire jaw. The cepthalo-

metric Image allows to view the Interrelation between
some elements and may be used, for example, to test
the effect ofthe treatment on some physiological orfunc-
tional parameters as well as the aesthetic parameters.
There is, however, a significant deficiency in that it is
impossible to fully translate this Information to the three-
dlmensional real-life environment. The present invention

permits a proper analysis of the effect of displacement
of elements and or better understanding of how changes
will effect the real-life situation.

[0032] Reference Is first being made to Figs 1A and
18, showing respectively, a cephalometric radiograph
and a three-dimensional virtual teeth image. The virtual

teeth image which is shown In Fig. 18, is represented In
a manner resembling a plaster teeth model. As will no
doubt be appreciated by the artisan, this is but an exam-
ple, and the two-dimensional or the virtual three dimen-
sional teeth image may be represented in a different way.

[0033] Priorto the present invention, each of these dif-
ferent images, was represented separately. The three-
dimensional virtual image was represented either as a

plaster model or a three-dimensional virtual representa-
tion in a computer environement. In accordance with the
invention, two different images, one being a two-dimen-

sional image, e.g. a cephalometric radiograph, is com-
bined with a three-dimensional teeth image. A super-po-
sition of two such images is represented in exemplary
Fig. 2. As can be seen, the cephalometric image is com-
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bined with the three-dimensional virtual teeth Image such
that it lies on the mid palatal plane of the three-dimen-
sional virtual teeth image. The relative position of the two
images is fixed such that basic landmarks defined in the
two images concur, as will be described further below.
[0034] Another implementation of the Invention can be
seen In exemplary Figs. 3A and SB. In these figures, a
three-dimensional virtual teeth image is superpositioned
with a lateral or profile picture of an individual. The profile
pictures In Figs. 3A and 3B are each from a slightly dif-
ferently orientation and accordingly the virtual three-di-
mensional teeth model in Fig. SB is rotated with respect
to the orientation of the model in Fig. 3A.
[0035] In orderto combine a cephalometric image and
a three-dimensional virtual model, basic landmarks have

to be defined and marked In both images. These basic
landmarks may be entered manually by the user, al-
though alternatively, they may be automatically generat—
ed by a computer, based on standard image analysis
method, or based on an earlier user input. Generally,
such basic landmarks may be arbitrary landmarks ormay
be orthodontic relevant landmarks which may be used
later in a cephalometric analysis, In accordance with one
of the acceptable norms therefor. (For review on a ce-
phalometric analysis see Radiographic Cephaiometry,
From Basics to Videoimaging, Jacobson A., efal., Quin-
tessence Publishing 00., Inc., Chicago, Berlin, 1995).
[0036] A cephalometric radiograph and the three-di-
mensional teeth model from the same individual, are

shown in Figs. 4A and 4B. In these figures, two basic
landmarks have been marked - L1 and L2. After these

landmarks have been marked, the two Images are

brought Into registration which results In super-position-
ing as can be seen in Fig. 5 (the same two landmarks LI
and L2 can also be seen here). The registration In the
manner shown in Figs. 4A, 4B and 5 is performed using
two defined landmarks. Obviously, it is possible at times
to use more landmarks for this purpose to increase ac-
curacy of registration.
[0037] In order to reduce computational time, the ce-
phalometric radiograph Is combined with the three-di-
mensional virtual teeth image by placing (in a virtual
sense) the cephalometric image on the mid palatal plane.
For proper registration, the scale of the two images has
to be adjusted and then one image has to be shifted ver-
sus the other until the projection of the basic landmarks
ofthethree-dimensionalvlrtuai image ofteeth model onto

its mid palatal plane are in registerwith the corresponding
landmarks In the cephalometric Image.
[0038] The cephalometric radiograph and the cepha-
lometric videograph as shown herein, are Images as ac-
quired by the utilized Imaging technique. It should how-
ever be noted that at times it is advantageous to produce
initially a representation of the Image, e.g. a graphic rep-
resentation of boundaries of objects of interest within the
image. For example, rather than a full cephaiographic
image, a representation comprising boundaries of some
major bones and several teeth, e.g. the first and second
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moiarteeth and the incisors. These aforementionedteeth

are usually the Important teeth for the cephalometric
analysis, as their position is relatively sensitive to dis-
placement of teeth and jaws. Furthermore, the position
ofthese teeth is an important markerforstudying orgaug—
ing the effect of teeth position on various functional as
weli as aesthetical facial aspects.

[0039] Producing a graphical representation of some
aspects of an image, particularly of a cephalometric im-
age, is very useful for the purpose of a virtual displace-
ment of the teeth in the image so as to study the effect
of the treatment on functional or facial aesthetic param-
eters, as generally known per se.
[0040] A system In accordance with the embodiment
of the invention can be seen in Fig. 6. it comprises a
central computing unit 20 with three input utilities 22, 24
and 26, which may be integral within module 28. These
utilities may comprise, as known perse, a data entry port
and the necessary data transfer software. Furthermore,
rather than importing of data through a data entry port,
the data to these utilities may be imported from a storage
media or from an information carrier, e.g. a magnetic or

an optical disk. As will no doubt be further understood,
module 28 may also comprise a scanner for scanning
images, may comprise a camera for direct image acqui—
sition, etc.

[0041] The system still furthercomprises a module 30,
connected to a user input interface 32 e.g. a keypad, a
cursor driver, etc. By means of interface 32 the user may
define the landmarks or may induce the system to enter
into various operational modes, some of which will be
explained beiow.
[0042] Module 30 and utility 28 are connected to a
processor 40 for image processing so as to combine the
two images as described, for example further below.
Processor 40 may be connected to monitor 50 and may
be also connected to other display means, e.g. a printer.
[0043] Aflowchart ofan embodiment of the manner of
linking between a three-dimensional virtual teeth model
and a cephalometric image can be seen in Figs. 7A and
78. Fig. 7A is a flowchart of the user interaction steps
whereas Fig. 7B is a software functionality flowchart on
the manner of combining the two images. At a first step
100, the system receives an input of data representative
of a three-dimensional virtual teeth model. Then at 110,

basic landmarks are marked on discernabie objects in
the three-dimensional virtual teeth model as represented
in image 111. Such basic landmarks may, for example,

be points on crowns and roots of upper and lower first
molars (landmarks 1-4 of image 111) as well as on
crowns and roots of upperand lowercentrals (landmarks
5-8 in image 111). Landsmarks 1 and 4 as well as land-
marks 5 and 8 mark the approximate position of the roots
of the teeth. The real root position cannot be seen in such
a model but the orthodont, based on his experience, can

relatively accurately mark their roots’ position.
[0044] At a next step 120, a cephalometric image of
the same patient is input and on this image, the same

10

15

20

25

30

35

40

45

50

55

10

key points are then marked (see 131). Then, the two
Images may be matched, which may be by way of super-
position as shown above, which can be represented on
a screen, or by any otherway of mapping of each location
in one image to that of the other image.
[0045] At a next step 140 teeth and Jaws in the three»
dimensionalmodelmay be displaced onthethree~dimen~
slonal model to receive a desired result. Then, as repre-
sented in the flowchart of Fig. 7B, the software at next

steps 150 and 160 moves skeletal elements and teeth,
respectively, according to movement performed by the
user on the three-dimensional virtual teeth model. Then,

at 170, a cephalometric analysis can be made on the
amended (after displacement) cepthalometric image to
see whether desired proportional measurements have
been reached in such teeth displacement or whether any
medication should be made.

[0046] The reverse sequence of operation, namely the
mapping of each point from a cephalometric image to a
three-dimensional virtual teeth model is seen in Figs. 8A
and BB. in Figs. 8A and Fig. SB, each of steps 200-270
corresponds, mutatis mutandis to the steps 100-170 in
Figs. 7A and 7B. This eventually results in mapping of
each point in acephalometric lmageto the corresponding
location of the three‘dimensional virtual teeth model to

allow to translate any displacement performed on the
former image to that in the latter.

Claims

1. An Image processing method comprising :

(a) defining a set of basic landmarks (110) in
one of two images consisting of a first two-di-
mensional image of at least a first portion of a

patient’s teeth and a second three-dimensional
virtual image of at least a second portion of the
teeth, there being at least a partial overlap be-
tween first and second portions, said set of basic
landmarks being in an overlapping region of the
two images;

(b) locating the set of basic landmarks in the
other of the two images (130); and
(c) combining said two images together by reg-
istering said basic landmark with each of the two
images retaining its respective two-dimensional
or three-dimensional characteristics (140).

2. A method according to Claim 1, wherein said first
image is a longitudinal cross—sectional image.

3. A method according to Claim 2, wherein said first
image is a radiographic x-ray image.

4. A method according to Claim 3, wherein said first
image is a cephalometric image.
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A method according to any one of Claims 1 -4, Where-
In step (a) comprises applying a third imaging tech—
nique to acquire a third image comprising at least a
profile of facial aspects.

A method according to any of Claims 1-4, wherein
said three-dimensional image comprises substan-

tially all teeth of at least one jaw, and the two-dimen-
sional image is positioned on the mid palatal plane
of the three-dimensional image.

A method according to Claim 1, comprising the fol-
lowing step :

(d) displacing at least one tooth in at least one
of the images in a manner resembling the man-
ner in which said at least one tooth can be shifted

in real-life orthodontic treatment; and

(e) by applying a set of rules which define man-
ner in which each element in one Image maps
to a corresponding element in the other image,
displacing said at least one tooth in said other
image.

A method according to Claim 7, wherein said set of
rules comprise defining in said one image at least
one object-associated landmark of said at least one
tooth, locating said object-associated landmark, and
displacing said object-associated landmark in said
other image, in proportion to its movement in said
one image.

A method according to Claim 8, wherein said basic
landmarks are fixed, the displacement of the at least
one object-associated landmark in said one image
is defined according to said basic landmarks and
said at least one object-associated landmark is then
displaced in the same relative displacement in re-
spect of the basic landmarks in said other image.

A method according to any one of Claims 7-9, where-
in sald one image is a virtual three-dimensional im-

age of a teeth model and said other image is a lateral
image.

Amethod accordingto Claim 10, wherein said lateral
image is a cephalometric image.

A method according to Claim 11, comprising the fol-
lowing step :

(f) by applying a set of rules defining displace-
ment of soft facial tissue caused by displace
ment of said at least one tooth, predicting effect
of the displacement of said at least one tooth in
said virtual three-dimensional image on soft fa-
cial tissue image in said lateral image.
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A method according to Claim 12, wherein the dis-

placement of said soft tissue is predicted using a
third image of at least a profile of facial aspects.

An image processing system comprising :

(i) first and second utilities (22, 24) for receipt
of, respectively, first data representative of afirst
two-dimensional cross-sectional image of at
least a first teeth portion, and second data rep-
resentative of a second, three-dimensional vir-

tual image of teeth model of at least a second
teeth portion, an overlapping region existing be
tween said first and second portions;
(ii) a module for defining basic landmarks (30)
in at least one of the first and second teeth por-
tions as selected locations within the overlap—
ping region, and for generating data represent-
ative thereof; and

(iii) a processor (40) associated with said first
and said second utility and with said module (22,
24, 30), and operable for

- analyzing first and said second data,
- mapping elements in one of the two imag-
es to the other of the two images according
to the data representative of said basic land-
marks, and

- combining the two images together by reg-
istering said basic landmarks in the two im-
ages, such that each of the two images re-
tains its respective two-dimensional or
three-dimensional characteristics.

A system according to Claim 14, wherein said first
image is a cephalometric image.

A system according to Claim 15, comprising a third
utility for receipt of third data representative of a third
image comprising at least a profile of facial aspects.

A system according to Claims 14-16, wherein the
first, second and third utilities are integrated together
as one utility.

A system according to any one of Claims 14-17,
wherein said second utility comprises a data trans-
ferring module for transferring data representative
of the second, virtual three-dimensional imageto the
processor.

A system according to any one of Claim 14-18, com-
prising a module defining a set of rules for displacing
at least one virtual tooth representation in one of the
images.

A system according to Claim 19, wherein said set of
rules define a displacement representing the manner
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of shifting of the at least one tooth In a real~life or-
thodontic treatment.

A system according to Claim 19, wherein said proc-
essor translates the displacement of said at least
one virtual tooth representation in one of the Images
to displacement of acorrespondingtooth in the other
image.

A system according to Claim 21, wherein said one
of the images is a virtual three-dimensional image
of teeth model, and the other image is a cephalom-
etric image.

A system according to Claim 22, comprising a mod—
ule defining a set of rules for predicting the effect of
displacement of teeth in the cephalometric image of
soft facial tissue.

Patentanspriiche

1. Bildverarbeitungsverfahren umfassend:

(a) Definieren eines Satzes von Baslsmarkie-
rungen (1 10) in einem von zwei ein erstes, zwei-
dimensionales Bild wenigstens eines ersten
Teils derZéhne eines Patienten und eln zweites,

dreidimenslonales Bild wenigstens eines zwei-
ten Teils der zahne umfassenden zwei Bildern.

wobel es wenigstens elne pattielle Uberlappung
zwischen dem ersten und dem zweiten Tell gibt,

wobel der Satz von Baslsmarkierungen slch ln
einer Uberlappenden Region der belden Bilder
befindet,

(b) Lokallsieren des Satzes von Basismarkle-
rungen in dem anderen der belden Bilder (130)
und

(c) Kombinieren der belden Bilder mitelnander
durch Registrieren der Basismarkierungen, wo—
bei jedes der belden Bilder seine jeweillgen
zweldlmensionalen oder dreidimensionalen El-

genschaften (140) behélt.

Verfahren nach Anspruch 1, wobei das erste Bild eln
iongltudlnales Querschnittsbild ist.

Verfahren nach Anspruch 2, wobei das erste Bild ein
radiographisches Rdntgenbild ist.

Verfahren nach Anspruch 3, wobei das erste Bild eln
kephalometrisches Bild ist.

Verfahren nach einem der Ansprtiche 1 bis 4, wobei

Schritt (a) das Anwenden einer dritten Blldtechnik
umfaBt, um ein drittes Bild zu erhalten, das wenig-
stens ein Profil von Gesichtsansichten umfaBt.
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Verfahren nach einem der Ansprilche 1 bis 4, wobei
das dreidimenslonale Blld im wesentlichen alle Zéh-

ne wenigstens eines Klefers umfaBt und wobei das
zweldimensionale Bild in der Mitte der palatinalen
Ebene des dreidimenslonalen Bildes positioniert ist.

Verfahren nach Anspruch 1, umfassend die folgen-
den Schritte:

(d) Verschieben wenigstens eines Zahnes in
wenigstens einem der Bilder in einerArt, die der
Art ahnelt, in weicher der wenigstens eine Zahn
bei tatsachlicher realer kieferorthopéidischer
Behandlung verschoben werden kann, und
(e) Verschieben des wenigstens einen Zahnes
in dem anderen Bild durch Anwenden eines Sat-

zes von Regeln, weiche eine Art definieren, in
der jedes Element in einem Bild ein entspre-
chendes Element in dem anderen Bild abblldet.

Verfahren nach Anspruch 7, wobei der Satz von Fie-
gein das Definieren wenigstens einer objektbezoge-
nen Markierung des wenigstens elnen Zahns in dem
einen Bild, das Lokalisieren der objektbezogenen

Markierung und das Verschieben der obJektbezoge-
nen Markierung in dem anderen Bild proportional zu
ihrer Bewegung in dem einen Bild umfaBt

Verfahren nach Anspruch 8, wobel die Basismarkie-
rungen fixiert sind, die Verschiebung derwenigstens
einen objektbezogenen Markierung in dem einen
Bild geméB den Basismarklerungen definlert wird
und wobei die oblektbezogene Markierung dann mit
derselben relativen Verschiebung in Bezug auf die
Basismarkierungen in dem anderen Bild verschoben
wlrd.

Verfahren nach einem der Ansprtiche 7 bis 9, wobel
das elne Bild ein virtuelies dreidimenslonaies Bild
eines Modells der Zéhne und das andere Bild ein
seitliches Bild ist.

Verfahren nach Anspruch 10, wobei das seitliche
Bild eln kephalometrisches Bild ist.

Verfahren nach Anspruch 11, umfassend den fol-
genden Schritt:

(f) Voraussagen des Effektes der Verschiebung
des wenigstens einen Zahns In dem virtuellen
dreidimenslonalen Bild auf das Erscheinungs-
bild des weichen Gesichtsgewebes in dem late-
ralen Bild durch Anwenden eines Satzes von

Regeln, die die durch die Verschiebung des We-
nlgstens einen Zahns verursachte Verschie-
bung von weichem Gesichtsgewebe definieren.

Verfahren nach Anspruch 12, wobel die Verschie-
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bung des weichen Gewebes unter Velwendung ei-
nes dritten Bildes wenlgstens eines Prollls von Ge-
stchtsanslchten vorausgesagt wird.

14. Bildverarbeitungssystem umfassend:

15.

16.

17.

18.

19.

(I) erste und zweite Einriohtungen (22, 24) zum
Empfang von ersten Daten, die eln erstes zwei-
dimensionales Querschnittsbild wenigstens ei-
nes ersten Zahnabschnittes représentleren,
bzw. von zwelten Daten, die ein zweites, dreidi-
mensionales virtuelles Bild eines Zahnmodells

wenigstens eines zweiten Zahnabschnittes re-

présentieren, wobel elne Ubenappungsregion
zwischen dem ersten und dem zwelten Ab-

schnltt exlstlen,

(ii) einem Modul zum Definieren von Basismar-
kierungen (30) in wenigstens einem der ersten
und zwelten Abschnitt der Zéhne als ausge-

wahlte Orte lnnerhalb der Uberlappungsregion
und zum Generieren von dafiir reprétsentativen
Daten und

(iii) elnem mit der ersten und der zweiten Ein-
richtung und dem Modul (22, 24, 30) verbunde-
nen Prozessor (40), derbetrleben werden kann
zum

- Analysleren erster und zwelter Daten,
- Abbilden von Elementen In elnem der bei-
den Bilder auf das andere der beiden Bilder

entsprechend den ftir die Basismarklerun-
gen représentativen Daten,
- Komblnleren der beiden Bilder miteinan-

der durch Registrieren der Basismarken in
beiden Bildern, so daBjedes derbeiden Bil-
der seine entsprechenden zweidimenslo-
nalen bzw. dreldlmensionalen Elgenschaf-
ten behélt,

System nach Anspruch 14, wobei das erste Bild ein
kephalometrisches Blld lst.

System nach Anspruch 15, umfassend eine dritte
Einrichtung zum Empfangen von dritten Daten, dle
ein drittes Blld représentieren, weiches wenigstens
ein Profil von Geslchtsansichten umfaBt.

System nach einem der Anspriiche 14 bis 16, wobei
die erste, zweite und dritte Einrichtung zusammen
als eine Elnrichtung lntegrlert sind.

System nach einem der Anspriiche 14 bis 17, wobei
die zweite Einrichtung ein Datentransfermodul zum

Ubertragen von Daten, die das zweite, vlrtuelle drei-
dimensionale Blld représentieren, auf den Prozessor
umfaBt.

System nach elnem der Anspriiche 14 bis 18, um-
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fassend eln Modul, das wenlgstens elnen Satz von

Regeln zum Verschieben wenlgstens einervirtuellen
Zahnreprétsentation in einem der Bilder definlert.

. System nach Anspruch 19, wobei der Satz von Re-
geln eine Verschiebung deflnlert, die die Art der Ver~
schiebung des wenigstens einen Zahnes bel realer

kieferorthopadischer Behandlung entspricht.

System nach Anspruch 19, wobel der Prozessor die
Verschiebung derwenigstens elnen vlrtuellen Zahn-
reprasentation in einem der Bilder in eine Verschie-
bung eines entsprechenden Zahns in dem anderen
Bild umsetzt.

System nach Anspruch 21 ,wobel das eine derBiIder
eln virtuelles dreidimensionales Bild eines Modells

der Zéhne und das andere Bild ein kephalometri-
sches Blld lst.

System nach Anspruch 22, umfassend ein Modul,
das elnen Satz von Regeln zum Vorhersagen des
Effekts derVerschlebung von Zéhnen in dem kepha-
lometrlschen Bildvon weichem Gesichtsgewebe de-
flnlert.

Revendlcatlons

30 1,

35

4o

45

50

2.

55

0600

Procédé de traitement d‘image comprenant:

(a) la definition d’un ensemble de reperes basi-
ques (110) dans I’une de deux Images compo-
sées d’une premiere image en deux dimensions
d’au moins une premiere partie des dents d'un
patient et d’une seconde image vlrtuelle en trols
dimensions d’au moins une seconde partle des
dents, avec au moins un chevauchement partiel
entre la premiere et la seconde parties, ledit en-
semble de points de repere basiques étant dans
une region de chevauchement des deux
images ;

(b) la localisation de l‘ensemble de points de re-
pere baslques dans l’autre des deux images
(130) ; et
(0) la combinalson desdites deux images en—
semble en enreglstrant ledit point de repere ba-
sique avec chacune des deux images conser-
vant ses caractéristiques en deux dimensions
ou en trois dimensions respectivement (140).

Procédé selon la revendication 1, dans lequel ladite

premiere image est une image longitudinale en cou-
pe.

Procédé selon la revendication 2, dans quuel ladite
premiere image est une image radiographique a
rayons X.
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Procédé selon la revendication 3, dans lequel ladite

premiere image est une image céphalométrique.

Procédé selon l’une quelconque des revendications
1 a 4, dans lequel l’étape (a) comprend l’application
d’une troisleme technique d’lmagerle afin d’acquérir
une troisleme image comprenant au moins un profil

d’aspects faciaux.

Procédé selon l’une quelconque des revendlcations
1 a 4, dans lequel ladite image en trois dimensions
comprend sensiblement toutes les dents d'au molns
une machoire, et l’image en deux dimensions est
positionnée sur le plan palatin lntermédiaire de l’ima-
ge en trois dimensions.

Procédé selon la revendication 1, comprenant l’éta-
pe suivante :

(d) is déplacement d' au moins une dent dans
au moins l’une des images d’une maniere res-
semblant a la maniere selon laquelle ladite dent
au moins peut étre décalée iors d’un traitement
orthodontique réel ; et

(e) en appliquant un ensemble de regles qui dé-
finissent la maniere dont chaque élément d'une
image est mappé par rapport a un élément cor-
respondant de l’autre image, le déplacement de
ladite dent au molns dans ladite autre image.

Procédé selon la revendlcatlon 7, dans lequel ledit
ensemble de regles comprend la definition, dans la-
dite image, d’au molns un point de repere assoclé a
un objet de ladite dent au moins, la localisation dudit
point de repere associé a un objet, et le déplacement
dudit point de repere associé a un objet dans ladite
autre image, proportionnellement eson mouvement
dans ladite image.

Procedé selon la revendication 8, dans lequel lesdits
points de repere basiques sont fixes, le déplacement
de point de repere assoclé a un objet au moins dans
ladite image est défini selon lesdits points de repere
basiques et ledit point de repere associé a un objet
au moins est ensuite déplacé selon le meme dépla-
cement reiatif par rapport aux points de repere ba-
siques dans ladite autre Image.

Procédé selon l’une quelconque des revendications
7 a 9, dans lequel ladite image est une image virtuelle
en trois dimensions d’un modele de dent et ladite

autre image est une image latérale.

Procédé selon la revendication 10, dans lequel ladite
image laterale est une image céphalometrique.

Procédé selon la revendication11,comprenantl’éta~
pe suivante :
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(f) en appliquant un ensemble de regles déflnis—
sant un deplacement d’un tlssu facial souple
provoqué par un déplacement de ladite dent au
moins, la prediction d'un effet du déplacement
de ladite dent au moins dans ladite image vir-
tuelle en trois dimensions sur l’image d’un tlssu
facial souple dans ladite image laterale.

Procédé selon la revendication 12, dans lequel le

déplacement dudittissu souple est prédit en utilisant
une trolsléme image d’au moins un profil d’aspects
faciaux.

Systeme de traitement d’image comprenant :

(i) un premier et un second dispositifs (22, 24)
destinés a la reception, respectivement, de pre-
mieres donnéesreprésentatives d’unepremiere
image en coupe en deux dimensions d’au molns
une premiere partie des dents, et de secondes
données representatives d’une seconde image
virtuelle en trois dimensions d’un modele de

dent d’au molns une seconde partie des dents,
une region de chevauchement existant entre

lesdites premiere at seconde parties ;
(ii) un module destlné a definir des points de
repere basiques (30) dans au moins l'une de la
premiere et de la seconde parties cles dents
comme étant des empiacements sélectlonnés
dans la région de chevauchement, et a générer
des données representatives de ceux-cl ; et
(iii) un processeur (40) associé auxdits premier
at second dispositifs et audit module (22, 24,
30), et capable

- d’analyser lesdites premieres et secondes
données,

- de mapper des éléments dans i’une des
deux images par rapport a l’autre des deux
images selon les données representatives
desdits points de repere baslques, et
- de combiner les deux images ensemble

en enregistrant lesdits points de repere ba-
slques dans les deux images, de telle sone
que chacune des deux images conserve
ses caractérlstiques en deux dimensions ou
en trois dimensions respectives.

Systeme selon la revendication 14, dans lequel la-
dite premiere image est une image céphalométrlque.

Systeme selon la revendication 15, comprenant un
troisieme dispositif destiné a la reception de troisie-
mes données representatives d’une troisleme image
comprenant au moins un profil d’aspects faciaux.

Systeme selon les revendications 14 ‘a 16, dans le-
quel le premier, le second et le troisleme dispositifs
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sont intégrés ensemble comme un seul disposltlf.

Systémeselon l‘une quelconque des revendlcations
14 a 17, dans quuel leditsecond dispositifcomprend
un module de transfert de données destiné a trans-

férer des données representatives de la seconde
image vlrtuelle en trois dimensions au processeur.

Systemeselon I’une quelconque des revendications
14 a 18, comprenant un module déflnlssant un en-
semble de regles afin de déplacer au moins une re-
presentation de dentvirtuelle dans I’une des images.

Systeme selon la revendication 19, dans lequel ledlt
ensemble de regles déflnlt un déplacement repre-
sentant la maniere de décaler Ia dent au molns lors

d’un traitement orthodontique reel.

Systemeselon la revendicatlon 19, dans lequel ledlt
processeur tradult le déplacement de ladite repre-
sentation de dent virtuelle au moins dans l’une des

images en déplacement d’une dent correspondante
dans I’autre image.

Systeme selon la revendication 21, dans [equel Ia-
dite des images est une image virtuelle en trois di-
mensions d’un modele de dents, et I’autre image est
une image céphalométrique.

Systems selon la revendication 22, comprenant un
module définissant un ensemble de regles afin de

prédlre l‘efl‘et du déplacementd’une dent dans l’lma—
ge céphalométrique d’un tlssu facial souple.
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(57) Abstract: A method for automatic, or semi-automatic, planning of dental treatment for a patient comprises: (a) obtaining data
c about an area which is to be treated and data about a face of a patient; (b) performing a computer—assisted analysis of the data to

N determine properties of at least the face of the patient; (c) creating a modified tooth set—up using a set of stored rules which make use

W0
of the determined facial properties. A three-dimensional representation simulates the appearance of the modified tooth set-up and the
patient's face surrounding the treatment area. The method also determines properties of existing teeth and creates a modified tooth
set—up which is also based on the existing teeth of the patient. The method can be implemented as software running on a workstation.
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COMPUTER-ASSISTED CREATION OF A CUSTOM TOOTH SET-UP USING

FACIAL ANALYSIS

FIELD OF THE INVENTION

This invention relates generally to the field of computer technology used for the

planning of dental treatments and to computer software tools for planning an optimised

tooth (and sofi tissue) set-up for a patient as well as to systems and methods planning

an optimised tooth (and soft tissue) set-up for a patient.

BACKGROUND TO THE INVENTION

For dental or orthodontic treatment one or more imaging modalities such as

orthopantograms (dental X-ray), computerized tomography (CT) scans or digital

photographs are commonly used to analyze, diagnose and document a patient’s

condition. Recently, digital patient information has also found its way into the planning

stage of treatment. Several sofiware solutions exist for simulating dental implant

placement in medical (CT) images (SimPlantTM, Materialise Belgium), orthodontic

treatment can be simulated using digitized information of the patient’s dentition

(OrthoCAD, Cadent, U.S.; Invisalign, Align Technologies, US.) and maxillofacial

reconstructions can be planned in a virtual environment (SimPlant CMF, Materialise,

Belgium). While these solutions provide powerful tools to the clinician to try out

different alternatives at a functional level, the implications of these alternatives at an

aesthetical level are generally far from being clear or in some cases disregarded

altogether when choosing the clinical approach.

W02004/098378 and W02004/098379 describe a workstation for creating a

virtual three-dimensional model of a patient using several imaging sources, such as a

CT scan, an X-ray and photographs. Software tools allow a trained user to manipulate

the model to simulate changes in the position of teeth, such as through orthodontic

treatment. The tools described in these documents can be used to plan treatment, and

can present a simulation of the outcome of the treatment to a patient. However, as these

tools give the user a considerable degree of freedom in the treatment planning, with

many decisions to be made by the user, they still require an experienced user to plan

the treatment.

Accordingly, the present invention seeks to provide an improved way of

planning dental treatments for a patient.
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SUMMARY OF THE INVENTION

An object of the present invention is to provide computer based methods and

systems for the planning of dental treatments and computer software tools for planning

an optimised tooth (and sofi tissue) set-up for a patient.

A first aspect of the present invention provides a method for automatic, or

semi-automatic, planning of dental treatment for a patient comprising:

(a) obtaining data about an area which is to be treated and data about a face of a

patient;

(b) performing a computer-assisted analysis of the data to determine properties

of at least the face of the patient; and,

(c) creating a modified tooth set-up using a set of stored rules which make use

of the determined facial properties.

For the purpose of this application the term ‘dental treatment’ includes, but is

not limited to, prosthetic reconstructions on natural teeth (crown and bridgework,

veneers), loose prostheses, prosthetic reconstructions supported by implants,

corrections of the soft tissue (i.e. the gums of the patient, mucosa and gingival) and

orthodontic treatments, i.e. treatments to correct the position of teeth.

The invention recognises that dental treatment needs to be planned in the

context of a patient’s face, to provide a result which is aesthetically pleasing as well as

being clinically correct. The invention also provides a tool for achieving this, by

performing a computer—assisted analysis of facial characteristics, and the use of stored

rules to create an optimum tooth and soft tissue set-up. This greatly simplifies the

process of creating the modified tooth and soft tissue set-up.

Preferably, the method further comprises generating a three-dimensional

representation which simulates the appearance of at least the treatment area with the

modified tooth set-up. The three-dimensional representation preferably also simulates

the appearance of the patient’s face surrounding the treatment area. This allows a

patient to View, in advance of the treatment, the post-treatment effects of the modified

tooth and soft tissue set-up. Preferably, the three-dimensional representation is as life-

like as possible by the use of colour and texture on prosthetic teeth used in the

modified set—up. The effect of modified tooth set-up on surrounding facial features
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(e.g. lips) can also be shown using the three-dimensional representation. This will

allow a patient to assess the aesthetical outcome of dental treatment either subsequent

to or, more ideally, prior to the selection of the type of clinical treatment. For example,

a patient may be offered the choice of a treatment with dental implants, a treatment

using crown and bridgework and a treatment using a loose prosthesis and each of these

treatment options can be visualised. Such an approach is highly advantageous for the

patient, who in an early stage is more involved in the decision making process and is

better informed about the aesthetical implications of the different alternatives (e.g.

grinding down of teeth vs. implant placement to allow anchoring of a bridge; stripping

of the teeth vs. tooth extraction to solve crowding along the dental arch etc.).

The functionality of this invention can be implemented in software, hardware

or a combination of these. The invention can be implemented by means of hardware

comprising several distinct elements, and by means of a suitably programmed

processor. Accordingly, another aspect of the invention provides sofiware comprising

instructions (code) which, when executed by a computer or processor, implements the

method. The software may be tangibly embodied on an electronic memory device, hard

disk, optical disk or any other machine-readable storage medium or it may be

downloaded to the computer or processor via a network connection.

A further aspect of the invention provides apparatus for performing the method.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will be described, by way of example only, with

reference to the accompanying drawings in which:

Figure 1 schematically shows a workstation for implementing the present

invention;

Figure 2 shows a flow chart of a method according to an embodiment of the

present invention;

Figure 3 shows one way of registering a 3D photograph and digitised plaster

casts using a face bow;

Figure 4 shows an example of an aesthetical rule in which the width of

maxillary incisors should be equal to the width of the nose base;

Figure 5 shows an example of an aesthetical rule in which the distance between

eyebrow and nose base should be equal to distance between nose base and top of chin
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during occlusion;

Figure 6 shows an example of an aesthetical rule in which the occlusal plane or

the line connecting the cusps of the maxillar canines should be parallel to the

interpupillary line;

Figure7 shows buccal corridors during smiling;

Figure 8 shows an example of a class 1 molar relationship;

Figures 9A-9C show an example of modifying the functional properties of a

prosthetic tooth;

Figure 10 shows the reconstruction of missing teeth by means of library teeth;

Figure 11 shows the application of texture to library teeth to give a life-like

representation of reconstructed teeth;

Figure 12 shows an alternative view of reconstructed teeth.

DESCRIPTION OF PREFERRED EMBODIMENTS

The present invention will be described with respect to particular embodiments

and with reference to certain drawings but the invention is not limited thereto but only

by the claims. The drawings described are only schematic and are non—limiting. In the

drawings, the size of some of the elements may be exaggerated and not drawn on scale

for illustrative purposes. Where the term “comprising” is used in the present

description and claims, it does not exclude other elements or steps. Furthermore, the

terms first, second, third and the like in the description and in the claims, are used for

distinguishing between similar elements and not necessarily for describing a sequential

or chronological order. It is to be understood that the terms so used are interchangeable

under appropriate circumstances and that the embodiments of the invention described

herein are capable of operation in other sequences than described or illustrated herein.

Figure 1 schematically shows a system for implementing an embodiment of the

present invention. The system can take the form of a computer workstation 20, such as

a general purpose PC, which has a processor 22 and memory/storage 24 and a display

10. Software 25 to implement the invention is stored in memory 24 and executed by

the processor 22. A user can interact with the workstation using a keyboard 21, mouse

23 or another input device such as a graphics tablet or an electronic stylus. Workstation

20 receives inputs from a variety of imaging sources, such as a computerized

tomography (CT) scanner 31, a dental X-ray machine 32, a digital camera 33 and an
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optical scanner 34. Each of the imaging sources 31—34 can be manipulated by a user to

acquire the image data, and then send this data to the workstation. Alternatively, one or

more of the imaging sources 31-34 can be under the control of the workstation 20, with

the workstation 20 automatically controlling operation of those imaging sources to

acquire the image data. As an example, the Workstation 20 can control the digital

camera 33 to acquire a picture from each of three predetermined views with respect to

the patient. The acquired image data 30 from each imaging source can be stored in the

raw form in which it is acquired, or can be processed to convert it into a form in which

it can be more readily combined with image data from other sources. This data (in raw

or processed format) can be stored 35 within the workstation 20, or externally of the

workstation, such as on an external storage device or server which is networked to the

workstation 20. Other data 37 about a patient, such as their medical history, can also be

stored 35.

The image data 30 that has been acquired from the imaging sources 31-34 is

used to generate a virtual, three—dimensional model 56 which is a life-like

representation of at least the area of the human body to be treated. Typically, this area

will be the patient’s jaw, teeth (if any are remaining) and soft tissue surrounding these

parts, such as the gums, lips and skin on the outer surface of the face. The extent of the

3D model can be restricted just to the area to be treated and the soft tissue immediately

surrounding this area or it can extend to the entire face and head of the user.

Figure 2 shows a flow chart which outlines the main steps of a method of

planning treatment in accordance with an embodiment of the invention. Each of the

steps will be described in detail.

A uirin ima edata ste S60 61 Fi r62

According to one embodiment of the present invention, the 3D model is created

by making 3D measurements of the area to be treated and by converting the

measurement data into a digital solid or surface model (for instance, in standard

triangulated language [.stl] format). Images from digital 2D or 3D photographs, or

from scanned printed photographs, of the same area are then mapped onto this model.

A 3D photograph is taken by an optical device that allows capturing the 3D

geometry/shape of the object as well as its texture (and optionally colour). In general

the device comprises a laser scanner to measure the 3D geometry/shape and a camera

0617



0618

10

15

20

25

30

WO 2008/128700 PCT/EP2008/003072

for imaging the texture. Both the 3D geometry description and the texture are then

combined in one 3D image. A 3D photograph can be taken by a fixed camera or by a

moving camera. In the latter case a 3D photograph showing all sides (front, left, back,

and right side) of the object is created.

The 3D measurement can be performed directly or indirectly on the area to be

treated. A direct measurement can take the form of a CT-scan of the patient, or an

optical scan of the head of a patient. A CT-scan gives detail about both sofi tissue and

bone in a 3D co-ordinate system, by providing a stack of 2D images. Based on these

2D images, a 3D model of the bone or face can be reconstructed. An optical scan of the

patient’s head can give information about the outer shape and surface features of the

face and head. In addition, a small optical scanner can be used to scan the intra-oral

region.

An indirect measurement can take the form of an optical scan of a physical

replica of the area to be treated, such as a plaster cast manufactured from an impression

which has been taken of the area to be treated. Measuring techniques can include, but

are not limited to, non-contact scanning using: laser, white light or the like; tactile

scanning using a measurement probe; and volumetric scanning such as CT, MRI, uCT,

etc. The term ‘CT’ as used here refers to medical CT scanners where the object

remains fixed and the source and detector turn around the object, and results in images

with pixel size of about 0.25 mm or more. The term ‘uCT’ refers to non-medical CT

scanners where typically the object turns and the source and detector are fixed, and

results in images with a typical pixel size 10 to 20 times smaller than that achieved

with a CT scan. uCT generally results in more accurate images and can also accurately

visualize much smaller details.

Converting the measurement data into a digital model will, depending on the

applied measurement technique, involve a series of commonly known data processing

techniques such as image segmentation and point cloud meshing. Data derived from

different imaging sources (e.g. CT, optical scan...) needs to be combined into a single

model. Initially, a separate model is constructed from each image data source (e.g. a

model for CT scan data, a model for optical scan data) and the set of individual models

is then combined into a single model. One of several known techniques may be used to

combine the models:

- the 3D models can be registered onto each other by manually translating
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and/or rotating one of the 3D models with respect to the other. The models

are displayed on display 10 of the workstation 20 and an operator manipulates

the models.

- the 3D models are registered onto each other by indicating corresponding

points on both 3D models and applying an N-points registration algorithm.

Afterwards an automatic optimization of the registration is possible using a

registration optimisation program such as a least-squares registration

algorithm.

- the 3D models are registered onto each other using a fully automatic

registration algorithm based on feature recognition. For example, the

registration may be done by a cloud-of-points technique or it may be done by

automatically identifying common features in the images.

Such techniques are described, for example, in: P.J. Besl and ND. McKay, “A method

for registration of 3-d shapes”, IEEE Trans. Pat. Anal. And Mach. Intel 14(2), pp 239-

256, Feb 1992; R. San-Jose, A. Brun and C.—F. Westin, “Robust generalized total least

squares iterative closest point registration”, in C. Barillot, D.R. Haynor, and P.Hellier

(Eds): MICCA12004, LNCS 3216, pp. 234-241, 2004; A. Gruen and D. Akca, “Least

squares 3D surface and curve matching”, ISPRS Journal of Photogrammetry and

Remote Sensing 59(3), pp 151-174, May 2005.

Photographs (2D or 3D) can be scaled to a required dimension using one of

several techniques:

— a calibration piece, i.e. a piece with exactly known geometric dimensions, can

be added in the field of view of the camera while taking photographic images

of the patient. This allows exact scaling of the photographs afierwards.

— measurements can be performed on photographs and 3D models by using

anatomical reference distances (e.g. interpupillary distance...) to determine

the scale factor for the photographs.

- The scaling can be done automatically by automatically detecting reference

points or features in the images and scaling these to match each other.

For mapping of the 2D or 3D photographs onto the digital model one of several

techniques may be used when photographs and digital models contain identical

surfaces (e.g. teeth visible in photograph, facial skin. . .):

- Manual registration: The photograph is aligned with the digitized treatment
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area. The photograph can be scaled and translated. The 3D representation of

the treatment area can be rotated. The user rotates the representation to adapt

its orientation to match the angle under which the photograph was made. The

size of the photograph is adjusted and the image is translated until it is

aligned with the view on the 3D representation. The steps are repeated to tune

the registration.

- Semi-automatic registration: The user rotates the representation to adapt its

orientation to match the angle under which the photograph was taken.

Photograph and 3D representation are shown side-by-side. Reference points

are indicated on both to mark corresponding features. A final mapping is

performed either by: a least-squares algorithm/n-point registration/ICP

(Iterative Closest Point) registration, which will find the optimal

transformation necessary to align both sets of points; or by an exact matching

at the location of the reference points and minimal deformations in between,

using an RBF (radial base functions) optimization approach.

- Automatic registration: Registration applying feature recognition.

In a case where no identical surfaces are available (e.g. mapping of 2D or 3D

photograph of edentulous patient onto digitized 3D models of the maxillar and

mandibular plaster casts) the above-mentioned registration techniques cannot be used.

In these cases a preferential approach makes use of face bow measurements to map the

different data sets. Referring to Figure 3, a face bow is a mechanical device used in

dentistry to record the positional relations of the maxillary arch to the

temporomandibular joints, and to orient dental casts in this same relationship to the

opening axis of the mechanical articulator. A face bow consists of two metal parts

attached together. The first part 3, called the bite fork, is shaped like a horseshoe and is

inserted in the mouth of the patient and clamped between upper and lower jaw. The

second part comprises two curved elements 1, 9. The ends 8 of the first curved

element 1 are positioned in the ear channels of the patient. The second curved element

9 forms a nasal guide that is put in contact with the nose of the patient. The bite fork 3

is fixed to the second curved element 9. The current position of all parts of the face

bow is maintained and then used to transfer the plaster cast into the corresponding

mechanical articulator. This implies that the face bow used for transfer of the occlusion

from the patient’s mouth to the mechanical articulator is now virtually created and
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positioned onto the 3D photograph of the patient (Figure 3). The bite registration 3 is

also digitized and used to register the digital 3D models of the patient’s jaws in the

same coordinate system as the 3D photograph. In case of 2D photographs, a virtual

face bow cannot be used and a preferential method in this case is using the default

values (as used in a mechanical articulator) to position the 3D models of the patient’s

jaws in correct relation to the intercondylar axis, which can be defined onto the 2D

photograph of the patient’s face.

As an alternative to the above described method, a three-dimensional model of

the area to be treated can be built directly from a 2D video sequence, such as by

matching objects and features appearing in images which have been acquired from

different viewpoints. Since the video data inherently holds information that can be

related to more than mere spatial coordinates of the captured points, but also to color,

texture, etc. the calculated reconstruction can be made to reflect each of these qualities,

thereby achieving a life-like model.

The composite 3D model created at step 61 should preferably include the face

of the patient to allow facial analysis to be based on the model. The 3D model used to

plan a modified tooth set—up does not have to be life-like, but this information is useful

to visualize to the user and patient the effects of the treatment and can be rendered in

the final stage 66 of the method when a virtual representation of the tooth set-up

following treatment is displayed to a user and a patient.

Facial anal sis ste s62 63 Fi [‘62

According to one embodiment of the invention the 3D model of the patient,

which has been created in one of the ways described above, is analysed to determine

information about the aesthetical appearance of the face and/or of the area to be

treated. This analysis can be fully automatic, or semi-automatic. In a semi-automatic

analysis, the computer program prompts the user to indicate certain anatomical points

and/or lines on the face of the patient, which are needed for the facial analysis. The

user marks these points on the graphical representation of the face by using an input

tool such as a mouse 23, keyboard 21, graphics tablet, electronic stylus etc. The

program then performs facial analysis based on measurements between these marked

points and automatically creates or modifies the tooth set-up as described below. The

following table, and Figures 4-6, show some example anatomical points which the
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program can prompt a user to mark. Even in the semi-automatic embodiment, the

program can be arranged to automatically determine some of the facial features

without any user prompting and input such as, for example, the overall shape of a

patient’s face (rule A) and the interpupillary line (rule D).

A set of general aesthetical rules use the results of the facial analysis to create

an aesthetically optimal dental configuration or tooth set-up, based on the particular

characteristics of the patient’s face. The following table gives a non-exhaustive list of

fourteen possible facial analyses and corresponding rules:

- Aesthetical analysis Aesthetical rule
A Determine the shape of the patient’s The optimal tooth shape is selected  

 
 
 
 
 
 
 
 

 
 
 

 
 

 
 

 
 
 
 
 
 
 
 

 face and, if available, the patient’s teeth. according to the following rules:

 Three main facial shapes exist: (1) In partially edentulous cases (i.e.

 (i) rectangular or square shaped. A the patient has some teeth remaining)

 rectangular or square shaped face has the tooth shape is determined based on

 substantially the same width at the the shape of the remaining natural

 forehead and just below the cheekbones; teeth and/or the shape of the patient’s

 (ii) tapered. A tapered face is wide at the face.

 forehead and narrows to a small delicate (2) In edentulous cases the tooth shape

 
 
 

 
 

 
 
 
  

  

 

 chin; is chosen based solely on the analysis

 (iii) oval. An oval face is slightly wider of the shape of the patient’s face.

 
 

at the cheekbones than at the forehead A rectangular or square shaped face

or jaw-line. corresponds with square-shaped teeth.

 
 

Teeth are classified in three different A tapered face corresponds with

shapes: tapered, ovoid, and square- tapered-shaped teeth.

 shaped. If a patient has any remaining An oval face corresponds with ovoid-

 teeth, the shape of the teeth can be shaped teeth.

determined based on the digitized

information of the patient’s remaining

dentition.
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Aesthetical analysis Aesthetical rule

Determine the width of the nose base Design or reshape the four maxillar

 

 

 
  

 
(see 4, Figure 4). incisors so that their total width (5,

   
 
 

  

Figure 4) is approximately equal to the

width of the nose base (Gerber). 
  Determine the distance between Position the occlusal plane relative to 

eyebrow and nose base (see Figure 5). the patient’s face so that the distance    

  
  

between the nose base and the top of

the chin during occlusion is equal to

said distance between eyebrow and

nose base.

  
 

 
 

   

 

Determine the interpupillary line, i.e. the Reconstruct or correct the teeth so that

  
 

line connecting the centre of the eyes (6, the occlusal plane or the line  

   Figure 6). connecting the cusps of the maxillar

canines (7, Figure 6) is parallel to said

interpupillary line. 

 
 
 
 

 
 

  
 
 

  

 
  

 the frontal Determine the symmetry line of the Angulate or reorient

face, i.e. the line from the centre of the maxillar incisors so that their facial

 forehead along the subnasal point to the axis is parallel to said symmetry line

 centre point of the chin. and position the central incisors so

that their contact point lies on said

 

 
 
 

  

symmetry line.

 Determine the nasio-labial angle, i.e. the Reconstruct or correct the maxillar

  
 

 

angle between the columella of the nose incisors so that the nasio-labial angle

 and the anterior surface of the upper lip is approximately 90°. Therefore a sofi

measured in a sagittal (lateral) view of tissue simulation is needed to predict

the patient’s face. the tooth position for the upper lip

   

 

position, more particular with a nasio-

labial angle of 90°.
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Aesthetical analysis Aesthetical rule

Determine in a sagittal (lateral) view of Reconstruct or correct the teeth so that
  

  
  

  

 
the patient’s face the distance of the the distance of upper lip to said line is

upper and lower lip to the line through 4 mm and the distance of lower lip to

the tip of the nose and the chin. said line is 2 mm.  
 

   

  
  
  
  
  
  
  

  
  
   

 
 

  

 

 
 

Determine the position of the upper lip Position or correct the frontal maxillar

  while smiling. teeth so that only one quarter of their

height is covered by the upper lip

while smiling.

For some patients the smile—line, i.e.

the borderline of the upper lip during

normal smiling, is much higher than

ideally, and the upper gum is exposed.

In these cases a gingival correction is

needed to allow implant placement in

the frontal maxilla. Without gingival

correction pink porcelain will be

needed in the prosthetic reconstruction

and this is not compatible with the

necessary interdental spaces for

cleaning purposes of the implants. 
 
 

 
 

Determine the curve formed by the Position or correct the frontal maxillar

lower lip while smiling teeth so that their incisal edge is

parallel to said curve and just touching

the lower lip or showing a slight gap.
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Aesthetical analysis Aesthetical rule

Determine the buccal corridor, i.e. the Determine or adapt the maxillar dental  
  
  
 

small space visible between the angles arch shape as well as the orientation of

of the mouth and the teeth, during maxillar premolars and molars to

obtain a normal size of said buccal  smiling (12, Figure 7). 
 

 
  

 

 
 

 
 

corridor. A too wide dental arch will

result in no buccal com’dor while a too

small dental arch will result in a

 

 
buccal corridor that is too prominent.

Determine the width to height ratio of Adapt the maxillar central incisors if 
 needed to approximate the ideal value

of 80% for the width to height ratio.

the maxillar central incisors.

 

 
 
 

 
 

Adapt maxillar incisors and canines if

needed to obtain the ideal width

Determine the proportion of maxillar

central incisor width to lateral incisor

  
 

 
  

 

width to canine width. proportion of 1.6, 1, and 0.6

respectively. 

 

   
 

 
  

 
 

Determine the position of the upper lip Adapt the position or size of the

during talking. maxillar incisors to obtain a visibility

of approximately 1.5 mm of said teeth

during talking. 

 
 

 

 
 

Determine the overjet of the teeth in a Incline or adapt the inclination of the

sagittal (lateral) view. frontal teeth to obtain an overjet value

used in common practice, i.e. 2 mm.

The analyses listed above fall into the broad categories of: aesthetic characteristics of

the patient’s face, including measurements between facial features (A-G); aesthetic

characteristics of the face which may be determined by the underlying jaw and teeth

(H, I, J, M) and aesthetic characteristics of the patient’s teeth (K, L, N). The analysis

of aesthetic features can be performed on the virtual model 56 of the patient, or on

some of the image data 30 of the patient, such as photographs of the patient’s face and

teeth.

Functional anal sis ste s64 65 Fi re2
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In addition to making an analysis of the aesthetic properties of the patient, the

analysis can be extended to include a computer-assisted analysis of more ‘functional’

characteristics of a patient. Functional information resulting from this analysis can be

used in a set of functional rules which can adapt the dental configuration derived at

step 63, Figure 2. Alternatively, the dental configuration may be directly based on a

combined set of aesthetic and functional rules which make use of both the aesthetic

and functional information.

The following table gives a non~exhaustive list of functional analyses and

corresponding rules:

Functional analysis

Determine class (I, II, or III) of molar

Functional rule

Ideally, a class I molar relationship

(Figure 8) should be created. But, if a

  
 
 

 
 

 

 
 
 

  
  
  

 

  
 

   
  

   
  

 

 relationship.

 (i) Class I malocclusion refers to a patient has, for instance, class II/III molar

 malocclusion in which the buccal groove relationships at the left side, then the right

 of the mandibular first permanent molar side can be reconstructed mimicking the

 occludes with the mesiobuccal cusp of class II/III molar relationships.

the maxillary first permanent molar.

(ii) Class II malocclusion refers to a

malocclusion in which the buccal groove

of the mandibular first permanent molar

occludes posterior (distal) to the

mesiobuccal cusp of the maxillary first

permanent molar.

(iii) Class III malocclusion refers to a

malocclusion in which the buccal groove

of the mandibular first permanent molar

occludes anterior (mesial) to the

mesiobuccal cusp of the maxillary first

permanent molar.
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Functional analysis Functional rule

Determine crown angulation of remaining Mimic crown angulation of remaining

 

  
 

  
  

 

   
teeth in prosthetic reconstruction. If no

remaining teeth, use average values for

the angulation of the crowns. 
 
 
    of Mimic crown inclination of remainingDetermine crown inclination

teeth in prosthetic reconstruction. If no remaining teeth

remaining teeth, use average values for

the inclination of the crowns.

 Determine dental arch for upper and Align crowns tangent to determined

 
  

 
 

 lower jaw based on remaining teeth or for dental arch.

edentulous cases based on average curves

 
 

 
 
  

and the jaw information (Staub. . .).

 
  

 

 
 

arches Adapt dental arches until these midlinesDetermine midline of dental

(upper and lower). match.

  
  

 
 
 

Determine contact between neighboring Mimic contact of remaining teeth.

teeth. If edentulous position crowns in tight

contact to neighbors. 
   

 
 
 

 
 

 contactDetermine Adapt occlusal surfaces of the crowns topoints during

movement of the jaws. obtain an ideal articulation.

  
 

Determine overjet. Adapt tooth position or reconstruct crown

to obtain optimal value of 2 mm.

Determine overbite. Adapt tooth position or reconstruct crown 
to obtain optimal value of 2 mm.

Functional analysis is not limited to optimal tooth contacts but can in a broader sense

include phonetics and biomechanics (e.g. optimal tooth loading).

The computer-assisted functional analysis can include identification of ideal

tooth contact points and can be performed by means of digitized information of static

and dynamic check bites of the individual patient or by means of a virtual articulator.

An articulator is a mechanical instrument which is used to examine the static and

dynamic contact relationships between the occlusal surfaces of both dental arches. It
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represents the human temporomandibular joints and jaws, to which maxillary and

mandibular casts may be attached in order to simulate some or all mandibular

movements. Different settings regarding the jaw morphology and mandibular

movement can be adjusted on an articulator. Those values are set using patient—specific

data or average values known in literature. A virtual articulator establishes the static

and dynamic contact relationships in a virtual enviromnent. It simulates forward,

backward, left lateral, right lateral, opening and closing mandibular movements as

constrained by the geometric restrictions imposed by settings using patient-specific

data or average values known in literature. Moreover, a virtual articulator calculates

and visualizes the resulting occlusal contacts. Alternatively jaw movement and

occlusal contacts can be recorded and provided as a 3D path relative to known

landmarks on the patient.

Figures 9A-9C illustrate one example of how the functional characteristics of a

set-up are determined and modified. Figure 9A shows a proposed tooth set-up resulting

from facial analysis and application of the aesthetic rules. This has resulted in a

prosthetic tooth 16 being inserted into a modified set-up. Initially the tooth 16 has a

default shape and surface features, such as the default properties of an element in the

library 55 of elements. In Figure 9B the occlusal surface of the new tooth 16 is

analysed with respect to antagonists (e.g. the teeth shown directly above tooth 16). As

a result of the analysis, the outer surface of the tooth 16 is modified to present a better

occlusal surface. Figure QC shows the result of the optimization.

Each of the functional and aesthetical rules can be assigned a weighting factor

to more, or less, profoundly influence their impact on the final dentition. Each

Weighting factor can have a value based on past experience. Alternatively, each

weighting factor can be adjusted by the team treating the patient, in accordance with

their expertise on a case-by-case basis. The following is a practical example of how the

weighting factors can be used. Suppose a tooth set-up must be created for a patient

missing the four maxillar incisors and both canines. Aesthetical rule L predicts the

ideal proportion for the widths of the missing teeth. Aesthetical rule B predicts the total

width of the four maxillar incisors based on the width of the nose base of the patient. If

the patient has a very small nose then rule L should be determining for the final width

of the teeth, so rule L must have a higher weighting factor than rule B. This will result

in a normal proportional width of the missing teeth in between the remaining maxillary
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first premolars. If, in this case, rule L would have been given a much lower weighting

factor than rule B, then very small maxillar incisors would be created in combination

with very thick canines to be able to fill the gap in between the remaining maxillary

first premolars. So the ideal proportion would not be respected and would result in a

less aesthetical outcome.

The process of generating an optimal tooth (and soft tissue) set—up can be

achieved in different ways:

- a tooth (and soft tissue) set-up can be optimized with respect to all, or only

some, aesthetical rules in an iterative process;

- a tooth (and soft tissue) set-up can be determined as the weighted average of

all, or some, aesthetical rules with weighting factors representing, for

example, the importance of the aesthetical rules to achieving an optimal set~

up;

- a tooth (and soft tissue) set-up can be determined using a first sub-set of rules

and then optimized using a second sub-set of the rules.

Where a patient has a partial set of teeth, the invention can generate an optimal

dental configuration which virtually models replacement teeth in the places where the

patient is currently missing teeth. The replacement teeth are selected in accordance

with the aesthetic and functional rules. Figure 10 shows an example where a group of

six prosthetic teeth 14 have been inserted into a model of a patient’s jaw.

Additionally, it may be desirable to reposition some of the patient’s existing

teeth. This can also be modelled, and the results of the repositioning can be displayed

to the patient. A library 55 stores individual teeth (of varying type, shape and size) and

complete or partial set-ups, for use with patients who are fully or partially edentulous.

Each of the library set-ups can be adapted in accordance with the aesthetic (and

functional) rules, or the software may select the best of the library set-ups based on the

aesthetic (and functional) rules. The digital library 55 of elements can have a default

set of predefined properties such as colour, texture etc. to give them a life-like

appearance. Alternatively, such information may be mapped onto a ‘plain’ element to

obtain a desired life-like appearance. A selection of options can, for example, be

presented to a user in the form of a menu offering a palette of colours and textures.

Figure 11 shows the model of Figure 10 following the application of colour and texture

to library elements 14 and Figure 12 shows another life-like representation of a
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treatment area with prosthetic teeth to which colour and texture have been applied.

The virtual modeling may be performed by user interaction in the digital

environment. Software 25 executed by the workstation creates a graphical user

interface on display 10 which allows a user to make select, introduce, position,

reposition or modify individual teeth or groups of teeth in an automatic or semi-

automatic manner. The software can include routines which automatically position

teeth along a predefined arch, or routines for automatically positioning teeth in

fimction of occlusion relative to the antagonist dentition. Alternatives for orthodontic

cases are tooth extraction, widening of the jaw and stripping (i.e. reducing the width)

of teeth. The occlusal surface of already positioned teeth may also be modified using

the software tools.

Virtual re resentation of treatment area ost-treatment st 66 Fi re2

The final step of the method displays a virtual representation of the treatment

area, displaying the effect of the optimal tooth (and soft tissue) set-up. It is likely that

there will be a range of possible treatment options. As an example, for dental

restorations alternative treatment options can include different tooth morphologies,

sizes and colours. Each of the treatment options can be presented to a user and a patient

and the patient will be able to View the aesthetic results of the treatment. In a particular

embodiment, the virtual representation can be modified to simulate different facial

expressions, such as smiling. Step 66 can use the same 3D model as was created at step

61, Figure 2, and updated to include the treatment work determined at step 65, Figure

2. The modified tooth set-up determined at step 65 can be used to update a life—like

representation of the area to be treated. The update consists of spatially matching the

life-like representation of the treatment area and the modified tooth set-up and

visualizing them simultaneously on a display 10. Spatially matching refers to

registering both entities. For instance when only a 2D photograph of the patient is

available then the optimal tooth set-up should be positioned, oriented, and scaled

relative to the 2D photograph and then embedded within the photograph to visualize

the result. Alternatively, elements (for example, teeth) may be removed from the 3D

life-like representation of the treatment area and replaced by corresponding

counterparts in the generated set-up. Updating the life-like representation implies

calculating the effect of the generated optimal tooth (and sofi tissue) set-up on the
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position, inclination and/or deformation of the entire or local regions of the treatment

area. The treatment area is modified accordingly. One example pertains to the way in

which the lips are supported by the teeth. Modifying the inclination of the teeth will

also change the position of the lips.

In a further embodiment of invention the computer assisted facial analysis can

result in quantitative and qualitative (textual) guidelines, which are subsequently used

by a dental technician to create the optimal tooth set~up manually. Afterwards, the

created tooth set-up (wax-up) can be scanned and converted to a 3D model so a

composite 3D image representation can be created to show the effect of the new set-up

on the patient’s face.

Illustrative examples

Example 1

A 3D photograph, or a set of 2D photographs, are taken of the face (while smiling) of a

patient needing orthodontic treatment. Also, impressions of the patient’s dentition are

taken in alginate or silicon material. Using these impressions, plaster models of the

intra-oral anatomy of the patient are manufactured. The plaster models are

subsequently digitized using an optical scanner in order to yield a virtual 3D model

that represents the dentition of the patient prior to treatment. In software, the virtual 3D

model of the patient’s dentition is registered onto the 3D photograph of the patient’s

face to create a life-like representation. The plaster casts contain the information of the

gums and the 3D photograph contains the surface information of the patient’s face.

Computer-assisted facial. and functional analyses are performed and the results of these

analyses are used in a set of rules to establish an optimum dentition for the patient.

Adapting position, inclination, and angulation of the patient’s natural teeth in
accordance to the rules creates the optimal tooth set-up. If necessary, natural teeth

presently sited in the patient’s jaw can be extracted virtually to obtain an optimized

diagnostic tooth set-up. Finally the optimal tooth set-up is visualized together with the

patient’s 3D photograph.

Example 2

A 2D photograph, a CT scan and impressions are taken of a partially edentulous patient

needing a prosthetic reconstruction. A virtual, life-like, representation of the patient is
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created by mapping the 2D photograph onto the 3D soft tissue model of the patient’s

face generated from the CT images and registering the 3D models of the patient’s

dentition generated from uCT images of the impressions with the CT images of the

patient’s face. Replacement teeth are selected for the sites where the patient is

currently missing teeth. The replacement teeth are selected by performing the

facial/aesthetic analysis and following the aesthetical and functional rules, so as to

match the shape of the remaining dentition of the patient. The software can select the

replacement teeth automatically from a library of teeth, and place these in the virtual

model of the patient’s mouth, or the software can suggest a selection of suitable teeth

on the basis of the aesthetical information and the rules. A user can then use their

judgement to select the best replacement teeth from those suggested by the sofiware,

and place these within the virtual model of the jaw. Then, the occlusal surfaces of these

library teeth are functionally optimized based on the functional rules and the results of

the computer-assisted functional analysis.

Example 3

A 3D photograph and impressions are taken of a fully edentulous patient. Scanning

these impressions via uCT and performing image processing (segmentation, 3D model

creation, surface inversion etc.) yields a digital representation of the intra-oral anatomy

of the patient. Positioning the virtual 3D models of the patient’s edentulous jaws

relative to the 3D photograph using face bow measurements creates the virtual, life-

like, representation. Then, an initial tooth set-up is created from library teeth by using

statistical information (e.g. Staub pentagram, average shape of dental arch) as well as

rules established by the computer assisted facial analysis. A computer-assisted

functional analysis is performed for this initial diagnostic set-up taking into account

patient specific parameters for setting the virtual articulator. The occlusal surfaces of

these library teeth are optimized functionally to obtain optimal occlusion and

articulation. The optimization process is iterated until the best compromise is found

between functional and aesthetical considerations.

The invention is not limited to the embodiments described herein, which may

be modified or varied without departing from the scope of the invention.
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CLAIMS

1. A method for automatic, or semi-automatic, planning of dental treatment for a

patient comprising:

(a) obtaining data about an area which is to be treated and data about a face of a

patient;

(b) performing a computer-assisted analysis of the data to determine properties

of at least the face of the patient;

(0) creating a modified tooth set-up using a set of stored rules which make use

of the determined facial properties.

2. A method according to claim 1 further comprising generating a three-

dimensional representation which simulates the appearance of at least the treatment

area with the modified tooth set-up.

3. A method according to claim 2 wherein the step of generating a three-

dimensional representation also simulates the appearance of the patient's face

surrounding the treatment area.

4. A method according to any one of the preceding claims wherein the step (b) of

performing a computer-assisted analysis of the data also determines properties of

existing teeth and step (0) creates a modified-tooth set-up using a set of rules which

make use of the determined facial properties and the existing teeth of the patient.

5. A method according to any one of the preceding claims wherein step (0)

comprises generating a three-dimensional model of the area to be treated from the

obtained data and creating a modified tooth set-up on the model.

6. A method according to any one of the preceding claims wherein the step of

performing a computer-assisted analysis of the data comprises prompting a user to

indicate the position of anatomical points on a two-dimensional or three-dimensional

representation of the face of the patient and automatically determining facial properties

based on inputs received from a user.
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7. A method according to any one of the preceding claims wherein the analysis at

step (b) comprises determining a shape of the patient’s face and step (0) comprises

selecting a shape of prosthetic teeth on the basis of the determined shape.

8. A method according to any one of the preceding claims wherein the analysis at

step (b) comprises determining distance between features of the patient’s face or an

alignment of features of the patient’s face and step (c) comprises modifying the tooth

set-up based on the determined distance or alignment.

9. A method according to claim 8 wherein the analysis at step (b) comprises

determining the interpupillary line and step (c) comprises reconstructing teeth, or

correcting the position of the teeth, so that the occlusal plane or the line connecting the

cusps of the maxillar canines is parallel to the determined interpupillary line.

10. A method according to any one of the preceding claims wherein the analysis at

step (b) comprises determining the position of the patient’s lip and step (c) comprises

modifying the tooth set-up based on the determined position.

11. A method according to claim 10 wherein the facial analysis at step (b)

comprises determining the position of the upper lip while smiling and step (c)

comprises positioning the frontal maxillar teeth so that only one quarter of their height

is covered by the upper lip while smiling.

12. A method according to any one of the preceding claims further comprising

determining functional data of the area to be treated or the modified set—up and step (0)

uses the functional data.

13. A method according to claim 12 wherein the functional data concerns the

occlusion or articulation of the area to be treated or the modified tooth set-up.

14. A method according to claim 13 wherein the step of determining functional

data comprises determining optimum tooth contact points and step (0) comprises

0634



0635

10

15

20

25

30

WO 2008/128700 PCT/EP2008/003072

23

modifying the tooth set-up to optimise the tooth contact points.

15. A method according to claim 14 wherein the data obtained at step (a) is used to

generate a three-dimensional model of the patient and the determination of tooth

contact points uses the model.

16. A method according to any one of the preceding claims wherein the data

obtained at step (a) is used to generate a three-dimensional model of the patient and the

facial analysis of step (b) uses the model.

17. A method according to any one of the preceding claims wherein the set of rules

used in step (c) are weighted.

18. A method according to claim 17 wherein the set of rules used in step (c) are

weighted according to their relative importance for optimizing the tooth set-up.

19. A method according to any one of the preceding claims wherein the data about

a face of a patient comprises one or more of: a 2D photograph; a 3D photograph; an

optical scan of the external surface of at least part of the patient’s head.

20. A method according to any one of the preceding claims wherein the data about

an area to be treated comprises data acquired using a plurality of different imaging

techniques.

21. A method according to claim 20 wherein the imaging techniques comprise: a

2D photograph; a 3D photograph; an intra-oral optical scan; an X-ray; a computed

tomography scan.

22. A method according to claim 20 or 21 wherein step (0) comprises correlating

the data acquired using different imaging techniques to generate a three-dimensional

model of the patient’s jaw and existing teeth.

23. A method according to any one of the preceding claims wherein step (0) further
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comprises allowing a user to manipulate the modified tooth set-up via a graphical user

interface.

24. A method according to claim 23 wherein step (c) further comprises accessing a

library of elements and using the library to create the modified tooth set-up.

25. A computer program product comprising code which, when executed by a

processor, performs the method according to any one of the preceding claims.

26. Apparatus for automatic, or semi-automatic, planning of dental treatment for a

patient, the apparatus comprising:

an input for receiving data about an area which is to be treated and data about a

face of a patient; and

a processor which is arranged to:

perform a computer-assisted analysis of the data to determine

properties of at least the face of the patient;

create a modified tooth set-up using a set of stored rules which

make use of the determined facial properties.

27. Apparatus according to claim 26 wherein the processor is further arranged to

generate a three-dimensional representation which simulates the appearance of at least

the treatment area with the modified tooth set-up.

28. Apparatus according to claim 27 wherein the processor is further arranged to

generate a three-dimensional representation which also simulates the appearance of the

patient’s face surrounding the treatment area.
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METHODS FOR DESIGNING A CUSTOMIZED DENTAL PROSTHESIS

USING DIGITAL IMAGES OF A PATIENT

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The invention relates generally to methods for designing customized dental

restorations and prostheses and particularly dentures. The methods involve taking digital

photographs of the patient to be fitted with the restoration or prosthesis and transferring the

photographs to a computer software program. The soflware program uses the photographs to

make certain calculations that are translated into their corresponding anterior maxillary tooth

mould forms. The program prompts the dental professional to select the desired materials

and structure for the denture, such as denture tooth shade, tooth arrangement, patient ridge

condition, occlusal scheme, and denture base. This information is used togenerate a

customized prescription for the denture. The resulting prescription is sent to a dental

laboratory that manufactures the denture.

Brief Description of the Related Art

[0002] Dental professionals use different dental prostheses or appliances to treat patients9’ u ,3 u

with lost teeth or tooth structure. By the terms, “prosthesis, restoration and “appliance”

as used herein, it is meant a dental product that replaces or restores lost tooth structure, teeth,

or oral tissue including, but not limited to, fillings, inlays, onlays, veneers, crowns, bridges,

full dentures, removable partial dentures, relines of full and partial dentures, nightguards,

occlusal splints, and the like._ Common dental prostheses for full or partially edentulous

patients include, for example, full dentures and partial dentures. The dentures are used to

restore or replace the lost teeth. In general, removable partial dentures are used to replace

some, but not all, of the patient’s natural teeth. The partial denture includes a base having a

partial set of embedded artificial teeth which rests in the edentulous space and is coupled to
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abutment teeth by clasps or other connectors. Full dentures, on the other hand, are used to

replace all of the patient’s natural teeth. A full denture includes a base having a full set of

embedded artificial teeth which fits over either the upper gum tissue or lower gum tissue.

Partial dentures are designed to preserve any remaining teeth along with hard and soft oral

tissue. The dentures must be functional. Furthermore, the denture should enhance the dental

and facial aesthetics of the patient. The denture teeth should appear natural. However, it is

often difficult to make form-fitting and comfortable dentures. The process is time-consuming

requiring the patient to make several dental office visits. In many instance, the dentist must

reshape and adjust the denture several times before the patient is satisfied.

[0003] Today, a variety of methods are used to make dentures. In one traditional method, a

dentist first takes impressions of a patient’s dental anatomy. A paste-like material, such as an

alginate, is placed in a standard or custom-made impression tray. The dentist inserts the tray

in the mouth of a patient and he/she bites down into the tray. Separate impression trays for

the upper and lower dental arches are used. The dentist allows the impression material to

harden and then removes the trays from the patient’s mouth. The hardened impressions are

finally sent to a dental laboratory. There, a dental technician prepares models of the

upper/lower dental arches ,by pouring dental stone into the hardened impressions. After a

release coating is applied to the dental models, they are placed in a conditioning oven and

' warmed. A polymerizable resin used to form the baseplate is molded over the warm models.

Then, the resin-coated models are placed in a light-curing unit and irradiated with light to

harden the baseplate resin. After the light~curing cycle has been completed, the models are

removed from the unit and allowed to cool. The hardened baseplates are removed from the

respective models. It is customary for the technician to mount wax occlusal rims over the

baseplates. The resulting wax rim baseplates are returned to the dentist so they can be

evaluated for fit and comfort in the patient’s mouth. Then, the completed occlusal

registration is articulated.

[0004] Next, artificial teeth are built on the processed baseplate and wax rims using a “lost

wax” process. In this method, wax is applied to the baseplate and a set of artificial teeth is

positioned in the wax. The processed baseplate, with completed tooth arrangement, is placed

in a flask containing an investing material. Then, the flask is heated to eliminate the wax.

Upon melting, the wax flows out of the flask. Removing the wax from inside of the flask

leaves an interior cavity having the shape of the denture. In a next step, a polymerizable

2
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acrylic composition is “packed into” into the interior cavity of the flask. The acrylic

composition is heated so that it bonds to the teeth and baseplate. When this acrylic

composition cures and hardens, it will hold the artificial teeth in position.

[0005] Designing and fabricating dentures is a complex process. Many time-consuming

steps must be followed to prepare a denture having good aesthetics and mechanical

properties. Artificial teeth having the proper color, shade, translucency, length, width, and

geometry must be selected and incorporated into the baseplate. The process involves

numerous dental professionals including dentists, dental assistants, and laboratory technicians

and their work must be carefully coordinated to produce an aesthetically-pleasing and

functional denture.

[0006] In recent years, computer-based systems using digital images have been developed so

that certain dental prostheses can be made more efficiently in a time-saving manner. For

example, Lehmann, US Patent 6,786,726 discloses a computer network system for making

prostheses such as caps, crowns, bridges, fillings, and the like. In this method, the dental

practitioner takes a digital image of the patient's tooth (resulting in a real image). A reference

tooth shade (resulting in a reference image) image is also taken. The real and reference

images are correlated to find a composite match number having an associated shade. The

images are forwarded via computer network to a dental laboratory giving a dental technician

access to the images. This allows both the dentist and technician to have simultaneous

access to the images - they are able to evaluate the patient’s case and develop a treatment

plan together using the interactive network.

[0007] Jelonek, US Patent 7,035,702 discloses a method for making dental restorations

involving the steps of determining the geometrical and aesthetic constraints of the restoration.

These constraints are inputted into a computer to mathematically select a recipe for'producing

the dental restoration. A database of materials and procedures for preparing the dental

restoration is compiled. Then, a recipe for making the restoration is produced from the

database based on inputted data.

[0008] Taub, US Patent 7,323,874 discloses methods for designing and producing dental

prostheses using a communication network between a dental clinic and dental laboratory.

The system also includes a dental service center which is a separate entity from the dental

3
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laboratory. The service center generates a virtual 3D model of the patient’s dentition from

data obtained by scanning the teeth directly or by scanning a physical model of the teeth. The

manufacturing of the prosthesis is shared between the service center and dental lab. The

clinic sends instructions to the dental laboratory and service center. In one example, the data

needed to produce the virtual 3D model is transmitted from the dental clinic or laboratory to

the dental service center. A prescription specifying the teeth that are to be moved in the

dental treatment as well as the final position of the teeth is sent to the service center. Then,

the service center uses software to make a virtual 3D model, which is used to determine the

dental appliance needed. Finally, this information is sent to the dental lab which makes the

appliance.

[0009] The above-described systems may provide some advantages, but they are not used for

designing and making dentures for edentulous patients, which present particular problems.

As described above, in a conventional denture-making process, the dentist must manually

measure the facial and oral dimensions of the patient, and selects artificial tooth colors,

shades, and dimensions using manual tools such as tooth indicators, shade guides, and mould

guides. Based on this information, the dentist sends a prescription for the denture to a dental

laboratory. There are many variables to this process and the resulting prescription for the

denture depends upon the techniques, skills, and experience level of the dental professionals.

Some prescriptions will provide detailed information about the requested denture including

patient’s dental anatomy, baseplate materials, tooth dimensions and shapes, tooth color and

shades, and the like. Other prescriptions will simply request the denture be made as the

laboratory sees fit and will only provide information on the tooth shade.

[0010]The methods and system of the present invention provides the dental professional with

a new chair-side method for writing denture prescriptions. The dentist can use the system to

generate detailed digital prescriptions including information on facial dimensions of the

patient, tooth length, width and geometry, requested composition of the artificial teeth,

edentulous ridge condition and occlusal registration of the patient, denture base materials, and

color and shade of the artificial teeth. The resulting prescription can be sent by e-mail, paper

mail, or facsimile to a dental laboratory that will manufacture the denture. This system is

easy-to-use, consistent, and time-saving for the dentist.
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BRIEF DESCRIPTION OF THE DRAWINGS

[00111The novel features that are characteristic of the present invention are set forth in the

appended claims. However, the preferred embodiments of the invention, together with

further objects and attendant advantages, are best understood by reference to the following

detailed description in connection with the accompanying drawings in which:

|0012]FIG. 1 is a block functional diagram showing the general steps of preparing a denture

in accordance with one embodiment of this invention;

[0013]FIG. 2 is a schematic diagram showing a digital imaging system that can be used to

prepare a denture in accordance with one embodiment of this invention;
\

[0014]FIG. 3 is a perspective frontal View of a patient ready to be photographed with the

digital imaging system of this invention;

[0015]FIG. 4A is a perspective view of a mouth shield for placing in the mouth of a patient

to be photographed with the digital imaging system of this invention;

[0016]FIG. 4B is a perspective View of a reference sticker for placing on the forehead of a

patient to photographed with the digital imaging system of this invention;

[0017]FIG. 5 is a perspective view of a digital image of a patient showing facial contours

marked with reference lines;

|0018]FIG. 6 is a computer screen shot showing different dental shade guides that can be

used in accordance with this invention;

|0019]FIG. 7 is a computer screen shot showing different tooth mould forms that can be used

in accordance with this invention;
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[0020]FIG. 8 is a computer screen shot showing different edentulous ridge conditions of a

patient to be fitted with a denture that can be used in accordance with this invention;

[0021]FIG. 9 is a computer screen shot showing different Occlusal schemes for a patient to be

fitted with a denture that can be used in accordance with this invention;

[0022]FIG. 10 is a computer screen shot showing different denture base materials and

baseplate colors for a patient to be fitted with a denture that can be used in accordance with

this invention; and

[0023]FIG. 11 is a schematic diagram showing the general steps of designing and making a

denture in accordance with one embodiment of this invention.

DETAILED DESCRIPTION OF THE INVENTION

[0024] The present invention provides different methods for designing customized dental

restorations and prostheses, particularly dentures,‘using digital images. Although the

methods described herein primarily refer to dentures, it should be understood that other dental

restorations and prostheses can be designed in accordance with the invention. Referring to

FIG. 1, the functional steps for designing and preparing a denture in accordance with one

version of the invention are generally shown. Particularly, in Step 1, the dental practitioner

takes at least one digital photograph of a patient’s face and transfers the photograph to a

computer software program.

[0025]Referring to FIG. 2, a digital imaging system, which can be used in the system and

method, is generally indicated at (10). Ordinary digital cameras (12) can be used to take

color digital photographs of a patient (14). Preferably, only one color digital photograph of

the patient’s face is taken, the photograph being a frontal view (16). Additional color digital

photographs, however, can be taken if needed. For example, a profile or side view

photograph of the patient could be taken. The digital photographs are loaded in a software

program which is loaded in a computer (20) that includes a user interface system such as

keyboard and/or mouse (22). The software can be packaged in any conventional way, for

example, as a compact disc (CD). The software provides the user with interface tools such as

6
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graphic icons, images, text, windows, menus, and other screen displays so he/she can

navigate their way through the program and complete the steps required to generate a denture

prescription.

[00261Prior to taking the digital photographs, a grey screen reference sticker” (24) is placed

on the forehead of the patient and a grey screen mouth shield" (26) is positioned inside the

mouth of the patient. The sticker (24) and mouth shield (26) are used so that a grey screening

and color balancing procedure can be performed as described further below. In FIG. 3, a

frontal view of a patient (14) wearing reference sticker (24) and mouth shield (26) is shown.

Referring ‘to FIG. 4A, the mouth shield (26) has a ribbon-like structure with notched portions

(27a, 27b). The mouth shield (26) is made from a thin, soft, and flexible material. The

‘mouth shield should have good dimensional stability and be sufficiently rigid so that it retains

its position once it is placed inside of the mouth Suitable materials for making the mouth

shield (26) includetbut are not limited, to urethane foam and flexible wax-based sheets. The

mouth shield (26) is designed to fit most patients and has' a length in the range of about 70 to

about 90 mm; width of about 25 to about 50 mm; and thickness of about 0.25 to about 3 mm.

The mouth shield (26) is placed in the mouth of the patient (14) and folded over at notched

portions (27a, 27b) so that it is tightly secured between the gums and lips. To adjust the fit of

the mouth shield (26) for a given patient, scissors can be used to trim excess portions. As

'shown in FIG. 3, the mouth shield (26) resembles an athletic mouth guard when positioned in

the mouth of the patient ( 14). As shown in FIG. 4B, the removable reference sticker (24) is a

paper or film material having an adhesive coated on its backside. The square-shaped sticker

(24) generally measures about 1 cm x about 1 cm. The sticker (24) can be placed on the

forehead of the patient and removed after the photographs have been taken.

[0027]The color grey preferably is used for the reference sticker (24) and mouth shield (26),

because it contrasts sharply with other skin colors and the patient would not normally be

wearing any other grey object on his/her face when taking the photographs. In f‘grey

screening," the system checks to see which pixels in the input image (digital color

photograph) are not grey and labels those pixels as "target" pixels. The software then blends

the "input image" (patient‘s facial image, which is a collection of all target pixels) into a

"destination image“ that will appear on the computer monitor screen (21). The pixels in the

grey areas are not labeled as target pixels and thus will not be blended in with the rest of the

pixels constituting the facial features.
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.[0028]This technique of blending two imagestogether afier a color has been removed from

one of the images can be referred to as chroma keying. This results in the input image (facial

image) having “color voids" or “color removal points” (where pixels are missing) upon being '

blended into the destination image. Particularly, voids will appear in the area of the forehead

(where the grey screen sticker has been placed) and area of the mouth (where the grey screen

mouth shield has been inserted).

[0029]The software program first looks to the forehead area. Because the sofiware knows the

relative dimensions of the grey sticker (24), it can use this information to make key

measurements of the forehead and other facial contours. In addition, the software fills in the

voided mouth area with selected tooth shades and tooth forms per the methods discussed

further below. That is, the practitioner can select a particular'denture structure with artificial '

teeth and "drop" this picture into the open mouth area of the digital image. The resulting

destination image with selected denture is shown to the patient. Thus, the patient can see the

results of selecting a specific denture before the treatment plan is finalized. The patient can

see how a particular denture structure will affect their overall appearance. The system is

beneficial to the practitioner and patient, because it can simulate different treatment plans

using different sets of artificial teeth.

[00301Upon receiving the digital image, the software automatically engages in color

balancing to adjust the color of the captured digital image and generate a color balanced

reproduction. Color balancing techniques are known in the digital imaging industry. Color

balancing is needed, because colors in the captured digital image can shift resulting in an off-

color image of the subject. Color shifting can be due to a variety of reasons, for example,

shadows, lighting, and backdrops used when the digital image was taken. In the method of

this invention, the colors of the facial image of the patient can become distorted; thus, color

balancing of the image is needed. Once the digital image has been properly color balanced, a

selected artificial tooth set can be “dropped’ into the image and a denture prescription can be

generated as described in more detail below. In the color balanced digital image, the color of

the selected “dropped in” tooth set is perceived correctly. That is, the color, shade, hue,

brilliance, intensity, RGB values, and other characteristics of the tooth set and facial digital

image match-up properly. This benefits the dental practitioner, because he/she is better able
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to select the most appropriate tooth shade with input from the patient. The practitioner and

patient can better visualize which tooth shade is the most natural looking.

[0031]It is recognized that other imaging techniques can be used in accordance with this

invention. For example, a “green—screening” system can be used, wherein the reference

sticker (24) and mouth shield (26) are green colored. However, a “green-screening” system

is less preferred, because there can be problems with color balancing and the captured digital

image may be off-color.

[0032]In addition to the color balancing step, the software automatically formats the digital

image to the éorrect size, and the formatted, color-balanced image appears on the monitor

screen (21) so that the practitioner can view it easily. The software program then identifies

the key facial contours, for example, chin, temple, vertical midline, and horizontal plane

across the pupils. It is important that vertical and horizontal reference planes of the patient’s

face be considered so that an aesthetically—pleasing denture with artificial teeth having proper

occlusion can be made. The program identifies the vertical midline and horizontal plane

across the pupils as shown in FIG. 5. The dental practitioner can use the reference lines

automatically provided by the program if they are acceptable. Alternatively, the practitioner

can override the recommendations made by the program and mark key facial landmarks that

they believe are more accurate. The program then provides a recommended face shape that

the practitioner again has the ability to accept or override with his/her own selection. In some

instances, the program can include a “default” face shape. For example, the face shape,

“square tapering” could be used as the default and this shape would be automatically entered

if the user did not enter otherwise. Once the facial contours and face shape have been entered

and accepted by the practitioner, the software automatically determines the width and length

of the central incisor artificial teeth that will be used in the denture. The practitioner also has

the ability to accept or decline these measurements and enter his/her own measurements.

After all of the requested information has been entered and accepted, the program will

provide the recommended maxillary anterior denture tooth mould forms to be used for

making the artificial teeth as discussed further below.

{0033]Referring back to the block diagram in FIG. 1, the dental practitioner next enters the

color shade guide that will be used for determining the color and shade of the artificial teeth

to be used in the finished denture. Standard dental shade guides are known in the dental

9

0657



0658

WO 2010/008435 PCT/US2009/003351

industry and these guides can be used in the system of this invention. For example,

Portrait“M IPNTM, Trubyte BiofonnTM IPNTM, or BioblendTM IPNTM, shade guides available

from Dentsply International (York, PA) can be used. Other suitable shade guides include

Vita ClassicalTM and Vita 3-DTM shade guides available from Vita Zahnfabrik H. Rauter

GmbH & Co. KG (Germany). The software can provide the practitioner with at least two,

and more preferably three shade guide options, to select there from. For example, the

software can be programmed so that the text and/or graphic icons of the shade guides:

Portrait IPN, Bioforrn IPN, and Bioblend IPN appear on the computer monitor screen. For

example, referring to FIG. 6, a screen shot shows three possible shade guide select options.

The user can enter the desired shade guide by “clicking” on the mouse and selecting a shade

guide from this predetermined set. In some instances, the program can further include a

default shade guide. So, if the user does nothing, the default shade guide is automatically

selected. In FIG. 6, the first shade guide option (Portrait IPN) is designated as the default

selection for illustration purposes.

[0034]In accordance with this invention, the dental practitioner uses a tangible, hand-held

shade guide (not shown) to select the most appropriate tooth color and shade. As noted

above, shade guides are well known in the dentalindustry. The shade guides include

removable colored tabs. The colored tabs come in a variety of shades resembling the

appearance of natural teeth. Each shade provides a unique enamel translucency, color

blending, and contrasting colors between neck and body of the artificial tooth. To determine

the appropriate tooth shade for a given patient, the practitioner removes one of the tabs and

holds it up in the mouth of the patient. Together, the practitioner and patient decide upon the

appropriate tooth shade. In making this decision, the practitioner and patient address such

questions as: Which tooth shade is the most natural looking? Which tooth shade will

complement the patient’s natural features? And, which tooth shade will enhance cosmetic

appearance? The selected tooth shade from the given tooth shade guide is then entered. The

software program may provide a drop-down menu on the monitor screen (21) listing each of

the predetermined tooth shades for a given shade guide. The practitioner can enter the

desired shade by simply scrolling down the menu and clicking on the shade guide in this

predetermined set. For example, the Portrait IPN dental shade guide includes 27 translucent

shades ranging from shades designated as “P1 to P81.” If the practitioner and patient decide

that “P2” tooth shade is the best match, the practitioner can enter this shade into the program.

In turn, the program can generate an image simulating a denture with the selected tooth

l0
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shade. Thus, the patient can see the‘ effect of selecting a specific tooth shade and how this

shade will impact their appearance. The program also can provide side—by-side comparisons

of a denture made with a first tooth shade against a denture made with a second and different

tooth shade. These images should be used for comparison references only. In considering

which tooth shade would provide the best aesthetics for a given patient, the practitioner

should use an actual hand-held tooth shade guide as described above.

[0035]Next, the program recommends a denture tooth mould form that will be used for

making the denture. The mould form is chosen based on facial contours, tooth

measurements, patients ridge condition, and tooth shades entered according to the steps

described above. Moulds for making teeth are well known and include the Bioform® mould

system; and Biostabil®, Monoline®, Anatoline®, and Euroline® posterior mould forms,

available from Dentsply. As indicated, the moulds are available in anterior and posterior

forms. The anterior moulds are used for producing the anterior teeth (central incisors, lateral

incisors, and canines), while the posterior moulds are used for producing the posterior teeth

(premolars and molars). For example, if the Portrait IPN tooth shade guide (as discussed

above) is used, there are 62 anterior mould and 27 posterior occlusal mould forms available

based on the Bioform mould system (tapered at angles of O, 10, 20, 22, 33, and 40 degrees)

that can be used. On the other hand, if the Bioblend IPN tooth shade guide (as discussed

above) is used, there are 58 upper and lower anterior mould form options and 4 posterior

occlusal mould forms available. The appropriate artificial tooth mould form for making the

denture can be recommended from these sets and displayed on the computer screen allowing

the practitioner to select there from.

[0036]In one preferred embodiment, in the anterior region, at least two, and more preferably,

three tooth mould form options are provided by the software program. The user can enter the

desired anterior mould form based on these predetermined select options. Referring to FIG.

7, a screen shot of the monitor shows three possible anterior mould form options. The user

can simply click on the mouse, thereby selecting an anterior mould form from this

predetermined set. In some instances, the program can further include a default anterior

mould form. For example, in FIG. 7, the first mould form is designated as the default

selection. Alternatively, if the practitioner wishes, he/she can decide to over-ride the given

options and enter a different tooth mould form. In addition, the practitioner, in consultation

with the patient, enters the appropriate anterior tooth arrangement that will provide the
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desired aesthetics and function in the finished denture. In one preferred embodiment, the

program can provide three anterior tooth arrangements as options, and the practitioner can

select any one of these arrangements.

[0037]Following the functional steps illustrated in FIG. 1, the practitioner next evaluates the

edentulous ridge condition of the patient and enters this information. The edentulous ridge

refers to the remaining portion of the alveolar ridge and sofi tissue after the teeth have been

removed. The practitioner evaluates and generally characterizes the ridge condition as being

either poor, average, or good. The program can provide these three options for selection as

shown in the computer screen shot of FIG. 8. The practitioner enters the ridge condition that

most closely resembles the patient’s actual condition. Based on the edentulous ridge

condition, suitable posterior denture tooth mould form options are provided as shown in FIG.

8. The practitioner can select the desired mould form from the set displayed on the computer

screen. For example, if the patient has an average ridge condition, then the posterior mould

form options: Biostabil® (tapered at 22°); (tapered at 20°) and Anatoline® (tapeer at 10°),

are displayed, and the practitioner selects one of these mould forms.

[0038] In addition, the practitioner enters the desired occlusal scheme for the patient. Several

occlusal scheme select options can be provided by the software as shown in the computer

screen shot of FIG. 9. For example, the occlusal schemes can be classified as: a) bilateral

balanced, b) lingualized, or 0) linear, and the practitioner can select from one of these

options. In FIG. 9, the bilateral balanced option is designated as the default occlusal scheme

for illustration purposes. If the practitioner wishes, he/she can accept this default option.

[0039]The material that will be used to make the denture is also entered. The practitioner can

work with the patient in making this decision or accept the default selections made by the

program. A set of predetermined denture base materials preferably is loaded in the software

program and appear as select options on the computer screen as shown in FIG. 10. For

example, denture bases made from such materials as Lucitone 199® acrylic resin or Eclipse®

baseplate resin which is a wax-like polymerizable material, both available from Dentsply can

be added as predetermined selections. In this example, the user can enter the desired denture

base material by clicking on the mouse and selecting either Lucitone 199® acrylic resin or

Eclipse® baseplate resin. The desired color of the baseplate also needs to be entered. The
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baseplate color can be entered by selecting a color from a wide variety of select color options

provided by the program. As also shown in FIG. 10, several color options intended to

resemble healthy gum tissue can be provided including light pink; light reddish pink; and

dark pink. Alternatively, the baseplate can be clear and transparent, Eclipse® baseplates are

available in a clear version. Desired denture base materials and colors can be selected from

the automatically programmed sets. In preferred cases, the program includes default select

denture base materials and colors. For example, in FIG. 10, Lucitone 199® acrylic resin in

its original color is designated as the default selection.

[0040]It should be understood that the functional steps shown in the block diagram of FIG. 1

are for illustrative purposes only and are not meant to be restrictive. In other versions, it is

contemplated that some of the steps could be eliminated to expedite the method for

generating the customized prescription. Also, it is anticipated that the sequence of steps

could be changed in some instances depending upon the needs of the practitioner and patient. ~

As shown in FIG. 1, the output of the system, based on the input of data and other

information as described above, is a digital prescription for making a denture for the given

patient. The customized digital prescription includes detailed information on facial

dimensions of the patient, tooth length, width and geometry, requested composition of the

. artificial teeth, edentulous ridge condition and occlusal scheme, denture base materials, and

color and shade of the artificial teeth. In addition, the digital prescription is HIPAA-

compliant. One example of such a digital prescription is shown below.

[00411Example of Digital Prescription

Facial Classification: Square tapering

Tooth Length: 9.60

Width of the anterior teeth: 8.60

Denture tooth composition: Premium IPN

Ridge condition: Average

Occlusal scheme: Bilateral balanced

Denture base material: Lucitone 199® acrylic resin

Denture base color: Original

Shade guide: PortraitTM

Anterior shade: P2

Posterior shade: P2

I3
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Maxillag

Anterior Teeth: Shade P2, Mould 22G Posterior Teeth: Shade P2, Mould 31M

Mandibular

Anterior Teeth: Shade P2, Mould P Posterior Teeth: Shade P2, Mould 31M

[00421The resulting customized digital prescription can be sent by e-mail, facsimile, paper

mail, or other means to a dental laboratory that will manufacture the denture. In addition, a

copy of the digital prescription can be provided to the patient for his/her records. The dental

laboratory can use conventional techniques to fabricate the denture as prescribed. In FIG.

11, a schematic diagram showing the basic steps of generating a customized digital

prescription and transmitting the prescription to a dental laboratory in accordance with this

invention are shown.

[0043]The methodsand systems of this invention provide the dental practitioner with a new

tool for designing and making dentures. As described above, the dentist can use the system

to generate customized digital prescriptions. In addition, the system can be used as a tutorial

for patients and staff in the dental office. For practitioners, the system offers many benefits

including a quick and accurate means for prescribing dentures and recording the

prescriptions. The system helps the practitioner by providing a step-by-step guide to

designing a customized denture for a given patient. The practitioner is led step-by—step

through the procedure.

l0044]Particularly, the system provides reference points across the facial digital image(s) of

the patient so that the dentist can more accurately identify facial contours. Based on this

information, the system automatically provides facial and tooth measurements and provides

suggestions for tooth shade and denture base shade. Furthermore, the system prompts the

practitioner by asking key questions such as: What is the edentulous ridge condition of

patient? What is the occlusal scheme? What is the desired tooth arrangement? This helps

the practitioner design a close fitting and comfortable denture. The resulting denture helps

enhance the appearance of the patient and is fully functional. The system also helps facilitate

two-way communication between the practitioner and patient. Rather than the practitioner

deciding on the make and style of the denture and dictating this to the patient one-way, the
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patient is invited to participate in the process. The patient is asked for input on the desired

tooth shade and denture base shade along with other decision points. Thus, the system is

more interactive — the practitioner and patient are more engaged in the process. Each person

feels that he/she has more input and control over the design and fabrication of the denture.

[0045]Persons skilled in the art will appreciate that various modifications can be made to the

illustrated embodiments and description herein without departing from the spirit and scope of

the present invention. It is intended that all such modifications within the spirit and scope of

the present invention be covered by the appended claims.

IS
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What is claimed is:

Methodfor generating the prescription by entering information into the software program.

1. A method for producing customized denture prescriptions, comprising the steps of:

a) taking at least one digital photograph of a patient’s face and transferring the

photograph to a computer software program, wherein the program identifies and measures

facial contours of the patient; .

b) entering desired materials and structure for making the denture, in

consultation with the patient, including a desired tooth shade guide and tooth shade, the tooth

shade being selected from the entered tooth shade guide, using the software program so that

the program automatically produces a prescription for the denture based on the entered

materials and structure; and

c) transmitting the prescription to a dental laboratory for making the denture.

2. The method of claim 1, wherein one photograph of the patient’s face is taken, the

photograph being a frontal View.

3. The method of claim 1, wherein the tooth shade guide includes removable shade tabs.

4. The method of claim 1, wherein the facial contours of the patient are used to determine the

length, width, and shape of artificial teeth used in the denture.

5. The method of claim 1, wherein entering the desired materials of the denture includes

entering tooth mould forms for the artificial teeth used in the denture.

5a. The method of claim 5, wherein anterior tooth mould forms are entered.

5b. The method of claim 5, wherein posterior tooth mould forms are entered.

6. The method of claim 1, wherein entering the desired structure of the denture includes

entering an edentulous ridge structure.

6a. The method of claim 6, wherein the entered edentulous ridge structure is based on the

dental health of the patient.
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7. The method of claim 1-, wherein entering the desired structure of the denture includes

entering an occlusal scheme of the patient.

7a. The method of claim 7, wherein the entered occlusal scheme is based on the dental health

of the patient.

8. The method of claim 1, wherein. entering the desired materials for making the denture

includes entering a denture baseplate material.

8a. The method of claim 8, wherein the denture baseplate material has a color and shade

matching the color and shade of the gum tissue of the patient.

8b. The method of claim 8, wherein the denture baseplate material is substantially

transparent.

8c. The method of claim 8, wherein the denture baseplate material is made from an acrylic

polymer.

8d. The method of claim 8, wherein the denture baseplate material is made from a wax—like

polymerizable material.

9. The method of claim 1, wherein the prescription is transmitted to the dental laboratory via

e-mail, paper mail, or facsimile.

9a. The method of claim 9, wherein‘the prescription is also provided to the patient.

Methodsfor generating the prescription by entering information into the software program

using predetermined options provided by the program.

10. A method for producing customized denture prescriptions, comprising the steps of:

a) taking at least one digital photograph of a patient’s face and transferring the

photograph to a computer software program, wherein the program identifies and measures

facial contours of the patient;

13) selecting desired materials and structure for making the denture, in

consultation with the patient, including a desired tooth shade guide and tooth shade, the tooth
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shade being chosen from the selected tooth shade guide, from a set of predetermined

materials and structures provided by the software program so that the program automatically

produces a prescription for the denture based on the selected materials and structure; and

c) transmitting the prescription to a dental laboratory for making the denture.

l 1. The method of claim 10, wherein the set of predetermined structures and materials

includes at least two options for selecting the dental shade guide.

1 la. The method of claim 11, wherein one shade guide option is set as a default option.

'12. The method of claim 10, wherein the set of predetermined structures and materials

includes at least two options for selecting a tooth mould form for artificial teeth used in the

denture.

12a. The method of claim 12, wherein the tooth mould form options are for anterior teeth.

12b. The method of claim 12, wherein the tooth mould form options are for posterior teeth.

120. The method of claim 12,: wherein one mould form option is set as a default option.

13. The method of claim 10, wherein the set of predetermined structures and materials

includes at least two options for selecting an edentulous ridge structure of the patient.

14. The method of claim 10, wherein the set of predetermined structures and materials

includes at least two ‘options for selecting an occlusal scheme of the patient.

14a. The method of claim 14, wherein one occlusal scheme option is set as a default option.

15. The method of claim 10, wherein the set of predetermined structures and materials

includes at least two options for selecting a denture base material and at least two options for

selecting denture base color.

15a. The method of claim 15, wherein one denture base material option is set as a default

option and one denture base color is set as a default option.

l8
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16. The method of claim 10, wherein the prescription is transmitted to the dental laboratory

via e-mail, paper mail, or facsimile.

16a. The method of claim 16, wherein the prescription is also provided to the patient.
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HGURE 6

DENTAL SHADE GUIDES

 
O TRU BYTE PORTRAIT IPN

 
E TRUBYTE BIOBLEND IPN

 
O TRUBYTE BIOFORM IPN

0674



0675

WO 2010/008435 PCT/U82009/003351

FIGURE 7
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FIGURE 10
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iNTERNAflONALSEAHCHHEPORT International application No

PCT/U82009/003351‘
CLASSIFICATION SUBJECT MATTER

INV. A61c13/50

According to tntemattonal Patent Classification (lPC) or to both national classification and IPC
B. FIELDS SEARCHED '

Minimum documentation searched (dassitication system lotiowed by deeslticetion symbols)
A610 GOIJ A618

Documentation searched other than minimum documentation to the extent that such documents are included in the ilelde searched

Electronic data base consulted during the intemattonal search (name of data base and, where practical, search temts used)

EPO-Internal

eoocuuems CONSIDERED TO BE RELEVANT ' ' '

Category Citation or document. with Inwcation. where appropriate, or the relevant passages Relevant to claim No.

EP 1 707 928 A (OLYMPUS CORP [JP])
4 October 2006 (2006-10-04) ,

paragraphs [0158], [0159], [0172],

[0208], [0377] — [0382]
US 6 261 248 81 (TAKAISHI YOSHITOMO [JP]

ET AL) 17 July 2001 (2001—07-17)
column 3, tlne 43 - column 4, ttne 42

US 2003/197855 A1 (JUNG WAYNE 0 [US] ET
AL) 23 October 2003 (2003-10-23)

paragraphs [0159], [0160], [0190] -
[0192], [0214] »
ftgure 26

‘ “I See patent lemtty annextD Funherdowments are listed in the continuation ol Box 0.
' I a clotted now 3: ’

sped“ ”99°” 5 me” '1' later document published alter the intemationai filing date, A or priority date and not in conflict with the application but
A' document defining the general state of the art which is not cited to understand the principle or WWW underlyingtheconsidered to be at particular relevance invention

‘1? earlier document but pubtbhed on or alter the intemationat , ‘X' document 0' particular relevance. the claimed Invention“""9 date cannot be considered novel or cannot be considered to
'L‘ document which may throw doubts on rlty ctalmls) or involve an hventive step when the document is taken alone

which iscited to establish the pubiica ion date or another
citation or other special reason (as spectlied)

'0' document (alerting to an oral disclosure. use, exhibition orother means

'P' document pubibhedprlor to the intematlonat tiling date but
later than the prioritydate claimed

Date oi the actual completion ot the intematlonai search

.9 October 2009
Name and mating address at the iSN

European Patent Office, PB. 5818 Patemlaan 2
NL - 2280 HV Ftliswik

Tel. (+3140) 340—2040.
Fax: (Hit-70) 340-3016

Form PCTASA/210 (second mt) (April 2005)

'Y' document ol particular relevance; the claimed Invention .
cannot be considered to involve an inventive step when thedocument is combined with one or more other such docu-

ments, :uch combination being obvious to a person sidiied‘nt 6 a .
‘&' document member of the same patent tamity

Date of mailing of the intamationat search report

21/10/2009
Authorized otticer

Fortune, Bruce
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' INTERNATIONAL SEARCH REPORT
Information on patent flmlly member.

. Patentdocument ‘ Publicallon .
~ cited In search report . date '

  

 
   

  
  
  

 
[Memntlonal appflcaflcn No

PCT/USZOO9/003351 ‘

member(s) date ‘
 
 

EP 1707928 A ' 04710-2006 1910431 A 07-02-2007
4- ‘ “0‘ 2005071372 A1 04-08-2005'

JP 4088313 82 21—05-2008
US 2008284902 A1 . 20—11~2008
US 2008292295 A1 27-11—2008

US 2008259336 A1 23-10—2008
2006251408 A1 09-11—2006
 

2302725 A1 29-09-2000
JP 3040997 82 15—05-2000

‘ 2000342607 A 12-12—2000

 

 

 

 

Form Pct/19mm (palm famlly mnox) (Aprfl 2005)
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Pa'ient- 0g
Varemarkestyrelsen

38113138 A/S Helgeshaj Allé 8'1
Holmens Kanal 7, 4 2630 '83th
1060 Kobenhavn K Tlf. : 43 so 80 00
Dnm rk Fx 243508001

a a WWW émail : pvs@dl<pto.dkfin Web : www.clkptodk3111mm“ CVR‘nr. : 17 03 9415

m _ Qikonomi— 0g

MOD i AGE] 3 1 FE}. 2m? Erhvervgministerlet
Km.“ Fame:

{Stat/idle patent institute

Vores reference PA 2010 00568 - 28. januar 2011
Din reference P2010011 - 2D image arrangement

Ansoger/patenthaver BShape A/S
CVR-meummer 25553489

Din frist 28. juli 201 1

Reply to your patent application of 29/06/2010.

lst technical examination of your patent application

1. Conclusion

We are of the opinion that you will not be able to obtain a patent for your invention. When you filed
your application, part of your invention was already known, and the new part of the invention does not
differ significantly over the prior art, as stipulated in Section 2(1) of the Danish Patent Act. Below,
please find an explanation of our conclusion.

2. Our evaluation of your invention

The relevant prior art is described in the following documents:

(D1) EP 1124487 B1 (CADENT LTD) 23.05.2007, see [0009], [0010], [0020], [0032], [0034],
[0036], fig 1A, 1B, 3A, 3B, 4A, 4B.

(D2) US 6068482 A (SNOW) 30.05.2000, col 1, line 38-44, col 2, line 59—67 to col 3, line 2,
col 3, line 28-65, all figures.

(D3) US 2003/0163291 A1 (JORDAN et a1) 28.08.2003, sec [0080]—[0087], fig. 4A.
(D4) US 6261248 B1 (TAKAISHI et at) 17.07.2001, col 2, line 10—20, fig 1 and 3.
(D5) WO 2010/008435 A1 (DENTSPLY INTERNATIONAL INC.) 21.01.2010, see [0029]

D1 describes a computer-implemented method of visualizing, designing and modelling a set of teeth
for a patient (see section [0009], [0010]):
- providing one or more 2D digital images;
- providing a 3D virtual model of at least part of the patient’s oral cavity (see section [0010], [0032],
fig 1A, 1B, 4A, 4B);
- arranging at least one of the one or more 2D digital images relative to the 3D virtual model in a 3D
space such that the at least one 2D digital image and the 3D virtual model are aligned when vieWed
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from a viewpoint, whereby the 3D virtual model and the at least one 2D digital image are both visual«
ized in the 3D space (see section [0034], [0036] fig 2, 3A, 3B, 5);
-the one or more 2D image comprises a patient-specific image;

-the 2D image can be a picture showing the patient’s lips (fig 3A, 3B);
-the 2D image and the 3D image can be scaled to fit each other (sec [0020])

D2 and D3 describe a technique similar to D1. D4 and D5 describe a computer implemented method
where a 2D image of a set of teeth is placed behind the lips of a patient on a 2D photograph, in order
to get an aesthetic impression.

The subject matter of claims 1 and 2 is described in D1~D3. These claims are, therefore, not pat~
entable.

The subject matter of claims 3-6 differs from D1 in that a generic image, a template, a photograph
showing lips and teeth seen from the front, and a photograph where a part of the teeth has been cut
out, respectively, are chosen as 2D images. The problem addressed by the invention is to obtain differ—
ent possibilities or targets in the modelling process.

We consider that the person skilled in the art, computer aided modelling of teeth, would be inspired by
his specialist knowledge to use different 2D images in order to enable a suitable guide for the model-
ling process, and thereby suggest the solution mentioned in claims 3-6 of your application. We cannot
see that your invention presents a surprising effect. Therefore, the subject matter of claims 3-6 does
not differ significantly from the prior art. Thus you will not be able to obtain a patent for this inven-
tion.

we ”pkg/{2:

The subject matter of claims 7 and 8 differs from D1 in that the 3D image, i.e. the teeth, is visible be~

hind the lips. The addressed problem is to obtain a virtual impression of the final resggjie. 3.1% patientwith his new set of teeth. It is, however, common knowledge within the field that a mhddc'fel Of a set
of teeth can be superposed on the teeth of a photograph of a patent’s face, or that the teeth can be
dropped into the open mouth area of a digital image (see for example D4 and D5).

We consider that the skilled person would be inspired by his specialist knowledge to suggest the in-
vention according to claims 7-8. The invention according to claims 7~8 lacks an inventive step and is
therefore not patentable.

The subject matter of claim 9 differs from D1 in that the images are scaled to fit. However, it is com-
mon knowledge within the field that the 3D and 2D images can be scaled to fit each other (see for
example D1 to D3). We consider that a skilled person within the field would be inspired by his spe-
cialist knowledge to suggest the invention according to claim 9. The invention according to claim 9 is
not patentable due to lack of an inventive step.

The subject matter of claim 10 differs from D1 in that the modelling process is performed automati-
cally. However, it is common knowledge to automate processes in order to reduce the overall process
time. The invention according to claim 10 does not differ significantly from D1 and is not patentable.

3. What happens next
We welcome any comments you may have to our letter. We must receive them within the time limit
mentioned at the top of this letter. You can send us comments and/or new documents by post, e—mail
or via IP Client. If you do not reply within the time limit, your application will be temporarily shelved,
ie. we will discontinue examination of the application. ,
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If you exceed the time limit, it will still be possible for you to reply within an extended time limit of 4
months.

An extension of time limit requires that you pay a resumption fee of BK 700 to resume the
examination of your application. The fee must be paid when you send us your reply,

If you exceed the extended time limit, your application will be finally shelved.

4. Search report
For your information, we have enclosed a search report. The report shows the documents retrieved in
our search.

We have enclosed a copy of the documents.

Yours sincerely

’3"): //’1'? 1]I?”
,2 ”Lainey?!” '/,§fp/ W
Lennart B itsch ”"

MSc, PhD, Senior Examiner

Encl.:

Search report

Copies: 5 documents

3/3
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 Application No.

SEARCH REPORT PA 2010 00568 

A. CLASSIFICATION OF SUBJECT MATTER

A61C 7/00 (2006.01)

According to International Patent Classification (IPC) or to both national classification and IPC

l3. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
IPC: A61C; ECLA: A61C; ICO: A61C

"WW—l
Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

  
 

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
EPODOC, WPI, TXTE

 
C. CLAIMS SEARCHED 1-10

D. DOCUMENTS CONSIDERED TO BE RELEVANT

Citation of document, with indication, where appropn'ate, of the relevant passages Relevant to claim Nor

EP 1124487 Bl (CADENT LTD) 23.05.2007, sec [0009], [0010], [0020], [0032],
[0034], [0036], fig 1A, 1B, 3A, SB, 4A, 4B.

US 6068482 A (SNOW) 30.05.2000, col 1, line 38-44, col 2, line 59—67 to col 3,
line 2, col 3, line 28-65, all figures.

US 2003/0163291 A1 (JORDAN et a1) 28.08.2003, sec [00801-[0087], fig. 4A.

us 6261248 Bl (TAKAISHI et 31) 17.07.2001, col 2, line 1020, fig 1 and 3.

wo 2010/008435 Al (DENTSPLY INTERNATIONAL INC.) 21.01.2010, 60 [0
029]

[:1 Further documents are listed in the continuation ofBox D.

* Special categories of cited documents: document published prior to the filling date but later than thepriority date claimed.
“A” document defining the general state of the art which is not consi-

dered to be of particular relevance. document not in conflict with the application but cited to understand
the principle or theory underlying the invention.

”D” document cited in the application.
document of particular relevance; the claimed invention cannot be

"E" earher aPPhC‘mO“ or patent butpubltshed 0“ or 3031' the films date. considered novel or cannot be considered to involve an inventive

. step when the document is taken alone."L" document which may throw doubts on priority clalmts) or which

‘8 ctted ‘0 “Mill‘s“ the'publicanon date 01 another ““3110” 0‘ 0‘13“ ’ document ot‘pmtlcular relevance; the claimed invention cannot be
“Pecml ”“3"“ (“9 specrtied). considered to involve an inventive step when the document is com-

bined with one or more other such documents, such combination

document referring to an oral rltsclosure, use. cxlnbltlon or other being obvious to a person skilled in the tut“'18er

document member of the same patent family.

Danish Patent and Trademark Office Date of completion of the setuch report
Helgeshnj Alle‘ 81
2630 'I‘zulstrup 27.01.2011Denmark .

Authorized officer

Tlf.: +45 4350 8000 Lennart Bitsch
Fax: +45 4350 800l

October 09
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PATENT COOPERATION TREATY

From the INFERNA'l'lONA L SEARC l 1 ”N G AUTHO RI'I‘Y

tx.“
To: 1: lit-J 4
HQIBERG A/S

St. Kongensgade 59A NOTIFICATION OF TRANSMITTAL or
DK-1264 COPenhagen K THE INTERNATIONAL SEARCH REPORT AND
Denmark THE WRITTEN OPINION OF THE INTERNATIONAL

SEARCHING AUTHORITY, OR THE DECLARATION

(PCT Rule 44.!)

Date ot‘mniling 07/09/2011
(druv'mum/l/flz uI‘)

 
Applicant's or agent's tile reference

P2638PCOO

International application No. International filing date 29/06/2011
PCT/DK201 1/050246 “’“—“’""’"""~"°’“”

FOR FURTHER ACTION See paragraphs 1 and 4 below

APP’W ashape A/S, at at

The applicant is hereby notified that the internntionul search report and the written Opinion of the lntemational Searching
Authority have been established and are transmitted herewith.

Filing of amendments and statement under Article 19:
The applicant is entitled, if he so wishes, to amend the claims of the intemntional application (see Rule 46):

When? The time limit for filing such amendments is normally two months from the (late of transmittal ot‘ the
international search report.

Where? Directly to the lntemational Bureau of WIPO, 34 chemin des Colombettes
Ill 1 Geneva 20. Switzerland1 Facsimile No.: +4! 22 338 82 70

For more detailed instructions. see PCTA/ip/Icam 's Guide. International Phase. paragraphs 9.004 9.01 l.

The applicant is hereby notified that no international search report will be established rind that the declaration under
Article l7t2)(a) to that effect and the written opinion of the international Searching Authority are transmitted herewith.

With regard to any protest against payment ol‘(un) additional feets) under Rule 40.2, the applicant is notified that:

E] the protest together with the decision thereon has been transmitted to the International Bureau together with any
request to forward the texts ofhoth the protest and the decision thereon to the designated Offices.

{3 no decision has been made yet on the protest: the applicant will be notified as soon as a decision is made.

4. Reminders

The applicant may submit comments on an informal basis on the written opinion of the International Searching Authority to the
intemationnl Bureau. The lntemationul Bureau will send a copy of such comments to nil designated Offices unless an
international preliminary examination report has been or is to he established. Following the expiration of 30 months from the
priority date. these comments will also be made available to the public.
Shortly after the expiration of 18 months From the priority date, the intemationai application will be published by the
International Bureau. It‘ the applicant wishes to avoid or postpone publication. a notice of withdrawal of the intcnnttional
:‘pplicntioo. or of the priority claim. must reach the International Bureau before the completion of the technical preparations for
international publication (Rules QObIsJ .md 9017133).

Within 19 months from the priority date, but only in respect of some designated Offices. a demand for international preliminary
:xamimttion must be filed it the applicant wishes to postpone the entry into the national pha.: until 30 months from the priority
date (in some Offices even later): otherwise. the applicant must, within 20 months from the priority date. perform the prescribed
nuts for entry into the national phase before those designated Offices.
in respect of other designated Offices. the time limit of 30 months (or later) will apply evon if no demand is filed Within l9
months.

For details about the applicable time limits. Office by Office. see www.wipodnt/pct/en/texts/time__limitthtml and the
PCT.Alppllcrml '3 Guide. National Chapters.

Name and mulling address of the [SA/ Authorized officer

Nordic Patent Institute Inge Estvan
Helgeshej Atlé 81, 2630 Taastrup. Denmark

Facsimile No. Telephone No.

Form l’C'l‘llSA/Z’JO {July 2010)
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PATMNT COOPERATION *I"RE..\T‘!

~ ,. r 1

P {I i

INTERNATIONAL SEARCH REPORT

(PCT Article IS and Rules 43 and 44)

{applicant’s or agent's tile reference FOR FURTHER “0 Form PCT/lSA/ZZO
P2638PC00 ACTION us well a». where applicable. lkli‘l 5 below.

lntomutional application No. international tiling date (r’uflmonlhfv~.:ur) (Earliest) Priority Date (dqt-mta/tI/I/j'em')

PCT/DK2011l050246 29/0600“ 29/06/2010

“WW SSHAPE A/S

This international scurch report has been prepared by this internatiounl Searching Authority and is transmitted to the applicant
according to Article i8. A copy is being transmitted to the inter-notional Bureau.

This international search report consists of a total of __ 5 sheets.

I: it is uiso accompanied by a copy of euch prior art document cited in this report.

1. Basis of the report

it With regard to the language, the intemationni search was carried out on the basis of:

m the intematlonal application in the language in which it \an filed.

D u trenslution ofthe international application into which is the language of
a translation furnished for the purposes of intentationul search (Rules 12.361) and 23.1(b)).

b. D This international senrch report has been established taking into account the rectification of an obvious mistake
authorized by or notified to this Authority under Rule 9i (Rule 43.6bls(a)).

c. D With regard to any nucleotide nnd/or amino acid sequence disclosed in the international application. sue Box No. l.

D Certain claims were found unsenrchnble (see Box No. ii).

D Unity of invention is lacking (see Box No. ill).

4. With re ard to the title. _

mg the text is approved as submitted by the applicant.
[:1 the text has been established by this Authority to read 113 t'oilows:

5. With regard to the abstract,

[:1 the text is approved tts submitted by the applicant.
the texthas been established, according to Rule 38.2. by this Authority as it appears in Box No. IV. The appliennl may.
within one month from the date of mailing ol‘ this international search report. submit comments to this Authority.

6. With regard to the drawings.

a. the figure of the drawings to bu published with the abstract in Figure No. 1 1 k

E (15 suggested by the applicant.
D as selected by this Authority, because the applicant failed to suggest a figure.

D as selected by this Authority, because this tigure better characterizes the invention.

b. I E] none of the figures is to he published with lhu abstract.

 
l’orm i’C'T/ [911/2 [0 ( tirst Sheet) (July 2009)
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INTERNAttONALSEAntntREPORT mwmmmmummmmmnNo
PCT/DK2011/050246

Bin. M. W W-Kl iii the abstract (Continuation ol‘item 5 ot‘the lirstsheet)

2d image arrangement

Abstract

Disclosed is a method of designing a dental restoration (1 140) for a patient, wherein the method
comprises:

-providing one or more 20 images (1101). where at least one 2D image (1101) comprises at least
one facial feature (1103);

—providing a 30 virtual model (1102) ofat least part of the patient’s oral cavity;
-arranging at least one of the one or more 2D images (1101) relative to the 3D virtual model
(1102) in a virtual SD space such that the 20 image (1101) and the 3D virtual model (1102) are
aligned when viewed from a viewpoint, whereby the SD virtual model (1102) and the 2D image
(1101) are both visualized in the 3D space; and
—modellng a restoration (1140) on the 3D virtual model (1102), where the restoration is designed
to fit the facial feature (1103) of the at least one 2D image (1101).

: figure 11k

imam l"i'.'?¢iSAl_3éli [Lnlntlfitlhttion offirst sheet (3)) (July 2009)
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INTERNATIONAL SEARCH REPORT lntmmtional application No.

PCT/DK2011/050246

A. CLASSIFICATION OF SUBJECT MA‘I PER

A610 7/00 (2006.01). A61C 13/00 (2006.01)

According to lntenmtionnl Patent Claszificntion (lI’C) or to both national classification and WC
B. FIELDS SEARCHED

.‘ linimum documentation searched (classification segment followed by olmnificution symbols)IPC: A610: ECLA: A61 C; ICO: K61

Documentation marched other than minimum documentation to the extent that such docuntmus are “18111de in the {11.1th "earchtd

Electronic data base consulted during 1h: intemationul seurch (name 0101“! base and. where practicable. search terms used)
EPODOC, WPI, TXTE

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Citation ol‘documcnt, with indication, where appropriate, of the relevant passages Relevant to claim No.

1-16. 22, 24~36,
38-95, 97. 99-109

 
 

 

 

    
 

WO 2008/128700 A1 (MATERIALISE DENTAL N V [BE])
30.10.2008, p. 2 line 15 to p. 3 line 19, p. 4 line 31 to p. 7 line 13, p.
7 line 19 to p. 8 llne 16, p. 9 line 8-20, p. 15 line 410 p. 16 line 12, p.
17 line 21-31, p. 18 line 14 to p. 19 line 10, all figures.

 
 

 
 
 96, 98

 
 

  

 
 
 
 

 
 

EP 1124487 31 (CADENT LTD) 23.05.2007, sec [0009], [0010],
[0013]-[0016], [0019140023]. [00291, [0032140037], [0043], all figures.

1-3. 5, 7-25,
28-36, 38-61,
67-95, 97-109

 

 

  WO 2010/008435 A1 (DENTSPLY INTERNATIONAL INC.)
21.01.2010. sec [0010], [0027]. [0029], [0032]

96, 98

  D Further documents are listed in llte continuation ol'Box C. X See potent family annex.

  

  

  
  

Special CMCBOI'ICS Of'mv’d documents: ‘T” later docunwnipublhthcd tiller tin; international lilingdulc or riority
“A“ :lucuntenldetininu tho penuml state of the art which i:. not considercd date and not in conflict with thy up ligation but city-t1» to u“ around

:0 be of particular relevance tire princnple or theory undcrlytng t o tnvmtlon

“E" L'dl'llul‘ «pplicJtion or patent l‘Uf Publivhtd on or attcrtltc intcrtmtionzl “X" document of particular relevance: the claimed invention cannot be
tiling date CunSldbed ntr'el or cannot 1:2 constdemtl to involve an invmtivc

"L" ~locument which may throlw doubts on prtjoritylcluimts) or which is "LP “4"?“ “1° 1100“!"th 15 like“ “10m:-' I; u " lt ‘ u 'l 'imt 0 er . . . - . . . ,
:itézéiiallot323125111; 8:128:15:‘1’)“ m duo: o 11 Her 1. [on or t) ‘Y' duugncnt of pitmmlur ‘Cleall‘ieU'le cluuncd invention cannot be‘P ‘ ‘ .. ‘ , . consttjercd to Involve an tflVLtlilVe step when the document is“0“ document mlorrmg to an oral t.isclo...1r.-. the. L'Xhlbli’lon or other combined thltone onuoru other such documents. such combination

 

  “nuns Ming obvious to a person skilled in the all

P“ ducument pnblishcdpriot- to the intsmadcnal tiling date butlatertlmtt »
lite riority due clutmed

Date of the actual completion ot‘thc intemntional search
02/09/2011

    document member ot'thc .nme patent family
  
 
 

  
 

 
  

Ditto ot‘muiling of' the international search report
07/09/201 1
 

 
 

 Authorized ollicar
 
 
 

N35312:$931511 i|i1n§fififltériess ot‘ the ISA/
Heigeshol Allé 81. 2530 Taastrup, Denmark

Facsimile No. +45 43 50 80 08

 
 

 

Kristian Gronland Woller

Telephone NO. +45 43 50 81 38  

r'orm PCT/lSA/ZIO ( ‘ :coud sheet) (July 2009)
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INTERNATIONAL 55 EARC 3'1 R E90RT International application No.

PCT/DKZO‘I 1/050246

l.‘ (Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Citation of document. with indication. whore appropn‘ate, nf the relevant passages Relevant to claim No.

US 6068482 A (SNOW) 30.05.2000. col 1, line 38-44, col 2, line
59-67 to col 3. fine 2, col 3, line 28—65, col. 5, line 26-36, all figures.

US 2003/0163291 A1 (JORDAN et al) 28.08.2003, sec [0080]-
{0087}, fig. 4A.

US 6261248 81 (TAKAISHI et :31) 17.07.2001, col 2. llne 10-20, fig
1 and 3.

 
Form PCT/152N210 (contimmticm of second "11261) (July 2009)
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iN'i‘i‘i‘RNATIONAL SEARCH REPORT I . . .. . . . nternnimnal upphcanon No.
Inlormzmon on patent. humly members

PCT/DK2011/050246

Patent document Publication Patent family Publication date

Cited In search report data member(s)

W02008128700 A1 20081030 U82010145898 A1 20100610
JP2010524529 A 20100722
W02008128700 A1 20081030
EP2134290 A1 20091223

~-_.._.—__m---w-u—----—-~~ a» mo . auv‘ww- m: ma»)..muupm NflxnwawmnHmevnnxnw"\—_mmhmu——m~-m

EP1124487 B1 20070523 U82003169913 A1 20030911
JP2002528215 A 20020903
W00025677 A1 20000511
DE69936145T T2 20080124
AU6486699 A 20000522
AT362732T T 20070615
1L1 26838 A 20030410

U86068482 A 20000530 NONE

0820030163291 A1 20030826 w003073332 1A1 20030904
JP2005518263 A 20050623
EP1483743 A1 20041208
AU200236071 1 A1 20030909
AT434236T T 20090715
U82003163291 A1 20030828

U86261248 B1 20010717 U86261248 B1 20010717
CA2302725 A1 20000929
JP3040997B1 B1 20000515

W02010008435 A1 20100121 JP2011521767 A 20110728
EP2282697 A1 20110216
W02010008435 A1 20100121
U52010076581 A1 20100325
CA2725818 A1 20100121

u—I—lfl—m-a—fl—m-"—“muwn-u”_‘-—-——_‘_‘——_‘_m—._~—_--_—_-  
 
1“ 1m PC T/[SA/ZIO 151111001 1': mily annex) (July 2009)
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PATENT COOPERATION TREATY

Front the
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 I. This opinion contains indications relating to the following items:

 V Box No. I Basis of the opinion 
  Box No. II Priority

  Box No. II] Non-establishment of opinion with regard to novelty‘ inventive step and industrial applicability

  Box No. lV Lack ofunity of invention

  Box No. V Reasoned atntcment Ulldcr Rule 43bis. l (n)(l) with regard to novelty, inventive step and industrial applicability;
citations and explanations supporting such utatcmcnt  

  Box No. VI Cortm‘n documents cited 

  Box No. VII Certain defects in the intemntionnl application

  

EDDfiDDDK
  
 

Box No. VIII Curtain observations on the international application

 

 

. FURTHER ACTION

if n demand for intomational preliminary examination is made. this opinion will b.) considered to be a written opinion of the
International Preliminary Examining Authority (“IPEA”) except that this does not apply where the applicant chooses an Authority
other than this one to he the IPEA and the chosen [PEA has notified the international Bureau under Rule 66.lbtc(b) that written
opinions of this International Searching Authority will not be so considercd.

If this opinion is, as provided above. considered to be a written opinion of the IPEA. the applicant is invited to submit to thc IPEA
a written reply together. whore ttppropriate, with amendments, before the expiration of 3 months from the date of mailing of Form
I’CT/lSA/RZO or before the expiration of 22 months From the priority ditto. whichever expires later.
For further options. sec Form PCT[ISA/220.

  
  

  
 Authorized officer
  

 

Date oi‘completion of this opinion

02/09/2011
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Helgashtaj Allé 81. 2630 Taastrup
Denmark

Facsimile No. +45 43 50 80 08
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 WRI’I l‘EN OPINION OF THE tntcmational application do.

INTERNATIONAL SEARCHING AUTHORITY PCT/DKZO11/050246

Box No. l Basis of this Opinion

1. With regard to the language. this opinion has been cttablielted on the basis of:
  

[Z the international application in the language in which itwns tiled.

  [:1 a tmIIJlation of the lottrnational application into ,-wmm-...»...-m.a_....... _______‘ which is the language or n
trmsltttion ihmished for the purposes ofintemzttional search (Rules l2.3(a) and 23. ltbll.  

  2. E] Thi~a opinion has been mtabliihed taking into account the rectification of an obvious mistake authorized by or notified
to this Authority under Rule 91 (Rule 43hr‘v.l(a)) 

 
  

1
With regard to any nucleotide anti/or amino acid sequence disclosed in the international application. this opinion has boon
csmblishcd on the basis ot‘a sequence listing filed or furnished:

  
  it. (means)

I: on paper

E] in electronic form

  

  
 

 
h. (limo)

D in the international application as tiled
 

  D together with the international application in electronic form

  E] subsequently to this Authority for the purposes ot’search
 

  4. D in addition. in the can: that more than one version or copy of £1 sequence listing has been tiled or furnished, the required
:tatements that the infonnation in the subsequent or additional copies is identical to that in the application as tiled or
does not go beyond the application as filed. its appropriate, were furnished.  
 
  5. Additional commcnts:

 
Form PCT/l5A/237 (Box No. l) (July 201!)
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WRITTEN OPINION OF THE intonmtimml application No.
INTERNATIONAL SEARCHING AUTHORITY PCT/DK201 1/050246

Box No. V iieasoned statement under Rule 43bis'.l(a)(l) with regard to novelty, inventive step and industrial applicability;
citations and explanations supporting such statement

1. Statement

Noveltyfl'i) Claims 22,37,60,69,92-93,96-106 YES
Claims WNo

 

 

inventiventcp ((5) Claims 3_7__________________________________________________________________ vns
Claims 1 ~36._3_&:1 09 NO

industrial applicability (1A) ("lulms 1:103 W, _ YES
Claims _ __ ---.---_--_.~.__.,.r...__..-...____...._._-...w%.~.. N0

" Citations and explanations:

D1: WO 2008/128700 A1 (MATERIALISE DENTAL N V) 30.10.2008, p. 2 line 15 to p. 3 line
19, p. 4 line 31 to p. 7 line 13, p. 7 line 19 to p. 8 line 16, p. 9 line 8-20, p. 15 line 4 to p.16
line 12, p. 17 line 21-31, p. 18 line 14 to p. 19 line 10, all figures.

DZ: EP 1124487 B1 (CADENT LTD) 23.05.2007, sec [0009]. [0010], [0013]~{0016]. [0019]w
[0023]. [0029]. [0032}[0037], [0043], all figures.

D3: WO 2010/008435 A1 (DENTSPLY INTERNATIONAL INC.) 21.01.2010, sec [0010],
[0027], [0029]. [0032]

NOVELTY:

D1 describes a computer implemented method for the planning of dental treatment for a

patient consisting of:

— obtaining data about the area to be treated and the face of the patient from one or more 2D
images
— creating a modified tooth setup using the above determined facial properties
— simulating the modified tooth setup and the patient's face surrounding the treatment area by
creating a virtual 3D model of the modified tooth setup
- arranging the virtual 30 model and at least one of the 2D images to be viewed together in
the same virtual SD space

DZ describes a computer implemented method of designing a dental implant, crown or
orthodontic treatment comprising:

- providing one or more 2D images of the patient's face
- providing a 3D virtual model of at least part of the patient's oral cavity
~ arranging the 20 image and the SD virtual model so that both the 2D image and the 3D
virtual model are visualized in the same 30 virtual space

- modelling a restoration on the 3D model, where the restoration is designed to fit the facial
feature of the ZD image.

Therefore the subject-matter of claims 1-21, 23-36, 38-59, 61-68, 70—91, 94-95. and 107-109
is not novel, of Article 33(2) PCT.

Continued in supplemental box.

 
Form PCT/[SA/237 (Box No. V) (July 20i l)
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WRITTEN OPINION OF THE lntumtionul application No
lNTERNATlONAL SEARCHING AUTHORITY PCT/0K2011/050246 

Box No. VIII Certain observations on the international application

The following observations on the clarity of the claims, description. and drawings or on tlt: question whether the claims are fully
'upportcd by the description. are made:

The claim set is unclear. due to the fact that most claims refer back to any of the preceding claims.
This results in Some claims referring back to claims that deal with completely separate technical
issues, or refer back to contradictory claims. For example. claim 13 describes a 3D virtual modei
comprising no prepared teeth, yet refers to claim 12 which describes a SD virtual model comprising
at least one prepared tooth.

l’nrm PC‘T/lSA/ZJ'I (Box No. Vlll) (July 20! l)
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WRITTEN OPINION OF THE International application Ni).
INTERNATIONAL SEARCHING AUTHORITY PCT/DK2011/050246

Supplemental Box

In case the space In any of the preceding boxes Is not sufficient.
Continuation ot‘:

Box No. V

2. Citations and explanations:
INVENTIVE STEP:

Claims 22, 60, 69. 92-93, 97 and 99-106 only describe technical details which are common
technical knowledge for a person skilled In the art, and the subject matter of claims 22, 60, 69,
92-93, 97 and 99406 therefore does not involve an inventive step, of Article 33(3) PCT, when
seen in relation to any of the preceding claims.

The subject matter of claim 37 differs from the subject matter in D1, In that It performs the
alignment between the SD model and one or more of the 20 images for one or more perspective
views by means of interpolation and/or extrapolation of other perspective views. The problem to
be solved Is to provide an Intermediate perspective view utilizing the information already
supplied. The person skilled in the art would not be inspired by prior art to provide this solution to
the technical problem.

Therefore the subject matter of claim 37 involves an inventive step, cf. Article 33(3) PCT.

The subject matter of claims 96 and 98 differs from D1 in various technical details. These details
are described in the prior art, see for example D3 fig. 5. The person skilled in the art would be

inspired to combine these two documents to arrive at the same technical solutions, and the
subject matter of claims 96 and 98 therefore does not involve an Inventive step, cf Article 33(3)
PCT. when seen in relation to any of claims 1—36.

INDUSTRIAL APPLICABILITY:

The subject matter of claims 1-109 Is industrially applicable, cf Article 33(4) PCT.

Fonn PCT/ISA/ZM (Supplemental Box} (July 20l l)
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addtess. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Viigmia 22313-1450www.uspto.gov
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13/807,443 03/01/2013 Nikolaj Deichmann 0079124-000062
CONFIRMATION NO. 1045

21839 PUBLICATION NOTICE

BUCHANAN, INGERSOLL & ROONEY PC
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ALEXANDRIA, VA 22313-1404

Title:2D IMAGE ARRANGEMENT

Publication No.US-2013-0218530-A1

Publication Date:08/22/2013

NOTICE OF PUBLICATION OF APPLICATION

The above-identified application will be electronically published as a patent application publication pursuant to 37

CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases via the

Internet at www.uspto.gov. The direct link to access the publication is currently http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the publication to

applicant. A copy of the publication may be obtained from the Office upon payment of the appropriate fee set forth

in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO's Office of

Public Records. The Office of Public Records can be reached by telephone at (703) 308-9726 or (800) 972-6382,

by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the

dates of receipt of correspondence filed in the Office, may also be accessed via the Internet through the Patent

Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and

Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.uspto.gov/. Prior to

publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.
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Filing Date 2013-03-01

IN FORMATION DISCLOSU RE First Named Inventor Nikolaj DEICHMANN et al.
STATEMENT BY APPLICANT Art U ., _ nit |2128
( Not for submissmn under 37 CFR 1.99)

Examiner Name JONES, HUGH M   
Attorney Docket Number I 0079124-000062

(Corresponds to
00/25677 A1 2000-05-11 Cadent Ltd JP 2002-528215)

If you wish to add additional Foreign Patent Document citation information please click the Add button Add

NON-PATENT LITERATURE DOCUMENTS Remove

 

 
 

Include name of the author (in CAPITAL LETTERS), title of the article (when appropriate), title of the item

(book, magazine, journal, serial, symposium, catalog, etc}, date, pages(s), volume-issue number(s), T5

publisher, city and/or country where published.

Examiner Cite

 

An English Translation of the Office Action (Notice of Reasons for Rejection) issued on May 19, 2015, by the Japanese
Patent Office in corresponding Japanese Patent Application No. 2013—517019. (2 pages) 
 

If you wish to add additional non-patent literature document citation information please click the Add button Add

EXAMINER SIGNATURE

Examiner Signature Date Considered

 

 

   
*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through a
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1 See Kind Codes of USPTO Patent Documents at www.USPTO.GOV or MPEP 901.04. 2 Enter office that issued the document, by the two-letter code (WIPO
Standard ST.3). 3 For Japanese patent documents, the indication of the year of the reign of the Emperor must precede the serial number of the patent document.
4 Kind of document by the appropriate symbols as indicated on the document under WIPO Standard ST.16 if possible. 5 Applicant is to place a check mark here if
English language translation is attached.

  
 

EFSWeb2.1.17 0701



0702

 

Application Number 13807443 

 

 

 

Filing Date 2013-03-01

IN FORMATION DISCLOSU RE First Named Inventor Nikolaj DEICHMANN et al.
STATEMENT BY APPLICANT Art U ., _ nIt |2128
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Examiner Name JONES, HUGH M   
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CERTIFICATION STATEMENT

Please see 37 CFR 1.97 and 1.98 to make the appropriate selection(s):

That each item of information contained in the information disclosure statement was first cited in any communication

|:| from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the

information disclosure statement. See 37 CFR 1.97(e)(1).

0R

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification

after making reasonable inquiry, no item of information contained in the information disclosure statement was known to

El any individual designated in 37 CFR 1.56(c) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).

|:| See attached certification statement.

|:| The fee set forth in 37 CFR 1.17 (p) has been submitted herewith.

A certification statement is not submitted herewith.

SIGNATURE

A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18. Please see CFR 1.4(d) for the

form of the signature.

NamelPrint Registration Number 30,888 

This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the

public which is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR

1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed

application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you

require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US.

Patent and Trademark Office, US. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND

FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.
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The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the

attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised

that: (1 } the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited

is voluntary; and (3) the principal purpose for which the information is used by the US Patent and Trademark Office is to

process and/or examine your submission related to a patent application or patent. If you do not furnish the requested

information, the US Patent and Trademark Office may not be able to process and/or examine your submission, which may

result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act

(5 U.S.C. 552} and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the

Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a

court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement

negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a

request involving an individual, to whom the record pertains, when the individual has requested assistance from the

Member with respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for

the information in order to perform a contract. Recipients of information shall be required to comply with the

requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records

may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant

to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of

National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or

his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility to

recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and

2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this

purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of

the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record

may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed in

an application which became abandoned or in which the proceedings were terminated and which application is

referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law

enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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DENTAL lMAGE PROCESSING METHOD AND SYSTEM

lnventor(s):

Applicant(s):

Classification: - international:A61B5/107; A61B6/00; A61B6/14; G06T1/00;
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Application JP20000579128 19991101
number:

Priority number |L19980126838 19981101 ; WO1999|L00577 19991101

or

Also published W00025677(A1) lL126838§A2 DE69936145(T2) AT362732(T)
as: EP1124487 (A1) more

Abstract not available for JP2002528215 (A)

Abstract of corresponding document: W00025677 (A1)

An image processing method for use in

dentistry or orthodontic is provided. Two

images of teeth, one being a two—

dimensional image and one a three-

dimensional image are combined in a
manner to allow the use of information

obtained from one to the other. in order to :‘
combine the two images a set of basic i‘
landmarks is defined in one, identified in

the other and then the two images are

registered.
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