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Introduction to Spread-Spectrum Antimultipath
Techniques and Their Application to Urban

Digital Radio

GEORGEL. TURIN,FEL.ow, 1£EE

Abstract—In a combination tutorial and research paper, spread-
spectrum techniques for combating the effects of multipath on high-
rate data transmissions via radio are explored. The tutorial aspect of
the paper presents: 1) a heuristic outline of the theory of spread-
spectrum antimultipath radio receivers and 2) a summary ofa statistical
model of urban/suburban multipath. The research section of the paper
presents results of analyses and simulations of various candidate re-
ceivers indicated by the theory, as they perform through urban/sub-
urban multipath. A major result shows that megabit-per-second rates
through urban multipath (which typically lasts up to 5 us) are quite
feasible,

I. INTRODUCTION

OME DIGITAL radio systems must operate through anGcxtenety harsh multipath environment, in which the
duration of the multipath may exceed the symbol length.!

Two disciplines combine to shed light on receiver design for
this environment: the modeling and simulation of multipath
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The authoris with the Departmentof Electrical Engineering and Com-
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1 An example is the ARPA Packet Radio network [38).

channels and the theory of multipath and other diversity
receivers.

In this paper, we first present a tutorial review of pertinent
aspects of both underlying disciplines, particularly in the con-
text of spread-spectrum? systems. We then carry out rough
analyses of the performances of two promising binary spread-
spectrum antimultipath systems. Finally, since the analyses
contain a number of oversimplifications that make them
heuristic rather than definitive, we present results of computer
simulations of the two proposed configurations and others, as

they operate through simulated urban/suburban multipath.
The simulation results highlight the importance of usingrealis-

tic simulations of complex channels rather than simplified

analyses, or they show that the analytic results, although based
on standard assumptions, are unduly optimistic.

II. MODELING MULTIPATH PROPAGATION

Ultimately, a reliable multipath model must be based on
empirical data rather than on mathematical axioms. Two types

7In a spread-spectrum system, the bandwidth W of the transmitted
signals is much larger than 1/7, the reciprocal of the duration of the
fundamental signalling interval,so TW >> 1. The transmitted spectrum
is said to be “spread” since a signal lasting T seconds need not occupy
more than the order of W= 1/T Hz of bandwidth, in which case TW = 1.
See [6] for references on the spread-spectrum concept.
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Fig. 1. Example of measured multipath profiles for a dense high-rise
topography. (a) Top to bottom: 2920, 1280, 488 MHz. Vertical
scale: 35 dB/cm. Horizontal scale: 1 us/em. Different apparent LOS
delays are due to difference in equipment delays. (b) Middle trace of
(a) onalinear scale.

of data are available. The more commontypegive the results
of narrow-band or CW measurements, in which only a single
fluctuating variable, a resultant signal strength, is measured
[11]. Although the fluctuation of this strength variable de-
pends on reception via multiple paths, these paths are not re-
solved by the measurements. We shall denote the results of
such measurements as “fading” data rather than multipath
data, because they determine a fading distribution of the
single strength variable, e.g., Rayleigh, log-normal, Rice, etc.

Wide-band experimental data that characterize individual
paths are less common [5], [10], [19], [33], [37]. In order
to resolve two paths in such measurements, the soundingsig-
nal’s bandwidth must be larger than the reciprocal of the dif-
ference between the paths’ delays, Although bandwidths of
100 MHz or more have been used in exceptional circumstances
to resolve path delay differences of less than 10 ns [10], the
bulk of available data derives from 10-MHz bandwidths orless

[5], [19], [33], [37]. In the latter measurements, paths
separated by delays of more than 100 ns are resolved; multiple
paths with smaller separations are seen as single paths.

The natureof the multipath measurements depends somewhat
on the use envisioned for them. If understanding of the effect
of the multipath channel on CW transmissions is required,
measurements that show Doppler effects may be important
[5], and these are reasonably related to a scattering-medium
model of the channel [1], [12]. For high-rate packetized-
data transmission, for vehicle-location sensing, and for other
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“bursty”? transmissions, measurement of sequences of ‘‘im-
pulse responses”’ of the propagation medium suffices.

The simulations of data reception that are presented in a
later section are based on the “impulse response” approach,
and it is to this type of model that we restrict ourselves. In
order that the model and the simulations themselves be fully

understood, we shall review here the experiments underlying
the model. These were performed in urban/suburban areas
[32], (333.

A, The Underlying Experiments

Pulse transmitters were placed at fixed, elevated sites in the

San Francisco Bay Area. Once per second, these would simul-
taneously send out 100-ns pulses of carrier at 488, 1280, and
2920 MHz. The pulses were received in a mobile van that
moved through typical urban/suburban areas, recording on a
multitrace oscilloscope the logarithmically scaled output of
the receiver’s envelope detectors (see Fig. 1). Since the
oscilloscope was triggered by a rubidium frequency standard
that was synchronized with a similar unit at the transmitters
prior to each experimental run, absolute propagation delays
could be measured within experimental accuracies of better
than 20 ns.

Four series of experiments were performed,in the following
typical urban/suburban areas:

A) dense high-rise—San Francisco financial district,
B) sparse high-rise—downtown Oakland,
C) low rise—downtown Berkeley,
D) suburban—residential Berkeley.

In each area, regions of dimensions roughly 500-1000 ft
(along the transmitter-receiver line of sight) by 2500-4000 ft
(tangential to line of sight) were exhaustively canvassed, with
care taken to include proper topographic cross sections: inter-
sections, midblocks, points at which the transmitter site was
visible or occluded, etc. About 1000 frames of data of the
type shown in Fig. 1(a) were obtained in each area.

B. A Fundamental Model

The model upon which data reduction was based was one
first posed in [27]. In this model, it is assumed that a trans-
mission of the form

s(t) = Re [a(t) exp (jwot)] (1)

will be received as

r(t) = Re [p(t) exp (jwot)] +n(t) (2)

where

K-1

P(t)= >> ay oft - ty) exp (jO,). (3)k=0

In (1)-(3), o(t) is the complex envelope of the transmission,i.c.,
|o(t)| is its amplitude modulation and tan™' [Im o(t)/Re o(1)]
is its phase modulation. The transmission is received via K
paths, where K is a random numberthat mayvary from trans-
mission to transmission. The kth path is characterized by

three variables: its strength a,, its modulation delay t,, and
its carrier phase shift @,. The waveform n(r) is an additive
noise component.

In the context of the spread-spectrum systems on which we
shall concentrate, it is desirable to assume that all paths are
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Fig. 2. Discrete-time model. (a) Division of excess delay axis into
seventy one 100-ns bins. (b) A typical multipath profile. (c) Discrete-

time path-delay indicatorstring, {r1}}9o-

resolvable, i.e., that

|t, ~t)>-1/W, forallk #/ (4)

holds, where W is the transmission bandwidth. Distinct paths
in the physical medium that violate this resolvability condition
are not counted separately, since they cannot be distinguished
by a measurement using bandwidth W. Instead, any two
paths—call them k, and k,—for which |t,, - t,%,|<1/W are
considered as a single path in (3), with a common delay t,; =

te, = tr, and a strength/phase combination given by

ay exp (JO) Sax, exp ({0x,) + ax, xP (iOx,)-
It is the triplet {t,,a,, 0,} that is to be determined for each

“resolvable” path. To be sure, if a continuum of paths existed,
it would be difficult uniquely to cluster the “‘subpaths”’ into
paths. But many media, including the urban/suburban one,
have a natural clustering, e.g., groups of facades on buildings,
that make the modelfeasible.

C. A Discrete-Time Approximation to the Model

In addition to the additive random noise n(t) in (2), the re-
ceived signal r(t) is therefore characterized by the random
variables {t,}<~-!, {a,}£-!, {6,}£7! and K. The purpose
of data reduction from the “‘multipath profiles’’ exemplified
by Fig. 1 was to obtain statistics of these random variables
upon which to base a simulation program. A number ofgen-
erations of statistical models—based both on the data and on

physical reasoning when the data were insufficient or unde-
cisive—ensued [8], [9], [25], [26], [32]. The following final
version emerged.

Each multipath profile starts with the line-of-sight (LOS)
delay, which is chosen as the delay origin. Since the resolu-
tion of the original experiment is 100 ns, the delay axis is
made discrete by dividing it into 100-ns bins, numbered from
0 to 70. Bin O is centered on LOS delay, subsequent bins

being centered on multiples of 100 ns. The delay of any
physical path lying in bin / is quantized to 100/ ns, the delay
of the bin’s center. Fig. 2 shows the bin structure, a multi-
path profile, and the resulting discrete-time path-delay struc-
ture. Notice that only paths with delays less’ than 7.05 pus
beyond LOS delay are encompassed in this model; experi-

mental evidence shows that significant paths with larger de-
lays are highly improbable.

The path-delay sequence {t,}<~! is approximated by a
string {7;}2° of 0’s and 1’s, as shown in Fig. 2(c). If a path
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Fig. 3. Spatial variation of the multipath profile. (a) A vehicle's track,
with spatial sample points. (b) The sequence of multipath profiles
at the sample points on thetrack.

exists in bin /, t;= 1; otherwise 7;=0. In the sample string
in Fig. 2(c), only T9, 73, T4, T6, °° 5 762, T67 ATE NONZerO, cor-
responding to the quantized path delays fp = 0, 7, = 300 ns,
#2 = 400 ns, 73 = 600 ns,---, t~2 = 6200 ns, ix-, = 6700
ns. (fy is the value of ty, as quantized to the nearest 100 ns.)

Associated with each nonzero 7; is the corresponding(a;,, 0)

pair. Thus the discrete-time model is completed by appending
to the 7; string a set of strength-phase pairs {(a;, Ox)}eao
where the index k refers to the kth nonzero entry in the 7;
string. This is shown in Fig. 2(b).

The discrete-time model of Fig. 2 pictures the multipath
profile at a single point in space. A sequence of such profiles
is needed to depict the progression of multipath responses
that would be encountered bya vehicle following a track such
as shown in Fig. 3(a). One imagines points 1,2,°°-,n,°"-,
arbitrarily placed on the track, at each of which a multipath
response is seen. The discrete-time versions of these responses

are arrayed in Fig. 3(b), where an additional spatial index n
has been superscribed onall variables.

One begins to recognize the complexity of the model and of

the required reduction of experimental data on realizing that

in aeaincnae the need for first-orderstatistics of the randomvariables 7, af, 9), and K™(where 0<1<70;0<k<
K®- 1; i <n ea) there are two dimensions along which
at least second-order statistics are necessary: temporal and
spatial. For each profile (fixed m), there are temporal cor-
relations of the delays, strengths and phases of the several
paths; in addition, there are spatial correlations of these
variables at neighboring geographical points.

The reduction of experimental data [9], [25], [33] and
physical reasoning led to the following model, which was the
basis for simulation.

1) The {7{”} string of the nth profile is a modified Ber-
noulli sequence, in which the probability of a 1 in the /th
place depends on: a) the value of /; b) whether a 1 or a 0 oc-

curred in the (/- 1)th place of the same profile; c) whether a
1 or a O occurred in the /th place of the (mn - 1)th profile.
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2) The strength ai”) of the kth path of the nth profile is
conditionally log-normally distributed, the conditions being
the values of strengths of the (k - 1)th path of the nth profile
and of the path with the closest delay in the (nm - 1)th profile;
appropriate empirically determined correlation coefficients

govern the influence these conditions exert on af”), The mean
and variance of the distribution of a(”) are also random vari-
ables, drawn from a spatial random process thatreflects large-
scale inhomogeneities in the multipath profile as the vehicle
moves over large areas.

3) The phase af”) of the kth path of the nth profile is in-
dependent of phases of other paths in the same profile, but
has a distribution depending on the phase of a path with the
same delay in profile (mn - 1), if there is such a path; if no
such path exists gi”) is uniformly distributed over [0, 27).

4) The spatial correlation distances of the variables just
described vary considerably, ranging from less than a wave-
length for the @,’s, through tens of wavelengths for the a;,’s
and 7,’s, to hundreds of wavelengths for the means and vari-
ances of the a,’s.

These statistics are more fully explained in [8], [9].

D. The Simulation Program

Hashemi’s simulation program SURP, based onthestatistics
just outlined, generates sequences of multipath profiles, as
depicted in Fig. 3. If one were to examine a sequenceof such
profiles, he would see paths appearing and disappearing at a
rate depending on the spacing of points on the vehicle’s track
(Fig. 3(a)). Profiles at only slightly separated geographical
points would look very similar, with high correlations of path
delays and strengths (and, for very close points, phases). Pro-
files at greatly separated points would not only have grossly

dissimilar {7}, {a,, 6,} strings, but the gross strength statis-
tics of these strings (e.g., the average strength of the paths in a
string) would be dissimilar, reflecting the spatial inhomogeneity
incorporated into the model. The “motion picture” of simu-
lated profiles just described is in fact very much like experi-
mental data [37].

The simulation program can be run, using empirically deter-

mined parameters, for each of the three frequencies and four
areas of the original experiment. Long sequences ofstrings
were in fact generated for each of the twelve frequency/area
combinations, assuming that the points on the vehicle track
are uniformly spaced by distance d. An example of such se-
quences is given later in Fig. 25. For various values of d, the
statistics of the simulated sequences were then compared with
the original empirical statistics. Excellent agreement was ob-
tained [8], [9]. (See Fig. 4 for examples.)

It should be noted that initial simulation experiments on
urban/suburban radio ranging and location systems, using a
rudimentary propagation simulation program preceding SURP,
gave results which compared extraordinarily accurately with
actual hardware experiments [34]. In particular, it was
verified that although the data upon which the simulation

program is based were taken in the San Francisco Bayarea,
one can expect simulation results that are not correspondingly
restricted geographically. For example, use of the Area-A
parameters in the program led to results that are as applica-

> Actually, Suzuki [25] showed that paths with small delays (beyond
LOSdelay) were better modeled by Nakagami distributions, but Hashemi
[9] was forced to approximate these log-normally because of the com-
plexity of the simulation program.
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Fig. 4. Comparison of empirical statistics with statistics of simulation
tuns: sparse high-rise, 1280 MHz; 3000 simulation samples at 1-ft
spacings. Solid curves: empirical; broken curves: simulation. (a)
Ordinate is probability that a path occurs within +50 ns of abscissa
value. (b) Ordinate is probability that there are the number of paths
given by the abscissa within the first N bins. (c) Ordinate is the prob-
ability that the strength of a path in the indicated delay interval is
less than the abscissa value.

ble to, say, downtown New York City or Chicago as to down-
town San Francisco. This initial success encouraged the
development of the more elaborate simulation capability just
described.

Thus the sequence generated by SURP, described above,
provide a data base with which to perform accurate experi-

ments with urban/suburban radio systems, and theresults of
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these experiments can be expected to have wide applicability
to typical urban/suburban topographies.

III. DESIGN OF MULTIPATH RECEIVERS

Multipath reception is one form of diversity reception, in
which information flows from transmitter to receiver via the

natural diversity of multiple paths rather than via the planned
diversity of multiple frequency channels, multiple antennas,
multiple time slots, etc. Thus instead of regarding the multi-
path phenomenon as a nuisance disturbance whoseeffects are
to be suppressed, it should be regarded as an opportunity to
improve system performance.

Two bodies of work in the literature are concerned with

multipath receiver design. The older(see, e.g., [1], [4], [22],
{23], [27]) concentrates on the explicit diversity structure of
resolvable paths; its thrust is to take advantage of this struc-
ture by optimally combining the contributions of different
paths. In its simplest form, this approach ignores the inter-
symbol interference that can be caused when the multipath
medium delays a response from a transmitted symbol into

intervals occupied by subsequent symbols, an approach that
is justified only when the duration of the transmitted symbol
is large compared with the duration of the multipath profile.

More recently [15]-[18], equalization techniques that were
developed for data transmission over telephonelines [14] have
been applied to the radio multipath problem. Here, receiver
design concentrates on reduction of the effects of intersymbol
interference, and the diversity-combining properties of the re-
ceiver are only implicit. This approach appears most suitable
when the paths are not resolvable and when the symbol dura-
tion is much smaller than the multipath profile’s “spread.”

A melding of the two approachesis currently being worked
on by L-F. Wei of ERL, UC Berkeley. Since we are concerned
here with the case in which resolvability condition (4)is satis-

fied, we shall in this paper pursue only the former diversity-
oriented approach, as modified to take into account the
deleterious effects of intersymbol interference. Instead of

indulging in general and complex derivations, however, we
shall present results using a tutorial “building block” approach,
employing intuitive arguments that are justified by references
to more formal developmentsin the literature.

A. The Optimal Single-Path Receiver

We start with the simple case in which the channel com-
prises only one path: K=1 in (3). We assumeinitially that
the path strength ag and delay tp are known (fg =0 for
simplicity), but that the carrier phase 69 is unknown, being
a random variable, uniformly distributed over [0, 2n)3

Since the absence of multipath implies the absence ofinter-
symbol interference (a point we discuss more fully later), we
can concentrate on the reception of a single symbol, say over
the interval O<¢<T. Knowledge of this interval of course
implies. some sort of synchronization procedure at the re-
ceiver, a question discussed below.

Suppose the received signal r(t) is as in (2), withO <¢< T,
and where, in (3), K =1, to =0, ao 1s known,and @o is ran-
dom as described above. The transmitted signal s(t) of (1)

*Random path phases are assumed throughoutthis paper, since these
generally change too rapidly in the mobile environment to make use of
coherent-receiver techniques.
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Fig. 5. Optimal noncoherent-phase receiver for single-path channel.
(Equiprobable, equienergy signals, Gaussian noise.)

can be any of M possible waveforms

M. (5)

We assume that the transmitter has chosen amongthe s, at
random with equal probability and that the s; have equal
energy:

5j(t) = Re [o,(t) exp (jwot)], i= 1," ee

Tr

f sj(r)dr=&, for alli. (6)0

The additive noise n(t) of (2) is for simplicity assumed to be
white and Gaussian, although non-Gaussian noise is also com-
mon in urban radio communication. (See [39] for a com-
prehensive survey of urban noise.)

It is well known that the optimal receiver—i.e., the receiver

that decides which s; was sent with minimum probability of
error—has the form depictedin Fig. 5 (see, e.g., [36]). Asshown
there, r(t) is passed through a bank of M filters, “matched”
respectively to s;(t), i=1,°°',M, i., having impulse re-
sponses s;(T- t), OS¢t<T [29]. Thefilter outputs are en-
velope detected and the envelopes sampled at t= 7 and com-

pared. The index i=1,'°*-,M of the largest sampie is the
receiver's output.

In Fig. 5, we have shown the outputs of the envelope de-

tectors when sj(t) is the transmitted signal and when the re-
ceived noise component n(t) is negligible, assuming that the
s; have been “well chosen.” This latter assumption means
that if we define complex correlation function

T

int) & { Oj*(r) 0, (7 - t) dr,0

i,k=1,°°°,M, |thST (7)

then [27]

IYn(DI<<28, all #i, all i (8a)

ly(O1<< 28, for It >=, all i (8b)
where W is the bandwidth shared byall s;, and, optimally but
notnecessarily,

%jx(0)=0, allk#i, alli. (8c)

In sketching the envelope detector outputs, we have also as-
sumed that TW >> 1, i.e., the signals are of the so-called

Petitioner Sirius XM Radio Inc. - Ex. 1008, p. 5



Petitioner Sirius XM Radio Inc. - Ex. 1008, p. 6

TURIN: SPREAD SPECTRUM ANTIMULTIPATH TECHNIQUES

0 T 2T 3T 2T+A

@ iw

oO T = S2t PP 3T ates
ree eo

. 2

|

9 T 2T 3T 2T+A

Fig. 6. Envelope detector output waveforms (small-noise case) for the
receiver of Fig, 5; four-path channel.

spread-sspectrum type [6]. None of the foregoing assump-
tions about the structure of the signal set {s;(0}M, is neces-
sary for the optimality of the single-path receiver of Fig. 5
to hold; but we shall invoke them when discussing multipath
receivers later, as they become necessary or desirable.

The noisefree waveforms sketched in Fig. 5 are in fact given

by [27]

ex(t) 2 3 lya(t - T), t= 13M, OF <2T.
(9)

Conditions (8a, b) and TW >>1assure that the jth output

envelope e;(t) consists of a sharp ““mainlobe”’ peak surrounded
by low-level “‘sidelobes,” while all other outputs have only
low-level sidelobes. By careful signal selection, (8a, b) can be
satisfied with the maximum sidelobe level in all these wave-

forms at a factor of about 2/./TW down from the mainlobe.
Typically, for TW = 100, this means that the maximum side-
lobe is about 17 dB or more down from the mainlobe.

If condition (8c) is also satisfied, the values of e;(T) for
1#j are zero at the sampling instant t= 7, so that—in the
absence of received noise—the receiver will not make an

error. If the received noise is nonzero, the probability that
the /th output exceeds the jth at t= 7 for some /#j is also
nonzero, and it is this probability (of erroneous decision)
that characterizes the receiver’s performance.

A final feature of Fig. 5 is important. There, we have de-
picted the output waveforms whenasingle isolated symbol
is sent during O<t< 7. If another symbol, say s,(t), were
sent immediately afterward, in T<t< 2T,it is clear that the
response to it would occur over the interval T<t<.3T. The
mainlobe peak in the /th output would be centered exactly

at t= 27, precisely when all responses from the first symbol
have died out. Thus on sampling the outputs at f= 27, one
would be able to make a decision based on the response to
the second symbol alone, whence our previous statementthat
no intersymbol interference occurs in this single-path case.
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B. The Optimal Multipath Receiver: Known Delays

If we should attempt to use the receiver of Fig. 5 when
many paths are present (K > 1 in (3)), we would expect from
the linearity of the medium and of the matchedfilters that
the envelope detector output waveforms will look something
like those in Fig. 6. Here, we have shown a four-path situa-
tion (K = 4).

The /th response in Fig. 6 is the envelope of the superposi-
tion of the several paths’ contributions, and, when noise is
absent, can be shown from (3) and (7) to be of the form
[27]

K-1 tT

at8 >; ay exp (jO,) of(r) o(r +T +t, - t) dr],k=0 0

1=1,-°-,M, O<t<2T+A. (10)

Underresolvability condition (4), the mainlobe peaks in the

jth output e;(t) are distinct, and occur as shown at fo = 0,
ti, t2, and tj =A.° The heights of these peaks are propor-
tional to the path strengths a,. The sidelobes, both ofe;(t)
and of the other outputs (none of the latter having mainlobe
peaks), are mixtures of sidelobes due to the several paths.
We stress that Fig. 6 is drawn for the isolated transmission

of a single waveform s;(t),O<t<T.
The waveforms of Fig. 6 differ from those of Fig. 5 in

several important respects.

1) Strong peaks are available in e;{t) at multiple times. If
the decision circuit of Fig. 5 knows the values of the path

delays fp,°**,fx-, it can sample the contributions of all
paths and combine them,affording the receiver the advantages

of diversity reception, as discussed earlier. The ability to re-
solve the paths in Fig. 6 is the essence of the spread-sspectrum
approach. If we instead had TW=1, the peaks in Fig. 6
would merge, and explicit diversity combination would no
longer be available.

2) The sidelobe levels of all outputs is increased, since
(10) showsthe addition of multipath contributions.

3) The responses to the symbol sent during 0 <¢< T now
extends beyond t= 2T, thus overlapping with the responses
to the next symbol, which is sent during TS ¢<27T. That
is, we now have intersymbol interference, caused by the
multipath.

Effects 2) and 3) are deleterious, while 1) is favorable. As
we shall see, however, the benefits of 1) usually far outweigh
the deterioration caused by 2) and 3).

For the time being, we shall ignore the effects of intersym-
bol interference, and inquire into the structure of the op-
timum receiver for reception of a single symbol through
multipath, assuming first that the path delays {t,}<~! are
known. However, we again assume random phases {6,}* at.
independently and uniformly distributed over [0, 27); we also
assume that the path strengths {a,}<~! are random, perhaps
having different distributions.

Intuitively, one might expect under these conditions that
the optimal receiver is still of the form of Fig. 5, but what

5 The maximum excess delay anticipated in the channel-—i.e., MaXte4
. minyy(tK=1 ~ to) & A—is called the multipath spread; it is by this
amount that the waveforms of Fig. 6 can spread beyond those of Fig.5.
In the four-path example of Fig. 6, it is assumed that tz - fg achieves
this maximum.
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the decision circuit now samples each ofits inputs at multiple
times T+t,, kK=0,°**,X- 1, combines these samples for
each input, and compares the resulting combined values; the
decision would be the index of the largest combined value.

Indeed this is the case, at least when (4) and (8b) hold so that
the pulses in output j of Fig. 6 are distinct [27]. However,
the optimal combining law is sometimes complicated, and de-
pends on thestatistics of the path strengths.

Suppose that the sample of the /th output envelope at time
T+t, is Xjz. (In the absence of noise x;, = e;(t,) as given
by (10).) Then, if all path strengths a, are known, the op-
timal® combining of the samplesis given by [27]

x-1 2aXieWw) = > log, Ip omk=0 0
(11)

where Jy is a Bessel function and where No is the channel
noise power density. If, on the other hand, the kth path
strength is Rayleigh distributed with mean-square strength
w, 2£{a?], and all path strengths are independent,” the
optimal combining law is [27], [30]

K-i 2

ne WaeXthe (12)
k=0 No + Vp&

where & is the common energy of thesignals s,, given by (6).
More complicated combining laws for other strength dis-
tributions are given elsewhere [3], [27], [30]. In any case,
a decision is made by comparing the w, and favoring the
largest.

Note that different combining laws accentuate the various
samples in different ways. In (11), for example, the samples
are approximately linearly combined, since Jo(-) increases
approximately exponentially with its argument for large argu-
ment; but samples corresponding to paths with larger strengths
are given more weight. In (12), the samples are square-law
combined, thus accentuating the larger samples; but all sam-
ples from paths with large mean-square strength (W,& >> No)
are weighted equally while samples from weaker paths are
suppressed. The essence of optimal combining laws is the
relative accentuation of more credible data and therelative

suppression of less credible data.

C. The Optimal Multipath Receiver: Unknown Delays

As indicated in Section II, the path delays {t,}¥ ~1 and the
number of paths K are often random variables, not known
a priori. In order to determine the optimal receiver for this
situation, we simplify somewhat from the path-delay model
described in Section I]. We now assumethat the f,’s are in-
dependently chosen from a single common probability density
distribution p(t,), 0 <t, <A, and their indices subsequently
reordered in order of increasing t,. This model violates the
assumptions in Section II in two respects. First, the resolvabil-
ity condition (4) is not always met, since it is possible that
two paths will be drawn from the distribution in such a way
that |t, - t;|<1/W. However, the probability that this will

* Strictly, the w;’s of (11), and of (12) below,are optimal onlyif (4)
holds and if the +j(t) of (7) are identically zero for |t| > 1/W rather
than merely satisfying (8b); for practical purposes, satisfaction of (8b)
suffices.

7The assumption of independent path strengths is a variation from
the multipath model described in the previous section, and to that ex-
tent the resulting receiver is only quasi-optimal.
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occur is small if there are no intervals of length <1/W in which
substantial probability is concentrated; so p(t,) must be
“diffuse,” without high peaks and with WA>>1.® Second,
the method of generation of 1; strings discussed in Section IT
(see Fig. 2) incorporates dependences among7;’s for neighbor-
ing /’s, which implies corresponding dependences in the as-
sociated delays ft, that are not incorporated in the simplified
model just broached.

These variations from reality are not substantial for pur-
poses of deriving a receiver that will be quasi-optimal for the
real channel. The density distribution p(t,) of the simplified
model can be determined from the empirical data described
in Section II: it is just the path-occupancy curve exemplified
by Fig. 4(a), as normalized to unit area by dividing it by the
average number of paths E(K). Were the simplified model
used to generate the 7; strings of Fig. 2, the path-numberdis-
tributions would be Poisson distributions instead of the some-
what narrowerdistributions exemplified in Fig. 4(b).?

In deriving the optimal receiver for unknown delays, we as-
sume that path strengths a, and a; are independent for all
k #1, a deviation from the reality that paths whose delays are
not greatly different generally have correlated strengths.
As with our simplified delay model, we follow our intuition
in assuming that the derived receiver, based on the simplified
strength model, will be close to optimal in the real world.

With these mathematical simplifications, and assuming that
(8b) holds,!° the optimal receiver structure can be easily de-
rived [4], [27]. This receiver computes the quantities

T+A

wf p(t- T)F[x,(t),t] dt, [=1,°°°,MTr

(13)

where p(:) is the path-delay density defined above, x;(-) is
the output envelope of the /th filter, and F[-,-] is a time-
varying nonlinear function. The w,’s are compared and a de-
cision made favoring the index of the largest w).

The nonlinearities F[-,-] depend on the path-strength
statistics. If the path strengths are known, then (cf. (11))

2a(t - T)x;(t)

No

wherea(t) is strength of a path at delay tr. If the path strengths
are all Rayleigh distributed, with a path at delay t having
mean-square strength w(f), then (cf. (12))

v(t - pe

F[x(t), t] =o | (14)

" (15No + w(t - T) & )
Expressions for F[-,-] for other path-strength statistics are
given in [3], [4], [27].

In general, F[x,r] is positive and monotone increasing in
x, and can therefore be written as

F [x,t] =F{0,t] +F[x, ¢]

F[x)(t), t] = exp

(16)

‘It is tempting to apply subsequentresults to a “channel sounding’”’
receiver, in which p(tz) becomes an a posteriori distribution. But such
a distribution would be highly peaked, and would therefore violate this
“diffuseness” condition. We shall comment further on this point later,
when discussing channel-sounding receivers.

*See [33], Fig. 5, for comparisons of these Poisson distributions with
the actual empirical distributions.

*° Again, as for known delays, we strictly should have yjj(t)=0 for
it) > 1/W, all i.
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Fig. 8. The nonlinearities of Fig. 7 for Rayleigh-distributed path
strengths with a common mean-squarevalue w.

| 2

where Fix, t] is positive and monotone increasing in x. On
substitution of (16) into (13), the F[0,t) term leads to a
component of w, that is independent of / and can therefore
be neglected in the comparison of the w,’s. Thatis, the re-
ceiver need only compare the quantities

T+a

ae f p(t- T)F[x,(t),t) dt, f=1,+°+,M.T

(17)

We note that these integrals can be realized by convolution,
i.e., by generating the functions

t

a8f p{A- (t-7)] Flx,(r), 7) dr (18)t-A

and sampling them at t= 7+ A. Thus w, can berealized by
Passing x;(t) into a nonlinearity F, Passing the output of PF
into a filter with impulse response A,(t)=p(4- ft), and
sampling the filter’s output at t= 7+A. The decision cir-
cuit of Fig. 5 is therefore replaced by the circuitry of Fig. 7.

Notice that, in contradistinction to the combining laws of
(11) and (12), in which the samples x, K=0,°-*,K- 1,—
are combined linearly or quadratically, the combining law of
(18) involves extreme nonlinearities of the exponential type.
For example, if the path strengths are all Rayleigh distributed
with a common mean-square value wW, then the nonlinearity

335

 
0 T 2T 3T 2T+A

Fig. 9. Result of passage of jth waveform of Fig. 6 through the
“Rayleigh”nonlinearity of Fig. 8.

in (18) is time-invariant, and of the form
2

Fix, t] =exp |eI 10

which is shown in Fig. 8. When passed through this non-
linearity, the jth envelope detector output of Fig. 6 is trans-
formed into the waveform of Fig. 9. (On the same scale, the
transformations of the other waveformsof Fig. 6 are negligibly
small.)

The waveform of Fig. 9 illustrates a certain self-adaptivity
implicit in (17). A priori, path delays are unknown. However,
a large pulse in one of the x;(t)’s at someinstant tin[T, T+ A]
is convincing evidence that a path exists at delay r- T (see
Fig. 6); the larger the pulse, the more convincing is the evi-
dence, and the more heavily the pulse is emphasized by the
nonlinearity. On the other hand, whenever x,(r) is small, it

(19)

‘is presumed to be caused by noise (or sidelobes) and it is
strongly suppressed by the nonlinearity. The output of the
nonlinearity thus presents data that are heavily adjusted by
a posteriori evidence of the existence of paths. As shown by
(17), these data are further weighted by the @ priori knowl-
edge of the probabilities of path occurrences implicit in the
function p(-).

We stress that the illustrations in Figs. 6 and 9 are drawn
for relatively large average SNR W&/No, for which case the

signal peaks are prominent and are highly emphasized with re-
spect to the noise by the operation of F. On the other hand,
when W&/No is smaller, the noise-suppressing effect of the

nonlinearities will not be great; that is, the various outputs
F[x,(t), t], /=1,:+*,M—even the jth—will be of the same
scale. The signal peaks in the jth output will then contribute
comparatively little to the jth integral in (17), and there-
ceiver will be prone to error. One can see that known-path-
delay receivers (such as these based on (11) and (12)), by
only having to sample the envelope detector outputs at the
positions of signal peaks and not the noise contributions at
other instants, will perform better than unknown-path-delay
Teceivers.

D. A DPSK Receiver

As previously mentioned, phase-coherent techniques have
been avoided here because of the complexity of coherent
receivers and because of the rapid time variations of path
phases with vehicle motion. On the other hand, differentially
coherent techniques clearly will show promise if the path
phases do not vary appreciably over the interval during which
two successive signals are sent; this is the usual case. Although
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with unknown delays. (Equiprobable symbols; Gaussian noise;
Poisson path delays; independent path strengths.)

the form of the optimal multipath receiver for differentially
coherent signalling is not known, it is strongly suggested by
that for the one-path case.

Let a signal of the form ofs(t) of (1) be differentially phase
shift keyed: a binary 0 is sent by following a previous trans-
mission—say +s(t), t©[0, T)—by a transmission of the same
polarity in the succeeding interval—ts(t- T), t©[T, 27); a
binary 1 is sent by changing polarity—+ts(t) followed by
¥s(t- 7). In the single-path case, the received waveform in

(0, T) is (cf. (1)-(3), with K = 1, to = 0)

r1(t) =ta9 Re [o(t) exp (jwot) exp (j80)] +71 (t),

O<St<T (20)

where m,(t) is a noise waveform. If d=0 or 1 is the data
symbolsent, the received waveform in [T, 2T)is

r2(t) = £(-1)%a9 Re [a(t - T) exp [jwo(t - T)] exp (j4o)]

+n2(t), TSt<2T (21)

where n2(t) is a noise waveform and we have assumed that
aq and @9 have not changed from their values during [0, T).
The optimal receiver in this case is well known [24] to have
the form of Fig. 10. (The low-pass filter in Fig. 10 serves
only to eliminate the double-frequency terms generated by
the multiplier.)

By performing the operations shownin Fig. 10 on thesignal
components of (20) and (21), ie., neglecting the noise com-
ponents, one can easily show that the output of the low-pass
filter has the form

y(t) = 4$(-1)4%a8 lye - 27)? (22)

where

i

y(t) af o*(r)a(r-t)dr, |th<T (23)0

PROCEEDINGS OF THEIEEE, VOL. 68, NO. 3, MARCH 1980

 

~

F(y,t)’

184

104

5
| Linear

— — approximation,
slope =| ¢

 
 

-10-

  
 

-15—

Fig. 12. The nonlinearity of Fig. 11 for Rayleigh-distributed path
strengths with a common mean-squarevalue y.

and y(t) =0 elsewhere. On comparing (22), (23) with (7), (9),
we see that y(t) is twice the squared envelope of the response
of the matched filter to the waveform s(t), delayed by T sec-
onds and keyed by (- 1)7, Thus in the absence of noise, the
decision circuit will output exactly the input digit; when noise
is present, errors will of course occur,

We now conjecture that for the case of multipath obeying
the simplified model of Section III-C above, i.e., Poisson-
distributed, resolvable path delays and independent path
strengths, the optimal DPSK receiver bears the same relation-
ship to Fig. 10 as the receiver of Fig. 7 bears to that of Fig. 5.
More precisely, we conjecture that the optimal receiver has
the form of Fig. 11. There, the nonlinearity

F(y,t) & FOVIyI, 1) sen y (24)

is a bipolar version of F, adjusted for the fact that the non-
linearity’s input is related to the square of the matchedfilter

output envelope, rather than, as in Fig. 7, the envelopeitself.
A graph of F for the F of (19)is shown in Fig. 12; compare
this to Fig. 8.

The samples taken every T sec by the decision circuit in
Fig. 11 are timed to capture the extrema of the output of

the path integrating filter hp{-). Fig. 13 shows some ap-
propriate waveformsillustrating this point. In the absence
of noise, the output y(t) of the product detector of Fig. 10,
and therefore the input to the nonlinearity in Fig. 11, is
approximately’! of the form (cf. (22))

yas1" Se azly(t- 27-1), 27<¢<2T+Ak=0

(25)

where A is, as before, the multipath spread. A sequence of
such noiseless y(t)’s is shown in Fig. 13(c), for the input

symbol sequence 10110---. The corresponding outputs
of F and hp(-) are shown in Fig. 13(d) and (e), assuming

‘1In (25), we have assumed that the sidelobes of y(t) of (23)satisfy
a condition of the form of (8a), so that ‘interpath interference”is neg-
ligible; i.e., the sidelobes due to path / are small at the peak due to path
k, t#k, 1=0,-++,K—-1. We have also neglected intersymbol inter-
ference, i.e., assumed that the sidelobes due to all paths in one signal-
ing interval are negligible insofar as they extend into adjacentintervals.
We return to the questions of interpath and intersymbol interference
below.
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1, OsrsA
hy (t)= (26)

0, elsewhere.

The output of Ap(-) is sampled at instants nT + A, n= 2, 3,
-», and leads to the receiver outputs shown; these are de-

layed by T + A seconds from the corresponding input symbols.
Of course, when noise is present, some of the output symbols
will differ from the associated input symbols.

E, Channel-Sounding Receivers

Up until this point, our discussion of receiver design has
been based uponapriori statistical knowledge of the channel.
In many situations, measurements can be made of channel
characteristics by use of sounding signals that enable the
derivation of a posteriori statistics. Such sounding signals
might be special signals used for sounding only, or might be
the data signals themselves; in the latter case, sounding and
data transmission occur simultaneously.

One’s first impulse is simply to use the receiver structures

discussed above for the case of unknowndelays, but to base
the characteristics of P, F, and Ap(-) in Figs. 7 and 11 one@
Posteriori rather than a priori statistica. This would in fact be
appropriate with regard to_the path-strength distributions and
the nonlinearities F and F they determine. However, as in-
dicated in footnote 8, as soon as the sounding signals enable
very accurate estimation of the path delays, the diffuseness
condition on the path-arrival distribution p(t,) no longer
holds, and the derivation leading to (17) breaks down. Al-

though expressions for optimal receivers using nondiffuse a

337

posteriori delay distributions can be derived, they and the
resulting receivers become inordinately and unnecessarily
complicated.

An alternative approach is usually used. In this approach,it
is assumed that sounding results in extremely accurate esti-
mates of the path variables {t,}, {a,}, {0,}, or at least of the
delays and strengths, if not the phases. These estimates are
then assumed to be exact, and used as parameters in a receiver
that assumes exact knowledge of the associated variables.

In many cases, estimates of {@,} are not deemed worth
making, either because of the complexity of the resulting
receiver or—especially in the mobile receiver context—because
these phase shifts change too rapidly to be tracked and used
effectively. Therefore, we discuss here only noncoherent
channel-sounding receivers that make use only of path-strength
and path-delay estimates.

The “optimal”? M’ary strength/delay-estimating receiver that
follows the philosophy just described is clearly based on (11).
The quantities

2a, ‘u)No

must be calculated, where @; is the estimate of the strength of
the kth path and xj, is a sample of the /th matched filter out-
put envelope at t=T+?,, fy being the estimate of the kth
path’s delay. The index (J=1,+-~-,M) for which w, is maxi-
mum is the receiver’s digital output. If the paths are strong
enough with respect to the noise to be measured accurately,
which is our assumption, then (27) can be approximated by

 
(27)

K-1

wy, = > lose fo (k=0

(28)

since log, I[p(x) =x for large x. This approximation is the
optimal linear diversity combiner of Brennan [2], and we
shall use it henceforth.

The linear combiner of (28) can be realized through use of
a transversal filter, as shown in Fig. 14. This filter incorpo-
rates a delay line A seconds long, which is tapped at least every
1/W seconds, for a minimum of WA taps. The input to the
transversal filter is the output envelope of a matchedfilter,

say x;(t) of Fig. 6. The output of the transversalfilter is a
weighted sum of certain tap outputs, the taps that are in-
cluded in the sum depending on the path delay estimates te.

The estimates tek =0,-+-+,K - 1) are used to turn on the
amplifiers of those taps having the delays (measured from the
right-hand end of the line) that most closely approximate the
t,’s; ie., K of the tap amplifiers are activated. The gains of
the activated tap amplifiers are then set to be proportional
to the associated strength estimates @,. Amplifier gains are
shown in Fig. 14 for the four-path response assumed.

To explain how the transversal filter works, we have shown
in Fig, 14 the voltage profile along the delay line that would
occur if the delay line’s input were the jth matched filter
output envelope x; (0) of Fig. 6; this profile moves to the
right with time and is shown at the instant t=7T+A. At
this instant, signal peaks in the profile lie at delays tg, ty,

,tx-,, as measured from the line’s right-hand end; these
are shown in Fig. 14 for tg =0 and K =4, assuming that
t3 =A, A being the maximum excess delay (beyond tg)
anticipated in the channel. If the delay estimates te are
accurate, the activated taps will sample the profile close to
these peaks, so at time t= 7+Athe transversal filter’s out-
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Fig. 14. A transversal filter used in realizing (28).
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Fig. 15. Illustration of the operation of the transversal filter of Fig. 14:
(a) Filter input; (b) Filter impulse response; (c) Filter output, ob-
tained by convolving (a) and (b).

put will be approximately

K-1 aR a ROD nix
> a,X(T +1.) = >: aRXjk (29)k=0 k=0

which is proportional to w;, 1 =j, of (28).
Actually, the transversal filter is itself a matched filter of

sorts. Note that the low-pass equivalent of the channel’s im-
pulse response, i.e., that relating o(f) and p(t) of (1) and (3),
1s

K-1

hm(t)= 3 ay exp (/0x) 5(t - ty). (30)k=0
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On the other hand, the impulse response of the transversal
filter can clearly be written as

hep(t)= D> Gy 5(t- Atty)
k=0

K-1 a
= ¥° a,5(A-t- t,). (31)

k=0

The transversal filter is therefore matched to an estimate of

the magnitude of the low-pass-equivalent channel impulse
response.!?

As x;(t) moves to theright in Fig. 14, the transversal filter
convolves x;(t) with hyp (t), shown in Figs. 15(a) and 15(b),
respectively, producing an output like that shown in Fig. 15(c).
The main peak of this output occurs when t=7+A,ie.,

when x;(t) is aligned as in Fig. 14, with its peaks all located at
activated taps. This main peak is proportional in height to
(29). The output also has minor side peaks proportional to
@Xj(k = 0, 1, 2, 3; 7 #K) and sidelobes accumulated from
convolution of h(t) with the sidelobes of x;(t). It is clear
that we need to sample only the main peak, to obtain (29).

A complete M’ary channel-estimating receiver can there-
fore be depicted as in Fig. 16. Each envelope detector out-
put x;(t),/=1,:°:,M, enters a transversal filter of the form
of Fig. 14, the parameters of which are driven by the estimates
{ti}, {@} available from a sounding receiver. At time t=
T+ A, the transversal filters’ outputs are sampled and com-
pared, and a decision made favoring the index of the largest.
Such a receiver has been called a RAKE receiver [23] be-
cause of the tooth-like structure of the taps on the transversal

filter’s delay line.
The sounding receiver of Fig. 16 can itself be structured as

a cascade of a matchedfilter, envelope detector and tapped
delay line, where the matched filter is matched to a known
waveform, perhaps containing more energy and lasting longer

12 as discussed later in Section [V (see Fig. 20), if phase-coherent
techniques were used, the transversal filter would become a bandpass
filter matched to an estimate of the channel impulse response itself,
i.e., the summand in (31) would contain the factor exp (-76,). The
cascade of the receiver’s signal matched filter and the transversal
matched filter would then form a receiver whose filter is matched to
an estimate of the actual received signal, as modified by the channel.
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Fig. 17. A channel-sounding DPSKreceiver.

than the data signals Sj. Prior to data transmission (and during
it, if the channel changes rapidly enough), the sounding re-
ceiver “listens”? for its signal. When the signal is received,
the matched-filter output envelope will have multiple peaks,
like the jth waveform of Fig. 6. This waveform will progress
down a tapped delay line like that in Fig. 14. A threshold

is triggered when the first peak reaches the line’s right end,
at which moment the voltages at each tap are sampled and

held if they exceed another threshold, or set to zero if they
do not. The frozen tap voltages, which are proportional to
the path strengths at the tap’s delays, are then used to set
the gains of the associated taps in the data receiver’s trans-
versal filters.

A self-adaptive version of this receiver uses the data signals
themselves for sounding. At the time of a decision favoring,
say, signal /, the tap voltages of the jth transversalfilter are
frozen, just as in the sounding receiver discussed above; these
voltages are then used to set the corresponding tap gains of
all the transversal filters.'> This self-adaptive version can be
started by using a threshold triggering device of the type
used in the separate sounding receiver.

We note that the sounding mechanism also performs a re-

ceiver synchronizing function, which, as previously men-
tioned, we have thus far ignored. Triggering of the threshold
on the rightmost tap, in either the separate-soundingorself-
adaptive realization, starts a clock that subsequently supplies
properly timed sampling pulses to the decision circuit.

Finally, we note that a RAKE-like DPSK receiver can be
structured along the same principles. This is shown in Fig. 17.
Since the input in Fig. 17 is akin to the square of the inputs
of Fig. 16, we have inserted a bipolar square-root operation
before the transversal filter in the DPSK realization.

F. Intersymbol Interference

Heretofore, our discussion has ignored the effects of inter-
symbolinterference by concentrating on isolated single trans-
missions (see, e.g., Fig. 6). Even in the DPSK case, wherein-
formation is sent via the agreement or disagreement of the
polarities of two successive transmissions, these transmissions
were assumed to besufficiently long or sufficiently spaced so
that the time dispersion caused by the multipath channel
causes little or no performance degradation (see Fig. 13).

Suppose now that each transmission of a choice from the
signal set requires T seconds, and that successive transmissions

occur at intervals of length 7,. As indicated by (10), the out-
puts of the matched filters in the receivers discussed above

'3More elaborately, the nth tap gain can be set on the basis of a
weighted average of the nth tap voltages held over a given number of
past decisions.
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Fig. 18. Illustration of intersymbol interference (a) No intersymbol
interference: T,; > T+ A. (b) Moderate intersymbol interference:
T, 27, A= 27.

will last 27 + A seconds in response to each transmission of

length T, raising the possibility of intersymbol interference.
In order to help visualize intersymbol interference in the
spread-spectrum (TW >> 1) case of importance here, Fig. 18
shows sequences of output envelopes of a single matched
filter in response to a periodic input of the signal to which
it is matched. This diagram illustrates the interrelationships
among T,T,, and A.

In Fig. 18(a), we have shown a case in which there is no in-
tersymbol interference, a situation requiring that 7, > T+A.
For reference, we have also shown a RAKEdelay line and
combiner, of length A; this is turned end for end compared to
that of Fig. 14. The output envelopes of the response of a
matched filter to three successive transmissions are shown,

which should be visualized as entering the delay line from the
right and moving with timeto the left.'* This output sequence
is shown “frozen” at the instant at which the multipath pulses
of the central (nth) transmission are perfectly aligned with the
delay line and ready to be sampled. Notice that,at this instant,
neither the (n - 1)th nor the (mn + 1)th responseis in the delay
line to interfere with the nth.

In Fig. 18(b) a case of moderate intersymbolinterference is
shown. Here 7,=T and A=2T, so T,= 4(T +A). A se-
quence of output envelopes in response to seven successive
transmissions is shown, frozen at the instant when the multi-
path pulses of the central (nth) response are aligned with the
delay line. However,in this case, parts of two predecessor and
two successor responses (mn - 2,n- 1,2 +1, +2) are also in
the delay line, causing intersymbol interference. In general, a
total of 2/A/T] predecessor and successor symbols will inter-

14Of course, in practice these responses would have been superposed
by the matched filter prior to envelope detection, and the actual out-
put envelope would be a nonlinear combination of the three responses.
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Fig. 19, The output of a RAKE transversal filter when the input con-
sists of the seven pulse trains of Fig. 18(b).

fere with each symbol as it is sampled, where [x] is the
smallest integer greater than or equal to x.'®

In order to avoid intersymbol interference completely, the
condition T,2T+A must be satisfied. Although we have
some flexibility in decreasing T (subject to our requirement
TW >> 1 and to limitations imposed on the bandwidth W), A
is fixed by the channel. Thus, for a binary system, we cannot
completely avoid intersymbol interference when the data rate
is greater than roughly 1/A b/s. For example, for binary trans-
mission through urban multipath (A = 5 us, effectively), any
transmission rate greater than about 200 kb/s will result in in-
tersymbolinterference, even in a spread-spectrum system.

Of course, it is well known that the effects of intersymbol
interference can be ameliorated, so higher data rates can be
achieved without undue deterioration of receiver performance.
One approach, followed by Monsen [15]-[17], is based on
classical equalization techniques developed for reduction ofin-
tersymbol interference on baseband landlines; it is particularly
applicable when TW=1 and A>>T. In our case, when
TW>>1 and A/T is moderate, we follow a different ap-
proach, based on the RAKEreceiver.

The basis of the RAKE approachis to recognize that, while
multipath pulses from predecessor and successor symbols are
on the RAKEdelay line at the decision instant for the present
symbol, as shown in Fig. 18(b), it is unlikely that they will ap-
pear at taps which are activated. Recall that the delay line has
taps every 1/W seconds. Since TW >> 1, and we are now as-
suming that A/T > 1, we will have WA >> 1. There will thus
be a large number, WA, of taps. For example, if TW = 100 and
A/T =5, then there are WA = 500 taps on the delay line. On
the other hand, only those taps at which pulses are expected
are activated, so even if there are as many as 20 paths in the
example above, only 20/500 = 2.5 percent of the taps will be
activated. These activated taps will be aligned to sample the
multipath pulses of the central (mth) response in Fig. 18(b);
but it is extremely unlikely that the pulses of adjacent re-
sponses on theline will also be aligned with the activated taps.

Yet another insight into the capability of the RAKE trans-
versal filter to suppress intersymbol is given by looking at the
filter’s output. Although the total input to the delay line is
really a nonlinear combination of the pulse trains shown in
Fig. 18(b), for simplicity one can visualize the result of each
pulse train sweeping to the left through the line and being con-
volved with the RAKEfilter’s impulse response, as depicted in

Fig. 15. A sequence of seven such resulting convolutions,
when properly combined, would look somethinglike Fig. 19.
Eachof the major peaks there corresponds to the exact align-

*5In the DPSK case shown in Fig. 13, Ts = T and A/T < 1,80 thereis
intersymbol interference by only one successor and one predecessor.
The interference is due only to the sidelobes of the multipath pulses in
neighboring transmission intervals, rather than to the pulses themselves
as in Fig. 18(b), and the interference can be deemed negligible.
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ment of one of the pulse trains with the activated taps on the
delay line, and it is these peaks that are sampled. The pedestal
upon which the major peaks sit is composed of minor peaks,as
in Fig. 15, and a general sidelobe “hash” level. We call this
pedestal “‘multipath-induced interference.”

The ability of the RAKEreceiver to concentrate on the part
of the matched-filter response due to the current symbol is
peculiar to its tapped-delay-line structure. The integrating re-
ceivers of Figs. 7 and 11, by integrating over the interleaved re-
sponses to several symbols, cannot suppress intersymbolinter-
ference as RAKE does.

In summary, it appears that data rates much greater than
1/A b/s can be achieved with RAKEreceivers without undue
deterioration of performance. We investigate this possibility
both analytically and by simulation in the next several sections.

We close this subsection by noting one complication that
arises in realization of a RAKE receiver when A/T > 1. Recall
that one alternative for estimating the path delays and strengths
wasself-adaptive, using the data signals themselves as sounding
signals, and using the multipath profiles that are stretched out
along the RAKE delay lines to aid in path-parameter estima-
tion. As shown in Fig. 18(b), however, when the present (nth)
signal’s multipath profile is aligned with the delay line, adja-
cent signals can cause spurious pulses to appear ontheline.
These latter must be ignored in order for the RAKEreceiver to
avoid intersymbol interference, but—in the simple adaptive ap-
proach to path-parameter estimation outlined in the previous
subsection—they also would tend to be identified as true paths
and cause spurious activation of taps. Thus, when A/T>1,
the self-adaptive approach to estimationis not straightforward.
Work onself-adaptive systems with A/T > 1, in which the data
signals are used for channel estimation, is now ongoingat this
Laboratory. Initial simulation results show that such systems
can successfully adapt to and track a time-varying multipath
profile. !®

G. Comments on Optimality and Quasi-Optimality

From a theorist’s point of view, we are in an unenviable posi-
tion. Only in the case of an incoherent single-path channeldis-
turbed solely by additive white Gaussian noise have we specified
a receiver, i.e., Fig. 5, that is strictly optimal in anything ap-
proaching the real world. The multipath receivers we have
discussed are not strictly optimal: either their optimality de-
pends on invoking a large set of oversimplifying assumptions
(e.g., the receivers specified by (11), (12), and (13)), or they
have no sure claims to optimality at all (e.g., the receivers of
Figs. 11, 16, and 17). The unfortunate fact is that we do not
know the optimal receiver structure for the real-world multi-

path channels described in Section II, nor for nonideal signal
sets, and such structures are unlikely to be analytically deriv-
able. We are thus deprived of the theorist’s benchmark: the
knowledge of the optimal performance, beyond which no
receiver can reach.

Nonetheless, we rely on a pragmatic faith that the multipath
receivers we have specified, by virtue of the intuitive reason-
ableness of their derivation, cannot be too far off the mark,
whence the appellation “‘quasi-optimal.”’ That is, we believe
their performance to be within a very few decibels of the un-
known benchmark of optimality. We shall in a later section
present evidence that supports this belief.

16 Private communications from L-F. Wei.
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Fig. 20. Bandpass RAKE system used for “equivalent noise”’ analysis.

IV. SIMPLIFIED ANALYSIS OF MULTIPATH-INDUCED
INTERFERENCE

We have just concluded by a numberof heuristic arguments

that, even if 7, <<7+A, a RAKE receiver will work satis-
factorily, despite multipath-induced interpath and intersymbol
interference.!’ In the present section, we present an analysis
that bolsters our confidence in this conclusion.

A. A Simplified Model

For simplicity, we consider a coherent receiver, since the
noncoherentreceivers discussed in Section III lead to compli-
cated nonlinear analysis. More specifically, we analyze a bi-
nary, coherent PSK system whosereceiverfilters are shown in
Fig. 20. Here, a bandpass matchedfilter is followed by a band-
pass transversal filter, rather than (as previously) by a cascade
of an envelope or DPSK detector and a low-pass transversal fil-
ter. As in the case of the low-pass transversal filter of Fig. 14,
the tap gains in Fig. 20 are set by estimates of path strengths.'®
Now, however, these gains not only weight the tap outputs by
estimates @, of the path strengths, but also try to correct for
the paths’ phase shifts 0, by phase shifting the tap outputs in
the opposite directions, by amounts -9,. (See footnote 12.)
We havewritten the nonzero gains in Fig. 20 in complex form

it = a, exp (-/6;,). (32)

The lowpass-equivalent impulse response of the transversalfil-
ter is clearly of the form (cf. (31))

= font
heg(th= D> @f5(A-t - ty).

k=0
(33)

We therefore see that hep (t) would be matched to the chan-
nel’s impulse response, given by (30), if the estimates were
perfect, ie., if 2; = dr, by = Oy, and te = ty, all k.

We continue in low-pass-equivalent form in the frequency
domain. Let o(t),0<1<T, be the low-pass equivalent of a
signal transmitted through the channel (cf. (1)) and let the
Fourier transform of o(t) be S(f), Disregarding channel noise
for the moment, the channel output then has spectrum

S(fAm(f), where H,,(f) is the Fourier transform of h,,(t) of
(30), ie.,

K-1

Am(f)= D> %& exp (-j2aft,) (34)
k=0

The matched filter in Fig. 20 haswhere a, =a, exp (j6,).

17 See footnote 11, for a definition of these terms.
® Unlike e case in Fig. 14, in Fig. 20 the largest estimated excess

delay ty. ,-To is less than A.
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low-pass-equivalent impulse response o(7T- 1) and transfer
function S*(f)exp(-j27fT), so its output has spectrum
IS(f)I? Ay (f) exp (-]2fT). The transversal filter has trans-
fer function

~ Ke
Aig(f)= Y Of exp [-2nf(A - 7)] (35)

k=0

(the Fourier transform of (33)), whence its output has spectrum

WL) = SCA? Hn (1) Bap(A)
1K-1

= Iscf)? . 2 Oy,of
-exp [-j2nf(t, - 77)

-exp [-j2af(T + A)].

We assume for simplicity that the channel-sounding proce-
dure has led to very good estimates, so we set 7, =a,, 0, =O,
(hence, & = ay), and tf, =t,.'? Wealso shift the time origin
to the right by T +A seconds to eliminate the factor exp
[-j2af(T + A)] in (36). Then (36) becomes

(36)

K-1K-1

W(f) = IS(A)I? > >, a,aj; exp [j2mf(t, - t))].
k=0 /l=0

(37)

The corresponding time waveform is the inverse Fourier trans-
form of W(f), i.e.,

-1K-1

w(t) = > Dd oof y(t - te +t),
k=0 [=0

It}<T+A (38)

where y(t) is the inverse Fourier transform of |S(f)|, andis
given by (23).

For the case in which o(t) is sent only once through the
channel, (38) is the low-pass-equivalent output of the trans-

versal filter, shifted2 that its peak lies at t=0. (The true
bancpar output is >1 Re[w(t) exp (/wof)] and the output en-
velope, 4= |w(t)|, has a shape like that depicted in Fig. 15(c),
where the central peak is now centered at r=0.) If we now
suppose that an infinitely long PSK sequence, 27__. d,a(t -
nT), d, =+1, is sent through the channel, the corresponding
low-pass-equivalent outputof the transversalfilter will be

v= >> d, w(t- nT). (39)

The output envelope, } |v(t)|, will now look like Fig. 19,
where the result of only seven transmissions is shown. The
central peak in Fig. 19 would correspond to the n = 0 term in
(39), now centered on t= 0.

The analysis in this section is concerned with the degrada-
tion in performance caused by the multipath-induced inter-
ference. Ideally, this degradation should be measured in terms
of error probability. However, the multipath statistics that
govern the error probability are so complicated as to makethis
ideal goal unattainable. Instead, we shall perform an “‘equiva-
lent noise” analysis.

19 As seems obvious, and is shown in Appendix C, if the channel-
sounding signal’s energy is much greater than the data signals’ energy,
this is a reasonable assumption.
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We concentrate on the central peak in v(t), i.e., on

v(0)= 3° d_w(-nT).
n= (41)

Noting from (38) that w(t) is nonzero only in |t| <7+A,
we see that (41) only has 2N+1 nonzero terms, where N =
{4/T) is the smallest integer greater than or equal to T/A.
Thus using (38), (41) becomes

N K-1K-1

v(0) = x dn > >, OOF y(nT - tk + t;). (42)
n=-N k=0 J=0

This is the signal component of the transversal filter output
at t=0. A component due to channel-noise, call it n(O0) adds
to this, leading to a total output

2(0) = v(0) + n(0). (43)

Our approach to evaluating the effect of multipath-inducedin-
terference is to determine how muchits presence increases the
variance of z(0) above the value contributed by n(0), i.e., how
much “equivalent channel noise” is added by intersymbol
interference.

In order to proceed, we make a numberof simplifying as-
sumptions about the multipath statistics that are akin to those
made in Section III in deriving “optimal’’ receiver structures:

1) fo, 4-1, (0, }5-1 and {t,}£~! are independentsets
of random variables and all variables in each set are inde-

pendent of each other;
2) the number of paths K is independent of {a,}<~?,

{6,}§7} and {t,}$7;
3) all t,’s are equidistributed over [0, A] with probability

density p(t,); see the discussion in Section III-C;
4) each @, is uniformly distributed over (0, 27].

As previously noted, these assumptions depart somewhat from
reality, but will serve for the present heuristic analysis.

We also assume that the data sequence {d,, By consists of
independent binary values, being +1 or -1 with equal probabil-
ity, and that the channel noise is independent of the multipath
variables.

B. The variance of z (0)

Attacking the signal component v(0) in (43) first, suppose
that the desired datum in v(0), i.e., dg, is +1. Then, using the
assumptions discussed above, it is straightforward to show that

= wa|k=0E(v(0)] lag =+1 10x]
=2&A4?. (44)

Here, an overbar denotes “expectation,” and Ex denotes ex-
pectation over the random variable K. We have used the fact
that 7(0)=2&, & being the energy in the transmitted signal
s(t) = Re[o(t) exp (jwt)] ; we have also let

S ia}k=0

A

A? 2x( (45)
Notso straightforwardly, one can show (see Appendix A) that,
when WA >> 1,
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var (v(0)] lay, » =(28)?B?

Ls N

tf seitar]| a aory|c’ (46)- n=-N

where

Rnd eee: ASI ——2B? -Fr| layl* - >> lol?k=0 k=0

K-1

= ex| var cax?)| (47)k=0

K-1 K-1—- —,

oe =F, > ZX (axl? ar|k=0 Jl=0
k#l

Se eee =

=Ex ( ia?) -> a (48)k=0 k=0

and

A

att) = J p(T) p(t - t)dr. (49)0

The variance in (46) is, in fact, independent of the condition
dg =+1. It is important to note that the two contributions to
this variance have distinctly different interpretations. Thefirst
term is independent of N and would be present even if there
were no multipath-induced interference; it reflects the varia-
tion of v(0) around its mean due tq the fluctuations in the

strengths of the paths that have been combined by the RAKE
receiver to decide on the datum dy in v(0). The second term
is due to multiple-induced interference; it reflects the fluctua-
tions in v(0) due to the presence of both interpath interfer-
ence on the “present” transmission (n = 0) and intersymbol
interference from neighboring transmissions (n #0). The sec-
ond term will vanish only if, with probability one, there is but
one path (K = 1) in (48).

We next consider the term n(0) in (43). It has zero mean, so
its mean adds nothing to (44). Its variance is derived in Ap-
pendix B. Since v(0) and n(0) are assumed to be independent,
the variance of z(0) becomes

var [z(0)] = var [v(0)] + var [n(0)]

= (28)*B? |f seta
N

> acnry|c* +48&NoA? (50)n=-N

where No is the (single-ended) power density of the channel
noise, assumed to be white.

C. A Measure of Performance Degradation

As mentioned, only the second term in (50) is due to the
multipath-induced interference of interest to us here. In the

next section, for the purpose of estimating error probabilities,
we shall model this interference as approximately Gaussian,
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equivalent to an additional amount of channel noise. In this
framework, multipath-induced interference degrades system
performance by the same amount as would an increase in
channel noise power by a factor of

C? ” " ND=1+ 48N,A? if. |s(v)| | |= ann) (51)
We now specialize (51) by some additional assumptions.

First, suppose that |S(f)|* is flat over the band |f| << W/2 and
zero elsewhere. Then, since the integral of |S({)|? is equal to
26,

2 _2& W
ISP aT, Mls (52)

and

- 48?i IS()4df = “or (53)
Second, suppose that A >> T, so that we can use the follow-
ing approximation:

5 a(n?) [anaq(aT) =— q(t)dt2 P Jon

“i,
Finally, assume that all paths have identical strength statistics,
so jaz|* = |a|*, all k, whence

A 3 1
=—, 4p(T) a] r (54)

A? =K lal? (55)

C? = (K? - K) lal?” = K? aj?” (56)

(The last equality in (56) follows from the assumption of

independence and equidistribution of the f;,’s over [0, Al,
implying that the t, point process is Poisson, for which K? -
K =K?.)

With the foregoing assumptions, (51) becomes

K @
D=1+—:— 57TW No OD

where & = |a|?& is the mean energy perbit arriving per path.
Thus the degradation due to multipath-induced interference
increases with K&/Np(as this interference from multiple paths
increasing dominates the channel noise) and decreases with TW
(as the sidelobes of y(t), hence the interference contribution
by each interfering path, decrease).

As an example, suppose—using parameters typical of thesi-

mulation experiments in Section VI-that K =25, TW =127
and &/Np =5 dB. Then D = 1.62, or 2.1 dB, not much deg-
tadation to pay for the ability to increase the data rate by,say,
a factor of 10 or more by making T << A!

We close this section by noting that if the errors in theesti-
mates {@;}, 6, }, {7} are taken into account, then, as shown
in Appendix C, another term having value &A/&,T is added to
(57), where &, is the sounding signal’s energy. By ignoring es-
timation noise, we have implicitly assumed that &,/& >> A/T.

Although the analysis above was performed for a purely co-

herent PSK system, we shall assume in Section VI that the
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Fig. 21. PDI: A quasi-optimal DPSK receiver for unknown path delays.

main results, (51) and (57), carry over approximately toa DPSK
system,

V. SIMPLIED ANALYSIS OF ERROR PROBABILITY

Exact evaluation of the error probability of a multipath re-
ceiver quickly becomesintractable as the assumed modelfor
the multipath channel becomes morerealistic. Most analyses
assume independent, Rayleigh-distributed path strengths, al-
though somealso involve Rice [13] or Nakagami[4] strength
distributions and/or correlated strengths [21], [31]. With
some exceptions [4], [31], the path strengths are assumed to
be equidistributed and the path delays known. None of the
cited analyses takes into account the multipath-inducedinter-
ference discussed in the previous section, although Monsen
[15]-[17] and Morgan [18] consider such interference in a
different context. Exact analytical evaluation of the error
probability for the model in Section Il—involving unknown,
non-Poisson path delays; correlated Nakagami-distributed
path strengths; spatial correlations and inhomogeneities; and

multipath-induced interference—seems beyond tractability.
Another approach is to evaluate the error probability of var-

ious receivers by simulation techniques, using the channel
simulation program described in Section II; the results of a few
such simulation experiments are given in Section VI. In the

present section, however, we shall present a much simplified
analysis. This analysis will provide both intuitive insight into
the performance of several receivers, and a basis for determin-
ing (in Section VI) the gap between reality and the results of
rather standard analytical methods used. In our analysis, we
assume lack of knowledge of path delays, butstill use very
much oversimplified statistics for the path delays and strengths.
We temporarily suppress the effects of multipath-induced in-
terference, taking them into accountlater in Section VI.

We limit ourselves here to a system using DPSK transmission
and simplifications of the receivers of Fig. 11 and 17. The

analysis depends heavily upon the work of Charash [3], [4].

A, Post-Detection Integrating Receiver

A simplification of the receiver of Fig. 11 is shownin Fig. 21,
where the pertinent portion of Fig. 10 is also included. Notice
that the (generally time-varying) nonlinearity F[: ;’] has been
eliminated, i.e., replaced by a time-invariant linear device. For

the case of Rayleigh path strengths with equal mean-square
values, the nature of the approximation is shown in Fig. 12
(see also (19) and (24)). By eliminating F, we are giving up
the strong-path-accentuation/noise-suppression features of the
receiver that is shown by the waveformsof Fig. 13(c) and (d).

In Fig. 21, we also have taken the integratingfilter’s impulse
response h,(t) to be of the form of (26). If this hp(t) were op-
timal, it would mean that paths occur with uniform density
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over the interval [0,A); see Section III-C, where we would
have p(t,) = 1/A,0<t, <A. In actuality, paths do not occur
uniformly, so this 4p(t) is suboptimal. Since the lowpass filter
of Fig. 10 serves only to eliminate the double-carrier-frequency

terms in the multiplier output, its function is handledin Fig. 21

by p(t), also a lowpass impulse response.
The decision circuit input in Fig. 21 will still look much like

the waveform of Fig. 13(e), but it will now be an integration
of y(t) of Fig. 13(c), rather than of Fig. 13(d). It muststill
be sampled by the decision circuit at the instants shown in
Fig. 13(f).

The simplified suboptimal receiver just discussed has also

been considered by Fralick [7], who descriptively calls it a
post-detection integrator (PDI), a name weshall use.

The error-probability performance of the PDI can beesti-
mated from the work of Charash [3], [4]. He has given error-

probability expressions and curves for a system having the
following characteristics:

1) binary transmission using uniformly orthogonal, zero-
sidelobe signals, i.e., ones for which |y,)(t)| of (7) is
identically zero rather than merely satisfying (8a), and

lyi(t)l, §= 1,2, is identically zero for |t]>1/W rather
than merely satisfying (8b);

2) a receiver of the form of Fig. 7 (with M = 2), but with

the nonlinearity being a simple time-invariant square law
device, F(x, t)=x?:

3) an integrating-filter impulse response, hp(t), of the form
of (26).

Note that this system bears the same relationship to our DPSK/
PDI system in the multipath case as the usual orthogonally
keyed binary system bears to a standard DPSK system in the
single-path case (cf. Figs. 5 and 10). We shall exploit this rela-
tionship to estimate the error probability for the DPSK/PDI
system,

Charash also makes the following assumptions about the
channel:

4) all paths are independently and identically Nakagami-
distributed;

5) exactly K paths arrive at random over [0,A]. Of course,
to preserve resolvability condition 4), we must have
K << WA, where W is the transmission bandwidth;

6) A<<T, so there is no appreciable intersymbol interfer-
ence;

7) the additive channel noise is white and Gaussian, with
single-ended power density No.

Under these seven assumptions, Charash has derived an expres-

sion for the bit error probability Pe(K) conditioned on the
number of paths K. (The unconditional bit error probability

would then be the average of P-(K) over the Poisson distribu-
tion of K that is implied by (5).)

As mentioned, our DPSK/DPI system is related to Charash’s
system in the same way as an ordinary single-path DPSK sys-
tem is related to an ordinary single-path orthogonally keyed
system. The performance of these latter, single-path systems
are well known [24] to be exactly 3 dB separated, with the
DPSK system having the advantage; i.e., the DPSK system re-
quires 3 dB less SNR to achieve the samebit error probability
as the orthogonally keyed system. We now conjecture that
the same 3-dB separation holds (at least approximately) for
the corresponding multipath systems.
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Fig. 22. Required GIN, per path for DSPK/PDI system: K indepen-
dent, Rayleigh-fading paths.

Using this conjecture, we have used Charash’s results to es-
timate the error—-probability of the DPSK/PDI, of course still
assuming that assumptions 3)-7) hold and that the DPSKsig-
nal has zero sidelobes. Fig. 22 shows sometypical results, for
Rayleigh fading (a special case of Nakagami fading) and for
WA=40. The curves there show the SNR &/No required per
path (see (57) et seq.) in order to achieve a given value of
Pr(K), as a function of the number of paths K. Note that,
since typical urban multipath spreads are A = 4-5 us, WA = 40
implies a system bandwidth of 8-10 MHz; andsince we postu-
late that A<<T for the PDI, we are assuming a spectrum
spreading factor of TW >> 40.

On the K = 1 axis, we have shown for reference the perfor-
mance of the optimal single-path DPSK receiver of Fig. 10,7
One can see that if a multipath medium has a numberof Ray-
leigh paths of more-or-less equal mean-square strengths, our
DPSK/PDI system will do substantially (5-20 dB) better than
a receiver that locks onto a single path, say the LOSpath, and
disregards the remaining paths. This comparison strikingly il-
lustrates the diversity performance improvement that multi-

path channels can afford, as discussed at the beginning of
Section ITI.

It must be stressed that the curves of Fig. 22 take into
account neither intersymbol interference nor interpath inter-
ference (see footnote 11). The formeris precluded by the as-
sumption A<<T, the latter by the assumption of a zero-
sidelobe signal.

B. A Digital RAKE Receiver

The channel-sounding receivers of Figs. 16 and 17 involve
adjustment of the tap gains of the transversal filter(s) with es-
timates of path strengths. An arrangementthat is much simpler
to implement, although it will not perform as well, is as fol-
lows: connect each tap to the summing bus or not according
as it is estimated that a path is present at that delay or not.

2° This is derived by averaging the nonfading, single-path DPSK error
probability [24] of (1/2) exp [-&/No] over a Rayleigh distribution for

Vv & having rms value V¥, to obtain Pg = [2(1 + /No)]"!, where
&=yé.
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Fig. 23. DRAKE: A quasi-optimal DPSK receiver when path delays areestimated.

Only a transfer of the estimates {?, } of the path delays is then
needed from the sounding receiver to the transversalfilter(s).
Wecall this simplified configuration a digital RAKE (DRAKE)
receiver.

Fig. 23 shows a DPSK/DRAKEreceiver based on Fig. 17, in
which, as a further simplification, the square rooter has been
eliminated. The sounding receiver’s estimates of path delays
turn the associated tap switches on the transversal filter on,
connecting the taps to the summing bus. Notethatif all tap

switches were turned an, Fig. 23 would revert approximately
to the PDI of Fig. 21, with the A-second integration replaced
by an approximating A-seconddiscrete-time summation.

In analyzing the DPSK/DRAKEreceiver, we assume that the
sounding receiver’s estimates 7, of the ty, are exact (7; = fx),
and that these estimates correspond exactly to available dis-
crete tap delays in the transversal filter. The receiver then
takes the form of an equal-weight path combiner for known

path delays. Charash [3], [4] has given expressions and curves
for such a receiver under assumptions 1), 4), 5), 6) and 7) of
the previous subsection. We can convert these results to the

DPSK formatof interest to us by the same conjecture as used
previously, i.e., that Charash’s orthogonally keyed system per-
forms 3 dB worse than our DPSK system. On this basis, curves
of the required &/No per path necessary to achieve a given Pr
are shown in Fig. 24 as functions of the number of paths K.
Only curves for the Rayleigh-fading case are shown here; these
could also have been obtained from [31].

As in the case of Fig. 22, the curves of Fig. 24 take into ac-
count neither intersymbol interference nor the interpath inter-
ference in the current symbol. Both of these introduce an
effective additional noise term. The performance degradation
caused by this term has been estimated in Section IV for an

ideal, coherent PSK/RAKEsystem. In the next section, we
shall modify our error-probability analysis by assuming that
this same degradation holds approximately for DPSK/DRAKE.

VI. SIMULATION EXPERIMENTS

In order to evaluate the error probabilities of various receivers
in an actual urban multipath environmentand to assess the ap-

plicability of the simplied analyses of the previous two sec-
tions, a number of simulation experiments were performed.
These experiments combined the urban propagation program

SURP described in Section III-D and various binary modulator/
demodulator programs described below. Twosets of experi-

ments were performed: low rate at 78.7 kb/s and high rate at
787 kb/s. The experiments reported here were restricted to
DPSK transmission and to the dense-high-rise environment

REQUIREDEINgINdB,PERPATH

files were obtained by using SURP.”?
areas A, B, C, D, defined in Section III-A, 150 000 profiles
were generated along a track 3000-ft long (see Fig. 3), with
uniform spacings of 0.02 ft, using L-band (1280 MHz) pro-
gram parameters. In order to reduce the cost of the runs, new
{r,;} and {a;,} strings were generated only at everyfifth point,
i.e., at 0.1-ft (0.12 wavelength) spacings, and used again for
the subsequent four points. (This approximationis quite justi-
fied, since spatial correlation distances for {7;} and {a;,} are
tens of wavelengths.) However, since the correlation distance

for the {6,}string is a fraction of a wavelength, a new {6, }
string was generated at every point.
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Fig. 24. Required &/N, per path for DPSK/DRAKEsystem: K inde-
pendent, Rayleigh-fading paths.

(Area A); other experiments are in progress, and will be re-
ported in detail elsewhere.*!

A. Multipath Data Base

As a first step, a data base of urban/suburban multipath pro-
For each of the four

Sometypical {r;} strings and a, and @, values are shown in
Fig. 25. Onesee the {r;} strings beginning to decorrelate after
about one wavelength and showing substantial decorrelation
after 10 wavelengths. Bin 13 happensto have a pathin all {7;}
strings shown, and the corresponding a, and 6, values gener-
ated for that bin are displayed. Again, for a,, one sees partial
decorrelation at one wavelength and substantial decorrelation
after 10 wavelengths. On the other hand 6, begins to decorre-
late at 0.1 wavelength and shows substantial decorrelation at
1 wavelength.

The generated profiles were stored on tape. In addition, for
future use in planned narrow-band experiments, the phasor
sums Dp dp
and stored for each n(n = 1,-+- , 150 000).

(m) exp [j,)] =A, exp (jW,) were computed

B. Low-Rate Experiments

Recall from Fig. 2 that the simulated multipath profiles are
discrete-time impulse responses of a low-pass equivalent chan-

21 The communication system simulation programs were written and
run by M. Kamil. They are part of a Ph.D.thesis in progress, the aim of
which is to explore urban mobile digital systems by simulation, in much
more depth than the results given here.

22 This data base was established by H. Hashemi.
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Fig. 25. Typical {rz} strings and ay and 6, values generated for L-band,
using SURP.

nel filter, with time running in 100-ns increments. In design-
ing the “low-rate” communication system simulation experi-
ments, we postulated a DPSK transmitted signal whose basic
low-pass-equivalent waveform s(t) is a 127-chip maximal-length
shift register (MLSR) sequence having a 100-ns chip duration”?
Denoting the chip sequence by {s;}(7°, the low-pass-equivalent
transmitted signal for an N-bit transmission is then of the form

N

wi= > dnSi-t2mm, §= 0,777, 127N- 1. (58)n=0

Here, s; is defined to be zero for j outside [0,126], and
dydy — ; =+1 according as bit n(n = *, N) is 0 or 1, re-
spectively (see Fig. 13(a), (b)).

The w,; sequence was convolved with a space-varying se-
quence of multipath profiles to form a channel output sequence
that simulated the effect of vehicle motion. To this were

added independent complex-valued Gaussian noise samples
having variance a2, which was made a program parameter to
allow adjustment of the SNR. The noisy received sequence
was then convolved with the matched filter impulse response

{8126 -i}/25.%
At this stage, one has a discrete-time representation of the

matched-filter output in Fig. 21 or Fig. 23. This output was
then DPSK demodulated by multiplying it by the complex-
conjugate of a 127-chip-delayed version of the same output
and taking the real part of the product. No nonlinear en-

23 The use of an MLSR sequence has a beneficial effect in our con-
text: whenever s(t) is sent twice with the same polarity, the right-hand
sidelobe fluctuations of the matched filter’s first response cancel the
left-hand sidelobe fluctuations of the second response, thus considerably
reducing interpath and intersymbol interference. This cancellation is a
well-known property of MLSR sequences[29].

24Tn fact, for computational convenience, the order of the operations
was quite different: the convolution of {s;} with {sta6-it was done
first, then the modulation with the d,, sequence, then the convolution
with the multipath profile, then the addition of appropriate noise.

hancement (e.g., as in Fig. 11) was attempted. The DPSK-
demodulator output, which is a noisy discrete-time version of
Fig. 13(c), was processed directly by various decision mecha-
nisms, to be described.

The signal format we are using in this low-rate case implies
the following parameters: signal bandwidth, W = (100 ns)! =
10 MHz; spectrum spread factor, TW=127; bit rate, 1/T=
78.7 kb/s. Further, since the multipath profiles are restricted
to 71 samples spaced by 100 ns (see Fig. 2), we have WA = 70.
Thus A/T = 0.55, so that intersymbol interference is negligible,

Notice that a vehicle moving even at 60 mph will move only
about 0.001 ft (about 107° wavelength at L-band)perbit, so
bit-to-bit changes in the phases {0,} negligibly affect the
DPSK demodulation. We therefore simplified the experiments
by “sampling”the transmissions periodically in space. Thatis,
we imagined that the vehicle listened to 10 bits at each of
10 000 spatial positions spaced 0.3 ft (0.39 wavelength) apart,
for a total of 100 000 bits per experiment. In this way, we ob-
tained adequate data to determinebit error probabilities down
to 10°4 - 1075, while guaranteeing a representative geograph-
ical cross section (3000 ft) of multipath responses and a repre-
sentative ensemble of noise waveforms.

Seven decision mechanisms, operating on the simulated
DPSK demodulator output, were evaluated. These are de-
scribed below, and should be visualized in connection with the
waveform y(t) in Fig. 13(c).

1) First Path (FP): This is a classical mechanism, in which,
in each bit interval, the first threshold crossing of |y(t)| is ex-
amined, and a 0 or 1 is decided according as »(t) is positive or
negative. In our experiment, the threshold level on |y(t)| was
set so that it would be exceeded if the corresponding peak in
the matched-filter output exceeded the rms value of the noise
in the output. For simplicity in running the simulations, we
idealized the mechanism by assuming that the first threshold

crossing was always due to a signal peak. The position of the
first signal-peak crossing was artificially estimated by having
the program successively compare the noiseless path strengths
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@o, 41, @2,°** (which are known to the computer, but not to
the receiver) with a threshold related to that set on |y(t)|.
Because of this idealization, we expect our simulation result to
be a lower bound on the error probability of the actual
mechanism.

2) Largest Path (LP): Here, the largest peak in |y(t)| in each
bit interval is examined and the polarity of this peak deter-
mines the output. Again we idealized (not muchofan ideali-

zation in this case) by assumingthat the largest peakis a signal
peak. Its position was identified as that of the largest a;.

3) Post-Detection Integrator (PDI): This is the decision me-
chanism of Fig. 21. However, instead of integrating over a full
A=7-ys interval, we integrated only over a 4-ps interval be-
yond the LOSpath.

4) Adaptive Post-Detection Integrator (APDI): Here, the
PDIintegrator was madeadaptive by letting the integration in-
terval run only from the first crossing to the last crossing of
|yv(t)| above a threshold. The threshold level and the method
of determining the first and last crossing positions were iden-
tical to those used for the FP mechanism.

5) Weighted Post-Detector Integrator (WPDI): Recognizing
that later paths in a multipath profile are likely to be weaker
and less frequent than earlier paths, we here changed the
impulse response of the integrator of Fig. 21 from the box-

car h,(t) of (26) to one with exponential weighting: hp(t) =
exp [-(A - t)/r], O<t<A, where the time constant 7 was
set at 1.5 ws.

6) DRAKE:This is the receiver of Fig. 23. The switch posi-
tions were determined by assuming that the sounding receiver
will identify as paths only those that are strong enough to cause
|y(t)| in the data receiver to exceed a threshold. The threshold
level and the methodfor identifying above-threshold paths are
as in the FP mechanism.

7) RAKE: Here, Fig. 23 is modified to restore the ideal tap
amplifiers of Fig. 14 in place of the switches. The amplifier
gains were determined by assuming that the sounding receiver’s
estimates of the a;’s are perfect. (See Appendix C.)

Mechanisms(1), (4), and (6) depend on there being at least
one path above threshold. At very small SNR’s, there were a
small number of multipath profiles for which no path ex-

ceeded the threshold, and the demodulators deleted the corre-
sponding sequence of 10 bits. Since these bits by definition
are very noisy, ignoring them leads to an optimistic estimate
of the error probability Pe. The effect was not serious, how-
ever, causing less than a 10 percent bias for Pg > 0.1 and no
noticeable bias for Pe < 0.1. But, in order to assure valid
comparison of mechanisms (1), (4), and (6) with (2), (3), (5),
and (7), which have no threshold but which would be adversely
affected by inclusion of the noisy bits, we deleted these bits
from the latter demodulator outputs also.

The empirical bit error probability curves determined from
the simulation are shown in Fig. 26 as functions of both

Gay/No and Gios/No. Here, No is the (single-ended) channel
noise power density, as defined in Section IV. Say is the aver-
age energy received per bit per path, determined by calculating

the mean-square path strength ofall paths in all profiles used
in the experiment. &,ogis the average energy receivedperbit
on only LOSpaths, determined by calculating the mean-square
LOSpath strength in all profiles having an LOS path. In act-
ual system design, :.og is a quantity derivable from the power
budget, being determined from free-space and excess-attenua-
tion calculations [33].
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Fig. 26. Error probabilities for the low-rate case, from simula-
tions; dense-high-rise topography (TW = 127, A/T=0.55, R=1/T=
78.7 kb/s).

For comparison, also shown in Fig. 26 are classical error-
probability curves for an optimal DPSK system operating
through a single-path channel, either nonfading or Rayleigh
fading (see footnote 20). For these curves, the abscissa is
Los/No, where &os is the average energy received per bit
over the single path, the &,,/No scale has no meaningforthe
comparison curves.

From Fig. 26, we can draw the following conclusions.
1) Comparison of the theoretical one-path Rayleigh-fading

curve with the empirical first-path-above-threshold (FP) curve
shows that path fading (at least of initial paths) is worse than
Rayleigh, a conclusion already drawn by Suzuki [26] and
Charash [4]. (The fact that the FP curve lies below the Ray-
leigh curve for small SNR merely showsthe value of searching
for an above-threshold path when the noise is substantial,
tather than always utilizing the same path.) Comparing of the
FP curve with Charash’s single-path Pre curves [4], as appro-
priately modified for DPSKsignalling, shows that the FP curve
reflects Nakagami fading with parameter m = 0.75, rather than
m = 1 (Rayleigh fading).

2) Comparison of the WPDI and PDI showsthat a 4-us box-
car integrator outperforms a 1.5-s exponentially weighted
integrator, at least for dense urban multipath. However, there
is reason to believe that for other urban areas and for other

time constants, this conclusion might be reversed.
3) An LP receiver, which “captures” the largest peak in y(t),

works overwhelmingly better than one that captures the first
available peak. (This is the familiar “largest of voting diver-
sity effect.) In fact, the FP receiver works less than one dB
worse than a PDI in the range 10°° <P, < 107, provided
that the largest peak in y(t) indeed correspondsto the largest
path rather than to noise. However, we note that the PDIis
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easier to implement than the FP receiver, among other things
requiring less-accurate sampling and timingcircuitry.

4) Progressing through successively more complex systems
(PDI, APDI, DRAKE, and RAKE)gains of the order of 1 dB
per step, provided that APDI, DRAKE, and RAKEhaveper-
fect estimates of the path information they need. It is this
moderate gain in performance as one progresses through a se-
quenceof substantially more and more sophisticated receivers
that supports our faith in their quasi-optimality, as discussed
in Section III4G, Changing from PDI (unknown delays) to
DRAKE (known delays) results in only a 2-dB improvement,
whence it seems certain that PDIis a very close to optimal for
unknown delays. Again, changing from DRAKE (unknown
strengths, known delays) to RAKE (known strengths, known
delays) yields only 1 dB, whence it would seem that DRAKE
is close to optimal for a delay-only channel-estimating receiver
and RAKEis close to optimal for a delay-and-strength esti-
mating receiver.

5) Because of their path-combining characteristics, by which
they accumulate the energies of many almost-independent
paths, the WPDI, PDI, APDI, DRAKE, and RAKEreceivers
operate at an enormous advantage over a receiver thatutilizes
only a fixed single fading path. At small SNR, they even mod-
erately outperform a receiver that utilizes a single nonfading
path;while they lose this moderate advantage at large SNR,
their performancestill comes within a few decibels of the non-
fading single-path case. (See Monsen [15] for a similar result
obtained by equalization techniques.)

If equipment simplicity is taken into accountas well as per-
formance, it would seem desirable to choose the PDIreceiver
in this low-rate case, for at the expense of less than 2 or
3 dB in SNR the PDI can be substituted for the vastly more
complicated DRAKE or RAKE. APDI,while relatively simple,
outperforms PDI by less than 1 dB, scarcely worth the addi-
tional threshold, AGC and integrate-and-dump features of
APDI.

As we have seen, however, the PDIstructure is quite suscep-
tible to intersymbol interference. Thus in the high-rate case
(A >>T), we must rely on RAKE and DRAKE,with all their
complexities. We investigate the high-rate performance of
RAKEand DRAKEin the followingsection.

C. High-Rate Experiments

In the high-rate experiments, we increased the data rate by a
factor of 10, ie., to 1/7 = 787 kb/s. Since A remains at 7 ys,
we now have A/T = 5.5, so considerable intersymbol interfer-
ence exists: 6 predecessor and 6 successor symbols affect the
present symbol.

We wish to maintain the same spectrum spreading factor,
TW = 127, which means that W is now 100 MHz.”° A problem
is posed by this increased bandwidth,for it implies a resolu-
tion of 1/W = 10 ns in the multipath model, while our funda-
mental data and channel simulation program are based on

100-ns resolution. Unfortunately, virtually no 10-ns-resolution

25 Much ofthis small-SNR advantage over nonfading, single-path oper-
ation is real, reflecting the benefits of path combination when the noise
is large. Some of the advantage, however, reflects the previously men-
tioned bias in the experiment at small SNR due to discarding certain
“bad”profiles,

76This large bandwidth does not require exclusive assignment, how-
ever, as many systems with different codes could coexist in the same
band; see [40] for a discussion of a spread-spectrum code-multiplexed
digital-voice system proposed for urban use.
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data on the urban channel at the frequencies under considera-
tion are available, (See [10] , however.)

We have resolved this dilemma by an approximate extrapola-
tion of our 100-ns data. Each 100-ns bin in Fig. 2(a) was

divided into 10 subbins. If 7;=1 for some /#0, the corre-
sponding path was placed at random in oneof the 10 subbins;
and if To = 1, ie., an LOS path exists, the path was always
placed in the first subbin. Thus implicitly, we have structured
the multipath to preclude an average of more than one path
every 100 ns, While this restriction almost certainly varies

from reality, it allows us to use SURP and the data base gen-
erated by it for the high-rate case. Hopefully, the resulting
simulation results will not be toofar off.?”

In other respects, the high-rate experiment followed the
low-rate experiment. DPSK signaling was postulated, using
the same MLSR sequence, but now having a 10-ns chip dura-
tion and a 1.27-us bit duration. The multipath impulse
response with which the transmitted signal (58) is convolved
is now 710 samples long rather than 71, but consists of more
than 90 percent zeros. Only RAKE and DRAKEwere evalu-

ated, for, as seen in Sections III-F and IV, only they are
capable of suppressing intersymbol interference. (WPDI, PDI,
and APDIirretrievably scramble the responses to different
symbols, while FP and LP present substantial difficulties in
deciding whichis the first or largest path of the current symbol
amidst the interlaced responses to several symbols.)

The results of the high-rate experiment, again run for ap-
proximately 100000 bits per point, are shown in Fig. 27,
where the RAKE and DRAKElow-rate results are also shown

for comparison.

Wesee that, as predicted in Section IV, the presence of sub-
stantial intersymbol interference does not drastically curtail
system operation. In fact, the degradation formula (57), al-
though derived for coherent RAKE and a much simplified

multipath model, proves to be remarkably accurate. The aver-
age numberofpaths per profile encountered in the simulation
tun was 23.2. If weallow the simplified multipath model of
Section IV to have K = 23,2 paths and the &/No parameter of
that model to be identified with &,,/No of Fig. 27, then,
setting TW=127, D of (57) is 1.3dB at &y/No =3 4B,
2.0 dB at &,,/No = 5 dB and 2.8 dB at &,,/No = 7 dB. These
are almost exactly the gaps between the two RAKEcurves
shown in Fig. 27.

Again we see that changing from DRAKE to RAKEyields
only a modest improvement (2-3 dB), and we therefore guess
that the optimal receiver will not substantially outperform
RAKE.

D, Comparison with the Simplified Theory

In Section V, we gave theoretical error-probability curves
for the low-rate PDI and DRAKE demodulators; see Figs. 22
and 24. Since these curves were based on a numberof very
simple but often-used assumptions (uniformly distributed
Poisson path arrivals; independent Rayleigh-distributed path
strengths; no intersymbol interference; a zero-sidelobe DPSK

7 Since we are dealing with an average of about 25 paths per profile,
it is unlikely that use of a refined 10-ns model—having, say, 50-75 paths
per profile but delivering the same total energy—would result in a sub-
stantially different error rate. This assertion follows from the well-
known phenomenon that most diversity gain accrues from the addition
of only a few diversity links, the point of diminishing returns being
quickly reached.
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0.5
 

———=—— LOW RATE (78.7 kbps}
HIGH RATE (787 kbps} + 

BITERRORPROBABILITY,Pe    
Eios/No

SIGNAL-TO-NOISE RATIO (dB)

Fig..27. Error probabilities for the high-rate case, from simula-
tions; dense high-rise topography (TW = 127, 4/T=5.5, R=1/T=
787 kb/s).

signal, ie., no interpath interference),it is of value to compare
them with reality. The comparison is shown in Fig. 28.
There, we have redrawn the simulation-derived low-rate PDI
and DRAKEcurves from Fig. 26 and the high-rate DRAKE
curve from Fig. 27. Also shownare theoretical low-rate PDI
and DRAKEcurves taken from Figs. 22 and 24 (as extended
from [3]), which were obtained by extrapolating Figs. 22 and
24 to a value of K equal to the average number of paths per
profile (23.7) encountered in the simulation. The theoretical
high-rate DRAKE curve was obtained from the corresponding
low-rate curve by assuming that the degradation given by (57),

derived for ideal coherent RAKE, applies approximately also
to DRAKE; in (57), we used K = 23.7.

We see that the simplified theory leads to results that are

between 3 and 7 dB optimistic in neighborhood of Pg = 10°*,
and less so at larger error probabilities. This optimism is due
to the combined effects of the following factors.

1) As we have noted in connection with the FP curves of

Fig. 26, actual urban fading is worse than Rayleigh. Reference
to the worse-than-Rayleigh curves of [3] show that the Ray-
leigh assumption leads to about 1-dB worth of optimism at
Pe =1074.

2) Actual urban paths are correlated, rather than indepen-
dent; we estimate that assuming independence leads to another
1 dB of optimism.

3) Because of spatial inhomogeneities, actual path strengths
have variances that are smaller in local areas than on a global
basis. The simplified theory imagines that the global variances
apply at each local site, leading to a larger-than-actual “path
diversity”’ gain.

4) The actual DPSK signal used did not have zero sidelobes,
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Fig. 28. Comparison of simplified theory with experiment.

so more interpath and intersymbol interference exists than in
the simplified theory. We estimate from Section IV that ignor-
ing this interference accounts for about 2.5 dB of optimism at
Pe=107*.

5) Finally, since the theoretical low-rate DRAKE curveis
optimistic in estimating the required &,,/No for a given Pr,
use of (57) will lead to an optimistic value of D to be applied
in obtaining the high-rate curve, thus compounding theerror,
The error is further compounded by the assumption that (57)
applies to DRAKE,since Fig. 27 shows that the intersymbol
interference is more damaging to DRAKEthan to RAKE.

Thus the simplified theory, although based on common
analytical assumptions, must be treated with caution, espe-
cially at Pg < 10°?; thatis, its optimism should be recognized
in attempting to apply it to urban multipath.

APPENDIX A: DERIVATION OF (46)

From (42) and using the assumptionslisted just prior to that
equation, we obtain

N or

E(lv(0)/"Ila-4 = >) Ex SY afaga,
n=-N k,l,q,r=0

-y(nT - ty +t) y*(nT - tatty) (A-1)

where the overbars denote expectation and Ey denotes expec-
tation over the random variable K. Note that, of all the com-
binations of the indices k,/, q and r in (A-1), in any instance
where one is distinct from the others, the expectation
apapasa, will factor into the form a,aj'aj a, (where here r
is the distinct index); this factorization follows by virtue of

the independence of the a,’s. But, because of the assumed
uniform distribution of the @,’s and the independence of the
a,’s and 0,’s, @, = E[a, exp (/0,)] = 0. Thus the only surviv-
ing terms in (A-l) are those in which indices are pairwise

Petitioner Sirius XM Radio Inc. - Ex. 1008, p. 22



Petitioner Sirius XM Radio Inc. - Ex. 1008, p. 23

350

equal, and, of these, those where kK =r and /=q vanish because
og = Elag exp (/26;,)] =0. Therefore,

N A>

E{|v(O)|7]= > Ex} D> lagl* ty@7)/?
n=-N k=0

Keil FSFine 2
+ Dd loxl? lal? ly@7)!

k=0 [=0
kAL

K-1 K-1 —_, j+ DY lexl? lor Iyer +1)?k=0 [=0

k#l (A-2)

where we have noted that (A-1) is independentof dy.
Since

y(t) =f |S(f)|? exp (j2mft) df (A-3)
we have

|y(nT - ty +t)? -{ IS(f){? [(S@)|? exp (f2m(f- v) nT]
-exp [(j20(f- ») ty]

‘exp [-/2m(f- v) t] df dv, (A-4)

If we define p(t,) to be the probability density distribution of
the t,’s, then

A

exp (j2mft,) = J P(t,) exp (j2aft,) dt, =P(f) (A-5)0

is the characteristic function of p(t,).
We note from (23) et seq., that jy(nT)|? =Oforn #0. Using

this fact and (A-4) and (A-5), (A-2) becomes

K-1 ——

E{|v(0)|?} = (28)? lex >d laxl*k=0

K=1 K-1 —_—__

vag 5 ae fal|k=0 ]=0
k#l

N K-i ¥-i—_.

+ > Ex © ¥ laxl? fol?n=-N k=0 [=0

‘{[iscor |S(v)|? |PCf- v)|?
-exp [j207(f-v)nT] dfdv (A-6)

where we have used the fact that y(0) = 2&, & being the en-
ergy of the transmitted signals(t) = Re [o(t) exp (jwt)].

From (A-5) we see that for a reasonably diffuse p(t,), in the
sense of Section III-C, the “width” of P(f) must be of the
order of 1/A. On the other hand, the width of [s(f)|? is of
the order of W. But we are assuming TW >> 1 and A>T,
so W>>1/A. The situation is depicted in Fig. 29, where the
factors |S(f)|? and |P(f- v)|? in the integrand of (A-6) are
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Llpt-v) I? Isr?

 |
AREA=2— — a 
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Fig. 29. Illustrating the integration in equation (A-6),

shown. If we assume that |s(f)|? is smoothly varying, the
integral on f in (A-6) can be written approximately as

f [S(f)|? |PCF- v)|? exp (72nfnT) df

=|5(@))/? f |P(f~ v)|? exp (j2nfnT)df
Ww

|S(v)|? q(nT) exp (j2nvnT), |p| < >=e -

= 4 (A-7)
0, |p| >—2

where

q(t) =f |P(f)|? exp Ganft) af
4

-f P(t) p(t ~ t)ar. (A-8)0

The double integralin (A-6) then becomes

aint)[ |S(v)|* av (A-9)
so (A-6) becomes,after a little manipulation,

ki o——

E{|v(0)|?1 = (28)? ex| > (eal? Text]k=0

({K-1—-\ 2

+ (28)? ex|( [ex?)k=0

“ N

+ if |s(v)|* a) >» aon]oo n=-N

K-1 x

M
_
  

"ER > a,|? | c,|?. (A-10)k=0
ke

0
ho
il

The second line in (A-10) is recognizable as the square of
E[v(0)] of (44); subtracting it, we get var [v(0)], as given in
(46).

APPENDIX B: DERIVATION OF THE LAST TERM IN (50)

Suppose that the channel noise, n(r)= Re [v(t) exp (j27fot)],
is a bandpass white process having spectral density Nog/2 in a
band around tf). The low-pass-equivalent noise p(t) then has
a spectral density 25 in a band of the same width around
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f=0 (see [30]). v(t) passes through the receiver’s cascade of
the matched filter and transversal filter, which has overall

transfer function S*(f) Ay(f) (see (35)). Assuming that the
transversal filter’s taps are exactly set (@, = ay, fy = tx, all k),
the noise output of this cascade has spectrum

K-1 2

U(f)=2NolS(f)|?|5) af exp (+/2mft,)
k=0

K K-1

=2NolS(f)|? 5. So aga, exp [i2mf(t, - tp].
k=0 1[=0

(B-1)

Using the simplified assumptions on multipath statistics listed
in Section IV, we can easily show that the average of U(/) is

U(f) = 2No|S(f)]? A? (B-2)
where A is as in (45). The variance of the noise at the output
of the transversal filter is therefore

f U(f) df =4&NoA?. (B-3)oo

APPENDIX C: THE EFFECT OF Noisy PATH ESTIMATES

In the analysis of Section IV, we assumed that the channel-
sounding system was capable of supplying perfect estimates
of path variables and that the RAKE receiver was capable of
using these exactly. In effect, we therefore assumed that the
sounding receiver can supply A,,(t) of (30) or H,,(f) of (34)
exactly and RAKE can then configure itself into a filter with
transfer function Ai(f)= Hy,(f) exp (-j2mfA) (see (35)).
We investigate the implications of these assumptions here.

Estimation of the impulse response of an unknown medium
has been investigated in [28], where the optimum sounding
signal and optimum estimating receiver are derived. Generally
speaking, the optimal signal’s energy is distributed in a way
depending on the noise spectrum and average channel trans-
mission function, while the optimal receiver usesa filter that is
between being inverse to and matched to the optimumsignal.

Whenthe simplified channel model of Section I'V is assumed,
however, the optimal signal distributes its energy uniformly
over the transmission band of the system and the optimal
receiver is matched to this signal. In lowpass-equivalent form,
the sounding receiver’s matched-filter output is a noisy, band-
limited version of (30), i.e.,

fin(t)= 5: ay exp (6,)ee=k=0 W(t -
+&(t) (C-1)

where &(t) is a complex low-pass output noise. In (C-1), the
(sin x)/x pulses have been scaled to have the same areas as the
corresponding impulses in (30). Hence, the Fourier transform
of the first term of (C-1) agrees with that of (30) within the
band| f| < W/2.

We approximate the RAKEtransversal filter by assuming
that its impulse responseis

Rep(t) =fJ, (A - t)
K-1

, sin mW(A- t - ty)
k=0 amW(A- t- ty)

instead of (33). The first term of (C-2) agrees with (33) in the
band | f| < W/2 and therefore will act on RAKEinputsignals

+é*(A-1t) (C-2)
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identically as (33); to implement it would require infinitesi-
mally spaced taps on the RAKEdelay line, however. The sec-
ond term of (C-2) comprises the noise in the estimate supplied
by the sounding receiver.

The second term in (C-2) is that responsible for the degrada-
tion in performance due to a noisy sounding estimate. As
mentioned, the optimal sounding signal for our case hasaflat
spectrum,

IX(A)|=V28x/W, | f| <W/2 (C-3)

where G, is the sounding energy. In order to havethe scaling
of (C-2), the magnitude of the frequency characteristic of the
sounding receiver’s matched filter must be /W/2&,. over the
band. The noise power density of &(f) is thus

NoW/&x, |f| <W/2
Pe(f)=

0, |f| > W/2
(C-4)

since, from Appendix B, the low-pass-equivalent channel noise
has powerdensity 2No.

Let

y(t) =F" [Hin (F)|S(f)|? exp (i20fT)]
K-1

= Do ar(t= te)
k=0

(C-5)

be the low-pass equivalent signal output of the data receiver's

matched filter, in response to a single-signal transmission, as
shifted so that its LOS peak occurs att = 0. The RAKEtrans-

versal filter convolves this output with A.z(t) to form w(t),
the signal component of which is specified by (36) and (38).
w(t) also has a component due to noisy estimation of channel
parameters, obtained by convolving the —*(A - t) of (C-2) with
y(t) of (C-5).% This component of w(t) has the form

A

f E*(A- thy(t- 7) dr (C-6)

which, when shifted to the left by A seconds, becomes
A

{ E*(7) y(t +7) dr. (C-7)0

Equation (C-7) gives the estimation-noise component of
w(t) when only a single signal is transmitted. When a sequence
of signals is transmitted with PSK modulation, as discussed
prior to (39), the estimation-noise component becomes

A

e(t)4 f0

where we have indicated that the responses to only 2N +1
symbols are in the RAKEdelayline at one time.

At ¢=0, when the signal component of the RAKEfilter
output peaks for the present symbol(see (42)), the estimation-
noise componentis

N

E*(r) So day(t-nT+1)drn=-N
(C-8)

Nn A€(0)= > dn if E*(r) y(7 - nT) dr. (C-9)n=-N 0

?*There is also a term in w(t) involving convolution of E(t) with the
noise in the data receiver's matched-filter output; we neglect this.
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This has zero mean,since £*(t) =0, and variance
N N

Efje(O)7]= + DS andm
n=-N m=-N

A

JFE(a) y(t - nT) y*(0 - mT)dt do, (C-10)
Since d,dm=5mn (independent data symbols), and (from
(C-4)) E*(7) E(a) = (NoW/&) 5 (7 - 6), and (from (C-5)),

y(t -nT)y*(a - mT)

K-1 K-1

=Ex > Dd aa y(r - nT - ty) y*(6 - mT - t;) (C-11)k=0 1=0  

and using @,a; = | cx, |? 5,; (from the simplified multipath
model of Section IV), we have

Now N
= 2E{|e()/7] ==x n=-N

 
K-1

-Ex b>

A

f lore |? |y(r - nT - ty)|? dr. (C-12)k=0 “O

Again using the simplified multipath model of Section IV,in
which all t,’s are independent and uniformly distributed over

2 NN

(0, A], we have
A pA

NoWAE{|e(0)|?] =—~— >, f f |\y(r- nT - ty)|? dr dt,&4 7Zy Ho Yo

(C-13)

where A? is given by (45). Using the transformation u =7- tr,
v=T+t,, whose Jacobian is 3, equation (C-13) becomes

 

 

NoWA? N A 2A-|ul
E{|e(0)|7] = du du |'y(u- nT)|?2&4 wey -A Jul

NoWA? N [4%
= Of A> led iu - a7)? au.x“ n=-NY-A

(C-14)

Finally, we note that |y(t}| is a narrow pulse of width
1/W<<A. Treating it as a delta function of area

| -y¢e)I? ae=[ |s(f)l* af
(since the Fourier transform of y(t) is |S(f)|*, the signal’s
low-pass-equivalent energy density spectrum), and using (53),
we have

(C-15)

4No&’A? N
E{le(0)?7] =——-T— Do (A-inl 7). (C-16)x n=-N

When T> A, so only the n =O term exists, equation (C-16)
becomes

4N,8&7A?
&, (C-17)E{|e(0)|7] =
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More interestingly, when A >> T, so we can approximate the
sum in (C-16) with an integral of value A/T, we have

No&?A? A

&y Ti

E[|e(0)|?] is another term to be added to (50), adding to
the degradation caused by multipath-induced interference and

channel noise. Taking this term into account, the increase in
the RAKE output noise variance, as given by (57), now
becomes

E{|€(0)|7] = (C-18)

(C-19)

where we have assumed that A >> T and used (C-18).
We thus conclude that if the ratio of sounding-signal energy

to data-signal energy satisfies

& A
=>>=>>1
& T

then the estimation-noise contribution to the total RAKE

output noise is negligible. If, as in the high-rate case of Sec-
tion VI-C, A/T=5.5, then &, should be 10 times or more
greater than & for (C-20) to hold.

(C-20)
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Fig. 1. Example of measured multipath profiles for a dense high-rise
topography. (a) Top to bottom: 2920, 1280, 488 MHz. Vertical
scale: 35 dB/cm. Horizontal scale: 1 ws/em. Different apparent LOS
delays are due to difference in equipmentdelays, (b) Middle trace of
(a) on a linear scale.
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